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ABSTRACT 

Big Data Analytics (BDA) is perceived as one of the most prodigious 

technologies of the 21st century. However, relatively few studies have demonstrated 

the positive outcome of developing BDA capabilities. Moreover, although BDA is 

argued to advance innovation (Tan et al. 2015), the influence of BDA on innovation 

performance is yet to be confirmed empirically.  Studies explaining the underlying 

mechanism through which BDA influences operational and innovation performances 

are limited, especially from a BDA maturity and organisational learning perspective. 

Further, the phenomenon of a digital divide, between SMEs and large organisations, 

instigated by the adoption of BDA remains unexplored. Therefore, the main purpose 

of this study is to address these gaps and contribute to the literature by empirically 

investigating the value of Big Data Analytics capabilities from a maturity perspective, 

and to explore the digital divide in the context of the UK’s manufacturing sector. 

  A systematic literature review is conducted to identify potential research gaps 

and to frame the research questions. Drawing on the Resource-Based View, Dynamic 

Capabilities, and a hierarchy of capabilities perspective, a conceptual model is 

developed depicting the relationship between the BDA capabilities, the higher-order 

capabilities such as absorptive capacity, data and information quality and supply chain 

analytics, and its effect on innovation and operational performance. A survey-based 

research method is adopted to investigate the model and test the hypotheses. For data 

collection, an online questionnaire is distributed via Qualtrics to senior executives in 

UK manufacturing sector. After a rigorous pre-processing of collected data, a sample 

of 221 responses is estimated to be appropriate for further analysis. This study used 

two types of data analysis techniques: Structural equation modelling and Cluster 

analysis. Structural equation modelling is used to examining the causal relationship 

between the variables in the conceptual model. Whereas, cluster analysis is used to 

explore the phenomenon of a digital divide between SMEs and large organisations.  

The findings of this study indicate that BDA capabilities improves operational 

and innovation performances. The impact of BDA capabilities on operational 

performance is partially mediated by absorptive capacity, data and information 

quality, and supply chain analytics capability. However, the impact of BDA 

capabilities on innovation performance is only mediated by absorptive capacity. In 

terms of cluster analysis, the findings indicate the presence of four homogeneous 
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clusters of organisations with varied levels of BDA capabilities maturity, signifying 

the reality of digital divide.  

This study makes some significant contributions. First, in terms of the 

contribution to literature, this study synthesised arguments from the Resource-Based 

View, the Dynamic Capabilities View and the hierarchy of capabilities view to provide 

a holistic explanation of the relationship between lower-order capabilities, higher-

order capabilities and operational and innovation performances. Second, in terms of 

contribution to practice, this research will help to improve the practitioners’ 

understanding about how BDA capabilities can improve firm performance. The BDA 

maturity framework developed in this research can be used by the practitioners to 

assess the current level of BDA capabilities allowing the organisations to determine 

the areas of improvement. Third, this research provides implications for policy that 

could be advantageous to SMEs, who are mainly data and information poor.  
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Chapter 1 Introduction 

1.1 Chapter introduction 

In this chapter, the fundamental thoughts that encouraged the initiation of the 

entire process of this research are discussed. The chapter discusses the motivation for 

the research interest in Big Data Analytics and highlights the research context of the 

study. Further, the research issues and the questions addressed in the study are 

discussed, following which an outline of this thesis is provided.  

1.2 Motivation for the research 

The concept of Big data is “cultural, technological, and scholarly 

phenomenon” (Boyd and Crawford 2012, p.663), and it is gaining momentum in the 

recent years. One of the critical aspects of Big Data Analytics (BDA) is its influence 

on how data-driven decisions are made and how information is generated and utilised. 

Organisations that are digital-savvy strategically use Big Data in a variety of ways to 

create value for the customers (Frizzo-Barker et al. 2016). In the globalised business 

world, organisations recognise the use of innovative technologies such as BDA for the 

management of business operations and gain a sustainable competitive advantage. It 

is widely acknowledged that utilising BDA to manage intra- and inter-organisational 

activities can provide organisations with economic benefits and competitiveness 

(Dutta and Bose 2015; McAfee and Brynjolfsson 2012). Moreover, the application of 

BDA to manage supply chain activities is gaining great interest among industry 

practitioners. A typical supply chain includes information flow along with material 

and financial flow (Souza, 2014). It can be argued that a rapid increase in data and 

information availability can be witnessed these days, instigated by the tremendous 

increase in the adoption of supply chain technologies such as Enterprise Information 

Systems (EIS), Barcodes, Global Position Systems (GPS), Radio Frequency 

Identification Devices (RFID), Sensors, and more recently the Internet of Things 

(IoT). These supply chain technologies have the potential to generate data at the 

various stages of business operation. Consequently, organisations are inundated with 

data and hence motivated to manage and analyse it so as it could improve operational 

performance (Chae and Olson, 2013). For instance, a global apparel manufacturing 

company (Li & Fung) has to manage the inflow of more than 100 gigabytes of data 

every day (The Economist, 2010). The emergence of such Big Data (BD) from day-

to-day operations creates both opportunities and challenges. Optimistically, it is 

argued that the Third Industrial Revolution (TIR) would be governed by four main 
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components which include Big Data Analytics (BDA), adaptive services, digital 

manufacturing and mass customization (Tien, 2015). BDA is the use of advanced data 

management and analytics tools to manage information flow and provide data-driven 

insights for decision makers. Business leaders prefer data-driven insights for decision-

making rather than those based on intuitions (Davenport, 2006). BDA certainly could 

improve organisations’ capabilities to respond to a rapidly changing market 

environment (Meredith et al. 2012), and firms consider BDA as a strategic asset to 

effectively manage supply chains. However, due to the complexity of BD 

technologies, it is obligatory for industry practitioners to tackle some technical and 

organisational challenges during implementation. It is evident from the literature 

(Fosso Wamba et al. 2015; Kambatla et al. 2014; Tsai et al. 2015) that BD related 

technological developments such as Hadoop, NoSQL and MapReduce are growing at 

a fast rate, and will continue to evolve. Nowadays, the awareness of the benefits of 

BDA has increased and the rate of adoption could have improved as well. However, 

limited prominence is given to the behavioural issues associated with the adoption and 

practice of BDA, and researchers have argued that most organisations are still in the 

learning phase (Halter and Rao, 2013).  

Consequently, this study begins with an idea to examine the importance of Big 

Data Analytics (BDA) practice for improving firm performance. After a brief review 

of the literature, it is noticed that the current literature did not contain enough empirical 

works related to this domain. Moreover, it is recognised that there is a growing interest 

among academics and industry practitioners to understand how important Big Data 

Analytics is to improve the performance of an organisation. Subsequently, a 

systematic literature review is conducted to examine in detail the existing 

contributions in the literature related to this domain. Adoption of Big Data Analytics 

and how it can improve organisational learning and performance is thus found to be 

an important research idea to investigate.  Further, perceiving the adoption of BDA 

technology from maturity (state of being complete)  and organisational learning 

(ability to absorb information and knowledge) perspectives could give a 

comprehensive view of the phenomenon. So, this research is intended to examine the 

impact of BDA capabilities from a maturity perspective on Absorptive Capacity 

(ACAP), Data and Information Quality (DIQ), Supply Chain Analytics (SCA) 

capabilities and firm performance. Consequently, Systematic Literature Reviews 
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(SLR) are used to ascertain the dimensions of BDA Maturity (BDAM), ACAP, and 

operational and innovation performance. Key research gaps are also identified 

(discussed in section 2.9.1) and it is found that very few empirical studies have 

investigated the impact of BDA capabilities on operational and innovation 

performance. Moreover, an important question remains unexplored, which is the 

underlying mechanism through which the adoption and use of BDA capabilities 

contribute to firm performance (Chen et al. 2015a; Cao et al. 2015). Despite its 

popularity within the industry, the reluctance to invest in BDA is also noticeable due 

to the ambiguity in recognising the potential benefits of BDA. Above all, research on 

BDA in the context of the UK manufacturing sector is scarce and this nascent domain 

deserves comprehensive investigation. Therefore, in the following section, the 

research problems addressed in this study are discussed. After this, the research 

context, research questions and objectives are discussed in the following sections. 

1.3 Research problem 

From a technical perspective, the main issue with BD is its complexity. BD 

creates three main technological challenges such as: 1) collecting and integrating data 

from disparate data sources distributed in heterogeneous systems, 2) storing and 

managing heterogeneous data types alongside maintaining efficiency in terms of 

retrieval, privacy issues and scalability, 3) analysing data streams in real time to 

perform various operations on data such as prediction, modelling and visualisation to 

support decision-making (Hu et al. 2014). The dynamic nature of manufacturing 

businesses means that organisations must face most of the above-mentioned 

challenges. For instance, in a typical manufacturing supply chain, data is generated in 

heterogeneous information systems located across Intra- and Inter-organisational 

boundaries, and are possibly of varied types (structured, unstructured and semi-

structured) subject to the formats and maturity level of information systems used. For 

SCM, data has to be integrated and analysed in real time to effectively monitor 

processes across the supply chain network, requiring a high level of organisational 

collaboration and technologies like in-memory analytics (Hahn and Packowski, 2015). 

The traditional Relational Database Management Systems (RDBMS) can only store 

structured data and has issues with scalability and storage of semi-structured and 

unstructured data and are not sufficient to tackle these BD challenges. Past literature 

such as Wamba et al. (2017) and Chae et al. (2013) claimed that the successful 
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implementation of BDA would optimise the business processes and have a positive 

impact on firm performance. However, Sherer (2005 as cited in Oliveira et al. 2012) 

argued that there are several pieces of evidence of BDA failures. In particular, Oliveira 

et al. (2012) have elaborated on the case of BDA failure in Cisco, a High-tech 

company, which had faced severe expenditure due to erroneous demand predictions. 

Similarly, Google’s flu trends is another well-known case of failure of BDA (Lazer et 

al. 2014).  In addition, Knight Capital Group lost USD 440 million in 2012 within a 

few hours after implementing a decision based on malfunctioning automated analytic 

algorithms (OECD 2015). So along with the benefits, the underlying risks involved in 

data and analytics algorithms leading to an unexpected false result, are also high. 

Unlike the claims by the BDA technology vendors, inappropriate decisions from BDA 

systems can create social and economic harm. In these uncertain scenarios, very little 

is known about the desired BDA capabilities and the mechanism through which these 

disruptive technologies can be used effectively in line with organisations’ business 

strategy. 

In line with the above discussion, this research attempts to address the following issues 

related to BDA: 

1) In the information era, an organisation's success relies on how proficient 

they are at taking advantage of their information resources (Olszak, 2016). However, 

the practice of BDA is not well articulated within the domain of supply chain (SC) 

research. Understanding BDA capabilities is crucial considering the emerging belief 

that BDA assets can provide a sustainable competitive advantage. Therefore, since 

relatively little is known about the different elements of BDA capabilities which are 

significant to improving performance, there is a necessity to explore the multi-

dimensions of BDA capabilities to create value for the organisation and understand its 

influence on the performance.  

2) Despite the awareness about BDA and its benefits, there exists a causal 

uncertainty, which acts as a barrier for utilising valuable resources desirable to attain 

competitive advantage (Reed & Defillippi, 1990). Organisations having a non-

imitable resource can create competitive advantage. Reed and Defillippi (1990) argued 

that the complexity of technological systems is one of the sources of ambiguity, 

making it difficult for firms to recognise the roots of success and failure. Therefore, it 
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is necessary to address the issue of causal uncertainty by explaining the underlying 

mechanism through which the BDA capabilities improve firm performance.  

3) Another important issue addressed in this study is, the presence of the digital 

divide due to the disparity of BDA adoption between large organisations and SMEs. 

According to Organization for Economic Co-operation and Development (OECD, p.5) 

the term digital divide refers to “the gap between individuals, households, businesses 

and geographic areas at different socio-economic levels with regard both to their 

opportunities to access Information And Communication Technologies (ICT) and to 

their use of the Internet for a wide variety of activities’’. The digital divide is the term 

used to represent socio-economic differences in the usage pattern of ICT (Vehovar et 

al. 2006). However, in the context of this research, the focus is on the adoption of 

BDA in organisations. In a study, it is revealed that SMEs in the UK lack knowledge 

about BDA and its benefits (SAS, 2013). The proportion of SMEs in the UK that have 

utilised BDA is found to be negligible, with only 0.2 per cent of SMEs participating 

in the study showing awareness of it (SAS, 2013). The disparity in the adoption trend 

of these innovative technologies would certainly hinder the growth of SMEs in the 

UK, and as a result, UK SMEs would lack a competitive advantage in the global 

marketplace. Tien (2012) has mentioned the Data Rich and Information Poor (DRIP) 

conundrum - referring to the state of having an enormous volume of data but less 

information available for decision-making. In the organisational context, it can be 

argued that large organisations do not have restrictions in terms of economic capital 

and technical knowledge for the adoption of new technology. However, SMEs could 

certainly fall into the category of Data Poor and Information Poor (DPIP) (Figure 2.12) 

as it can be relatively difficult for them to harness BDA. Therefore, it is necessary to 

investigate the level of BDA maturity for the following reasons: 1) to gather evidence 

by comparing the differences in BDA maturity level between SMEs and large 

organisations, 2) to help SMEs evaluate their current state using the maturity model 

and recognise the capabilities they need to implement to compete with large 

organisations, and 3) to support policy-makers and technology vendors to develop 

policies, customised products, and services to promote SME growth. So, in order to 

address these problems, this research aims; 1. to examine the casual relationship 

between Big Data Analytics maturity and firm performance dimension, and 2. to 

explore the phenomenon of digital divide caused by the adoption of BDA technology.  
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 1.4 Research context 

The main focus of this research is the BDA practice in the context of the UK 

manufacturing sector. A brief overview of the concept of the supply chain, supply 

chain management, and the rationale for selecting the UK manufacturing sector is 

discussed here.  

 

Figure.1.1 Context of the research 

According to Mentzer et al. (2001, p.4), the supply chain is  

“a set of three or more entities (organisations or individuals) directly involved in the 

upstream and downstream flows of products, services, finances, and/or information 

from a source to a customer”.  

Supply chain managers are responsible for this process. The definition 

encompasses the aspect of information flow between organisations in the supply chain, 

which is the prime focus of this research. Further, SCM is defined as  

“the management of upstream and downstream relationships with suppliers and 

customers in order to deliver superior customer value at low cost to the supply chain 

as a whole” (Christopher, 2016, p.2).   

The intention to implement BDA in SCM to manage the information flow is 

increasing (Wang et al. 2016a), and companies are inclined to use BDA to improve 

forecasting accuracy, warehouse optimisation, reducing costs, visibility, and 

integrating supply chain processes (Genpact, 2015). As discussed by Wang et al. 

(2016) and Sanders (2014), BDA is composed of two separate components: 1) Big 

Data, more complex than traditional data sets, and 2) Analytics, in a broader sense, 

comprises techniques such as maths, statistics, optimisations, and simulations to 

extract insights from BD. Davenport and Harris (2007, p.7) defined the term analytics 

as “the extensive use of data, statistical and quantitative analysis, explanatory and 

predictive models, and fact-based management to drive decisions and actions”. So, 
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neither of these components are useful when taken separately (Sanders, 2014). The 

combination of BD & Analytics makes the difference and has emerged as an 

imperative technology to turn data into actionable insights. The discipline of BDA in 

SCM has drawn attention because of its pivotal role in improving firm performance 

and the necessity to address several issues such as casual ambiguity.  

Manufacturing organisations have changed their strategy in response to the 

changing market demands and have become more customer-centric (Aho, 2015). They 

increasingly consider embedding services into products as a differentiation strategy. 

The transformation of manufacturing firms from the traditional product offering to 

servitization involves developing new capabilities such as BDA capabilities. 

Moreover, three major obstacles faced by the executives in manufacturing 

organisations while they strive to improve operational activities: inundation, isolation, 

and indecision of information (Jain et al. 2011).  Dutta and Bose (2015) have argued 

that compared to B2B, B2C sectors such as retail have a lot of potential for generating 

a huge volume of data, and since the manufacturing sector operates mainly in the B2B 

environment the data generated will be considerably less than in B2C sectors. 

However, in the near future, it is anticipated that due to the adoption of sensors and 

the IoTs in the manufacturing sector, there is potential for an explosion of 

manufacturing data.  

 

Figure 1.2 Turning information into intelligence  

Source: (Sanders, 2014) 

Analytics

Big Data
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Figure 1.3 Decision-making framework 

Source: (Tien 2012, 2015) 

Moreover, in the current turbulent economic situation, the manufacturing 

sector is facing a drastic change due to industry 4.0, advanced technological evolution 

and adoption behaviour (Almada-Lobo, 2016; Caputo et al. 2016). According to BIS 

(2015), the UK has 275,565 manufacturing businesses with a combined annual 

turnover of £ 601 billion. As per the statistics, the majority of UK manufacturing 

businesses are SMEs with fewer than 250 employees. Large manufacturing 

organisations represent only 0.4 % of the industry, but they account for 42.5% of total 

employment. However, small (0-49 employees) and medium (50-249 employees) size 

organisations’ contribution to annual turnover is 12.3% and 16.4% respectively, which 

is comparatively low compared to larger organisations who contribute 69.8 % of the 

annual turnover. UK’s manufacturing productivity has slumped since the recession in 

2009 and has not reverted back to the pre-crisis situation (Hardie and Banks, 2014). 

Nevertheless, the UK has been specialising in high-tech manufacturing industries to 

compete against developing economies such as BRIC nations (Brazil, Russia, India, 

and China), who still focus on low technology manufacturing (BIS, 2015). The UK’s 

strength and focus on high-value manufacturing industries such as aerospace, power 

generation, and automotive industries has the potential for developing innovative 

products and services (Hague et al. 2016), and is expected to yield better competitive 

advantage in international markets (BIS, 2010b). Under this current scenario, 

companies need better ICT to effectively manage global supply chain networks. As 

shown in Figure 1.4, the diffusion of manufacturing technologies is progressing at a 

fast rate, and manufacturing firms rely on the latest ICT technologies such as sensors, 



9 
 

RFID, and IoT to manage their business operations. As a consequence, the 

manufacturing companies are flooded with BD to a larger extent than any other 

business sector (Zhong et al. 2015, 2016), which necessitates implementing BDA to 

manage the data flow and extract insights from it. Therefore, understanding BDA 

capabilities in this context is more significant for the development of SMEs and the 

UK economy. 

Table 1.1 Number of manufacturing companies in the UK 

Source: (BIS, 2015) 

 

 

Figure 1.4 Evolution of Manufacturing Enterprise systems 

Source: (Bi and Cochran 2014) 

 

 

 

Number of Employees Number of manufacturing 

companies in the UK

With no employees (unregistered) 146,030

With no employees (registered) 41,565

   1 6,370

   2-4 33,365

   5-9 18,865

   10-19 12,955

   20-49 9,230

   50-99 3,720

   100-199 1,825

   200-249 400

   250-499 710

   500 or more 530
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1.5 Research questions 

The two fundamental research questions addressed in this study are:  

RQ1. What is the impact of Big Data Analytics Maturity on firm performance in the 

context of the UK manufacturing sector?  

In relation to the main research question (RQ1) the following sub-questions are 

addressed: 

RQ1a. What is the relationship between Big Data Analytics capability maturity 

and firm performance dimensions? 

 

RQ1b. What is the role of Absorptive Capacity on the relationship between 

BDA capability maturity and firm performance? 

RQ1c. What is the role of Data and Information Quality (DIQ) on the 

relationship between BDA capability maturity and firm performance? 

RQ1d. What is the role of Supply Chain Analytics capability (SCA) on the 

relationship between BDA capability maturity and firm performance? 

RQ2. To what extent BDA adoption extend the digital divide between SMEs and 

Large organisations in the UK?  

1.6 Research significance 

This study aims to make significant contributions to literature, practice, and policy. 

As discussed in the previous section, the aim of this research is twofold: first, to gain 

more insights into the impact BDA capabilities have on the performance of the UK 

manufacturing firms, and second, to investigate the phenomenon of the digital divide. 

By holistically applying RBV, DC view and the view of the hierarchy of capabilities, 

this research proposed a conceptual model in which BDA capabilities maturity, as 

lower-order capability, exert influence on operational and innovation performance 

through higher-order capabilities, such as ACAP, DIQ, and SCA capability. Through 

achieving these research aims; this study’s academic significance is as follows: 

• This research is one of the few academic works that provides a comprehensive 

view of BDA capabilities (intra- and inter-organisational BDA capabilities) 

informed by theory and practice. 

• This research contributes to validating the assumptions of Resource-based 

View (RBV), Dynamic capabilities view (DCV), and hierarchy of capabilities 

view within the context of BDA practice.  
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• This study empirically clarifies the importance of BDA capabilities within 

manufacturing context in improving operational and innovation performance. 

The research contributes to the literature by improving the understanding of 

BDA practice in manufacturing industries. This study participated in 

developing the dimensions of BDA capabilities maturity which would 

contribute to future research studies. 

• The study provides a conceptual model for BDA capabilities as a source of 

sustainable competitive advantage. This model is higher-order in nature 

consisting of multidimensional constructs and might be useful in informing 

further research related to BDA practice.  

• The study enhances the understanding over the current state of SMEs and large 

organisations relating to the adoption and practice of BDA capabilities, which 

would contribute to the literature on SMEs growth.  

1.7 Thesis structure 

The entire thesis is structured into seven distinct chapters as shown in Figure 

1.5. A brief overview of the remaining chapters is presented below. 

 

Figure 1.5 The structure of this thesis 

Chapter 2 This chapter reviews the existing literature on Big data analytics, 

absorptive capacity and operational and innovation performance to find potential 

research gaps and to conceptualise the dimensions of BDA. To conduct a literature 

review, a scientifically rigorous systematic literature review methodology is adopted.  

The review presents the research agenda and the scope of examining the relationship 

between BDA maturity and firm performance dimensions and further identifies the 

importance of absorptive capacity, data and information quality, and supply chain 

analytics capabilities. 
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Chapter 3 Drawing on the existing studies and underpinned by the Resource-Based 

and Dynamic-Capabilities view, this chapter develops a conceptual model and 

articulates several hypotheses to explain the role of lower-order and higher-order 

capabilities in improving the operational and innovation performance.  

Chapter 4 This chapter covers the transformation process of the research. A 

transformation from purely theoretical to a philosophical and methodological 

perspective is presented in this chapter. Consequently, this chapter illustrates the key 

decisions made underpinned by the philosophical and methodological considerations. 

Based on the chosen approach, the mono-method quantitative research strategy is 

explained. This chapter also discusses the rationale for the data collection and analysis 

techniques used in this research. Further, the operationalisation process of the 

constructs measured in this research is also elaborated.  

Chapter 5 This chapter presents the quantitative investigation of the data collected 

using an online questionnaire survey. Two main data analysis techniques (Structural 

Equation Modelling and Cluster Analysis) used in this research are presented in this 

chapter. Prior to the main data analysis, the chapter examines the suitability of the data 

and its structural characteristics. This chapter also presents the exploratory and 

confirmatory data analysis used to ensure the validity of the scales used to measure 

the constructs. After the factor analyses, the refinement of the initial conceptual model 

is articulated. Then, the implementation and results of Structural Equation Modelling 

used to examine the hypothesised relationship between BDA maturity, absorptive 

capacity, data and information quality, supply chain analytics capabilities and 

operational and innovation performance is presented. Finally, this chapter also 

includes details of cluster analysis performed to explore the current state of SMEs and 

large organisation and verify the digital divide between them. Finally, this chapter 

summarises the key findings of the statistical tests used in this research.  

Chapter 6 This chapter discusses the findings from the analysis of the survey data. 

The analysis techniques used in the previous chapter are aimed at testing the 

hypothesised direct and mediation relationships of the conceptual model, as well as 

recognising the digital divide. This chapter draws on the findings of each hypothesis 

test and discusses its relevance to the context of this research. Further, the optimal 

number of clusters identified by comparing various clustering algorithms are 
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characterised and presented in this chapter. This chapter also draws on the findings to 

provide some managerial implications for the best practice of BDA 

Chapter 7 Finally, this chapter concludes the findings of this research. It discusses 

contributions to the theory, practice, and policy. Limitations of this research and 

suggestions for future research are also provided.   

1.8 Chapter Summary 

In summary, this chapter presents a brief outline of the motivation, the research 

problem and the relevance of this research in understating the BDA practice and its 

influence on firm performance. The objective of this chapter is to provide the 

rationales for the research questions, the research context and the significance of the 

study. This chapter also outlined the structure of the thesis to clearly navigate through 

different chapters of the thesis. The next chapter will focus on the review of the 

literature to concentrate on the study’s scope and to identify potential research gaps.  
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Chapter 2 Literature review 

2.1 Chapter introduction 

This chapter defines the concept of Big Data analytics, its key capabilities and 

how the technology has evolved. Moreover, it reviews mechanisms governing how 

manufacturing firms can extract full value from their BDA investment (i.e., absorptive 

capacity, data and information quality, supply chain analytics capabilities). This 

chapter covers the Systematic Literature Review (SLR) methodology utilised to assess 

the previous literature related to the domain of: 1. BDA and supply chain management, 

2. Absorptive capacity and supply chain management. Consequently, this chapter 

presents the findings of the two Systematic Literature Reviews (SLR), the 

methodology used to conduct SLR and the important gaps identified because of it. 

This chapter also presents the literature review of performance outcomes such as 

operational and innovation performance.  

 

Figure 2.1 The position of the chapter in this thesis 

2.2 Business Intelligence (BI), Business Analytics (BA) and Big Data 

Analytics (BDA)  

Data, according to the Oxford English Dictionary (OED), is defined as “facts 

and statistics collected together for reference or analysis” or “the quantities, characters, 

or symbols on which operations are performed by a computer, which may be stored 

and transmitted in the form of electrical signals and recorded on magnetic, optical, or 

mechanical recording media.” (Oxford Dictionary, 2016). In line with the first 

definition, data are mainly facts and numbers collected for further analysis. The 

analysis of such data can be performed with little effort using traditional statistical 

methods and mathematical tools without the need for a computer. Whereas, the second 

definition encompasses ‘characters’ and ‘symbols’, emphasising the usage of the 

computer to perform analysis, and also the utilisation of additional medium to transfer 

and store data in various forms. Similarly, the term ‘Big data’ is defined by OED as 
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“an extremely large data sets that may be analysed computationally to reveal patterns, 

trends, and associations, especially relating to human behaviour and interactions.” 

These definitions have simplified the delineation and comparison of traditional data 

analysis with big data analysis. BDA uses more sophisticated computational 

techniques to handle complex data that has been increasing on a large scale, and are 

unable to be processed using traditional methods.     

However, until recently, Business Intelligence (BI) is considered as an 

umbrella term which includes tools, techniques, and activities that converts raw data 

into useful information and support decision-making at different levels (operational, 

tactical, and strategic) (Gudfinnsson et al. 2015). According to Sahay and Ranjan 

(2008), “BI refers to the use of technology to collect and effectively use the 

information to improve business potency.” Decision support, statistical analysis, data 

mining, forecasting, and OLAP are the key capabilities of BI, and four main 

components of BI are data sources, data marts, data warehouse and query and reporting 

tools (Sahay and Ranjan 2008). Data warehouse is central to any BI solution; data 

from internal and external sources are extracted and loaded into the data warehouse 

(Gudfinnsson et al. 2015). Another terminology that has been in practice is Business 

Analytics (BA). Business users consider ‘Business Analytics’ as essential for 

providing data, information, and knowledge to support decision making (Chen et al. 

2012; Acito and Khatri 2014; Laursen and Thorlund 2010), and its scope supposedly 

extends beyond traditional BI reporting. In the literature, BI and Business Analytics 

(BA) terms are often used interchangeably. Chae et al. (2014), referred BA as “the 

application of a broad range of analytical techniques and methods and data-driven 

analytic methodologies to different business domains.”  However, Laursen and 

Thorlund (2010, p.12) defined BA as “delivering the right decision support to the right 

people at the right time.” Further, a related term called ‘Decision Support Systems 

(DSS),’ which arguably emerged during 1970’s is also widely used in this context to 

indicate the use of technological solutions to support decision-making problems (Shim 

et al. 2002). Bartlett (2013, as cited in Mortenson et al. (2015)) considers BI as an 

amalgamation of Business Analytics and Information Technology. Gudfinnsson et al. 

(2015) also supported the argument of considering Business analytics (BA) as an 

integral part of BI. However, several researchers have a contrasting opinion and 

argued that BI is a division of analytics, and a new acronym ‘BI&A’ as a composite 
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term is used (Chen et al. 2012). Mortenson et al. (2015) argued that there is a similarity 

between ‘analytics’ and ‘Operations Research’ or ‘Management Science’ as these 

concepts are related to improving operations and business decision-making.  

Furthermore, in the IT literature, scholars have perceived the use of ICT at 

different levels such as intra-organisational systems and inter-organisational systems 

(Zhang et al. 2016). Savitskie (2007) argued that the practice of information 

technology for information sharing within a firm can be denoted an intra-

organisational system. On the other hand, Bhakoo and Choi 2013 (p.432) defined 

Inter-Organisations Systems (IOS) as “the technology-based infrastructure that acts as 

a conduit for facilitating transactions, sharing information with trading partners, 

coordinating activities and establishing governance structures between firms. 

Similarly, BDA practice can be categorised into intra- and inter-organisational BDA 

systems. In this regard, Supply Chain Analytics (SCA) is a context-specific term, used 

to denote inter-organisational practices, indicating Big Data and Analytics activities 

in supply chain management (Wang et al. 2016; Sahay and Ranjan 2008; Souza 2014). 

Chae et al. (2014) argued that there are three sets of resources (Data management 

resources, IT-based supply chain planning resources, and Performance management 

resources) collectively constitute SCA.  In general, supply chain analytics is the use 

of information and analytics tools to support efficient flow of material along the supply 

chain. Various definitions of SCA can be found in Rozados and Tjahjono (2014).     

Although there are different terminologies used in the literature, they all focus 

on one objective, i.e., extracting value from data. In addition, there is a pattern of 

evolution regarding the terminologies and development of capabilities suitable for 

data-driven decision-making. Chen et al. (2012) argued that the concept of first-

generation BI (in the 1990s) had evolved as a consequence of advanced statistical 

techniques in 1970s and data mining techniques in the 1980s. While data mining has 

been available for decades, it has only recently been commercially accepted due to the 

data inundation problem and technological developments (Stefanovic, 2015). The 

second generation BI 2.0 evolved during the early 2000s (the period also witnessed 

the growth of the internet and web-based systems). Subsequently, BI 3.0 emerged in 

the 2010s, leading to the era of Big Data. The term ‘Big Data’ was primarily used by 

Cox and Ellsworth (1997) to refer to the storage challenges of datasets that are quite 

large and demand additional resources. The main distinction between traditional BI 
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solutions and Big Data (BD) technologies is database scalability and the ability to store 

a variety of data types (structured and unstructured) in real-time. Based on the 

literature, the evolution of BDA is illustrated in Figure 2.2. Hence, while BDA is not 

new, it has certainly evolved to meet the changing information processing needs of 

organisations. From 1950 to 2010, the complexity of data has increased gradually, and 

as a result, BDA has emerged as a flagship technology to tackle BD challenges.   

 

Figure 2.2 Evolution of Big Data Analytics 

A range of definitions of ‘Big data’ can be found in Wamba et al. (2015). A 

widely accepted definition distinguishing between the volume, variety and velocity of 

BD from Gartner is given below:  

“high-volume, -velocity and -variety information assets that demand cost-effective, 

innovative forms of information processing for enhanced insight and decision making” 

(Beyer and Laney, 2012, p.2).  

BD is often related to technological advancement and associated with new 

kinds of database architectures such as Hadoop, NoSQL, and distributed parallel 

processing of data. BD technologies are not only able to handle the volume of data but 

also can effectively manage a variety of data types such as textual information from 

online blogs, customer reviews, etc. (Mortenson et al. 2015). Vera-Baquero et al.  

(2015) argued that traditional BI systems are not process aware and are insufficient to 

integrate data from heterogeneous data sources. In addition, according to Manyika et 

al. (2011), “Big data refers to datasets whose size is beyond the ability of typical 
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database software tools to capture, store, manage, and analyse.” Based on the nature 

of data, the BD is characterised mainly by three dimensions such as ‘Volume,’ 

‘Velocity,’ and ‘Variety’ (Manyika et al. 2011; Sonka, 2014). However, apart from 

the 3V’s (Figure 2.3), BD can also be characterised by another two dimensions 

‘Veracity’ and ‘Value’ (Manyika et al. 2011; Neaga et al. 2015; Ge and Jackson, 

2014). ‘Volume’ refers to the magnitude of data generated; ‘Variety’ refers to 

“structural heterogeneity in a dataset” (Gandomi and Haider 2015, p.138); ‘Velocity’ 

refers to the speed at which data is generated, analysed and acted upon (Gandomi and 

Haider, 2015); ‘Veracity’ or Verification refers to ensuring data quality, verifying 

unreliable and uncertain data; and ‘Value’ relates to the economic benefits of Big Data 

(Mishra et al. 2016). Further, Hofmann (2015) defined the three V’s of Big Data from 

capabilities perspective as “the firm’s ability to successfully process a large volume 

of data, integrate various sources of data and process at a high speed (p.3)”. Further, 

from the capabilities perspective, BDA is defined as “the capability to manage and 

analyse petabytes of data enable companies to deal with clusters of information that 

could have an impact on the business” (Hurwitz et al. 2013, p.22). Wang et al. (2016 

b) defined BDA from an information lifecycle management view in the context of 

health care as “the ability to acquire, store, process and analyse a large amount of 

health data in various forms, and deliver meaningful information to users that allow 

them to discover business values and insights in a timely fashion (p.4)”.  

 

Figure 2.3 Five V's of Big Data 
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Thus, this section provided an overview BDA and how it has evolved. 

However, BDA practice is a complex phenomenon with potential to significantly 

improve the information processing capability of an organisation. In order to 

comprehensively understand various of aspects of BDA capabilities and its relation to 

the concept of Absorptive Capacity (ACAP), two systematic literature reviews were 

conducted as part of the research. First, a systematic literature review of BDA in the 

context of Supply Chain Management (SCM) was conducted to conceptualise the key 

dimensions of BDA capabilities. The methodology used and the findings of the first 

SLR is presented in section 2.3. Subsequently, another systematic literature review of 

ACAP in the context of SCM was conducted to summarise existing studies and 

recognise how it has been used in the context of organisational learning, and the 

findings of the second SLR is presented in the section 2.6.  

2.3 Systematic literature review I - Big Data Analytics  

The concept of a Systematic Literature Review (SLR) originated in the medical 

science discipline (Durach et al. 2017), but it is widely recognised in SCM because of 

its evidence-based approach (Banomyong et al. 2017; Colicchia and Strozzi, 2012). 

SLR is a positivistic approach and an effective tool to assess an existing body of 

knowledge and develop it further (Tranfield et al. 2003). It is claimed that SLRs focus 

on very specific research questions and have the tendency to reduce potential bias 

(Banomyong et al. 2017).  

This section discusses the methodology used to conduct an SLR on Big Data 

and supply chain management. Also, it presents the descriptive findings and the 

conceptualisation of BDA capabilities based on the thematic analysis. While there are 

a few literature review papers (Mishra et al. (2016), Wamba et al. (2015), Donovan et 

al. (2015), Wamba and Akter (2015)) linking BDA and SCM, these reviews have not 

discussed BDA capabilities in a manufacturing supply chain context. Also, academic 

research and reviews related to BDA maturity models are scarce, and therefore this 

research seeks to address these missing links. This review was aimedto summarise and 

describe existing research and conceptualise dimensions of BDA capabilities by 

synthesising the content of current literature. This research follows the literature 

review approach proposed by Mayring (2003). A similar approach is used by Gao et 

al. (2016) and Seuring and Müller (2008) in analysing past research papers. This 
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review approach includes four sequential steps: material collection, descriptive 

analysis, category selection and material evaluation.  

2.3.1 Literature search 

Section 2.2 demystified the concept of BDA and recognised several terms such as Big 

Data, Business analytics (BA), Business Intelligence (BI) and supply chain analytics. 

These terms are used as keywords to search the literature on Big Data Analytics in 

SCM. Unlike previous Systematic Literature Reviews (SLRs) in this domain, this 

study adopts a holistic approach by including all possible terms related to BDA 

practice in businesses. Similarly, different keywords related to SCM are also 

identified. Different combinations of terms were used to search relevant research 

papers. Scopus and Web of Science (WoS) databases were used to search related peer-

reviewed papers for review. Table 2.1 summarises the keywords used for the literature 

search along with the number of papers retrieved during the initial search. 

2.3.1.1 Inclusion and exclusion criteria 

First, only journal papers published in the English language were included. 

Consistent with Fahimnia et al. (2015), conference papers, papers in commercial 

magazines, and book chapters were excluded from the search to ensure quality, and 

only journal papers, reviews, and papers in the press were included. Although the 

initial search was not restricted by a time limit, the final shortlisted papers are 

published in the years between 2008 to  2016. The variety of search strings used in the 

SLR process is given in Table 2.1. The initial shortlisting produced 619 papers. After 

removing the duplications and verifying the list in Endnote software, the full text of 

the remaining papers was read to further eliminate irrelevant papers. Only papers 

which clearly describe the application of BDA was selected for review. This finally 

resulted in a total of 82 papers spanning from 2008 to 2016. Next, the content of the 

selected papers was reviewed and classified based on categories such as the 

distribution of publication year, research methodology, among others. The 

analysis/evaluation process was complemented by the use of bibliometric analysis - to 

summarise existing research, and thematic analysis - to conceptualise the content of 

literature. For the bibliometric analysis, BibExcel Software was used that requires 

meta-data information of selected journal papers in RIS format, which was extracted 

using the Scopus database. The findings from the descriptive analysis are given in 

section 2.3.2. Further, the contents of each shortlisted journal paper were analysed to 
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find themes, codes and conceptualise dimensions of BDA capabilities maturity. The 

findings of the thematic analysis are presented in section 2.3.3. In addition to the 82 

papers from academic journals, for conceptualisation purpose, 13 maturity models 

sourced from both academic and non-academic sources such as Gartner and Informs 

were included in the review process.  The list of 82 papers and the review of 13 

maturity models are given in Appendices F & G.  

Table 2.1 Initial search results 

Search terms SCOPUS WoS 

"Big Data" and “Supply chain“  104 65 

"Big Data" and “logistics“ 101 30 

“Big Data” and “operations management” 15 8 

“Big Data” and “manufacturing” 20 13 

“Big Data” and “operations research” 6 3 

"Business Analytics" and “supply chain“ 10 13 

"Business Analytics " and “logistics“ 6 4 

“Business Analytics” and “operational 

performance” 

2 2 

“Business Analytics” and “operations management” 3 3 

“Business Analytics” and “operations research” 4 5 

“Business Intelligence” and “supply chain” 64 35 

“Business Intelligence” and “logistics” 39 17 

“Business Intelligence” and “operational 

performance” 

7 4 

“Business Intelligence” and “operations 

management” 

3 3 

“Business Intelligence” and “operations research” 6 3 

“Business Intelligence” and “operational 

performance” 

7 4 

“Supply chain analytics”   8 4 

“Supply chain” and “predictive analytics” 16 13 

 

2.3.2 Descriptive analysis  
 

2.3.2.1 Distribution of papers per year 

Findings suggests that there is an increasing trend in terms of a number of 

papers published in the field of BDA in the supply chain (Figure 2.4). In particular, a 

number of papers were published during 2015 and 2016 compared to previous years. 

Among the 82 selected papers, most were published in the last four years. The trend 

shows that there is growing importance among researchers to investigate the 

phenomenon of BDA in the supply chain context.  
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Figure 2.4 Distribution of research papers over the years 

2.3.2.2 Top contributing authors 

The top 10 contributing authors were extracted using BibExcel tool (Figure 

2.5). It is evident that Gunasekaran tops the list with 7 publications followed by Childe, 

Huang, Hazen, Papadopoulos, Wamba, and Zhong. Moreover, the contributions of 

authors were further evaluated using h-index and citation counts. It was found that 

Fawcett and Waller dominate on these criteria, followed by Chae and Gunasekaran 

(see Figure 2.5 & Figure 2.6).   

 

Figure 2.5 Top contributing authors based on the number of publications 
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Figure 2.6 Top contributing authors based on h-index, number of publications and citations 

2.3.2.3 Affiliation statistics 

The affiliations of all first authors were extracted using BibExcel. The United 

States dominated the top 5 list of contributing countries, followed by China, the United 

Kingdom, India, and Germany.  

 

Figure 2.7 Classification of journal papers based on affiliation 
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that a wide range of other terms such as logistics, predictive analytics, RFID, and cloud 

computing were also used frequently.  

Table 2.2 Keyword statistics 

Keyword Frequency Keyword Frequency 

Big data 69 Logistics 10 

Supply chain management 40 Internet of things 9 

Supply chains 21 Radio Frequency 

Identification (RFID) 

8 

Manufacture 17 Big data analytics 7 

Decision making 15 Supply chain 7 

Data mining 14 Forecasting 7 

Information management 12 Data handling 6 

Data analytics 11 Cloud computing 6 

Predictive analytics 11 Mass customization  4 

Business analytics 10 Mass production 4 

 

2.3.2.5 Theoretical Perspectives 

The prominent theories used to explain the phenomenon of BDA adoption and 

practice were also investigated during the review process.  Figure 2.8 shows that 

Resource-Based View (RBV) was extensively used by 38% of research papers. 

Besides that, Dynamic capability theory (19%), Information processing view (15%), 

Contingency theory (8%), social capital theory (4%), and other theories were also 

applied frequently. Apart from that, frameworks such as Technology Organisation 

Environment (TOE) were also used to investigate organisations’ BDA adoption 

behaviour (Chen et al. 2015). Thus, there is much scope for application and validation 

of several other theoretical lenses such as Knowledge based-view, absorptive capacity, 

systems theory, institutional isomorphism, and agency theory to explore the 

phenomenon of BDA practice. Moreover, Hazen et al. (2016) have provided a review 

of several theories that can be applied in this domain. 
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Figure 2.8 Frequency of underpinning theories in selected papers 
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Figure 2.9 Classification of selected papers based on research methods 
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Figure 2.10 Distribution of papers based on the number of citations 
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Figure 2.11 Contributions from different journals 
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2.3.3.1 The conceptualisation of BDA Capabilities  

This section presents the discussion around the capabilities identified from the 

thematic analysis. A conceptual framework was developed to simplify and delineate 

the BDA capabilities identified (Figure 2.12), and there are four quadrants in the 

framework; (i) Data poor and analytics poor, (ii) Data rich and analytics poor, (iii) 

Data poor and analytics rich, (iv) Data rich and analytics rich. The levels of BDA 

capabilities, measured by 5 dimensions, determine the quadrant within which 

organisations could find themselves. DG and DIM capabilities collectively constitute 

an organisation’s level of data resources (data-poor or data-rich). Similarly, AA and 

DV capabilities denote an organisation’s analytics resources (analytics poor or 

analytics rich). In Figure 2.12, data-driven culture is an intangible resource, 

fundamental to other capabilities, and has to be embedded into businesses routines 

related to BDA-driven decision making. Besides these, the cloud computing capability 

and Absorptive Capacity of organisations are considered as complementary resources 

and enablers of BDA. It can be argued that manufacturing organisations need to 

possess all key capabilities to obtain value or wisdom from raw data as illustrated in 

Figure 2.12.  

 

Figure 2.12 BDA capabilities framework 
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Table 2.3 Dimensions of BDA capabilities maturity 

Dimensions 

of BDA 

capabilities 

maturity 

Key elements  Key references 

Data 

generation 

capability  

1) Data generation infrastructures.  

2) Data sources. 

3) Repository for open data. 

4) Strategies to collect data from sensors 

and other devices in real-time. 

5) Data gathering capability.  

Brandau and Tolujevs 

(2013);  Hu et al.(2014); 

Radcliffe (2014); Janssen et 

al.(2014); Zhang et al.(2013); 

Jin and Ji (2013). 

 

Data 

integration 

and 

management 

capabilities 

1) Data integration from heterogeneous 

sources. 

2) Data warehouse capability  

3) Data management resources (capture, 

manipulation and redistribution of data) 

4) Data governance  

5) Unstructured data management  

6) Data quality (accessibility, 

completeness, timeliness, reliability, 

consistency, and accuracy) 

7) Metadata repository  

Popovič et al.(2012); Spruit 

and Sacu (2015); Lavalle et 

al.(2010); Halper and 

Krishnan (2014); Radcliffe 

(2014); Sulaiman et al. 

(2015); Cosic et al. (2015); 

Nott (2014); IDC (2013); 

Knowledgent (2014); Tan et 

al.(2015); Chae et al.  

(2014a); Chae et al.(2014b) 

Advanced 

analytics 

capabilities 

1) Predictive analytics.  

2) Real-time analytics. 

3) In-memory analytics 

4) Data mining (time series analysis, 

association rule mining, classification 

and clustering analysis). 

5) Web mining and text mining. 

6) Online Analytical Processing (OLAP). 

7) Trend analysis and “What-if” scenario 

analysis.  

8) Data analysis and Data decision 

capability.  

Trkman et al. (2012); 

Oliveira et al. (2012); Wang 

et al.(2016a); Nott (2014); 

Radcliffe (2014); 

Knowledgent(2014); 

Sulaiman et al.(2015); 

Lavalle et al.(2010); 

Blackburn et al.(2015); van 

der Spoel et al.(2015); Zhang 

et al. (2013); Brandau and 

Tolujevs (2013); Popovič et 

al.(2012); Hu et al.(2014) 

Data 

visualisation 

capabilities 

1) Interactive visualisation.  

2) Dashboards and key performance 

indicators (KPI). 

3) Real-time information monitoring. 

4) Strategic and operational reporting 

using historical and streaming data. 

Brandau and Tolujevs(2013); 

Dutta and Bose (2015); 

Neaga et al. (2015); 

Tien(2012);  Sulaiman et 

al.(2015); See-To and 

Ngai(2016); Radcliffe 

(2014); Popovič et al. (2012); 

Yesudas et al.(2014) 

Big Data 

Skills 

1) BDA Technical skills   

2) BDA managérial skills  

Sangari and Razmi (2015); 

(Gupta and George 2016) 

Data-driven 

culture 

1) Cultural and political issues.  

2) Culture and execution.  

3) Culture Capability.  

Cosic et al.(2015); Dutta and 

Bose (2015); Halper and 

Krishnan (2014); Nott 

(2014); IDC (2013) 
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4) Cultural competence in the context of 

supply chain. 

 

2.3.3.1.1 Data generation capability    

Data Generation (DG) capability is the ability of organisations to seek, 

identify, create, and access data from heterogeneous data sources across organisational 

boundaries. Only if there is enough data, insights can be drawn from it.  DG capability 

facilitates the availability of BD at organisations disposal by establishing data sources, 

procedures and policies to generate required data for decision-making. In general, data 

can come from three different domains ‘business, internet, and scientific research’ (Hu 

et al. 2014, p.657). Adoption of technologies such as Advanced planning and 

scheduling (APS), RFID, ERP, CRM systems and Warehouse management systems 

(WMS) (Autry et al. 2010), are the primary sources and antecedents for the occurrence 

of data deluge. Generation of data is further revolutionised with the advent of the 

Internet of Things (IoT) technology facilitating real-time sensing and transfer of 

events data.  

Bauer et al (1994) argued that two types of data are generated in a 

manufacturing environment; static and dynamic data. The static manufacturing data 

contains information on manufacturing and assembling of products based on process 

times, product routings and structures, etc. Data related to ‘Bills of Material (BOM)’, 

‘Bills of Process’, and ‘the factory level schedule’ are examples of static data 

generated in the production environment.  Whereas examples of dynamic 

manufacturing data include ‘location of each work in progress batch’, and ‘the status 

of the input buffer and inter-cell transformation systems’. The dynamic data presents 

the current state of the manufacturing shop floor with information on quality, work-

in-progress and performance measures. Figure 2.13 illustrates different types of data 

that can be generated in the manufacturing environment. 

Moreover, in a manufacturing environment, data is scattered and can be 

acquired from diverse sources. The primary sources of data are from Enterprise 

information systems (EIS), which are mostly structured and transactional in nature. 

However, IoT, sensors, and RFID devices have the ability to convert the physical 

world into a virtual environment, which in turn generate a huge volume of unstructured 

data. Installation of RFID tags and readers on logistic objects can convert them into 

‘passive smart logistics objects’ and ‘active smart logistics objects’ (Zhong et al. 

2015). When these physical objects start communicating via wireless communication, 
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an enormous volume of data gets generated in real-time making it difficult to handle. 

For instance, a manufacturing plant that has deployed 1,000 RFID readers and 10,000 

tags could potentially generate Terabytes of data from a single day of operation (Zhong 

et al. 2015). It is reported that, by 2017, 50% of analytics implementation will utilise 

event-based streaming data (velocity) generated from machines or any physical 

objects that can communicate (Gartner 2014). The data generated by event logs are 

also used by manufacturing industries to perform process mining.  

 

Figure 2.13 Different types of data generated in the manufacturing environment 

Data is the raw material for the analytics system and the data generation 

capabilities determine the position of an organisation on the continuum of data poor 

to data rich. Organisations that have leveraged data generation capabilities are 

supposedly in a position to gain a competitive advantage by means of meticulously 

sensing their business environment, collecting data and information and exploiting it 

for business growth. Organisations should constantly seek, identify and access data 
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from heterogeneous data sources. Data generation capability indicates a set of tools, 

technologies, and practices, which facilitate the generation of huge volumes, varieties, 

and velocities of data. In order to generate the right data for decision-making, 

organisations should put in place quality infrastructure and organisational practices to 

leverage the full potential of BDA. Based on the framework, it is argued that an 

organisation, which does not have the right infrastructure to support data generation 

and analytics, would fall into the quadrant of ‘Data Poor and Information Poor’.  

2.3.3.1.2 Data Integration and Management (DIM) capability 

DIM capability is the ability of organisations to utilize tools and techniques to 

collect, integrate, transform and store data from heterogeneous data sources. The level 

of data integration, and ability to integrate different types of data gathered across 

organisational boundaries in real-time constitutes the DIM capabilities.  

Vast amounts of data are distributed in heterogeneous sources and the 

integration of these isolated data will be challenging (Stefanovic 2014). DIM can be 

sub-divided into data acquisition from data sources, data pre-processing, and data 

storage. Due to the dynamic nature of the manufacturing environment, real-time 

access and scalability of data storage are the key capabilities to possess. Because of 

the complex nature of BD, the traditional database systems such as Relational 

Database Management Systems (RDBMS) are incompatible (Ge and Jackson 2014). 

Chae and Olson (2013) considered that Inter-organisational systems (IOS) such as 

Web-based or cloud-based EDI (Electronic Data Interchange) could be used to 

enhance data integration capability. Using processes such as Extract Transform Load 

(ETL) or Extract Load Transform (ELT) data can be migrated into OLAP/OLTP 

systems. Data integration capability can improve visibility, responsiveness, and 

performance of material management, and provide a 360-degree view of 

manufacturing operations (Xiong et al. 2015). Wamba et al. (2015) have elaborated 

via a case study that service delivery can be improved by integrating Intra- and Inter-

organisational data. Tan et al. (2015) have exhibited the benefits of innovating 

products by integrating data from multiple sources such as internal consumer data, 

social media data, and multimedia data. Walmart integrates millions of transaction 

data generated every hour into one single system (Tee et al. 2007). Moreover, to 

process data in real-time, in-memory databases and distributed or parallel processing 

approaches are more appropriate than traditional approaches (Hahn and Packowski 
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2015). Data storage components can include a set of hardware and software 

infrastructure that is suitable for scalability, storing data of different types that 

aggregate batch wise, real-time or in near real-time, and also systems to support fast 

querying and retrieval of data (Hu et al. 2014). Advanced big data technologies and 

cloud computing based data storage, distribution, and retrieval of information can 

enable integration of data from various entities. Consequently, data acquired from 

heterogeneous systems has to be transformed into a standard format for further 

analysis. Data pre-processing activities such as ETL and ELT can be used to alter 

messy raw data into quality data sets suitable for analytics operations. However, the 

data integration capability has to deal with two main issues: data inaccuracy and 

redundancy (Chae and Olson 2013). BDA vendors suggest organisations must put 

emphasis on data governance too as it is the biggest challenge that an organisation 

could face (Meredith et al. 2012).  

 

Figure 2.14 Big Data tools 

Source: (Frizzo-Barker et al. 2016) 
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2.3.3.1.3 Advanced Analytics capability 

Analysing Big Data is a complex task and requires advanced analytics 

capabilities. Advanced Analytics capability is the ability of organisations to utilise 

tools and techniques to analyse manufacturing data in batch wise, real-time, near-time, 

or as it flows and extracts meaningful insights for decision making. Data analytics is 

the most significant phase in the data value chain from raw data to meaningful insights; 

analytical tools and techniques are leveraged to slice through the data to convert into 

data-driven insights. Depending on the depth of analysis, data analytics techniques are 

classified into descriptive, predictive and prescriptive analytics Table 2.4 (Souza 

2014). As shown in Figure 2.12, with the increase in analytics capabilities from 

descriptive to prescriptive analytics, organisations’ decision-making capabilities at 

operational (short-term), tactical (mid-term) and strategic (long-term) level would 

certainly improve. Descriptive analytics is based truly on the principle of classical 

statistics methods. However, predictive analytics is the combination of statistics, data 

mining, and machine learning techniques (Blackburn et al. 2015). While descriptive 

analytics rely on historical data, predictive analytics can utilise historical data and in 

addition, dynamically include external data from other sources but is contingent upon 

the analytics models and algorithms used. Manyika et al. (2011) discussed several 

analytics techniques available to analyse Big Data such as association rule mining, 

classification, clustering, crowdsourcing (data collected through web 2.0), data fusion 

and integration, ensemble learning, machine learning, genetic algorithm, network 

analysis, neural network, predictive modelling, sentiment analysis, spatial analysis, 

and time series analysis.  

 Predictive analytics capability enables organisations to consider both 

endogenous and exogenous variables while forecasting demand. The unstructured 

customer reviews have variables that can predict sales ‘nowcasting’ (See-To and Ngai 

2016). Traditional forecasting depends on aggregated data, but by deploying real-time 

analytics capabilities organisations can analyse demand data in real-time increasing 

accuracy, potentially reducing the bullwhip effect (Hofmann 2015). Increasing the 

robustness of demand forecasting via predictive real-time analytics can eventually 

improve other functions such as production planning and inventory optimisation 

which rely on the forecast demand. Moreover, since a huge volume of spatiotemporal 

data is generated from GPS and RFID devices, predictive and spatiotemporal analytics 

can be used to analyse these unique data types, for instance, to predict truck arrival 
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times (van der Spoel et al. 2015) and optimal sourcing of blood (Delen et al. 2011). 

Information access and content quality are empirically found to increase by leveraging 

data integration and analytics capabilities (Popovič et al. 2012). It is also found to 

increase an organisation’s information processing capabilities (Cao et al. 2015) and 

manufacturing planning satisfaction (Chae, Yang and Olson 2014). 

 

Table 2.4 Different kinds of analytics 

 

Source: adapted from (Souza 2014) 

In manufacturing organisations,  machine learning algorithms can be used for 

system diagnostics, machine condition monitoring, classification, dimension 

reduction, state prediction and process planning (Chan et al. 2018). Deng and Yeh 

(2011) used an advanced least-square Support Vector Machine (SVM) algorithm to 

predict manufacturing costs. Similarly, techniques such as k-nearest neighbour are 

used to predict the cost of the welding process in the manufacturing context (Sajadfar 

and Ma 2015). Chien et al. (2015) utilised advanced analytics to detect the root cause 

of downtime to enhance the yield.  Gunasekaran et al. (2018) have demonstrated that 

the BDA can enhance agile manufacturing practices to improve performance.   

 Tan et al. (2015) described how text analytics capability could be combined 

with other analytics capabilities to develop innovative products. Markham et al. (2015) 

also emphasised the significance of text analytics capabilities to make new product 

development decisions. It is also suggested that the integration of Twitter data mining 

capabilities into CRM systems would be beneficial to resolve queries in real-time and 

improve customer satisfaction (Bhattacharjya et al. 2016). Moreover, applying 
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predictive analytics (decision tree algorithm) on unstructured data from commercial 

websites, which include transactional as well as behavioural data of consumers, can 

help e-commerce businesses to identify, predict and manage demand (Li et al. 2016). 

Boone et al. (2016) claimed that BDA could be beneficial to enhance the performance 

of after-sales service parts management. However, Jain et al. (2017) argued that most 

manufacturing organisations do not completely utilise all the data generated such as 

data from digital manufacturing systems and computer-aid manufacturing. The level 

of analytics capability determines the ability of the manufacturing firms to extract 

value from the data generated from various sources. Hence, as argued by Markham et 

al. (2015), data collection (Big data) is only the first step in the data value chain, and 

advanced analytics capabilities are required to extract value from it.  

2.3.3.1.4 Data Visualisation capability 

Data Visualisation capability is the ability of organisations to utilise tools and 

techniques to visually render information and deliver the data-driven insights 

intuitively in a timely manner to the decision makers. Data visualisation is “the 

representation and presentation of data that exploits our visual perception abilities in 

order to amplify cognition” (Kirk 2012, p.17). The two main purpose of data 

visualisation, which is a form of descriptive analytics, is sense-making (data analysis) 

and communication of abstract information through the graphical display (Few 2009).   

In a manufacturing context, data visualisation capabilities are equally 

important as other BDA capabilities. They can be beneficial in various ways such as 

monitoring operations, visualise material movement and material tracking. The 

primary goal of data visualisation is to intuitively represent knowledge and 

information using various techniques such as tag cloud, graphs, Clustergram, and heat 

maps (Chen and Zhang 2014; Manyika et al. 2011). In particular, heat maps which 

could display geographical information such as consumption location, transaction 

density, etc. is valuable to develop new distribution strategies (Tachizawa et al. 2015). 

Tools such as desktop applications, interactive web and mobile applications offer 

capabilities to executives, decision makers and customers to interact with the analytics 

ecosystem (Barlow 2013). The presence of data visualisation capabilities can 

effectively support the three analytics capabilities (descriptive, predictive, and 

prescriptive) (Assunção et al. 2015). From the usability perspective, highly interactive 
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visualisation would help users to interpret, find patterns and make decisions quickly 

and effectively from raw data as well as content from the analytics system. 

Manyika et al. (2011) emphasised that insight should be presented in such a 

way that people can effectively consume it and aid them to take action. Data 

visualisation tools are significant to monitor key performance indicators (Xiong et al. 

2015). eBay leveraged Tableau (a popular data visualisation platform) to transform 

large complex data sets into interesting pictures for decision-makers to understand 

consumer behaviour and trends via techniques such as sentiment analysis (Chen and 

Zhang 2014). Brandau and Tolujevs (2013) experimented with visualisation 

techniques and clustering algorithms to manage irregularities in real-time sensor data 

and improve logistics performance. Moreover, Bock and Isik (2015) have justified the 

importance of visualisation in informing managers about the current status of 

processes. The paper argues that the ability to create and transfer the visual 

representation of analytics insights in real-time reduces the time difference between 

the process of data collection, storage, analytics, and reporting. For SCM, integrating 

the large volume of data and visualising actionable insights should be the priority to 

develop operational intelligence solutions (Yesudas et al. 2014). In fact, it is widely 

accepted that many organisations prefer to use intuitive data visualisation tools (such 

as Tableau, Spotfire, QlikView, Datameer, etc.) that are catered to the needs of 

information visualisation problems (Zhong et al. 2016 b).  

2.3.3.1.5 Data-Driven Culture 

Data-driven culture is an intangible resource that represents the beliefs, 

attitudes, and opinion of people towards data-driven decision-making.  According to 

Aho (2015, p.284) “The transformative potential of Big Data lies in treating data as an 

asset.” Aho (2015) argued that Big Data involves extensive change management and 

development of a new organisational culture to transform the organisation. According 

to Kiron and Shockley (2011), three main elements that constitute to data-driven 

culture, namely: (i) Analytics should be treated as a valuable or strategic assets by an 

organisation, (ii) Top Management should support and leverage analytics across the 

organisation, and (iii)  Accessibility of Data-Driven insights to decision makers. Real-

world case examples have suggested engagement of the implementation team and top 

management support are significant for developing BDA capabilities (Wamba et al. 

2015).  Lavalle et al. (2010) conducted a survey to identify the significant barriers to 
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the adoption of analytics in organisations. Despite the challenges of technology and 

data quality, organisations considered culture and managerial issues as the significant 

barrier to analytics adoption. To build transformational BDA capabilities, business 

and IT leaders in organisations have to work together and develop new strategies and 

roles such as Chief Data Officer, and Data Scientists to address the needs of 

technology and business. Moreover, Cao et al. (2015) argued that the presence of a 

data-driven culture would facilitate organisations to make data-driven decisions and 

rely on fact-based decisions to develop new products and services. Certainly, 

organisations who possess advanced analytics capabilities could not extract full value 

if they are not effectively integrated into the business decision-making process and are 

not accepted as a decision-making tool (Blackburn et al. 2015). It is imperative not 

only to develop a data-driven culture within an organisation but also across 

organisational boundaries. For example, Walmart extends their analytics capabilities 

to all of its suppliers and promotes the culture of data-driven decision-making to 

improve performance.  

2.3.3.1.6 Big Data Skills 

Human capital sets the foundation for organisations to attain competitive 

advantage (Liu 2014). Experienced personnel who possess skills, knowledge and 

capabilities can create economic value for organisations via improved productivity 

(Youndt et al. 1996). Becker (1975) has discussed two categories of human capital; 

general and specific human capital. General human capital is transferrable across 

organisations, but specific human capital is non-transferable and related to firm-

specific experiences. Although the adoption and practice of BDA inherently involve 

many challenges, employees must address those challenges by harnessing their skills. 

Without the knowledge input of skilled personnel, the investment made to create BDA 

resources would fail to produce economic value. Further, intangible tasks performed 

by the skilled personnel such as problem-solving, and critical judgment form a major 

portion of large firms’ everyday operations (Wang et al. 2014). Especially, the role of 

skilled personnel is significant in addressing uncertainties and it requires personnel to 

adapt to rapid change in technology and strategy (Shen et al. 2010).   

 Wamba et al. (2017) considered BDA personnel capability as one of the 

dimensions of BDA and referred to it as “the BDA staff's professional ability (e.g., 

skills or knowledge) to undertake assigned tasks” (p.3). Moreover, some of the BDA 
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maturity models reviewed in this study considered skills as a one the main dimensions 

of BDA. For instance, (Halper and Krishnan 2014)’s maturity model include people 

as a main component of BDA maturity along with process and object. Similarly, in 

maturity models developed by Howson (2015), IDC (2013), Radcliffe (2014) and 

Cosic et al. (2015), people skill is considered as an important element when assessing 

the BDA maturity level of an organisation. In terms of types of skills, studies on IT 

literature has categorised skills into two major types: 1. Technical and 2. Managerial 

skills (Pavlou and El Sawy 2006). Similarly, some literature on BDA has investigated 

the role of both technical and managerial skills of BDA (Gupta and George 2016).  

Tomar et al. (2017) summarised the results of a few studies that investigated the 

influence of human elements such as skills and knowledge on extracting value from 

BDA. It is found out that technical, analytical and governance skills are much-needed 

skills to reveal the full potential of BDA. Other studies have also suggested that BDA 

personnel skills are associated with the competitive advantage gained from the 

exploitation of BDA resources (Sangari and Razmi 2015; Gupta and George 2016).   

In general, the creation of data products needs efforts from various 

professionals within an organisation. This may include involvement from 

programmers, domain experts, and data scientists. Programmers help in activities such 

as data assimilation, integration and consumption. Domain experts help in 

authenticating the data generation and merging data from various locations without 

losing the contextual information. On the other hand, data scientists apply various 

analytical techniques such as predictive modelling on the data and perform various 

related activities such as validating predictions, dealing with missing data, etc. Waller 

and Fawcett (2013b) argued that a data scientist requires a combination of both 

analytical skills and domain knowledge, which is difficult to find as someone good in 

analytical skills may not be interested in learning domain knowledge. Moreover, 

Schoenherr and Speier-Pero (2015) have empirically found that data scientists should 

have the following skill set:  1. Understanding the application of qualitative and 

quantitative methods of forecasting, 2. Numerical methods of optimization, 3. Broad 

awareness of many different methods of estimation and sampling, 4. Determining 

opportunity cost, 5. Using numerical methods to estimate functions relating 

independent variables to dependent variables, 6. Using probability theory with actual 

data to estimate the expected value of random variables of interest, 7.Quick design and 
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implementation of discrete event simulation models, 8. Capital budgeting, 9. 

Managerial accounting, 10. Marketing science. So, typically, the people carrying out 

these roles come from several backgrounds with skills ranging from SQL, Python, R, 

Java, Scala, Hadoop, and so on (Tomar et al. 2017). Hence, BDA skills are also 

considered in this research as an important element of BDA maturity.  

 

Figure 2.15 Data scientists effectiveness and domain knowledge 

Source: (Waller and Fawcett 2013a) 

2.4. Data and information quality 

Data and information quality is truly a unique asset possessed by a company. 

While a product of a company is regularly mimicked by its competitors, the services 

of the company can be distinguished contingent upon the availability of good quality 

data. In general, a high degree of reliability and confidence in your data is required as 

it has a high impact on operational capabilities (Hubley 2001).  

In the literature, there are several perspectives regarding the definition of data 

quality such as the quality of raw data and data products or information (Lee 2003). 

According to Batini and Scannapieco (2006, p.6), “data quality is a multifaceted 

concept, as in whose definition different dimensions concur”. Consequently, there is 

a wide range of definitions available in the literature. However, as this research is 

related to computerised database systems, where data quality control is of greatest 

importance, the definition accepted by the database community is considered as the 

appropriate one for this study. Redman (2008, p.4) defined data quality from the 

perspective of fitness-for use as follows: “Exactly the right data and information in 

exactly the right place at the right time and in the right format to complete an operation, 

serve a customer, make a decision, or set and execute strategy”. In the context of 
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information systems and database engineering, Kenett and Shmueli (2017) stated that 

data quality refers to “the usefulness of queried data to the person querying it” (p.21).  

In the database community, there is no clear distinction between data quality and 

information quality, and the review of the literature reveals that the dimensions of both 

these concepts are quite similar. Moreover, it can be argued that, in practice, the terms 

‘data’ and ‘information’ are used interchangeably. As shown in Figure 2.16, the 

quality of processed data products and information are used interchangeably in the 

literature, while these are certainly different from the raw data. Hence, this research 

views it as a single concept with insignificant variations and focuses on examining the 

role of data and information quality. Unless specifically addressed, any mention of 

‘data quality’ will refer to the quality of data products and information.  

 

Figure 2.16 Analogy between the process of product and data manufacturing 

Source: (Hazen et al. 2014) 

  Hazen et al. (2014) have argued that there are various similarities 

between the manufacturing of products and data. But, two main differences exist 

between these processes. In product manufacturing, the raw material is the input, 

whereas in the data production process raw data is the input. Further, measuring the 

quality of tangible manufactured goods is relatively uncomplicated compared to 

measuring the quality of data products which are intangible in nature. The efficiency 

of the physical flow of material is mainly determined by the infrastructure quality 

(such as transportation system, ports, technology, etc.) (Bagchi et al. 2014). Similarly, 

the efficiency of information flow demands quality data infrastructures such as 

NoSQL, RDBMS, and Hadoop. Different types of data based on the data lifecycle 

approach is presented in Table 2.5. 
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Table 2.5 Types of data based on data lifecycle 

Types of Data Definition 

Raw data items Smaller data units which are used to 

create information and component data 

items 

Component data items Data is constructed from raw data items 

and stored temporarily until the final 

product is manufactured 

Information products Data, which is the consequence of 

performing manufacturing activity on 

data 

Source: (Sidi et al. 2012) 

The system model given in Figure 2.17 indicates the process of transforming 

raw data into insights. This process may involve various activities of transformation. 

Data cleaning and pre-processing, storage, and analytics are sub-processes within the 

data operational process, and performance should be monitored at every stage to 

maintain the quality and reliability of resultant data and information products. 

Whereas in the case of data streams and real-time analytics (continuous process), the 

data generation process (which precede the transformation process) has to be 

monitored.  
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Figure 2.17 A systems approach of the data transformation process  

Source: adapted from (Kawalek 2008) 

From the literature, it is evident that both the dimensions of data and 

information quality are identical. As shown in Table 2.6, scholars have identified 

various dimensions of data and information quality. Wang and Strong (1996) and Lee 

et al. (2002) have classified the dimensions of DIQ into intrinsic (accuracy, timeliness, 

consistency, and completeness) and contextual (relevancy, value-added, quantity, 

believe-ability, accessibility, and reputation of the data) dimensions. Measurement of 

contextual dimensions relies on subjective measures via self-report surveys, user 

questionnaires, and situational judgement of decision makers. Whereas, the 

measurement of intrinsic dimensions relies on various monitoring tools like total 

quality approaches, process capability analyses, and statistical process control (SPC). 

Similarly, Kenett and Shmueli (2017) mentioned that the dimensions of information 

quality can be categorised into intrinsic, contextual, representational and accessibility. 

Moreover, information quality indicates that “the user consider the data in the context 

of the user, rather than in isolation (as the term data quality might imply)” (Kenett and 

Shmueli 2017, p.22). However, there are five main dimensions such as accuracy, 

reliability, timeliness, completeness, and consistency frequently used by researchers 

to measure data and information quality (Wand and Wang 1996). According to Wand 

and Wang (1996), accuracy implies that “the information system does not represent a 

real-world state different from the one that should have been represented. (p.93)” It is 

related to correctness and focuses on precision to a reality of interest. Inaccuracy refers 

to mapping real-world systems incorrectly on to information systems. Reliability 

indicates “whether the data can be counted on to convey the right information; it can 
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be viewed as correctness of data (p.93).”  It is related to the capability of avoiding 

errors and indicates whether data can be counted on for further analysis. Timeliness 

refers to “the delay between a change of the real-world state and the resulting 

modification of the information system state (p.93).” Timeliness is affected by the 

volatility of the real-world systems, time of data usage and whether the information 

system is up-to-date. If there is a lack of timeliness, a past real-world state is reflected 

on the information systems state. Completeness is “the ability of an information 

system to represent every meaningful state of the represented real-world system 

(p.93).” In the manufacturing context, completeness is defined as “The extent to which 

the information is comprehensive for the planning tasks” (Gustavsson and Wänström 

2009, p.331). Also, it represents the capability of capturing comprehensively all the 

relevant aspects of the reality. Completeness can be viewed from different 

perspectives such as schema completeness, column completeness, and population 

completeness (Lee et al. 2006; Batini and Scannapieco 2006). Consistency of data 

values means the mapping of the real-world state to only one matching information 

system state not one-to-many. Consistency represents the “extent to which data is 

presented in the same format and compatible with previous data” (Wang and Strong 

1996, p.93) 

Table 2.6 Dimensions of data and information quality 

Category Dimension Definition: the extent to which … 

Intrinsic Believability data are accepted or regarded as 

true, real and credible data 

Accuracy data are correct, reliable and 

certified free of error 

Objectivity data are unbiased and impartial 

Reputation data are trusted or highly regarded 

in terms of their source and content 

Contextual Value-added data are beneficial and provide 

advantages for their use data 

Relevancy data are applicable and useful for 

the task at hand 

Timeliness the age of the data is appropriate for 

the task at hand 

Completeness data are of sufficient depth, breadth, 

and scope for the task at hand 

Appropriate 

amount of data 

the quantity or volume of available 

data is appropriate 

Representational Interpretability data are in appropriate language 

and unit and the data definitions are 

clear 
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Ease of 

understanding 

data are clear without ambiguity 

and easily comprehended 

Representational 

consistency 

data are always presented in the 

same format and are compatible 

with the previous data 

Concise 

representation 

data are compactly represented 

without being overwhelmed 

Accessibility Accessibility data are available or easily and 

quickly retrieved 

Access security access to data can be restricted and 

hence kept secure 

Source: (Batini and Scannapieco 2016, p.40) 

Moreover, scholars have recognised the importance of maintaining data and 

information quality. Redman (1998) has elaborated on the impact of poor data quality 

on various levels such as the operational, tactical, and strategic levels. The authors 

argued that at the operational level, a lack of data quality leads to various issues such 

as customer dissatisfaction, employee dissatisfaction, and increased cost. At the 

tactical level, poor data quality affects the decision-making process, makes it difficult 

to carry out re-engineering projects, and increases mistrust between various 

departments of an organisation. It is argued that managers spend half of their decision-

making time arguing about the quality of data, affecting the effectiveness of the 

decision-making process. In a manufacturing facility, different departments rely on 

data from each other. For instance, take two departments A and B, needing data on 

specific parts that are being manufactured. Each department needs information on 

specific variables that the other department does not need. Department B may be 

disappointed with the quality of data maintained by department A and this increases 

the mistrust between them. At the strategic level, there is less evidence of the direct 

impact of poor data quality. However, the collective influence of issues created at the 

operational and tactical level due to poor quality can have an adverse effect on 

decision-making at the strategic level. A report from the Data Warehousing Institute 

suggests that US businesses incur an estimated cost of 600 billion US dollars due to 

data quality problems (Batini and Scannapieco 2006). Hazen et al. (2014) argued that 

data quality problems could hinder the data analytics activities and affect management 

decisions. The authors have compared the similarity between the manufacturing 

process and the data production process; raw materials are the input in the 

manufacturing process and, in the data production process, data is the input.  However, 

it can be argued that the raw data is often a by-product of IT systems (ERP, CRM, 
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etc.,) and DPB activities rely on these data resources. Nevertheless, apart from these 

endogenous data, DPB activities are capable of exploiting exogenous data available 

outside the organisation (Open data, Social media data, etc.).  Unlike a physical 

product, data is intangible in nature, measuring the data quality is a multidimensional 

problem.  

For experimental purpose, Hazen et al. (2014), conducted a study in the context 

of jet engines and components remanufacturing and tracked the data generation 

process focusing on engine location and repair status information. Data of eight jet 

engine compressors are gathered in real time and one of the intrinsic dimensions, 

completeness, was measured.  Using the control charts (Bernoulli CUSUM), the 

incomplete records are monitored. By using this technique, the managers are able to 

identify the data quality problem that occurred while monitoring the observations of 6 

jet engine compressors (control chart of jet engine compressors), which allowed them 

to take counteractive actions.   

Hence, the assessment of data quality necessitates evaluation of various 

dimensions of it. Among the various dimensions discussed earlier, each organisation 

should determine which is more important for its operations and define the variables 

that represent the chosen dimensions. Only the finalised variables are measured as the 

concept is multidimensional in nature. It is argued that choosing which variables to 

measure is a complex issue, highly context-dependent and varies from organisation to 

organisation. Haryadi et al. (2016) grouped the antecedents of data quality into 5 

categories: 1. data, 2) technology, 3) people, 4) organisation, and 5) external 

environment. Redman (2007) argued that technology can improve data quality. For 

instance, technological advances in the electronic recording of data, RFID, and data 

verification technologies have the potential to produce significantly ‘cleaner’ data than 

traditional manual data entry methods.  

2.5 Supply chain analytics / Data-driven supply chain capabilities 

In recent times, Big Data Analytics has been transforming various business 

functions, and Supply Chain Management (SCM) is one of the functions that is being 

transformed (Sanders 2014).  In an ever-increasing competitive marketplace, 

organisations have clearly recognised the importance of SCM as a motivating factor 

to gain competitive advantage (Jamehshooran et al. 2015b). Achieving a competitive 

advantage at the supply chain level cannot be possible if it is devoid of data-driven 
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supply chain capabilities. A supply chain is a complex network of organisations and 

resources that are aligned to act upon a cohesive process of transforming raw materials 

into products and effectively delivering it to customers. In a typical supply chain, there 

is a flow of information along with material and financial flows (Souza 2014). Supply 

chain analytics is the use of information and analytical tools to support efficient flow 

of material along the supply chain. Organisational boundaries cause fragmentation of 

data and processes (Li et al. 2015). According to Li et al. (2015, p.24), “The topology 

of supply chains has become a complex network with multiple starting points, multiple 

ending points, and numerous routines from start to finish. At the same time, the 

topology of supply chain networks has become more dynamic. Partner companies join 

and quit the network dynamically. Snapshots of the network change frequently.”  

 

Figure 2.18 Physical flow vs information flow in a Supply chain 

The adoption of electronic supply chain management (e-SCM) such as 

Internet-based inter-organisational systems and Internet-based electronic data 

interchange (EDI), has enhanced communication, coordination, and collaboration 

across organisational boundaries (Lin 2014). The adoption of these systems also 

generates a large volume of data through data exchange from the members of the 

supply chain network. Supply chain practices such as collaborative planning, 

forecasting, and replenishment (CPFR) also generate additional data that needs to be 

stored and monitored (Chae and Olson 2013).  Apart from these, the ability to collect 

data from the internet and its significance in improving supply chain performance has 

also been addressed recently (Mishra and Singh 2016; Bhattacharjya et al. 2016). In 

addition, sharing of data generated from an entity to other parties in a supply chain 

could have a profound effect on optimising supply chain performance. Radke and 

Tseng (2015) elaborated the benefits of cloud computing for the purpose of data 

sharing in a more secure and agile manner within a supply chain network. In the supply 
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chain context, there could be several reasons for reluctance in sharing data among its 

members. Some of the major barriers to data sharing are sensitivity, fear of losing 

competitive advantage and problems with access and control of information sharing 

(Radke and Tseng 2015). Supply chains are dynamic in nature and prone to 

environmental uncertainty. So, to streamline the data sharing process, it is imperative 

to have data access control for firms in a short-term relationship and limit the access 

when the relationship perishes. If data is scattered and not integrated to provide a 

single point of truth, then organisations would lack a valuable resource for decision 

making, i.e. quality data; therefore, SCM demands DIM capabilities.  

 Chen et al. (2015) have conceptualised the use of BDA in SCM into three 

categories: (i) Coordination/Integration process (Warehouse operations 

improvements, Process/equipment monitoring, and logistics improvements), (ii) 

Learning processes (sourcing analysis, purchasing spend analytics, 

CRM/customer/patient analysis, forecasting/demand management - S&OP, and 

Inventory optimization), (iii) Reconfiguration processes (network 

design/optimization, production run optimization, inventory optimization). An 

extensive multistage study conducted by Sanders (2016) illustrates real-world BDA 

applications in various areas of SCM including, but not limited to, inventory 

optimisation, labour scheduling, route optimisation, price optimization and micro-

segmentation in marketing. Moreover, the accuracy of demand forecasting, one of the 

critical aspects of SCM, can be improved by using advanced predictive analytics 

techniques that outperform historical data based statistical techniques (Blackburn et 

al. 2015).   

Table 2.7 Analytics use cases in SCM context 

Analytics use 

cases in SCM 

context 

Data types Analysis techniques Purpose 

Monitor-and-

navigate 

Location data 

extracted from 

GPS and 

RFID.  

Descriptive Analytics:  

Continuous monitoring 

of performance 

metrics, root causes 

analysis. 

Increases visibility of assets and 

material flow in the supply chain. 
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Sense-and-

respond use 

(Reactive) 

Integrates 

internal sales 

data, POS 

data, Market 

research, and 

social media 

data. 

Predictive analytics: 

Data mining and 

modelling techniques 

which use Multivariate 

statistical methods.   

To discover knowledge and 

patterns that can be translated 

into business rules for (semi-

)automatic responses to 

predefined business events. 

Moreover, analytics applications 

(in particular in-memory 

analytics) can be used to tracks 

supply risks, operations risk, and 

demand risk.  

Predict-and-

act (Proactive) 

Sales data, 

operational 

data, weather 

data.  

Predictive analytics: 

Time series analysis, 

scenario and risk 

profile analysis, Monte 

Carlo, discrete-event 

simulation, Cluster and 

regression analysis (to 

develop pricing 

strategies using sales 

data), correlation 

analysis.  

To apply business forecasting 

 and simulation methods to 

support business decisions, 

especially sales and operations 

management. 

• It supports strategic 

procurement,  

• Predictive maintenance and 

assets utilization status 

• Effective delivery, 

productivity, quality, and 

costs. 

• Used for sales forecast and 

effective stock management 

and stock reallocation.  

• Demand forecasting.  

Plan-and-

optimize 

1) Strategic 

planning uses 

aggregate 

data.  2) 

Operational 

planning uses 

granular data 

(such as 

transactional 

data) obtained 

from everyday 

business 

activities.  

Prescriptive analytics: 

Mathematical 

optimization 

techniques, What-if 

analysis, scenario 

analysis, APS systems,  

Used for strategic planning (to 

supports the configuration of 

supply chain networks) and 

operational planning (to support 

material management and 

financial flows along the 

network).  

• It supports interactive 

analyses and scenario 

simulation s,  

• Strengthens collaboration,   

• Improves traceability, and 

enhances cross-functional 

coordination.  

Source: adapted and modified from (Hahn and Packowski 2015) 

 Park et al. (2016) have developed a visual analytics-based decision support 

system (DSS) that incorporates predictive analytics capabilities and have 

experimented with supply chain network data. They argued that interactive 

visualisation would enhance the level of human cognition during decision-making. 

Similarly, GIS-based analytics and visualisation capabilities are found to be beneficial 
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to effectively managing blood supply chains (Delen et al. 2011). Zhang et al. (2013) 

used data visualisation techniques to identify sources of contamination in the food 

supply chain. Due to dynamic nature, SCM demands real-time data analytics 

capabilities, which enables processing of data such as RFID data to monitor processes 

and events (Manyika et al. 2011). As given in Table 2.7, Hahn and Packowski (2015) 

discussed the analytics application for real-time data processing in a supply chain 

context, and categorised its application into: (i) Plan and optimise (ii) Predict and act, 

(iii) Sense and respond, (iv) Monitor and navigate. Accordingly, analytics on RFID 

and GPS data would enable continuous monitoring of material flow in supply chain, 

increasing the visibility of assets. Analytics can help organisations to sense and react 

to supply risk, demand risk, and operations risk, and can also be used to predict 

delivery, asset utilisation, maintenance, productivity, and forecast sales. For instance, 

data mining techniques can be applied in the area of supply chain fraud detection to 

reduce supply chain risks (Kraus and Valverde 2014). Similarly, leveraging 

prescriptive analytics can be beneficial for planning and optimising supply chains 

either at an operational or a strategic level using aggregate data from transactions and 

granular data from day to day business operations.  

Similarly, Kache (2015) conducted a Delphi study and recognised various 

opportunities and challenges of BDA adoption at the corporate and supply chain level. 

The participants of the Delphi study are experts in either one or both of Big Data 

Analytics and Supply chain management. SC professionals recognised visibility, 

transparency, and responsiveness as the main benefits of utilising BDA to manage 

Supply chain functions. The examples of BDA applications and their benefits 

discussed here are just the tip of the iceberg. It has enormous potential to transform 

traditional reactive supply chains into proactive data-driven supply chains. Sangari 

and Razmi (2015) have empirically verified that organisations find it difficult to 

establish cultural competence in supply chains. Various Key Performance Indicators 

(KPI) are used to measure the performance of supply chains.  Organisations need to 

identify relevant KPIs in accordance with their business strategy. BDA can be used to 

monitor and measure KPI and assess the SC performance by comparing it with the 

benchmark (Jamehshooran et al. 2015b). Jamehshooran et al. (2015a) conducted an 

empirical study to determine the effect of supply chain analytics on supply chain 

performance. The authors discussed the use of Supply Chain Operations Research 
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(SCOR) model (which is an approved model of Supply Chain Council) as a systematic 

approach to determining supply chain performance. The SCOR model contains five 

key components: Plan, Source, Make, Deliver, and Return. Based on the Resource-

based view and resource dependence theory, the authors have developed a conceptual 

framework and the key components are Plan analyses (PA), Source Analyses (SA), 

Make Analyses (MA), and Deliver Analyses (DA). On-Time Delivery, Quality, Cost, 

Reliability, and Flexibility are considered as dependent variables. Consequently, 

findings revealed a significant positive relationship between the use of supply chain 

analytics and supply chain performance. From the data analysis perspective, 

Jamehshooran et al. (2015a) have elaborated that the Plan process depends on analyses 

of data to predict market trends, customer requirements, and optimising resource 

utilisations. However, in comparison, the effect of analytics in the planning and 

manufacturing process is found to have a greater effect on SCP than SA and DA. 

Moreover, DA is found to have the least effect on SCP.  

In a dynamic environment, strategic system design is vital to enhance supply 

chain performance and achieve a competitive advantage. Fawcett and Waller (2014) 

argued that Big Data and predictive analytics is one of the five-game chargers (others 

being additive manufacturing, autonomous vehicles, material science, and borderless 

supply chains) of supply chain design. Moreover, the authors consider four factors that 

may impede supply chain transformation into a better system that can co-create value. 

The four aspects that hinder supply chain transformation to co-create value are security 

concerns in supply chains, unsuccessful change management, lack of trust, and lack 

of understanding of CSR initiatives (Fawcett and Waller 2014). Hence, it can be 

argued that supply chain analytics could play a significant role in improving the 

performance of manufacturing firms.   

2.6 Systematic literature review II - Absorptive capacity 

Nowadays, absorptive capacity is considered as one of the renowned concepts 

in academic literature, which is developed as a consequence of perceiving Research 

and Development (R&D) as an important factor for firm performance. Cohen and 

Levinthal (1989, p.569) argued that a firm’s Research and Development (R&D) 

efforts, which contribute to the knowledge base, can produce two benefits: 1. 

Generating new information, 2. Increasing the ability of the firm to assimilate and 

exploit new information. This is in contradiction to the traditional belief of viewing 
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new information generation as an only outcome of R&D efforts. Several authors such 

as Titon (1971), Evenson and Kislev (1975), Mowery (1983), and Allen (1984) are the 

foremost to observe this unique ability of firms to commercially exploit external 

knowledge (Lane et al. 2006). However, Cohen and Levinthal (1989, 1990) are the 

first to term this kind of ability as ‘absorptive capacity’, or in other words, the ‘learning 

capacity’ of an organisation, and are also the first to empirically verify it. Moreover, 

it is contended that the concept of Absorptive Capacity(ACAP) is adapted from the 

macroeconomics discipline (Kauppi et al. 2013). Ever since it is introduced, exploiting 

or commercialisation of external knowledge is perceived as a critical source of a firm’s 

competitive advantage and innovation. Cohen and Levinthal (1994) noted that firms 

that develop ACAP can exploit external information and flexibly adapt to the 

product’s market.  

Due to intra-industry knowledge spillovers, firms could acquire new 

information, which diminished the incentive to invest in firms’ R&D efforts (Aghion 

and Jaravel, 2015). This traditional notion of R&D investment is changed after Cohen 

and Levinthal introduced the concept of ‘absorptive capacity’. Because “a firm's 

capacity to absorb externally generated knowledge depends on its R&D effort” (Cohen 

and Levinthal 1989). This signifies that the R&D efforts of an organisation can be an 

important antecedent to develop ACAP. Moreover, though ACAP is denoted as a 

capability, contrastingly it was proposed as “a function of the firm's level of prior 

related knowledge” (Cohen and Levinthal, 1990). The prior related knowledge, which 

is argued to increase the learning rate of an organisation, could include but is not 

limited to basic skills, shared language, knowledge about new technological 

developments, etc. It can be argued that this prior related knowledge is static, 

accumulated over a period, and enriched by R&D efforts. In the 1989 paper, 

significant emphasis is given to the prior knowledge base as it can enhance the learning 

of new concepts through associative learning mechanism. Besides the prior knowledge 

base, Cohen and Levinthal (1990) argued that an organisation’s prior learning 

experience can also influence the performance of the learning and knowledge transfer.  

There are several factors that can have an effect on organisational absorptive 

capacity such as ‘Communication structure’ (centralised or organic) and ‘Knowledge 

structure’. Cohen and Levinthal (1990) argued that the flow of information via a 

centralised function won’t effectively link the external environment and suggested an 
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organic communication structure for the effective flow of information.  Further, all 

actors involved in the learning process should have overlapping knowledge, 

knowledge diversity, and “knowledge of who knows what, who can help with what 

problem, or who can exploit new information”(Cohen and Levinthal 1990). The 

critical knowledge or awareness of expertise that reside within and external to the 

organisation can complement diverse and overlapping knowledge structures. Besides, 

developing a buyer-supplier network relationship can help in leveraging individual 

ACAP which in turn could strengthen the organisation’s absorptive capacity (Cohen 

and Levinthal 1990). However, the authors argued that while a significant level of 

specialisation/concentration on overlapping knowledge can facilitate internal 

communication, it may hinder absorption of external knowledge from varied sources, 

due to its lack of diversity. So, ideally, it is important to develop effective internal and 

external relationships that can enhance an organisation’s knowledge structure, have 

partially overlapping knowledge and at the same time retain knowledge diversity. 

Referring to the initial discussions on the prior knowledge base, it is evident that prior 

knowledge should be somewhat ‘related’ to the new knowledge in order to assimilate 

it and, to a certain degree ‘diverse’ as well to facilitate effective and creative 

absorption of new knowledge.  

Apart from the factors that may influence ACAP, two important features of 

absorptive capacity discussed are “the cumulativeness of absorptive capacity and its 

effect on expectation formation” (Cohen and Levinthal 1990). Accordingly, firms that 

have developed some ACAP can accumulate it more efficiently in their subsequent 

efforts, and can accurately anticipate or foresee commercial value of new 

technological knowledge. The ACAP feature of enabling accurate prediction of future 

technological advances are also advocated in their article “Fortune Favors the 

Prepared Firm” (Cohen and Levinthal 1994). Cohen and Levinthal (1990) argued that 

since ACAP is intangible in nature, it is difficult to quantify whether an organisation 

has attained its optimal level of ACAP or not.  

Having discussed the background information on how ACAP is originally 

conceptualised, the reforms it has gone through warrants critical discussion as well. 

Over 25 years, the concept has gone through some significant reconceptualization. 

ACAP has been accepted and applied widely both in its original and reconceptualised 

form. In academic literature, there are various definitions and conceptualisation of 
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Absorptive Capacity (ACAP). Lane et al. (2006) critiqued Cohen and Levinthal 

(1990)’s work and argued that the paper deviated from the original conceptualisation 

of ACAP as ‘capability’ by modelling and testing it empirically using R&D intensity 

(a static resource) as a proxy, while R&D is in fact argued as an antecedent of ACAP.  

From the introduction of the Relational view of the firm (Dyer and Singh 

1998), it can be argued that researchers have started to perceive innovation as an inter-

firm aspect, causing a paradigm shift from closed intra-firm innovation to open 

innovation.  The prominent works of Dyer and Singh (1998), Lane and Lubatkin 

(1998) and Mowery et al. (1996), relevant to organisational learning, have shifted the 

focus of research from intra-firm to inter-firm knowledge transfer. Lane and Lubatkin 

(1998) are the first to critique and reconceptualise ACAP taking a relative or dyadic 

perspective to capture the role of both learning and teaching firms in the knowledge 

exchange process. This view is significantly different from Cohen and Levinthal 

(1990), who had articulated that firms with ACAP can equally learn from all external 

organisations. In addition, the original work of Cohen and Levinthal (1990, p.128) 

defined ACAP as “the ability of a firm to recognize the value of new, external 

information, assimilate it, and apply it to commercial ends is critical to its innovative 

capabilities”. The immediate source of external knowledge for a firm is most probably 

its alliance partners. It is stated that “the ability of a firm to learn from another firm is 

jointly determined by the relative characteristics of the two firms, particularly the 

relationship between their knowledge-processing systems” (Lane and Lubatkin 1998). 

Thus, Lane and Lubatkin (1998)’s perspective sets importance on understanding the 

sources of knowledge, mechanisms that facilitate transfer and exploitation of it within 

the context of inter-firm alliances.  

Further, Lane and Lubatkin (1998) claimed that the Relative ACAP consists 

of similarity in knowledge base, similarity in organisational structure and 

compensation practice, and dominant logic. These dimensions aimed to measure 

‘valuing new knowledge’, ‘assimilating new knowledge’, and ‘commercialising new 

knowledge’. The authors have used proxies to measure these dimensions. Relevance 

of knowledge base and joint research communities are used as proxies for the first and 

third dimensions. The firm’s similarity with the alliance partner’s organisational 

structure and compensation practices are used as a proxy to measure the ability to 

assimilate new knowledge from a partner firm. Further, the items used to measure 
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ACAP are referring to static resources established jointly by the organisations in 

alliance. Although not explicitly mentioned in (Lane and Lubatkin 1998), perhaps it 

can be argued that the concept of viewing ACAP from a process perspective 

(exploration, assimilation, and exploitation) originated from their work. They 

supplemented it empirically by finding that knowledge processing systems alias 

‘assimilation’ play a major role in knowledge absorption.  

Another important reconceptualization of ACAP is from Zahra and George 

(2002a), who claimed that ACAP is a dynamic capability. Unlike substantive or 

ordinary capability, the dynamic capability has the potential to induce organisational 

change. Zahra and George (2002a, p.186) define ACAP as “a set of organisational 

routines and processes by which firms acquire, assimilate, transform and exploit 

knowledge to produce a dynamic organisational capability”. By recognising ACAP as 

a dynamic capability, it is argued that ACAP can lead to the development of other 

organisational competencies or substantive capability. Zahra and George (2002a) 

reasoned that the failure to capture multidimensionality and usage of varied definitions 

of ACAP by papers such as Mowery and Oxley (1995) and Kim (1995), had created 

the necessity to reconceptualise it. There are three important implications that can be 

derived from the definition of Zahra and George (2002): 1. ACAP is “embedded in a 

firm’s routines and processes” (p.186), 2. The four dimensions (acquire, assimilate, 

transform and exploit) together can lead to the development of dynamic organisational 

capability, 3. The four dimensions are dependent and complement one another. 

Consequently, each subset of ACAP is defined as: 1. “Acquisition refers to the 

capability to identify and acquire externally generated knowledge that is critical to its 

operations” (p.189), 2. “Assimilation refers to the firm's routines and processes that 

allow it to analyse, process, interpret, and understand the information obtained from 

external sources” (p.189), 3. “Transformation denotes a firm's capability to develop 

and refine the routines that facilitate combining existing knowledge and the newly 

acquired and assimilated knowledge” (p.190), 4. Exploitation refers to firms ability 

“to refine, extend, and leverage existing competencies or to create new ones by 

incorporating acquired and transformed knowledge into its operations” (p.190).  

Moreover, Zahra and George claimed that acquisition and assimilation are the 

fission of Potential ACAP (PACAP), and similarly, transformation and exploitation 

are of Realised ACAP (RACAP). The PACAP can facilitate the acquisition of 
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valuable information but requires RACAP to exploit and translate it into value 

creation. However, PACAP alone cannot improve the firm’s performance, the ratio of 

RACAP to PACAP has to be high in order to achieve it (Zahra and George 2002a).  

Thus, previous studies such as (Lane and Lubatkin 1998) and (Dyer and Singh 

1998) have provided implications for applying ACAP in the supply chain context. 

However, it can be argued that academics have started to apply it widely in a supply 

chain context following the contributions made by Zahra and George (2002), Malhotra 

et al. (2005) and Ettlie and Pavlou (2006), and its usage in a supply chain context has 

increased ever since. This is evident from the bibliometric analysis discussed in section 

2.6.3.2. However, the contribution of ACAP theory to the supply chain literature is 

still ambiguous. Moreover, all the conceptualisations of ACAP discussed here have 

been critiqued in academic literature. For instance, Todorova and Durisin (2007) have 

criticised that Zahra and George’s reconceptualization did not include the ‘recognising 

the value’ aspect of (Cohen and Levinthal 1990)’s original definition, and the 

misrepresentation of assimilation and transformation dimensions of ACAP. So, having 

discussed various conceptualizations and multifaceted nature of the ACAP construct, 

it is important to understand: 1. the antecedents and consequents of ACAP in a supply 

chain context, 2. in what ways ACAP is conceptualised to address supply chain issues. 

However, to the best our knowledge, there is no systematic literature review conducted 

relating to the context of ACAP and supply chain management. While Knoppen et al. 

(2015) reviewed journal papers on absorptive capacity in a supply chain context, their 

review takes the perspective of relationship learning and how processes and 

mechanisms facilitate learning and have a limited focus on the absorptive capacity 

construct.  

2.6.1 Research methodology  

The main purpose of this section is to elaborate on the systematic search of the 

literature, quality assessment, synthesis and validation of the findings. The method 

used to perform an SLR of the ACAP concept is similar to the method presented in 

section 2.2, and is well known and widely applied by several researchers such as 

Fahimnia et al. (2015) and Mishra et al. (2016). The six-step approach (defining the 

research question, determining the required characteristics of primary studies, 

retrieving a sample of potentially relevant literature, selecting the pertinent literature, 

synthesizing the literature, and reporting the results) discussed in (Durach et al. 2017) 
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is adopted. Also, in line with (Tranfield et al. 2003), ‘descriptive analysis’ and 

thematic analysis was used to present the research findings. Consequently, the next 

step in the process is to retrieve a sample via a systematic search of a database. 

2.6.2 Literature search 

Scopus was used to source journal papers related to the topic, as it is the largest 

academic literature database that stores journal papers from more than 20,000 peer-

reviewed journals (Fahimnia et al. 2015). A simple search using ‘Absorptive capacity’ 

as a keyword on Scopus, generated a sample of 3,918 research papers. Nevertheless, 

this research focuses only on the extracting a subsample of supply chain related papers 

from this larger sample. So, the keywords used to search journal papers were derived 

based on the research questions and contains a combination of ‘absorptive capacity’ 

and supply chain related terms such as supply management and operations 

management. In order to conduct a comprehensive search and include all relevant 

papers, 16 different combinations of keyword search were performed. Several 

inclusion and exclusion criteria were used to ensure the quality of the sourced papers. 

Only papers published in ‘peer-reviewed journals’ were included, and others from 

conference publications were excluded. In addition, only published papers and 

articles-in-press, that are in the ‘English language’ were included, while the rest were 

excluded.  To avoid subjectivity and conduct an unbiased search, the inclusion and 

exclusion criteria were assessed autonomously by the researcher and the project 

supervisors (Tranfield et al. 2003). Consequently, Table 2.8 contains the combination 

of search terms used in this research, which resulted in a total of 142 papers, but after 

removing the duplicates there are 104 individual papers published from 1998 to 2017.  

Further, these 104 papers were read meticulously to identify those that are highly 

relevant to the topic. After reading the papers, studies that have used ACAP merely to 

describe or support their arguments without a central focus on it were excluded from 

further analysis. By employing these shortlisting criteria, the total number of articles 

was further reduced to 64. Among the 40 papers eliminated, 6 papers were not 

accessible and the others do not closely relate to the topic. In addition to the six-step 

approach mentioned earlier, the quality of the journal papers was evaluated by 

categorising based on the level of significance given to ACAP concept (  
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Table 2.9),  using the approach of (Roberts et al. 2012). Further, the suitability 

of the final list of papers was verified and confirmed independently by the authors, 

ensuring intra- and inter-rater reliability, before further analysis.  

Next, three different analyses were performed on the 64 journal papers. First, 

bibliometric citation analysis was conducted using ‘BibExcel’ software tool (Persson 

2010),  for the purpose of bibliometric and citation analysis. Second, content analysis 

was performed using frameworks developed by Roberts et al. (2012), which was 

previously used to review ACAP in information systems context. Accordingly, the 

journal papers were categorised based on ‘conceptualisation’, ‘level of analysis’, and 

the frequencies are presented in this research. Third, a thematic analysis was 

performed to identify research themes in the context of ACAP and SCM.   

Table 2.8 Search Keywords used and initial search results 

Search keywords (25sep2017) Initial search 

results 

"absorptive capacity"  AND  "supply chain" 52 

"absorptive capacity"  AND  "operational performance" 8 

"absorptive capacity"  AND  "operations management" 8 

"absorptive capacity"  AND  "operations research" 2 

“Operational absorptive capacity” 2 

"absorptive capacity"  AND  "logistics" 12 

“absorptive capacity” AND “supply management” 8 

“absorptive capacity” AND “supplier innovativeness” 3 

“absorptive capacity” AND “supplier innovation” 2 

"absorptive capacity"  AND  "buyer-supplier" 12 

“absorptive capacity” AND “supplier performance” 2 

“absorptive capacity” AND “Supply network” 5 

“absorptive capacity” AND “purchasing” 5 

"absorptive capacity"  AND  "inter-organizational 

learning" 

5 

"absorptive capacity"  AND  "inter-organisational 

learning" 

5 

"absorptive capacity"  AND  "interorganizational 

learning" 

6 

"absorptive capacity"  AND  "interorganisational 

learning" 

5 

Total 142 
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Total (after removing duplicates) 104 

  

Table 2.9 Journal papers categorised on a significance level of ACAP 

 Referenced 

as a 

background 

or minor 

citation  

Provides 

theoretical 

support 

Used in the hypothesis, 

proposition, or the research 

model 

Forms the 

theoretical 

base of the 

article 

Total 

Journal 

paper 

(Knoppe

n et al. 

2015) 

(Meinlschm

idt et al. 

2016), 

(Mehmood 

et al. 2017), 

(Preston et 

al. 2017), 

(Bagchi et 

al. 2014), 

(Azadegan 

et al. 2008), 

(Jean et al. 

2008), 

(Schiele 

2007), 

(Narasimha

n and 

Narayanan 

2013), 

(Gammelga

ard et al. 

2011) 

 

(John E Ettlie and Pavlou 

2006), (Maike Scherrer-

Rathje et al. 2014), (Cruz-

González et al. 2015), (Saenz 

et al. 2014), (Pankaj C Patel 

et al. 2012), (Wei et al. 

2015), (Chen et al. 2015), 

(Azadegan and Dooley 

2010), (Liu et al. 2017),  

(Ambulkar et al. 2016), 

(Obayi et al. 2017), (Lawson 

and Potter 2012), (Azadegan 

2011), (Kim and Lee 2015), 

(Revilla et al. 2013), 

(Chowdhury et al. 2017), 

(Setia and Patel 2013), (H 

Liu et al. 2013), (Kim et al. 

2015), (Fayard et al. 2012), 

(Roldan Bravo et al. 2016), 

(Whitehead et al. 2016), 

(Lawson et al. 2015), (Lee 

and Song 2015), 

(Dobrzykowski et al. 2015), 

(Zhang et al. 2015), (Bellamy 

et al. 2014), (Lin 2014), 

(Abareshi and Molla 2013), 

(Schildt et al. 2012), (Arroyo-

López et al. 2012), (Nagati 

and Rebolledo 2012), 

(Berghman et al. 2012), 

(Zacharia et al. 2011), (Jabar 

et al. 2011), (Arnold et al. 

2010), (Tu et al. 2006), 

(Petroni and Panciroli 2002), 

(Riikkinen et al. 2016), 

(Cheng and Lu 2017), (Najafi 

Tavani et al. 2013), (Tavani 

et al. 2013), (Pihlajamaa et al. 

2017), (Yang et al. 2017), 

(Liu 2012), (Malhotra et al. 

(Khan and 

Nicholson 

2014), 

(Liao and 

Marsillac 

2015), 

(Tiep 

2006), 

(Beheregar

ai Finger et 

al. 2014), 

(Mukherje

e et al. 

2000), 

(Hosseini 

and 

Khaled 

2016) 
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2005), (Lane and Lubatkin 

1998), (Kauppi et al. 2013) 

 

Frequency 

(%) 
1 (1.56%) 9 (14.06%)

  

48 (75%) 6(9.37%) 64 

 

2.6.3 Descriptive Analysis  

2.6.3.1 Distribution of papers per year 

As discussed earlier, the search strategy used had resulted in a total of 64 

relevant journal papers. In the inclusion and exclusion criteria, the time limit is not set. 

However, the publication year of the final list of shortlisted journal papers ranges from 

1998 to 2017. From Figure 2.19, it is apparent that there is a growing trend in terms 

of using ACAP in the supply chain context. Moreover, it can be argued that Malhotra 

et al. (2005) was the first to explicitly use ACAP in the context of supply chain, which 

leads to several publications related to the topic and also received a significant number 

of citations.  

 

Figure 2.19 Distribution of research papers over the years 

2.6.3.2 Top contributing authors 

In terms of measuring the individual contributions of the researchers, the 

author’s name and the number publications in ACAP and SCM research domain were 

extracted using BibExcel tool. The evaluation was based on the number of 

publications, number of citations received by individual authors and their h-index 

score. Figure 2.20, reveals that authors Azadegan, Knoppen & Saenz have contributed 

1 1 1 1

3

1

2 2

4

8

7

8

12

6

7

0

2

4

6

8

10

12

14

1 9 9 8 2 0 0 0 2 0 0 2 2 0 0 5 2 0 0 6 2 0 0 7 2 0 0 8 2 0 1 0 2 0 1 1 2 0 1 2 2 0 1 3 2 0 1 4 2 0 1 5 2 0 1 6 2 0 1 7



62 
 

three papers, respectively.  But, when the number of citations received by the authors 

was considered (Figure 2.21), Lane, Lubatkin, Malhotra, Gosain and El Sawy had 

received the highest number of overall citations. However, h-index, calculated by 

combining citation count and a number of publication, shows that Azadegan, Saenz, 

and Knoppen are the top three contributors to this research domain. Hence, it can be 

recognised that Azadegan’s contribution to this domain is considerably more 

significant than the others.  

 

Figure 2.20 Top contributing authors based on the number of publications 

 

Figure 2.21 Top contributing authors based on the number of citations 
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Figure 2.22 Top contributing authors based on h-index, number of publications and 

citations 

2.6.3.3 Top cited papers  

Among the 64 journal papers, (Lane and Lubatkin 1998), (Malhotra et al. 

2005), and (Ettlie and Pavlou 2006) are the most highly cited papers (Table 2.10). It 

is well known that Lane and Lubatkin (1998) was the first to conceptualise relative 

absorptive capacity from a dyadic learning perspective. Malhotra et al. (2005), 

drawing from (S. Zahra and George 2002a) and (Dyer and Singh 1998), considered 

ACAP as a capability and measured their ability to exchange knowledge with a 

specific partner of the supply chain. Ettlie and Pavlou (2006) contended that ACAP is 

one of the significant components of inter-firm partners’ dynamic capabilities.   

Table 2.10 Top cited journal papers 

Journal papers Citation 

count 

Journal papers Citation 

count 

(Lane and Lubatkin 

1998) 

2072 (Azadegan 2011) 52 

(Malhotra et al. 2005) 452 (Schiele 2007) 50 

(Ettlie and Pavlou 2006) 131 (Jean et al. 2008) 45 

(H Liu et al. 2013) 113 (Mukherjee et al. 2000) 43 

(Tu et al. 2006) 111 (Schildt et al. 2012) 39 

(Azadegan and Dooley 

2010) 

87 (Bellamy et al. 2014) 33 

(Zacharia et al. 2011) 85 (Narasimhan and Narayanan 

2013) 

30 

(Azadegan et al. 2008) 65 (Liu 2012) 27 
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(Pankaj C Patel et al. 

2012) 

60 (Saenz et al. 2014) 26 

(Petroni and Panciroli 

2002) 

59 (Fayard et al. 2012) 26 

 

2.6.3.4 Affiliation statistics 

The affiliations of all the first authors were extracted using BibExcel. The 

statistics on contributions made by countries around the world were analysed. From 

Figure 2.23 and Figure 2.24, it is evident that the majority of publications related to 

ACAP and SCM came from United States of America (USA), United Kingdom and 

Spain. Contributions from South America, Asia, Middle East and Australia are the 

least. Moreover, the researchers’ attention to the regional context was also explored. 

Yet again, the context of the majority of studies focuses on firms in the USA, China, 

and Europe (Figure 2.25).  

 

Figure 2.23 Classification of journal papers based on affiliation 

 

Figure 2.24 Visualisation of sources of publications 
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Figure 2.25 Classification of journal papers based on regional context of the study 

2.6.3.5 Keyword statistics 

It can be argued that analysing keywords mentioned in the journal papers can 

give useful insights on topics closely related to ACAP and the SCM domain. When 

the keyword statistics was performed, it was identified that the terms ‘absorptive 

capacity’ and ‘supply chain management’ are the most frequently used. Besides, 

researchers had also used supply chain related terms such as ‘supply chain 

collaboration’, ‘buyer-supplier relationship’ and ‘supplier involvement’, indicating 

strategic collaboration and relationship building as an important research domain 

associated with ACAP. Further, terms such as ‘innovation’, ‘product development’, 

‘knowledge transfer’ and ‘performance’ can be viewed as the most common ACAP 

outcomes.  

Table 2.11 Keyword statistics - ACAP and SCM 

Keyword Frequency Keyword Frequency 

Absorptive capacity 45 Organizational learning 5 

Supply chains/Supply chain 

management 

17 Knowledge acquisition 4 

Knowledge management 9 Societies and institutions 4 

Innovation 9 Knowledge transfer 4 

Industry 8 Supplier involvement 4 

Collaboration /supply chain 

collaboration 

8 Operations strategy 4 

New product development 6 Structural equation 

modelling 

4 

Buyer-supplier relationships 6 Performance 3 

Knowledge-based systems 5 Technology adoption 3 

15
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5 5 5
4 4

3
2 2

1 1 1 1 1 1 1 1 1
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Product development 5 Dynamic capabilities 3 

 

2.6.3.6 Types of research methods 

As it is important to explore the research methodology used by supply chain 

researchers to investigate the phenomenon of ACAP and SCM, the content of the 

journal articles was quantitatively reviewed to find the most frequently used research 

methods. Findings suggest that more the half of the studies have used purely survey-

based approach (Figure 2.26).  It can be argued that the use of survey method is an 

indication of the well-developed nature of the ACAP construct because most of these 

studies have used the construct in hypothesis development. Moreover, a mixed 

methods approach is the second most widely used method. However, this research 

domain particularly lacks in producing qualitative research such as interviews and case 

studies.  

 

Figure 2.26 Classification of selected papers based on research methods 
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Figure 2.27 classification of journal papers based on industry focus 

The final descriptive analysis involves finding the top contributing journals to 

the topic of discussion. The findings can lead to recognising the emphasis given to this 

domain by leading journals. Figure 2.28 highlights that the International Journal of 

Operations and Production Management (IJOPM) has published around 10 papers 

investigating the role of ACAP in supply chain context, followed by the Journal of 

Operations Management (JOM) and the Journal of Supply Chain Management 

(JSCM).  

 

Figure 2.28 Contributions from different journals 
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2.6.4 Content Analysis 

 

2.6.4.1 Conceptualisation of ACAP in SCM  

 

 Lane et al. (2006) critically reviewed the ACAP construct and recommended 

that the construct is ‘reified’ and lacks cohesion in conceptualising it. In this section, 

the journal papers were examined to identify the conceptual understanding of supply 

chain researchers. Among supply chain researchers, ACAP was conceptualised as both 

asset and capability, suggesting there is no cohesion in conceptualisation. An asset can 

be tangible or intangible in nature that an organisation has access to and control over 

it. In contrast, ‘organisational (or substantive) capability’ is referred as a set of routines 

and processes that the organisations use, and it is further distinguished from ‘dynamic 

capability’ which denotes the ability of firms to reconfigure substantive capabilities 

(Roberts et al. 2012).   

More than 50 % of supply chain researchers have conceptualised ACAP as a 

capability, but still, a considerable number of researchers have recognised it as an 

asset. For instance, Wei et al. (2015) conceptualised ACAP as an asset and argued that 

the firm’s prior knowledge of technology can enhance their ability to assimilate supply 

chain technology such as RFID. Kim et al. (2015) considered ‘overlapping 

knowledge’ and ‘cognitive congruence’ with supply chain partner as ACAP. It can be 

argued that supply chain partners having a similar knowledge base is a representation 

of an asset, as it is static in nature. Bellamy et al. (2014) conceptualised it as an asset 

and used ‘R&D intensity’ as a proxy to measure ACAP. Similarly, Schildt et al. (2012) 

used ‘R&D intensity’ and ‘technology similarity’ measured through similarity of 

patents between supply chain partners as a proxy for ACAP. However, Roberts et al. 

(2012) argued that ACAP must be conceptualised as a capability and raised the 

concern of construct validity if ACAP is perceived as an asset.  

On the other hand, several studies such as (Cheng and Lu 2017) (Yang et al. 

2017) (Riikkinen et al. 2016) and (Malhotra et al. 2005) have considered ACAP as a 

capability. ACAP conceptualised as capability is found to have a positive influence on 

proactive and reactive dimensions of supply chain resilience (Cheng and Lu 2017). 

Yang et al. (2017) have indicated ‘potential absorptive capacity’, drawing from Zahra 

and George (2002a), as a capability and found it can strengthen the relationship 
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between operational improvement practices and operational efficiency. Riikkinen et 

al. (2016) also adopted a similar approach and explained the relationship between the 

potential and the realised ACAP of purchasing department sustainability and firm 

performance. Moreover, only a few studies have not explicitly conceptualised ACAP 

either as an asset or capability. These findings show that there is a varied 

understanding of the concept among supply chain researchers.  

Table 2.12 Absorptive capacity and its conceptualizations  

Conceptualised 

as  

Frequency Journal papers 

Asset (%) 18 

(28.12%) 

(Kauppi et al. 2013) (Wei et al. 2015) (Lane and 

Lubatkin 1998) (Kim et al. 2015) (Fayard et al. 

2012) (Bellamy et al. 2014) (Lin 2014) (Bagchi et al. 

2014) (Schildt et al. 2012) (Azadegan et al. 2008) 

(Tu et al. 2006) (Petroni and Panciroli 2002) 

(Mukherjee et al. 2000) (Tavani et al. 2013) 

(Pihlajamaa et al. 2017) (Jabar et al. 2011) (Liu 

2012) (Hosseini and Khaled 2016) 

Capability (%) 37 (57.8%) (Ettlie and Pavlou 2006) (Scherrer-Rathje et al. 2014) 

(Cruz-González et al. 2015) (Saenz et al. 2014) (Patel 

et al. 2012) (Chen et al. 2015) (Liu et al. 2017) 

(Ambulkar et al. 2016) (Obayi et al. 2017) 

(Meinlschmidt et al. 2016) (Lawson and Potter 2012) 

(Azadegan 2011) (Liao and Marsillac 2015) (Kim and 

Lee 2015) (Revilla et al. 2013) (Chowdhury et al. 

2017) (Mehmood et al. 2017) (Setia and Patel 2013) 

(Liu et al. 2013) (Roldan Bravo et al. 2016) 

(Whitehead et al. 2016) (Lawson et al. 2015) 

(Dobrzykowski et al. 2015) (Zhang et al. 2015) 

(Beheregarai Finger et al. 2014) (Abareshi and Molla 

2013) (Arroyo-López et al. 2012) (Nagati and 

Rebolledo 2012) (Berghman et al. 2012) (Zacharia et 

al. 2011) (Arnold et al. 2010) (Jean et al. 2008) 

(Riikkinen et al. 2016) (Cheng and Lu 2017) (Yang et 

al. 2017) (Malhotra et al. 2005) 

Not explicitly 

conceptualized 

(%) 

9 (14.06%) (Azadegan and Dooley 2010) (Khan and Nicholson 

2014) (Knoppen et al. 2015) (Tiep 2006) (Preston et 

al. 2017) (Lee and Song 2015) (Schiele 2007) 

(Narasimhan and Narayanan 2013) (Gammelgaard et 

al. 2011) 

Total 64 n/a 

 

2.6.4.2 Level of analysis  

ACAP is argued to be a multilevel construct (Roberts et al. 2012). Cohen and 

Levinthal (1990) have discussed the similarities and variances between individual and 
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organisational ACAP. They suggested that ACAP of an organisation depends on its 

individual employees’ ACAP, but it is not simply an aggregation of individual ACAP, 

rather it links across individual ACAP. At the individual level, ACAP can be 

developed through personnel training. However, organisations should focus on the 

role of individuals or gatekeepers at the interface with the external environment to 

seek new information and, at the same time, manage communication networks within 

subunits of the organisation. Developing ACAP at the organisational level can be 

complex as it involves contemplating intricate organisational mechanisms and factors 

that can facilitate it.  

Subsequently, the shortlisted journal papers were categorised into five levels 

based on how ACAP is applied in SCM research into: 1) individual, 2) group/team, 3) 

organisational, 4) inter-organisational, and 5) country level. From Table 2.13, it is 

evident that only 3% of papers measure ACAP at the individual level, around 11 % 

measure it at group/team level, 40.6 % measure it at the organisation level, and just 

1.5% of papers measure ACAP at the country level in the context of SCM. Moreover, 

the highest of all, i.e. 43.75% of papers measure ACAP at the inter-organisational 

level.  

Two papers by Ambulkar et al. (2016) and Kauppi et al. (2013) have measured 

ACAP at the individual level. Kauppi et al. (2013) argued that the buyer’s and 

manager’s prior relevant knowledge (i.e. Individual asset) enhances their ability to use 

e-procurement tools effectively to contribute to firm performance. Whereas, 

Ambulkar et al. (2016) conceptualised it as an individual’s capability and stated that 

“the individual’s ability to acquire external knowledge, disseminate it and exploit it to 

fulfil firm’s business objectives (p.1400)” can be referred to as individual ACAP. 

Further, it is argued that supply chain managers with a high level of ACAP can 

proactively acquire information needed to mitigate supply chain risks under 

environmental uncertainty.  

Moreover, few researchers have used ACAP at the group/team level. Setia and 

Patel (2013) and Patel et al. (2012) have measured it specific to the operations 

department. The ability of the operations department to acquire operational knowledge 

from external sources, assimilate and exploit it is called operational absorptive 

capacity (Setia and Patel 2013). Patel et al. (2012) defined it as “the ability of a firm’s 
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operational units to acquire, assimilate, transform, and exploit knowledge from the 

operations environment”. Moreover, Setia and Patel (2013) conceptualised it as a 

capability containing potential and realised operational ACAP, following the approach 

of (Zahra and George 2002a), and information technology is found to be an antecedent 

of operational absorptive capacity. It is essential to develop operational ACAP to cope 

effectively with the uncertain environment (Pankaj C Patel et al. 2012; Setia and Patel 

2013). Similarly, a service team’s ACAP is found to positively influence operational 

performance (Yang et al. 2017), and the realised ACAP of a purchasing department is 

found to have a positive effect on social sustainability practices and economic 

performance (Riikkinen et al. 2016). Schiele (2007) found out that a high maturity of 

the firm’s purchasing function will increase absorptive capacity and be able to provide 

cost benefits. Mukherjee et al. (2000), perceived ACAP as an asset, i.e., prior 

manufacturing routines, and argued that production lines use this prior routine in a 

static manner, unlike dynamic routines which require flexible adaptation of routines 

at the varying time frame. They further found out that the performance of the 

production line will decline when the newly introduced routine or knowledge is 

beyond the firm’s capacity to process it. In other words, if an organisation tries to 

acquire and assimilate new knowledge that is not related to the prior knowledge base, 

it will result in a decline in performance. 

Similarly, if the authors have not measured ACAP at individual or groups/team 

level or in relation to external partners, then the journal papers were classified into the 

organisational level. Moreover, if either the author’s focus or the study participants’ 

response is related to a particular organisation, then it was classified under 

‘organisational level’ category. Consequently, 40.6 % (26 papers) measured ACAP at 

the organisational level. A high proportion of these papers conceptualised ACAP as a 

dynamic capability, as it is inherently considered as an organisational-level construct 

(Roberts et al. 2012). For instance, Hosseini and Khaled (2016) conceptualised ACAP, 

in the context of supply chain disruption, as the ability of supplier organisations’ to 

absorb the shocks and withstand disruptive events. Azadegan and Dooley (2010) 

focused on a manufacturer’s ACAP and found out that it can influence the effect of a 

supplier’s innovativeness on a manufacturer’s performance. On the other hand, 

Arroyo-López et al. (2012) measured the role of a supplier’s ACAP on the success of 

supplier development programs. They conferred that it is essential to evaluate a 
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supplier’s ACAP before engaging in a relationship to ensure that suppliers have the 

capability to absorb new knowledge and for development programs to be successful. 

Liu et al. (2013) studied manufacturing organisations’ ACAP driven by information 

technology to find that it has a significant influence on developing supply chain agile 

capabilities.  

Lastly, there are 28 (43.75%) papers classified into the inter-organisational 

level. It is evident that supply chain researchers have used ACAP mostly at inter-

organisational level. This is in contrast to the findings of (Roberts et al. 2012), which 

is in the context of Information Systems research. The majority of research under this 

category has adopted Relative ACAP (Lane and Lubatkin 1998), which 

conceptualised knowledge and structural similarity between the learning and the 

teaching firm as Relative ACAP. Kim et al. (2015) used the relative absorptive 

capacity conceptualisation of Lane and Lubatkin (1998). Further, the similarity in 

knowledge and similarity in cognitive/social context between buyer-supplier is 

considered as dimensions of absorptive capacity.  

 In Saenz et al. (2014), the suppliers’ ACAP from a process perspective is 

measured to understand in what ways suppliers and buyers jointly make efforts to 

share information and exploit it. Similarly, in (Liao and Marsillac 2015), the structure 

of the External Knowledge Acquisition construct, developed using ACAP theory, 

exemplifies the joint effort between the buyer and the supplier to absorb external 

knowledge. Revilla et al. (2013) argued that ACAP is not a firm level but an inter-

organisational phenomenon. 

Unlike Saenz et al. (2014), Lawson and Potter (2012) measured the ACAP of 

buyers in terms of absorbing knowledge from their supplier, from a buyer’s 

perspective. On the other hand, Revilla et al. (2013), conceptualised it as the ability to 

absorb knowledge from a specific buyer from a supplier’s perspective. Similarly, 

Lawson et al. (2015) conceptualised relationship-specific ACAP focusing on buyers 

absorbing knowledge from strategic suppliers with specific technical knowledge. 

Although Lawson and Potter (2012) and others discussed here did not measure it from 

a joint effort perspective, it represents a dyadic inter-firm relationship hence is 

categorised into the inter-organisational level. In Whitehead et al. (2016), the 
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knowledge distribution capability of the source firm is measured from a recipient 

perspective. 

Moreover, Roldan Bravo et al. (2016) measured the ACAP of supply networks 

from the buyer’s perspective, as a representative of ACAP among the members of the 

supply network. Similarly, Dobrzykowski et al. (2015) measured focal firms’ and 

supply chain members’ ability to acquire information using electronic tools, 

assimilate, transform and apply it to improve operational performance. Besides, a very 

small proportion of researchers have applied ACAP at the country level in the context 

of the supply chain.  

Table 2.13 Absorptive capacity and its level of analysis  

Levels* Frequ-

-ency 

Journal papers 

Individual (%) 

 

2  Buyer and Manager competence (Kauppi et al. 2013), 

supply chain managers’ ACAP (Ambulkar et al. 2016) 

Group/team 

(%) 

7  Operations unit (Patel et al. 2012), transport system 

(Mehmood et al. 2017), Operational department (Setia and 

Patel 2013), purchasing department (Schiele 2007), 

production line (Mukherjee et al. 2000), purchasing function  

(Riikkinen et al. 2016), Service team (Yang et al. 2017) 

Organizational 

(%) 

 

26  (Ettlie and Pavlou 2006),  (Hosseini and Khaled 2016), 

(Maike Scherrer-Rathje et al. 2014), (Cruz-González et al. 

2015), (Wei et al. 2015), (Chen et al. 2015), (Azadegan 

2011),  (Kim and Lee 2015), (Chowdhury et al. 2017), (Liu 

et al. 2013), (Lee and Song 2015), (Beheregarai Finger et al. 

2014), (Bellamy et al. 2014), (Lin 2014), (Abareshi and 

Molla 2013), Supplier organisations ACAP (Arroyo-López 

et al. 2012), (Berghman et al. 2012), (Zacharia et al. 2011), 

(Azadegan et al. 2008), (Jean et al. 2008), (Tu et al. 2006), 

(Petroni and Panciroli 2002), (Tavani et al. 2013), 

(Gammelgaard et al. 2011), Manufacturer’s Absorptive 

capacity (Azadegan and Dooley 2010) 

Inter-

organizational 

(%) 

 

28  Buyer-Supplier ACAP (Saenz et al. 2014), Buyer-supplier 

ACAP (Lane and Lubatkin 1998), Buyer-Supplier 

relationship ACAP (Liu et al. 2017), Buyer-Supplier ACAP 

(Obayi et al. 2017), Buyer-supplier Absorptive capacity & 

Desorptive capacity (Meinlschmidt et al. 2016), Buyer-

Supplier ACAP in Knowledge transfer (Khan and Nicholson 

2014) , Supplier – buyer knowledge transfer (Lawson and 

Potter 2012), Buyer-supplier relationship ACAP (Liao and 

Marsillac 2015), Buyer-supplier ACAP (Knoppen et al. 

2015), Buyer-supplier ACAP from supplier’s perspective 

(Revilla et al. 2013), Buyer-supplier knowledge transfer 

(Tiep 2006), Buyer-supply relative ACAP (Similarity) (Kim 
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et al. 2015), Focal firm and partner specific ACAP (Fayard 

et al. 2012), Buyer’s and supply network’s absorptive and 

desorptive capacity (Bravo et al. 2016), ACAP of recipient 

and distributive capability of source (Whitehead et al. 2016), 

Buyer-supplier knowledge transfer from supplier 

perspective (Preston et al. 2017), Supplier-buyer knowledge 

transfer from buyer’s perspective (Lawson et al. 2015), 

ACAP at supply chain (Dobrzykowski et al. 2015), ACAP 

is both relation-specific and firm-level (Zhang et al. 2015),  

Relative absorptive capacity (Schildt et al. 2012), relative 

absorptive capacity (Nagati and Rebolledo 2012), Relative 

ACAP-similarity with partners (Jabar et al. 2011), ACAP in 

relation with supply chain partner (Arnold et al. 2010), 

ACAP in supply chain relationship –Joint effort (Cheng and 

Lu 2017), Relationship specific ACAP (Malhotra et al. 

2005), Supplier-buyer (low R&D intensity) knowledge 

transfer (Pihlajamaa et al. 2017), ACAP at Supply network 

(Narasimhan and Narayanan 2013), Relation specific ACAP 

(Liu 2012) 

Country level 1  (Bagchi et al. 2014) 

Total 64 n/a 

* 1. Organizational level- Studies solely focus on ACAP of an organisation as a unit of analysis 2. Inter-

organizational level- a. Studies concentrating on AC of partners measured from focal firm’s perspective 

or vice-versa, b. ACAP of a supply chain.  

2.6.5 Thematic Analysis 

Thematic analysis is a systematic process of categorising the content of the text 

and identifying relationships among the categories Berg(1995) as cited in (Lane et al. 

2006).  The content of the selected journal papers was reviewed to identify important 

themes emerging from it. Consequently, four themes were identified and listed in the 

Table 2.14 below. 

Table 2.14 Research themes and key references 

Themes Key references 

Technology-driven ACAP (Jean et al. 2008) (Liu et al. 

2013)(Kauppi et al. 2013)(Wei et 

al. 2015) 

Relation-specific ACAP (Saenz et al. 2014) (Lane and 

Lubatkin 1998) (Liu et al. 2017) 

(Obayi et al. 2017) (Revilla et al. 

2013) (Tiep 2006) (Kim et al. 

2015) 
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Knowledge-specific ACAP (George et al. 2001) (Abareshi 

and Molla 2013) (Lee and Song 

2015) (Ambulkar et al. 2016), 

(Setia and Patel 2013) 

Ambidextrous ACAP (Whitehead et al. 2016) 

(Meinlschmidt et al. 2016) 

 

2.6.5.1 Technology-Driven Absorptive capacity 

Malhotra et al. (2005) reiterated the view of Zahra and George (2002b) and 

suggested that ACAP is an IT-driven capability. Inter-organisational information 

systems deployed at the interface of the supply chain can enhance the ability of firms 

to acquire knowledge from the external environment (Malhotra et al. 2005). While the 

role of technology, in general, can provide inferences to break down various aspects 

of developing ACAP, it is still unknown to what extent ACAP is driven by technology 

in the context of supply chain research. In particular, the consensus is yet to arrive 

whether ACAP should be considered as an antecedent or a consequent of supply chain 

related technology. Thematically, there are two categories of researchers identified 

from the systematic review, one set of researchers considers ACAP as an antecedent 

and the others consider it as a consequent in relation to technology. In general, when 

it comes to assimilating new technology, ACAP is conceptualised as an asset (prior 

knowledge base), an antecedent of it. However, integration and practice of technology 

or exploitation of technical capabilities are perceived as an antecedent of developing 

dynamic ACAP.   

For instance, Wei et al. (2015) argued that static ACAP is the antecedent of 

technology assimilation. Whereas, External Electronic Integration and IT capabilities 

are regarded as an antecedent of ACAP (Fayard et al. 2012; Jean et al. 2008; John E 

Ettlie and Pavlou 2006). The difference lies in the way these papers conceptualise 

ACAP. As discussed earlier, it is perceived both as an asset in (Wei et al. 2015) and 

capability in (Fayard et al. 2012) in the context of technology. Moreover, ACAP is 

considered as an antecedent not only for assimilating new technology but also for 

assimilating innovative manufacturing practices accomplished through utilisation of 

technology(Tu et al. 2006). Kauppi et al. (2013) found out the prior knowledge of 

buyers and managers is important to realise the influence of e-purchasing tools such 

as e-sourcing, e-process, and e-transaction on process cost and purchasing price. 
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ACAP has to be combined with e-purchasing tools to improve performance. Liu et al. 

(2013) argued that IT capabilities can help firms’ to improve ACAP, and it is found 

out the IT-driven ACAP can enhance operational capabilities such as supply chain 

agility and firm performance. Moreover,  Liu et al. (2013) viewed ACAP as dynamic 

capabilities, which refers to “a firm's ability to integrate, build, and reconfigure 

internal and external competencies”(Teece et al. 1997). Moreover, Liu et al. (2013) 

viewed dynamic capabilities from the hierarchical perspective and suggested that 

ACAP is a higher-order capability enhanced by lower-order IT capabilities. Similarly, 

Setia and Patel (2013), adopted Zahra and George (2002a)’s conceptualisation and 

suggested that information systems capability can help organisations to develop 

operational ACAP to acquired operations related knowledge. Whereas, Lin (2014) 

suggested that e-SCM, unlike intra-organisational systems, has to be jointly adopted 

by organisations in the supply chain. Further, it is argued that a firm’s ability to absorb 

knowledge from a supply chain environment on how to adopt e-SCM can significantly 

promote adoption of e-SCM technologies deeper into the organisation.  

2.6.5.2 Relationship-specific absorptive capacity 

The key focus of researches under this theme is the knowledge transfer 

between partners in the supply chain relationship. It is noticed that there are two 

streams of research under this category in which ACAP is used to explain the 

underlying mechanisms of: 1.  Buyer transferring knowledge to its suppliers, and 2. 

Buyer absorbing knowledge from its suppliers.  

 Kim et al. (2015) found that the supplier’s relative absorptive capacity and trust 

on buyers significantly moderates the relationship between Buyer-driven knowledge 

transfer and supplier’s operational performance. However, supplier innovativeness 

negatively moderates the relationship, which implies only suppliers that have less 

innovativeness and high trust are highly motivated to learn from buyers. Tiep (2006) 

categorised ACAP into specific and general absorptive capacity. Specific absorptive 

capacity is developed by local suppliers after establishing a relationship with the 

assembler. Establishment of buyer-supplier relationship helps suppliers to develop 

their buyer specific absorptive capacity. Further, according to Khan and Nicholson 

(2014), the increase in the level of a supplier’s absorptive capacity from low to high 

is in correlation with different stages of the supplier development process such as 

qualification stage, evaluation stage, and an interactive stage. However, perception 
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gap between buyers and suppliers is found to be a significant barrier for improving 

supplier’s absorptive capacity (Khan and Nicholson 2014). Relative ACAP is 

considered as an antecedent of knowledge transfer from customer to suppliers (Nagati 

and Rebolledo 2012). Nagati and Rebolledo (2012) measured dimensions of relative 

ACAP as ‘knowledge overlapping routines’ and ‘overlapping knowledge bases’, and 

found out that the presence of similar knowledge base (i.e. asset) does not influence 

knowledge transfer. However, establishing knowledge sharing routines between the 

customer and suppliers will certainly enhance knowledge transfer and improve 

suppliers’ performance. Jabar et al. (2011) argue that ACAP is one of the factors in 

enabling organisational learning and allowing technology transfer from a supply chain 

partner. Other factors such as the nature and type of the strategic technology alliance 

and the learning environment are complementary to it. 

Unlike other studies which deal with the buyer to supplier knowledge transfer, 

there are studies under this theme which address the phenomenon of knowledge 

transfer occurring from the supplier side to buyers. Lawson et al. (2015)’s study 

focuses on strategic suppliers with specific knowledge. The authors empirically 

validated that a buyer’s ability to absorb knowledge from strategic suppliers 

(relationship-specific ACAP) can enhance the performance of new product 

development. Lawson et al. (2015), in addition, argued that suppliers may lack the 

capability to transfer knowledge across inter-firm boundaries, and in such cases, the 

development of a relationship-specific ACAP could help them to transfer knowledge 

to buyers. Relationship-specific ACAP can act as a substitute to suppliers’ lack of 

technical capabilities and provide mechanisms to transfer knowledge from suppliers 

to buyers. However, Lawson et al. (2015) found out that when suppliers technical 

capabilities are high, there is no significant link between relationship-specific ACAP 

and new product development performance, and the importance given to the 

development relationship-specific ACAP has to be moderated accordingly. 

Pihlajamaa et al. (2017) have found evidence from a case study that through effective 

supplier management capabilities, a buying firm can get benefits from supplier 

innovation, despite the low R&D intensity of buying firm. This indicates that in a 

supply chain relationship, firms with low absorptive capacity can get innovation 

benefit via establishing supplier specific capabilities to transfer knowledge from 

suppliers to buyers.  



78 
 

 Schildt et al. (2012) addressed the temporal dynamics involved in developing 

ACAP specific to supply chain relationships. The authors argued, in the context of 

buyer-supplier alliances, that having a high level of ACAP increases the learning rate 

only at the later stage of the alliance, but it weakens the learning rate during the initial 

stages. Arnold et al. (2010) conceptualised ACAP into two dimensions: 1. Operational 

efficiency of their supply chain trading partner, 2. Knowledge creation capability-

Ability of the supply chain trading relationship to enable knowledge creation within 

the organisation. It is found out that the buyers’ commitment to its suppliers is high if 

suppliers have a high level of absorptive capacity. Moreover, a joint effort of managing 

supply chain knowledge by the focal firm and its partners can improve supply chain 

competencies such as resilience (Cheng and Lu 2017). 

2.6.5.3 Knowledge-specific absorptive capacity 

Researchers under this theme focus on acquiring a specific type of knowledge 

from the external environment. Unlike general ACAP and relation-specific ACAP, the 

emphasis is given to supply chain knowledge and its characteristics. It can be argued 

that knowledge is the key element of focus in the entire debate on the processes, 

capabilities, and mechanisms involved in managing and creating value from it. Polanyi 

(1967) is the first to articulate that knowledge can be characterised into tacit and 

explicit (Schoenherr et al. 2014). Explicit knowledge is codified and easy to 

communicate, but tacit knowledge is engrained, subjective and mostly reside within 

individuals and often difficult to communicate (Sivakumar and Roy 2004). This kind 

of tacit knowledge is considered by organisations as a valuable asset for competitive 

advantage. A supply chain is inundated with both these knowledge forms, and 

organisations make efforts to develop capabilities to acquire it. Moreover, Murovec 

and Prodan (2009), based on several pieces of evidence, suggested that ACAP is 

dependent on the knowledge characteristics and organisations require high absorptive 

capacities in terms of scientific knowledge compared to knowledge from other sources 

such as customers.  

 Researchers have discussed about the role of ACAP in acquiring specific-

knowledge such as operations knowledge and environment knowledge. For instance, 

Setia and Patel (2013) place emphasis on developing ACAP to acquire operations 

knowledge. The authors argued that ACAP would enable operations department to 

acquire knowledge from their operational environment and would allow them to 
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monitor changes in customer demands. Transforming and applying such knowledge 

can support organisations to adapt processes and reconfigure or create new products 

and services. Information systems capability is found to be an antecedent of 

developing operational knowledge specific to ACAP, but it is recognised that IS 

strategy should be aligned with the business strategy in order to realise the potential 

of operational knowledge. In Fayard et al. (2012), the ability of both the focal firm and 

the partner to transfer and receive knowledge about cost information is measured. 

ACAP is conceptualised into three dimensions: knowledge seeking, communication 

network, and communication climate. Electronic integration is an important source for 

enabling ACAP, which can improve inter-organisational cost management. Similarly, 

Chen et al. (2015) and Abareshi and Molla (2013) have conceptualised ACAP as the 

ability to absorb environmental information from external sources. (Abareshi and 

Molla 2013) found out that the concept of Green ACAP can significantly improve 

green performance. Chen et al. (2015)’s study also supports this finding and provided 

further empirical evidence on its positive influence on green service innovation and 

firm performance. Lee and Song (2015) suggested that shipping knowledge can have 

a positive influence on creating logistics value only in the presence of ACAP.  On the 

other hand, the importance of an individual’s ability to acquire specific knowledge 

from the external environment is addressed in Ambulkar et al. (2016). Ambulkar et al. 

(2016) conceptualised that an individual’s ACAP measured through a supply chain 

manager’s risk mitigation competence and ability to absorb risk-related information 

has a positive influence on the success of risk mitigation programs. Thus, researches 

under this category predominantly focus on outcomes of developing knowledge-

specific ACAP, but its antecedents are not well explained. However, Setia and Patel 

(2013) and Fayard et al. (2012) illustrated how technology especially IT and electronic 

integration can influence developing knowledge-specific ACAP. However, it can be 

argued that the dynamic nature of supply chain and environmental uncertainty could 

be one of the factors that motivate supply chain organisations to develop knowledge-

specific ACAP.  Further, it can be argued that, in the context of environmental 

knowledge, organisations that are uncertain about environmental outcomes tend to 

develop their capability to absorb environment and sustainability-related knowledge 

from external sources such as partners, competitors, customers, and industry.  
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2.6.5.4 Ambidextrous capability of absorptive and desorptive capacity 

The internal capabilities of individual firms to absorb knowledge from the 

external environment are the main focus of discussion in most papers related to ACAP 

and SCM. However, it can be argued that, since the source of knowledge is external, 

it is necessary to equally focus the attention on capabilities of the source firm that can 

offer supportive mechanisms to allow the transfer of knowledge from source to 

recipient. If the source firm is incapable of developing mechanisms to aid effective 

transfer of knowledge, the return on the cost involved in developing the recipient 

firm’s ACAP will not be satisfactory.  

Only a few researchers have emphasised on developing the obligatory 

organisational capability to enable knowledge transfer in a dyadic relationship. Khan 

and Nicholson (2014) argued that “taking willingness to transfer knowledge as one 

side of a dualistic proposition, the contraposition would seem to be the ability to absorb 

knowledge that is transferred.” From a social perspective, it can be argued that the 

willingness of the source firm to be conducive of knowledge transfer can be enhanced 

through building a close relationship with the source firm through mechanisms such 

as social interactions (Liu et al. 2017; Chowdhury et al. 2017). The current SCM 

literature has focused on investigating ways to develop the ability to absorb external 

knowledge and its influence on performance. However, it can be argued that in a 

dyadic relationship, firms should develop the ability to absorb as well as distribute 

knowledge to its partners whenever necessary.   

Gosling et al. (2017) offers diverse views on supply chain learning, reviewed 

it as a process in which supply chain partners act together to learn from each other and 

resolve supply chain issues. In the process of supply chain learning, the role of the 

behavioural and learning ability of supply chain partners is paramount. From the 

capabilities perspective, it can be argued that a supply chain organisation with 

ambidextrous learning ability can acquire, assimilate, transform, exploit new external 

knowledge for value creation and distribute valuable internal information to its 

partners in the supply chain to encourage open innovation. In the context of intra-

organisational learning, ambidexterity may be referred to as the dual orientation of 

learning, exploration, and exploitation. However, in the case of learning at the supply 

chain level, ambidexterity refers to the ability of firms to engage in internal learning 

processes such as exploration, assimilation and exploitation and, at the same time, 
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teach external partners through similar processes of exploration and exploitation. 

Recent studies have discussed the importance of distributive capability (Whitehead et 

al. 2016) and desorptive capacity (Meinlschmidt et al. 2016) that can enable 

knowledge transfer in the buyer-supplier relationship. Both the terms ‘distributive 

capability’ and ‘desorptive capacity’ are used in the literature to refer to the ability to 

transfer knowledge from one entity to another. In Whitehead et al. (2016), distributive 

capability is conceptualised as an “accumulation of abilities associated with a source 

to transfer knowledge to a known recipient”. Emphasis on developing ambidextrous 

capability can be beneficial to both buyers and supplier, as it is vital to ensure bi-

directional exchange of knowledge among members of supply chain, evading 

behavioural conflicts, and build supply chain relationship.  

2.7 Operational performance 

In this section, the literature review of operational performance dimensions is 

presented. The review particularly focuses on identifying the key dimensions of 

operational performance in the context of manufacturing.  

2.7.1 Performance measurement 

The growing competition in domestic and international markets is influencing 

firms to concentrate more on improving their performance to survive. Neely et al. 

(1995, p.1229) have defined performance measurement as “the process of quantifying 

the efficiency and effectiveness of an action”. Measuring firm performance could 

indicate how well firms do in achieving financial and marketing goals (Qrunfleh and 

Tarafdar, 2013). Since the main motive of stakeholders is to make a profit, various 

dimensions are used in the literature and practice to measure performance (Lii and 

Kuo, 2016). Moreover, “performance measurement should be viewed as a context-

dependent process” (Tseng and Liao 2015, p.86). Also, Tseng and Liao (2015) 

contended that performance measurement can be viewed from two different 

perspectives: subjective and objective. The subjective perspective is concerned with 

measuring firm performance relative to a firm’s competitors. Whereas from an 

objective perspective, absolute measures are used as indicators for a firm’s 

performance. Neely et al. (1995) have stated that a firm’s operational performance 

measures the efficiency and effectiveness of its business activities. 

Alttok (1997, p.1) perceived a manufacturing system “as an arrangement of 

tasks and processes, properly put together, to transform a selected group of raw 
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materials and semi-finished products to a set of finished products”. Manufacturing 

organisations rely on developing performance management systems to measure and 

monitor performances of the transformation process using various dimensions 

strategically determined by them. Kaydos (2000) cited H.James Harrington, 

“measurement is the first step that leads to control and eventually to improvement. If 

you can’t measure something, you can’t understand it. If you can’t understand it, you 

can’t control it. If you can’t control it, you can’t improve it”. Performance 

management is a business process that determines the prosperity and growth of the 

manufacturing organisations (Bititci et al.1997). They further argued that information 

systems enable firms to manage performance and ensure that business actions are 

aligned to achieve the desired outcomes and create value for shareholders. Ideally, it 

is necessary for the organisations to strategically choose performance metrics and a 

performance management system to identify operational areas that require 

improvement (Neely et al. 1999; Pinheiro De Lima et al. 2013; Jain et al. 2011).  

Consequently, to investigate the linkage between BDA capabilities and 

operational performance, the dimensions of operational performance that are widely 

used in the domain are assessed. Primarily, the SLR on BD studies (discussed in 

section 2.3) have shown that few studies have investigated the influence of analytics 

on various performance measures such as operational performance (Chae, Yang, 

Olson, et al. 2014; Chae, Yang and Olson, 2014; Jamehshooran et al. 2015a; 

Jamehshooran et al. 2015b), supply chain performance (Trkman et al. 2010; Oliveira 

et al. 2012), and supply chain agile performance (Sangari and Razmi, 2015). However, 

except Chen et al. (2015a), none of these studies has considered the impact of BDA 

capabilities on firm performance. Chen et al. (2015a) found that the use of BDA in 

SCM has a positive effect on business growth, measured through sales growth, market 

share, and expansion. Chen et al. (2015a)’s study is generalised based on the findings 

from a population representing all industry sectors around the world, but BDA practice 

is context specific. A large body of literature has investigated the relationship between 

Information Technology (IT) and operational performance. However, very little is 

known about the consequences of BDA, especially its impact on operational and 

innovation performance. 

BDA is beneficial in terms of improving both financial and non-financial 

performance by means of cost reduction (Ge and Jackson 2014; Sonka 2014; Bock 
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and Isik 2015), mass customization (Tien, 2012), improving logistics performance 

(Brandau and Tolujevs 2013), forecasting accuracy (Nita, 2015), recycling useable 

parts in manufacturing (Ge and Jackson 2014), improving quality (Sonka, 2014), on-

time delivery (Yesudas et al. 2014), improved decision making (Hazen et al. 2014), 

increased visibility (Vera-Baquero et al. 2015; Schoenherr and Speier-Pero, 2015), 

real-time fault detection in manufacturing process (Aho, 2015), inventory planning, 

and network redesign (Tachizawa et al. 2015), better customer satisfaction, etc. 

Moreover, Laney (2015) analysed 40 different case studies and found that that the 

development of new products and services is the biggest benefit of BDA. For instance, 

Opresnik and Taisch (2015) argued that the potential of producing Big Data in 

manufacturing industries is high and this offers opportunities for creating services 

along with products (via servitization strategy), and consequently, organisations who 

utilize BDA can develop innovative products and service (P-S), improving existing P-

S, and also can generate new revenue streams (via business models such as ‘Data 

resell’). The innovation performance of a firm is dependent on its knowledge creation 

activities (Bellamy et al. 2014). As mentioned in Dobrzykowski et al. (2015), the 

acquisition of critical information from the internal and external source is needed to 

improve innovation performance. BDA as an information processing tool improves 

the organisation’s information processing capabilities to innovate and gain a 

competitive advantage. Duan and Cao (2015) have investigated the impact of BA 

(descriptive, predictive and prescriptive analytics) on a firm’s innovation and found 

significant positive results. However, Duan and Cao (2015)’s study did not 

comprehensively investigate the phenomenon of BDA and their research focus is also 

not on SCM. So, either directly or indirectly, BDA has the potential to influence both 

the financial and non-financial performance of firms.    

Table 2.15 Dimensions of operational performance from the literature review 

Operational 

performance 

Cost reduction, 

order processing 

cost reduction 

with suppliers 

and customers 

Cost (Carter 2005), (Kim 

2006) (Kim 2009), 

(Leuschner et al. 2013), 

(Mackelprang et al. 

2014), (Yao et al. 

2009), (Liu et al. 

2012),  (Ou et al. 2010) 

(Wu et al. 2014) 

Inventory cost Cost (Glenn Richey Jr et al. 

2009),  (Li et al. 2014) 
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Product cost Cost (Glenn Richey Jr et al. 

2009),  (Ağan et al. 2014), 

(Allred et al. 2011) 

Material and 

service cost 

Cost  (Hollos et al. 2012) 

Labour cost Cost (Hollos et al. 2012) 

Production cost Cost (Hollos et al. 2012),  (Li et 

al. 2014), (Gunday et al. 

2011) 

Purchasing cost Cost (Allred et al. 2011) 

Supply chain cost Cost (Allred et al. 2011) 

Reduced 

operations cost 

Cost  (Liao and Kuo 2014) 

Transportation 

costs 

Cost (Allred et al. 2011) 

Logistics cost Cost (Seo et al. 2014) 

Productivity, 

production 

flexibility 

Flexibility (Glenn Richey Jr et al. 

2009), (Ng et al. 2015), 

(Gunday et al. 2011) 

Supplier 

performance 

  (Carter 2005) 

Response time for 

product design 

changes 

Flexibility (Kim 2006), (Kim 2009) 

Response to 

changing demand, 

unexpected 

challenges. 

Flexibility  (Liu et al. 2013b), (Glenn 

Richey Jr et al. 2009), (Liu 

et al. 2013a),  (Yu 

2015)  (Li et al. 2014), 

(Bruque-Camara et al. 

2016) 

Response time for 

product volume 

changes   

Flexibility  (Kim 2006), (Kim 2009) 

(Bruque-Camara et al. 

2016) 

Responsiveness to 

special delivery 

requests 

Flexibility (Miller et al. 2013) 

Lead time to 

customers 

Flexibility (Hallavo 2015)    

Accuracy of order 

processing for 

customers, 

percentage of late 

or changes 

deliveries 

Quality (Kim 2006), (Kim 

2009),  (Miller et al. 2013) 

Perceived product 

quality by 

customers, firm 

image 

Quality (Singh and Power 

2009), (Singh and Power 

2014), (Grekova et al. 

2015) 
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Rapid confirmation 

of orders 

Flexibility (Hefu Liu et al. 2013b) 

Speed, Speed of 

order handling 

Flexibility (Kim 2006), (Kim 2009) 

(Golicic and Smith 2013) 

Response time for 

product returns or 

after-service 

Flexibility (Kim 2006), (Kim 2009) 

Reduced return Quality (Khan K et al. 2009) 

Quality,  Product 

quality 

Quality  (Hsu et al. 2008), (Singh 

and Power 2009), (Golicic 

and Smith 

2013),(Leuschner et al. 

2013), (Mackelprang et al. 

2014), (Wu and Chuang 

2010), (Glenn Richey Jr et 

al. 2009), (Huo et al. 

2014), (Yu 2015), (Ağan et 

al. 2014), (Liu et al. 2012), 

(Tan et al. 2010), 

(Narasimhan et al. 2008), 

(Ou et al. 2010), (Ng et al. 

2015), (Hollos et al. 2012), 

(Allred et al. 

2011), (Grekova et al. 

2015), (Gunday et al. 

2011) 

Delivery time, 

delivery cycle 

time, short lead 

time for fulfilling 

orders, reliable 

delivery 

Time  (Kroes and Ghosh 2010), 

(Leuschner et al. 2013), 

(Mackelprang et al. 2014), 

(Hefu Liu et al. 2013b), 

(Hefu Liu et al. 2013a), 

(Gligor and Holcomb 

2012),  (Singh and Power 

2014), (Kirchoff et al. 

2016),  (Yu 2015),  (Liu et 

al. 2012), (Hollos et al. 

2012), (Seo et al. 

2014),  (Miller et al. 2013), 

(Bruque-Camara et al. 

2016) 

Manufacturing 

cycle time, reduced 

make time, short 

production cycle 

time 

Time  (Kroes and Ghosh 2010), 

(Khan K et al. 2009),  (Ou 

et al. 2010) 

On-time delivery Flexibility (Kroes and Ghosh 2010), 

(Glenn Richey Jr et al. 

2009), (Khan K et al. 

2009),  (Ou et al. 2010), 

(Allred et al. 2011),  (Li et 
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al. 2014), (Hallavo 2015), 

(Bruque-Camara et al. 

2016) 

Processing costs Costs  (Kroes and Ghosh 2010) 

Supply chain costs Costs  (Klassen and Vereecke 

2012) 

Inventory levels, 

inventory turnover 

Efficiency (Singh and Power 

2009), (Singh and Power 

2014), (Kirchoff et al. 

2016), (Yao et al. 2009) 

(Seo et al. 2014),  (Li et al. 

2014), (Hallavo 2015) 

Inventory visibility Flexibility (Seo et al. 2014) 

Product 

availability in 

stock 

Flexibility  (Hallavo 2015) 

Time taken for new 

product 

development, time 

for introducing 

new products or 

services 

Time (Singh and Power 2009), 

(Hefu Liu et al. 

2013a),  (Singh and Power 

2014) 

Delivery 

performance, 

delivery speed, 

accuracy 

Delivery  (Singh and Power 

2009),  (Huo et al. 

2014), (Yu 2015), (Seo et 

al. 2014),  (Li et al. 2014) 

(Gunday et al. 2011) 

Flexibility Flexibility (Golicic and Smith 2013), 

(Leuschner et al. 2013), 

(Mackelprang et al. 2014), 

(Wu and Chuang 2010), 

(Liu et al. 2012), (Bruque-

Camara et al. 2016) 

Flexibility in 

volume 

Flexibility (Huo et al. 2014) 

Product mix 

flexibility 

Flexibility (Huo et al. 2014) 

New product 

flexibility, New 

product 

development 

capability 

Flexibility (Huo et al. 2014), (Allred 

et al. 2011), (Bruque-

Camara et al. 2016) 

Innovation Innovation (Leuschner et al. 2013), 

(Hollos et al. 2012), 

(Gunday et al. 2011) 

Product innovation 

lead times 

Innovation (Glenn Richey Jr et al. 

2009) 

Overall 

performance 

Efficiency  (Cho et al. 2008) 
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Environmental/

social 

performance 

Decrease energy 

cost 

 

Cost (Grekova et al. 

2015), (Zailani et al. 2015) 

Water and waste 

water cost 

Cost (Grekova et al. 2015) 

Water and waste 

water treatment 

cost 

Cost (Grekova et al. 2015) 

 Decreased CO2 

emission 

Efficiency (Laari et al. 2015) 

 Waste reduction Efficiency (Laari et al. 2015) 

 Energy 

consumption 

Efficiency (Laari et al. 2015) 

 Dealing with 

environmental 

issues 

Efficiency (Laari et al. 2015) 

 Decrease in 

consumption of 

hazardous 

materials 

Efficiency (Laari et al. 2015) 

 

From Table 2.15 it appears that the recent literature portrays a divergent view 

on the operational performance dimensions and it has been the main debate for several 

years. However, it seems that quality, cost, time (speed and delivery) and 

manufacturing flexibility have received significant attention while performing 

manufacturing tasks and it is well articulated in the literature. As Peng et al. (2008) 

observed, perhaps the measures of operational performance are multidimensional in 

nature. Thus, considering the indications from various literature, this study will 

measure operational performance of the UK manufacturing companies by means of 

four dimensions such as quality, cost, manufacturing flexibility and time, as these are 

the key competitive priorities of manufacturing organisations (Porter 2009; Slack et 

al. 2007).  

2.7.2 Quality 

Quality is one of the important performance measures that can indicate a 

manufacturer’s competitiveness (Nada et al. 2006). Quality is unquestionably a major 

concern to manufacturing organisations (Slack et al. 2016). In order to successfully 

compete in today’s globally competitive market, organisations should understand the 

importance of quality as it is one of the determining factors of market share (Calantone 

and Knight 2000). The organisation's ability to achieve good quality or the lack of 

quality may affect the entire supply chain, and it is an essential precondition to 
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achieving operational excellence. As verified by Ferdows and De Meyer (1990), 

quality may influence other performance outcomes such as cost, flexibility, and 

dependability. The two major elements included in the quality performance dimension 

are the quality of the product or services, and the process quality that involves delivery 

of the product or services (Porter 2009). “Quality robust products are products that can 

be produced uniformly and consistently in adverse manufacturing and environmental 

conditions” (Heizer et al. 2017, p.224). 

There are various definitions of the term ‘quality’ available in the literature. 

According to Garvin (1984, p.40) quality is a “slippery concept, easy to visualize and 

yet exasperatingly difficult to define”. Similarly, Shetty (1987) contended that quality 

is a complex concept. Moreover, Shetty (1987) mentioned that better quality products 

reduce cost by means of reducing scrap, rework, reducing work in process, better 

utilisation of tools and reduced warranty claims. Calantone and Knight (2000) have 

defined quality from the perspective of product characteristics, and when a product’s 

features and performance needs exceed the expectation of customers, then it can be 

considered as a high-quality product. Garvin (1984) further mentioned the key 

dimensions that can be used to assess product quality: 1) performance, 2) features, 3) 

reliability, 4) conformance, 5) durability, 6) serviceability, 7) aesthetics, and 8) 

perceived quality. As argued by Shetty (1987), the suitability of these dimensions of 

quality may differ extensively between firms in the same industry. The choice of the 

quality dimension depends on both the manufacturers’ perceptions of the customers’ 

expectations and their capability to produce products that can satisfy certain quality 

demands. Consequently, a firm that wants to strategically compete on the basis of 

product quality, needs to understand customers’ expectations accurately and 

incorporate them into the product design and development process. In order to ensure 

that the manufactured products conform to the quality requirements, the quality 

characteristics or standards must by predetermined and aptly monitored. Slack et al. 

(2016) prescribed that maintaining quality requirements should start from the design 

stage. Similarly, Fynes and De Búrca (2005) highlighted the significance of the design 

stage on the development of quality products and argued that ‘‘quality is designed into 

the product at least as much as it is built in during manufacture” (P.1). Further, Nada 

et al. (2006) also contended that product quality is influenced by both the product 

design and the degree of conformance. In the product design phase, practices such as 
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Total Quality Management (TQM) influence the product design and ultimately the 

product quality.  

However, some researchers argue that apart from the design stage quality is 

also affected by the configuration of processes producing the product. For instance, 

Inman et al. (2003), illustrated various scenarios of automotive companies such as 

Ford, Jaguar, and Toyota where the formation and design of the manufacturing system 

greatly affect the product quality. So, the quality of the manufacturing system has to 

be assessed at the early stages to produce a high-quality product at a reduced cost. 

Moreover, since the manufacturing environment is changing at a fast rate along with 

fluctuating demand, an efficient manufacturing system that can be reconfigured 

rapidly can influence the development of high-quality products. Kaynak (2003) 

asserted that the process perspective of quality is best met by the preventive method 

of ensuring product quality. Reducing the variations in manufacturing processes leads 

to increased product quality (Yeung et al. 2005; Kaynak 2003; Forza and Filippini 

1998).   

Moreover, product quality enhances the firm's reputation via increased 

customer satisfaction and also increases productivity and reduces cost (Calantone and 

Knight 2000).  Product quality is empirically found to be an important criterion to 

enhance customer satisfaction (Fornell et al. 1996). Moreover, several studies have 

found a positive link between product quality and competitiveness (Phan et al. 2011), 

reputation (Gjerde and Slotnick 2004), increased market share and profitability 

(Calantone and Knight 2000) and return on investment (Buzzell 2004). So, quality 

indicates the manufacturing firm’s performance in terms of how effective and efficient 

it is in designing, producing and delivering products to its customers.     

2.7.2 Cost 

Since the start of globalisation, cost has become an important competitive 

strategy and firms actively identify key costs and the drivers of it (Blocher et al. 2010). 

This is because, with the increase in the intensity of competition, the efficiency of 

production is determined by cost performance.  For organisations that intend to 

compete based on price, it is vital to decrease the cost of manufacturing compared to 

their rivals. If the price is lower than their competitors, companies can either generate 

more profit or increase their market share (Porter 2009). Moreover, the cost-based 

strategy can be an important tool for targeting products to a niche market and to deter 
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competitors and new entrants from entering the market. Porter’s competitive strategy 

includes cost leadership and differentiation strategies (Figure 2.29). Porter (1985) 

defined cost leadership as “a firm sets out to become the low-cost producer in its 

industry” (p.12). Low cost, denoting efficiency, remains as the strategic intent of most 

organisations. Whereas, firms adopting a differentiation strategy “seek to be unique in 

their industry along with some dimensions that are widely valued by buyers” (Porter 

1985, p.14). Unlike cost leaders, firms intending to differentiate choose an attribute 

that is different from their competitors and aim at cost parity with its rivals. Scholars 

have identified ways to implement cost leadership strategies and differentiation 

strategies (Hill et al. 2015a; Brennan 2011; Blocher et al. 2010). According to Blocher 

et al. (2010), the execution of a cost leadership strategy requires tight control over 

cost, periodic control reports, well-structured policies and operations strategy and 

incentives for meeting targets specific to cost. Whereas, for the execution of a 

differentiation strategy, the organisation must build strong coordination among key 

business functions such as research & development, product design, manufacturing 

and marketing. Organisations adopt a competitive strategy depending on their market 

position, strategic goals and organisational culture. Still, managing cost is one of the 

key priorities for manufacturing businesses to sustain in the competitive environment.  

Moreover, recognising different types of costs is essential to develop cost 

management techniques. There are several types of costs commonly used in literature 

such as material costs, overhead cost, labour costs, quality costs, transportation costs, 

etc. (Amoako-Gyampah and Boye 2001). Omachonu et al. (2004), by utilising the 

quality cost model, found out that the increase in costs such as the appraisal and 

prevention cost increases the product quality. Material related quality cost indicates 

the cost of raw material inspections, scrap and rework, supplier evaluation cost, etc. 

Machine-related quality cost indicates the costs involved in preventive maintenance, 

repair, rework, calibration of machines, etc. A brief overview of quality costs is 

provided in Table 2.16. Brennan (2011) argued that manufacturing organisations 

should consider both the short-term and long-term costs of manufacturing a product. 

For instance, a manufacturer could utilise cheap materials with an intention to save 

direct costs but may face high repair and warranty costs.  
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Figure 2.29 Porter's generic competitive strategy 

Source: (Porter 1985) 
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Table 2.16 Taxonomy of quality costs 

Prevention Costs Appraisal Costs  Internal Costs External Costs 

• Employee 

training. 

Process 

capability 

studies. 

• Surveys of 

vendors, 

suppliers, 

and 

subcontract

ors. 

• Inspectio

n and 

testing of 

products. 

• Capital 

cost and 

ongoing 

maintena

nce of 

inspectio

n and 

testing 

equipmen

t. 

• Cost to 

process 

and 

report 

inspectio

n data. 

• Design 

reviews. 

Expense 

reviews. 

• Scrap and 

rework. 

• Charges 

related to 

late 

payments. 

• Inventory 

costs to 

allow for 

defective 

products. 

• Engineering 

change 

costs for 

design 

correction. 

• Premature 

failure of 

products. 

• Correction 

of 

documentati

on. 

• Warranty 

repairs.  

• Field 

service 

personnel 

training. 

• Complaint 

handling. 

• Customer 

dissatisfacti

on. 

• Future 

business 

losses 

Litigation. 

Source: (Brennan 2011, p.61) 

According to Blocher et al. (2010), organisations manage costs by collecting 

both financial and non-financial information. Financial information includes incurred 

costs and revenues generated by the organisation. Non-financial information 

comprises specifics about productivity and quality. Thus, cost management is “the 

development and use of cost management information” (Blocher et al. 2010, p.3). 

Organisations create cost management systems focusing on internal and external cost 

reporting by tracking its operational data. Management of cost appears to be a driving 

force for all strategic choices, especially for operational strategy. Firms that face the 

issue of increasing business cost may be less inclined to develop plans that may lead 

to flexibility (Amoako-Gyampah and Acquaah 2008). So, firms that encounter an 

increased level of cost rely on cost related information to create systems that can 

monitor and control by developing appropriate strategies. Blocher et al. (2010) have 

illustrated the importance of cost management via Procter & Gamble (P&G). As one 
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of the leading fast-moving consumer goods manufacturers, P&G places emphasis on 

cost reduction strategies and utilises process and product simplification approaches. 

Since the company has more than 50 brands of different size packages and flavours, 

they faced high complexity resulting in increased costs related to manufacturing, 

inventory, administration, sales and distribution and operation costs. However, after 

the implementation of the cost reduction strategy, they reduced the number of product 

varieties and as a result, the company witnessed the decrease of supply chain costs and 

the increase of product quality and innovation. Similarly, manufacturing firms can 

deliver superior value to customers via cost-based competitive strategies (Wagner 

2006). These can be achieved either via offering a product with better value at a higher 

price or at a lower price for the same level of benefits as competitors. To proceed with 

a lower price option, firms need to come up with innovative cost reduction strategies. 

Similarly, previous studies such as Shehab and Abdalla (2001) have estimated that the 

product design phase constitutes 6% of the development cost but determines 70% of 

production cost, and the variable cost is estimated to reduce 22% using flexible 

production volume. Thus, the effectiveness of managing various costs can be a useful 

indicator of firm performance as it could significantly increase competitiveness and 

sustainability.  

2.7.3 Flexibility 

Manufacturing flexibility is truly a multi-dimensional concept generally 

known as a critical component to achieving competitive advantage (Jain et al. 2013; 

Gupta and Somers 1992). Flexibility is one of the properties highly desired by 

manufacturing firms as it has become a requirement for survival under environmental 

uncertainty (Shi and Daniels 2003; Patel et al. 2012; Sethi and Sethi 1990; 

Merschmann and Thonemann 2011; Scherrer-Rathje et al. 2014; Wall 2003). 

Flexibility increases the responsiveness of manufacturing systems and supports the 

utilisation of the available resources to the fullest. Also, it is widely recognised that 

flexibility can improve operational performance and enhance the ability of a 

manufacturing firm to adapt to internal and external disturbances (Sethi and Sethi 

1990; Jain et al. 2013).  For instance, Francas et al. (2011) illustrated how improving 

flexibility has helped Renault’s manufacturing systems to become more agile and 

adaptable. Renault’s strategy focuses on changing an inflexible one-plant polices to a 

highly flexible system capable of manufacturing multiple products. This strategy is 
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preferred by the organisation to overcome the unpredictable demand. Similarly, due 

to improved flexibility, BMW’s US manufacturing plant avoided the layoffs during 

the financial crisis in 2008 and also evaded the negative impact of the economic crisis 

on sales (Rogers et al. 2011). Moreover, flexibility is found to be an important element 

for improving innovation (Oke 2013a).  

 Since it is a multi-dimensional concept, there is no one definition generally 

accepted (Gerwin 1993; Barad and Sipper 1988). Barad and Sipper (1988, p.237) 

defined flexibility as “the capability to bend without breaking, to be adaptable”. Apart 

from these, various definitions of flexibility frequently used by researchers are 

available in the literature (Fredericks 2005; Jain et al. 2013). A selection of important 

definitions from Jain et al. (2013) is provided in Table 2.17. Most definitions available 

in the literature relate flexibility to uncertainty management. Gerwin (1993) identified 

different types of uncertainties such as market that require different kinds of products, 

shorter product life cycle, product characteristics, fluctuating product demand and 

downtime of machines. Depending upon the type of uncertainties, organisations must 

develop specific strategies and adaptive methods to become flexible and reduce 

uncertainties. For instance, in the case of uncertainties due to the length of the product 

life cycle, it is suggested that firms should use life extension practices and develop 

changeover flexibility, with the “ability to quickly substitute new products for those 

currently being offered” (Gerwin 1993, p.399). Moreover, there are various 

dimensions of flexibility discussed in the academic literature. D’Souza and Williams 

(2000) categorised flexibility into two externally driven and internally driven 

dimensions as given in Table 2.18. Apart from dimensions such as volume, variety, 

process and material flexibility, there are various types of flexibility (such as machine 

flexibility, transfer flexibility, expansion flexibility, market flexibility and labour 

flexibility) elaborately discussed in the literature (Barad and Sipper 1988; Jain et al. 

2013).  

Table 2.17 Definitions of manufacturing flexibility 

References Definitions of manufacturing 

flexibility 

(Nagarur 1992) “The ability of the system to quickly 

adjust to any change in relevant factors 

like product, process, loads and machine 

failure”.  
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(Koste and Malhotra 1999) “The ability of manufacturing function 

to react to changes in its environment 

without significant sacrifices to firm 

performance”. 

(Watts et al. 1993) “The ability to implement changes in the 

internal operating environment in a 

timely manner at a reasonable cost in 

response to changes in market 

conditions”. 

(Gupta and Goyal 1989) “The ability of a manufacturing system 

to cope with changing circumstances or 

instability caused by the environment” 

Source: (Jain et al. 2013) 

Table 2.18 Dimensions of manufacturing flexibility 

 

Source: (D’Souza and Williams 2000) 

Moreover, Sánchez and Pérez (2005) investigated the importance of flexibility 

and developed a hierarchical framework to delineate the dimensions of flexibility. As 

shown in Figure 2.30, the dimensions of flexibility can be categorised into basic, 

systems, and aggregate level. The sub-dimensions of basic-the shop floor flexibility 

includes product, volume and routing. Since the focus of this research is on the 

operational performance of a manufacturing plant, the flexibility dimensions of shop 

Category 1: Externally-driven flexibility dimensions 

Volume flexibility  This dimension of flexibility represents the ability to change the 

level of output of a manufacturing process 

Variety flexibility This dimension represents the ability of the manufacturing system 

to produce a number of different products and to introduce new 

products. Researchers have suggested the use of product mix and 

product modification as components of this dimension of 

manufacturing flexibility 

Category 2: Internally-driven flexibility dimensions 

Process flexibility This dimension represents the ability of the system to adjust to and 

accommodate changes/disruptions in the manufacturing process. 

Examples of these changes / disruptions found in the literature are, 

machine breakdowns, changes in the production schedules, or job 

sequencing 

Materials handling 

flexibility 

This dimension represents the ability of the materials handling 

process to effectively deliver materials to the appropriate stages of 

the manufacturing process and position the part or the material in 

such a manner as to permit value adding operations 
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floor level are discussed further. Accordingly, product flexibility denotes the ability 

of the firms to handle unexpected orders and the special requirements of customers 

and to produce products of diverse characteristics such as varying sizes, colours, etc. 

Moreover, the authors argued that to develop product flexibility, collaboration with 

other functional departments such as marketing, design and engineering is a 

precondition. Volume flexibility is defined as the “ability to effectively increase or 

decrease aggregate production in response to customer demand” (Sánchez and Pérez 

2005, p.685). Similarly, D’Souza and Williams (2000, p.580) defined volume 

flexibility as “the ability to change the level of the output of a manufacturing process”. 

Barad and Sipper (1988, p.239) defined it as “ability to operate a flexible 

manufacturing system profitably at different production volumes”. Whereas, routing 

flexibility is defined as “the capability of processing a part through varying routes by 

using alternative machines, flexible material handling, and flexible transporting 

network”.  

 

 

Figure 2.30 Dimensions of flexibility 

Considering the importance of flexibility, a large number of researchers have 

investigated the identification of its antecedents. Rosenzweig et al. (2003) found out 

that information sharing enhances flexibility, which, in turn, improves customer 

satisfaction and sales growth. Chan and Chan (2009) have found out that information 

exchange can improve coordination and enhance flexibility. Fredericks (2005) argued 

that flexible utilisation and coordination of resources such as information technology 

is a way to manage uncertainty in the business environment. Ozer (2002) identified 

acquiring and using flexible hardware and software technology as a source of 
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flexibility. Golden and Powell (1999) put forward that improving flexibility is 

contingent upon the degree of information shared via inter-organisational systems. 

Similarly, web services, which enable data acquisition, are argued to enhance 

flexibility (White et al. 2005). Fredriksson and Gadde (2005) illustrated that data 

sharing is an important antecedent of flexibility in the case of Volvo’s car 

manufacturing system. Improvement in flexibility could increase transparency, reduce 

inventories, reduce remanufacturing, overproduction and enhances trust (Rosenzweig 

et al. 2003).  Thus, an organisation’s ability to flexibly adapt their manufacturing 

system to improve operational efficiency and effectiveness is a useful indicator of 

operational performance.  

2.7.4 Time-based performance 

Organisations increasingly focus on time-based competition as a strategy for 

delivering value to customers (Blackburn 1992). Koufterosa et al. (1998) argued that 

manufacturing firms are experiencing a paradigm shift. Traditional manufacturing 

systems based on the industrialisation era are driven by efficiency, but due to increased 

customer demand and competition, the post-industrial systems are driven by the quick 

response. The emergence of ‘time-based competition’ is traced back to the efforts of 

George Stalk who devised the term emphasising the importance of time for creating a 

sustainable competitive advantage (De Toni and Meneghetti 2000). Stalk Jr. and Hout 

(1990) argued that recently customers have specific demands of ‘what product/service 

they want, when they want it, and where they want it to deliver’. These changes in the 

consumer behaviour require firms to be more agile, and speed/time must be considered 

as an important component. Accordingly, from the 1990s, time-based competition is 

acknowledged by the academics and practitioners as a key success factor for 

competitiveness (So and Song 1998; Blackburn 1991; Stalk Jr. and Hout 1990). 

Similarly, Koufterosa et al. (1998) and Kim and Tang (1997) have argued that during 

the early 1980s high quality and low cost are considered as a dominant indicator of 

operations performance. However, nowadays, manufacturers perceive time-based 

competition as a fundamental source of sustainable competitive advantage. Blackburn 

(1992) called time-based competition as the “next battleground”. Stonich (1990) 

perceived this paradigm change as “the next strategic frontier”.  

Moreover, Blackburn (1991) suggested that the origin of time-based 

competition is closely connected to the implementation of Just-In-Time(JIT) 
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manufacturing practices. Manufacturers who are the early adopters of JIT practices 

are the pioneers of time-based competition. Manufacturers who implemented JIT 

recognised the potential of time-based manufacturing to significantly reduce the 

response time (Tu et al. 2006). Further,  it is elaborated that JIT and time-based 

manufacturing are underpinned by the same philosophy but with a dissimilar focus. 

While JIT practices are internally oriented with an objective of reducing waste and 

non-value-adding activities, time-based manufacturing is externally focussed with an 

objective of reducing throughput time and rapid response to consumer demand. 

Ultimately, both the approaches intend to create a manufacturing system that can 

achieve significant cost reduction and improved customer satisfaction.  

 Koufterosa et al. (1998) developed a framework and defined a set of seven 

practices that constitute time-based manufacturing. The seven factors of time-based 

manufacturing practices are: 1. “shop floor employee involvement in problem-

solving”, 2. “re-engineering set-up”, 3. “Cellular manufacturing”, 4. “Quality 

improvement efforts”, 5. “Preventive maintenance”, 6. “Dependable suppliers”, 7, 

“pull production”.  Briefly, re-engineering set-up practices indicate the manufacturing 

systems ability to reduce set-up time; cellular manufacturing practices indicate the 

ability of the system to produce units in a product-oriented layout; practice of 

employee involvement in problem-solving indicate firms ability to make time-based 

changes; quality improvement practices indicate the ability of the system to reduce 

waste and increase quality; preventive maintenance practices indicate the degree to 

which the machine defects are proactively monitored and routinely maintained; 

practices that create dependable suppliers indicate the ability of the system to reduce 

throughput time and on-time delivery as suppliers performance can improve service 

quality; and production pull indicates firms ability to timely meet the demand pull 

from the customers and reduce waiting time. Consequently, it is argued that the 

implementation of these practices can increase responsiveness by minimising the time 

from every stage of the value-delivery systems. Scholars have found out that higher 

productivity, better customer service and increased market share are some of the 

outcomes of efforts put in place to redesign the manufacturing processes to compress 

time (Blackburn 1991; Nahm 2003; Stalk Jr. and Hout 1990), and sustainable 

competitive advantage is the prize for achieving speed in value-delivery systems 

(Koufterosa et al. 1998). 
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Source:(De Toni and Meneghetti 2000) 

Figure 2.31 The dimensions of time performance 

Further, Droge et al. (2004) argued that some manufacturing firms aim to 

improve the speed of product development, but others may focus on improving speed 

on various facets such as manufacturing, procurement and distribution. As shown in 

Figure 2.31 the time-based performances can be categorised into internal and external 

perspective. Lead time and delivery time are the dimensions that relate to the 

manufacturing process. Whereas, time-to-market and frequency of new product 

development and market are the time dimensions related to product development.  

According to Little (1961), there is a relationship between inventory and time. Little’s 

law proves that time-in-process is the product of work-in-process and expected time 

between successive arrivals (L=λ W). The increasing overhead cost is due to a large 

number of products lingering in the manufacturing system for a prolonged time (De 

Toni and Meneghetti 2000). Reducing lead time can decrease work-in-process, which, 

in turn, can decrease working capital and offer greater inventory turnover. Koufterosa 

et al. (1998) acknowledged the claim of Little (1961) and argued that reduced 

inventories by faster set-up time could improve cost performance and minimise risks.  

Thus, time in a shop floor environment is an important factor that can influence 

the choice of customers when choosing an organisation (Slack et al. 2016). In recent 

times, customers consider the total cycle time of product/service from start to finish 

stage as an increasingly important aspect for satisfaction (Blackburn 1992).  For 

instance, the internal process speed of purchase and make the function of 
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manufacturing will influence the delivery time.  Also, the operation time which is the 

difference between the time a customer makes a purchase request for a product/service 

and the time of delivering it, on competitive grounds is more significant in reducing 

costs and improving customer satisfaction (Slack et al. 2007). Urban (2009) also 

opined that the on-time delivery of products and services is inevitable to sustain 

competition. Spanner et al. (1993) observed that time-based practices enable 

manufacturers to establish strategic alliances with their supply chain partners and build 

commitments to produce high-quality products. In the case of poor quality products, 

extra time is required to make corrections and improve quality. Time/speed is an 

important manufacturing strategy to increase productivity (Nahm 2003; Schmenner et 

al. 2009; Stalk Jr. and Hout 1990). Hence, time is considered in this study as a 

significant indicator of the operational performance of manufacturing firms.  

2.8 Innovation performance 

The term ‘innovation’ is widely used in business practice and academic 

literature, but it lacks a consensual definition in the management literature (Sattler 

2011). Christiansen (2000) compares innovation to a complex manufacturing process 

as it involves several steps and the performance level of each step determines the 

quality of the innovation output. However, unlike manufacturing processes, 

innovation processes are not repeated and so customisation is required of the 

definition. According to Maital and Seshadri (2007, p.29), “innovation occurs when 

an invention, related to a product, service or process in some part of the organisation’s 

value chain, is joined with a business design, which in turn is implemented with 

discipline and skill through innovation management”. The link between invention, 

innovation and competitive advantage is depicted in Figure 2.32. Davenport et al. 

(2006) argued that leading companies in the world are transforming themselves from 

the industrial economy to the innovation economy.  Organisations are finding new 

ways to compete and take advantage of their innovation potential. A metaphor (Energy 

business = Management × (Innovation × Speed)) based on the classic equation of 

Einstein’s E=MC2 is used to understand the characteristics of innovation economy 

(Davenport et al. 2006). This represents that the energy of the business model is 

equivalent to the product of management strategy orientation concerning innovation 

and speed. Moreover, Sundbo and Fuglsang (2002) have discoursed the nature of 

innovation using the following statement: 
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“Innovation is seen as a complex, anarchistic and unsure social process 

containing many alternative possibilities. Innovation is a game where the players 

become occupied with defining strategies and roles for themselves and beat other 

players. They are creative players, thus they invent not only new clever moves, but 

also new, or differing, rules of the game.” (p.7).  

 

Figure 2.32 Invention, innovation and  sustained competitive advantage 

Source: (Maital and Seshadri 2007) 

The domain of innovation is broad and several scholars have performed a 

review of innovation literature (Adams et al. 2006; Pittaway et al. 2004; Wolfe 1994; 

Crossan and Apaydin 2010; Gopalakrishnan and Damanpour 1997). An excerpt of the 

findings from these literature reviews is used in this research to delineate the concept 

of innovation, innovation process, innovation types and its effect on competitive 

advantage. There are several definitions of innovation available in the literature. In the 

seminal work of Thompson (1965, p.2), innovation is defined as “generation, 

acceptance, and implementation of new ideas, processes, products or services”. Maital 

and Seshadri (2007) defined innovation as “the practical refinement and development 

of an original invention into a usable technique or product;’ or, a process in which 

creativity is applied to every facet of an organisation’s value chain, from beginning to 

end, to develop new and better ways of creating value for customers” (p.29). Crossan 

and Apaydin (2010, p.1155) defined innovation is “production or adoption, 

assimilation, and exploitation of a value-added novelty in economic and social 

spheres; renewal and enlargement of products, services, and markets; development of 

new methods of production; and the establishment of new management systems. It is 

both a process and an outcome”. Moreover, Crossan and Apaydin (2010) argued that 

innovation diffusion “refers to a process taking place after innovation” and it is not 

related to innovation itself.  
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Gopalakrishnan and Damanpour (1997) have argued that researchers have 

measured innovation performance at various levels: 1. Industry level, 2. 

Organisational level, 3. Subunit level, 4. Innovation level. At the organisational level, 

most studies were aimed at understanding the characteristics of innovating and non-

innovating organisations and describe the consequence of the innovation process. At 

the industry level, studies have focused on factors that influence innovation 

development, the observable pattern of innovation and industry level expenditure on 

research and development (R&D). At the sub-unit level, it is found out that the main 

focus of the scholars is on the R&D department and the antecedents of innovation. It 

is identified that several factors such as communication, decision making, tenure and 

diversity of R&D teams and leadership have played a significant role in improving 

innovation. On the other hand, studies on innovation level analysis focus on innovation 

characteristics (such as innovation types and innovation complexity) and the diffusion 

of an innovation within an industry or organisation.  

 Sundbo and Fuglsang (2002) have discussed the 5 stages of the innovation 

process: 1. the collection of information and ideas on a problem, 2, researching, 3. 

conception and development (C&D), 4. production of the solution, 5. marketing of the 

solution.  In the first stage, the scientific and technical information from the firm’s 

internal and external environment has to be collected as it is the main source of 

innovation. The second stage of the innovation process involves the activities that can 

combine old stocks of knowledge to create new knowledge. In the third stage, tests 

and experimentations are the common activities that are aimed at the transformation 

of ideas into a solution. In stage four, the solution is converted to an actual product or 

services. The final stage is both internally and externally oriented, as the new solution 

is marketed to the internal and external clients of the organisation.   

 Gopalakrishnan and Damanpour (1997) categorised the types of innovation 

into three sets composed of six different types of innovations. The innovation of 

product and process reflects the outcomes of the innovation process. Radical and 

incremental innovation refers to the degree of change involved in the adoption of 

innovation. Radical innovation involves the incorporation of new knowledge to a large 

degree but may bring uncertainties and risks, and requires a change in existing 

practices (Song and Thieme 2009). Whereas, incremental innovation is characterised 

by minor changes to existing practices and the level of uncertainty and risks are 



103 
 

relatively low (Figure 2.33). Similarly, Jansen et al. (2006) have categorised 

innovation into exploratory and exploitative innovation. Exploratory innovation is 

similar to radical innovation but has a specific aim of meeting a new customer’s or 

market’s demands. Inversely, exploitative innovation is alike incremental innovation 

intended to satisfy the needs of current customers and markets. Lastly, technical and 

administrative innovations reflect the distinction between technology and social 

structures. While the administrative innovations related to innovations in 

organisational structures, human resources and management process, technical 

innovations are more product, processes and technology oriented.  

 

Figure 2.33 Radical vs Incremental innovation 

Source: (Song and Thieme 2009) 

In an attempt to explain the antecedents of innovation, Hurley and Hult (1998) 

have found out how the organisational culture and learning orientation affects 

organisational innovativeness. Similarly, Hurley and Hult (1998) argued that 

“organisational learning is synonymous with the capacity to innovate.” (p.46). Joshi 

and Sharma (2004) empirically verified that development of customer knowledge is 

the antecedent of new product development, which implies the strategic significance 

of customer knowledge for innovation performance of manufacturing firms. 

Thompson (1965, p.11) stated that “the innovative organisation will allow that 

diversity of inputs needed for the creative generation of ideas.” Similarly, 

Mauerhoefer et al. (2017) have empirically found out that the use of information and 

communication technologies have a greater influence on improving the process of new 
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product development. Hence, for improving innovation, organisations require diverse 

sources of knowledge. BDA can be considered as a source of obtaining knowledge 

from diverse sources required for generating creative ideas.  

2.9 Summary of literature review and Research Gaps 

In summary, this chapter has covered a comprehensive literature review of 

various concepts related to this research. The adoption of the systematic literature 

review methodology allowed the researcher to quantitatively summarise the existing 

contributions and identify several potential research gaps. The next section presents 

the research gaps addressed in this study and the rationale behind them.      

2.9.1 Research Gaps 
 

The systematic literature analysis highlights theoretical and empirical gaps.  

First, the SLR of BDA in SCM revealed that research in this domain is 

emerging. Compared to other fields of research, BDA in the SCM domain is still in a 

nascent stage. Of the limited prior research, most of the studies are conceptual in 

nature (refer Page 25, Section 2.3.2.6, Figure 2.9), which imposes the need for both 

quantitative and qualitative studies. The BDA capabilities maturity (BDAM) construct 

is under-researched and its measures are not well established. In particular, the 

researcher did not find any empirical study relating to BDAM in the supply chain 

context. So, there is a need to develop measures for the dimensions of BDA Maturity 

(BDAM). 

Second, another significant gap in the literature is that there is no empirical 

evidence illustrating the relationship between intra-organisational BDAM, Absorptive 

Capacity, supply chain analytics, data and information quality, and operational and 

innovation performance. Only a few survey-based studies exist in the domain of BDA 

and SCM (refer Page 25, Section 2.3.2.6, Figure 2.9). These empirical studies assess 

the role Business Analytics or Business Intelligence in SCM and its influence on SCP 

or OP (Trkman et al. 2010; Chae, Yang and Olson 2014; Kwon et al. 2014; 

Jamehshooran et al. 2015b; Chen et al. 2015a), but not in the context of BDA maturity. 

Also, its impact on operational and innovation performance is not well researched in 

recent studies (Dubey et al. 2015; Wamba et al. 2017; Ji-fan Ren et al. 2017; Gupta 

and George 2016). Moreover, considering the context of the previous research studies, 

only Cao et al. (2015) have focused on the UK context. However, they do not 
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meticulously investigate the relationship specific to BDA and manufacturing supply 

chains in the UK. In addition, the underlying mechanism through which the practice 

of BDA can attain maximum value to the organisation needs comprehensive 

investigation.  

Third, the empirical studies that exist have mainly focused on large 

organisations and little is known about the UK SMEs ability to possess BDA 

capabilities. As discussed in section 1.3, SMEs are arguably deficient of BDA 

capabilities and the concept of the digital divide caused by BDA has not investigated 

in the previous studies (Hilbert 2016; Arunachalam et al. 2018; Andrejevic 2014). So, 

this research also sets an agenda to empirically investigate the BDA capabilities of 

SMEs and examine the concept of the digital divide by using the maturity model. 

Therefore, this research aims to fulfil these knowledge gaps and make a significant 

contribution to the academic community and business practice. Consequently, to 

empirically investigate and address these research gaps a conceptual framework is 

developed, which is discussed in the following sections. The proportion of SMEs that 

have utilised big data analytics is found to be negligible (SAS 2013). The disparity in 

the adoption of these innovative technologies would certainly hinder the growth of 

SMEs. Perhaps, on the capabilities framework proposed in this research, SMEs would 

fall under the category of Data Poor and Information Poor. It is important to investigate 

the effect of BDA adoption on the extension of the digital divide between SMEs and 

large organisations. 

The antecedents of Big Data in supply chain context are not addressed in 

previous studies. Methods to optimise and deploy data generation infrastructure in 

supply chain network should be explored in future. In recent times, papers have begun 

to focus on understanding the empirical relationship between the use of advanced 

analytics and supply chain performance. However, very few studies have addressed 

the underlying mechanism through which BDA can be utilised to support decision-

making and business performance.The positive impact of BDA on business 

performance is not certain and the influence of several organisational factors remains 

ambiguous (Oliveira et al. 2012).  
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Chapter 3 Theoretical Framework 

3.1 Chapter introduction  

This chapter consists of two parts as shown in Figure 3.1. First, the chapter 

reviews suitable theories relating to BDA practice and competitive advantage. It 

covers the theoretical lens used to observe the phenomenon of BDA practice. Then, 

the rationale for choosing Resource-Based Theory (RBT), Dynamic Capabilities View 

(DC) and hierarchical of capabilities view as theoretical lenses are provided. In the 

previous chapter, the research aims related to the BDA practice and value creation is 

derived from a comprehensive literature review. Broadly, the objectives are two fold 

1. To investigate the role of BDA maturity on improving operational and innovation 

performance, 2. To investigate the role of Absorptive Capacity (ACAP), Data and 

Information Quality (DIQ) and Supply Chain Analytics (SCA) capability on the 

previously stated relationship. Consequently, to achieve these aims, in this chapter a 

conceptual model is developed based on the chosen theoretical lenses to empirically 

investigate the relationship between BDA Maturity, ACAP, DIQ and SCA capability, 

and operational and innovation performance. Further, several hypotheses are proposed 

based on the conceptual model which is also discussed in this chapter.  

 

Figure 3.1 Position of the chapter in this thesis 

3.2. Theoretical foundation 

 Kerlinger (1986, p.9) defined theory as ‘‘a set of interrelated constructs, 

concepts, definitions, and propositions that present a systematic view of phenomena 

by specifying relationships among variables, with the purpose of explaining and 

predicting the phenomena’’. So, the four components that the theory is made up of are: 

1. theoretical definitions of variables such as manufacturing lead time, 2. domain of a 

theory- refers to application circumstances, 3. a set of relationships of variables, and 

4. predictions (Wacker 1998). Accordingly, this chapter attempts to provide 

theoretical justifications and proposes a relationship between several variables that 
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would systematically delineate the phenomenon of BDA practice and business value 

creation. In this research, theory building occurs in a deductive manner by 

“incremental revision or extension (or occasionally, rejection) of the original theory” 

(Gioia and Pitre 1990, p.590).  

The literature review chapter showed a need for examining the ability of BDA 

to create business value. Research on the business value of Information Systems (IS) 

is comprehensive in the academic literature (Mithas et al. 2011; Dale Stoel and 

Muhanna 2009). BDA is a novel innovative technology related to the information 

systems discipline but emerging as a separate discipline of its own. In business 

organisations, technology know-how is often considered as a source of competitive 

advantage (Powell and Dent-Micallef 1997). It can be argued that organisations are 

motivated to adopt innovative technologies such as BDA, cloud computing and 

Internet of Things (IoT) to take advantage of it before their competitors can imitate. It 

is widely accepted that only by means of developing resources that are Valuable, Rare, 

Inimitable, and Organisation (VRIO) can an organisation gain a competitive 

advantage (Barney and Clark 2007; Rothaermel 2017; Brennan 2011). The concept of 

VRIO resources originates from the Resource-Based View (RBV) and is extensively 

used in IS literature to explain the role of VRIO resources in enhancing firm 

performance (Kraaijenbrink et al. 2010; Bowman and Ambrosini 2003; Barney 2001; 

Kor and Mahoney 2004). However, there is an ongoing debate between the 

effectiveness of static vs dynamic resources or capabilities, and the theory of Dynamic 

Capabilities View (DC) as a potential framework to explain the technology facilitated 

value creation phenomenon in the organisational context. Moreover, from the 

literature, it is identified that few researchers have conceptualised BDA using both 

RBV (Gunasekaran et al. 2017; Kwon et al. 2014; Gupta and George 2016) and DC 

(Wamba et al. 2017; Chen et al. 2015) theory. In this chapter, the rationale for utilising 

RBV and DC theory are reviewed in the following sections to demonstrate the 

suitability of these theories to the context of this research. 

3.2.1 Resources, capabilities and competencies: An Overview  

In the strategy management literature, it is argued that the source of 

competitive advantage can be present in organisations resources, capabilities, and 

competencies. There is a lack of clarity in defining these terms (Peppard and Ward 

2004), and this section attempts to induce clarity over it. Barney (1991b) perceived 
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resources as inclusive of “all assets, competencies, organisational processes, firm 

attributes, information, and knowledge that enables a firm to conceive of and 

implement strategies that improve its efficiency and effectiveness”. Resources are 

“those assets that deliver value added in the organisation”(Lynch 2015, p.112). Wade 

and Hulland (2004, p.109) defined resources “as assets and capabilities that are 

available and useful in detecting and responding to market opportunities or threat”. 

Hill et al. (2015) referred ‘resources’ as a competitive asset of an organisation that can 

be classified into tangible and intangible assets. Barney (1991b) recognised physical 

capital, human capital and organisation capital as different types of resources. The 

resources that have physical attributes such as manufacturing plants, equipment, and 

building are called tangible resources (Rothaermel 2017). Whereas, resources such as 

culture, knowledge, and intellectual properties that are not physical entities, are 

considered as intangible resources. Rothaermel (2017) argued that in comparison to 

tangible resources, intangible resources are more likely to produce competitive 

advantage.  

On the other hand, researchers have expressed confounding views when it 

comes to the narration of capabilities and competencies. For instance, Amit and 

Schoemaker (1993, p.35) referred to capabilities as “a firm's capacity to deploy 

resources, usually in combination, using organisational processes, to effect a desired 

end”. Gamble et al. (2014, p.70) stated that ‘capability’ “is the capacity of a firm to 

competently perform some internal activity. A capability may also be referred to as a 

competence”. Hill et al. (2015) have referred to capabilities as “a company’s resource-

coordinating skills and productive use”. Similarly, Lynch (2015, p.112) stated that 

“capabilities of an organisation are those management skills, routines and leadership 

that deploy, share and generate value from the resources of the organisation.” Barney 

and Hesterly (2012, p.66) have stated that “capabilities are a subset of a firm's 

resources and are defined as the tangible and intangible assets that enable a firm to 

take full advantage of the other resources it controls”. From these logics, consensus 

on what is resources and capabilities can be arrived at. Capabilities are those that are 

developed because of effective utilisation of resources and are indeed a subset of 

resources. Further, there are different kinds of capabilities described in strategic 

management literature such as organisational capabilities, operational capabilities, and 

dynamic capabilities. Organisational capabilities are defined based on a process 
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perspective as “information-based tangible or intangible processes that are firm-

specific and are developed over time through complex interactions among the firm’s 

resources” (Amit and Schoemaker 1993, p.35). Winter (2003) defined organisational 

capabilities from the perspective of routines as “a high-level routine or collection of 

routines that, together with its implementing input flows, confers upon an 

organisation’s management a set of decision options for producing significant outputs 

of a particular type (p.991)”. In the context of IT research, researchers have 

conceptualised IT capabilities as an organisational capability, composed of “complex 

bundles of IT-related resources, skills and knowledge, exercised through business 

processes, that enable firms to coordinate activities and make use of the IT assets to 

provide desired results” (Dale Stoel and Muhanna 2009, p.182). Moreover, Wheelen 

et al. (2018, p.166) argued that “when these capabilities are constantly being changed 

and reconfigured to make them more adaptive to an uncertain environment, they are 

called dynamic capabilities”. A detailed discussion of dynamic capabilities is provided 

in section 3.1.1.   

Apart from these, researchers have also discussed another type of capability 

specific to operations system, i.e. operational capabilities. Operational capabilities are 

defined as “firm-specific sets of skills, processes, and routines, developed within the 

operations management system, that are regularly used in solving its problems through 

configuring its operational resources” (Wu et al. 2010, p.726). Operational capability 

provides “the means by which a firm functions or operates to make a living in the 

present” (Brusset 2016) or “how we earn a living now" (Cepeda and Vera 2007, 

p.427). In contrast to the above definitions, Liu et al. (2013) referred to operational 

capabilities as “firm's ability to perform operational activities together with channel 

partners in order to adapt or respond to marketplace changes in a rapid manner”. While 

the definitions of Brusset (2016), Cepeda and Vera (2007), and Wu et al. (2010) are 

reflecting internal operations processes and routines of an organisation, Liu et al. 

(2013) views operational capability at supply chain level, for instance, the authors 

have contended that supply chain agility is an operational capability. Moreover, 

scholars refer to operational capabilities as high-level routines (Cepeda and Vera 

2007; Brusset 2016; Teece et al. 1997) that can be utilised to respond to market 

changes (Pavlou and El Sawy 2006; Barreto 2009). It is further referred to as a firm’s 

ability to coordinate and perform tasks such as distribution logistics and operations 

planning (Brusset 2016).  
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Whereas, in terms of competency, Hill et al. (2015) argued that for firms to 

generate distinctive competencies it is imperative to have both resource and 

capabilities. Wheelen et al. (2018, p.166) stated that “a competency is a cross-

functional integration and coordination of capabilities. The authors further mentioned 

that the organisation may not require valuable, firm-specific resources if they possess 

unique capabilities that are not owned by their competitors. Similarly, as shown in 

Figure 3.2, capabilities are the consequents of integrating resources and competencies 

(Boddy 2014). Thus, the preceding discussions highlight the importance of focusing 

on capabilities possessed by organisations compared to resources and competencies.  

 

Figure 3.2 Resources, competencies and capabilities 

Source: adapted from (Boddy 2014) 

3.2.2 RBV and Dynamic capabilities  

Understanding the sources of sustained competitive advantage is the central 

focus of the strategic management discipline (Mata et al. 1995; Porter 1985). The idea 

of the Resource-Based View (RBV) originates from the works of Edith Penrose who 

published a book named ‘The Theory of the Growth of the Firm’(Kor and Mahoney 

2004; Kor and Mahoney 2000; Penrose 1959). On the objective of understanding the 

factors that influence firm growth, Penrose (1959) as cited in (Barney and Clark 2007, 

p.12) identified that firms’ growth is limited based on “the bundle of productive 

resources controlled by a firm and the administrative framework used to coordinate 

the use of these resources”. The seminal works of Barney (1986, 1991a) and Peteraf 

(1993) have further elaborated on the understanding of RBV theory.   

Consequently, through adopting RBV, a larger number of IS researchers have 

identified that IT resources act as a key source of competitive advantage (Bharadwaj 

2000). Theorists that adopt RBV contend that physical assets of an organisation can 

bring competitive advantage only if they “out-perform” comparable assets of their 

competitors (Barney 1991a; Bharadwaj 2000). It is often argued that physical IT 
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systems can be replicated without difficulty by competitors, and are therefore unlikely 

to enhance competitive advantage. Similarly, it can be argued that Big Data 

technology resources can only provide a temporary competitive advantage, as it 

perishes once the competitors start to duplicate the resources.  

As discussed in Mata et al. (1995), the two underlying assumptions of RBV 

are: (a) resource heterogeneity, (b) resource immobility. Resource heterogeneity 

denotes a scenario in which all firms within an industry possess different resources 

and capabilities compared to their competitors. It is illogical to assume that all firms 

in an industry can possess identical resources (Barney 1991b). If all firms in an 

industry have homogenous resources, no firm would gain a sustainable competitive 

advantage. However, this notion leads to the concern of ‘first mover advantages’, i.e. 

only the first firm in an industry to adopt a resource or implement a strategy would 

gain a competitive advantage. Resource immobility indicates that “resources tend to 

be “sticky” and don’t move easily from firm to firm” (Rothaermel 2017, p.112). It is 

argued that if competing firms do not possess a capability and find it difficult to adopt 

it due to cost disadvantage (i.e. resource immobility), then the firm that possesses the 

capability can gain a sustainable competitive advantage (Mata et al. 1995). Barney and 

Clark (2007) stated some of the reasons for resource immobility: (a) the organisation’s 

ability to generate a capability in a profitable manner depends on the firm’s historical 

conditions, (b) the creation of a capability could be path-dependent - the antecedents 

of capability may be unknown and involve a difficult learning process, making it hard 

to replicate, (c) the complexity of creating a capability is high due to intricate social 

structures (e.g. a firm’s culture), (d) the procedures, actions or activities needed to 

develop a capability may be unknown to firms. Indeed, if the cost of creating a 

capability is superior to the value it would bring, rationally firms would lack self-

interest in replicating a capability, and it provides a long-lasting competitive advantage 

to firms who possess such a capability (Barney and Hesterly 2012a).  

These two basic assumptions of RBV theory led to the development of the 

VRIO framework as shown in Figure 3.3. The VRIO framework discussed earlier is 

used as a tool for the analysis of resource and capabilities. Accordingly, in order for a 

resource or capability to be considered as a source of competitive advantage, the 

resource should be unique, i.e. valuable, rare, costly to imitate, and organised 

effectively within an organisation (Rothaermel 2017; Oh et al. 2014). A valuable 
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capability would allow an organisation to exploit external opportunities and neutralise 

threats (Rivera and Shanks 2015; Rothaermel 2017), create economic value (Barney 

and Clark 2007), and then develop and implement strategies to enhance efficiency and 

effectiveness. A rare capability is the one that is not possessed by any competitors (at 

least relatively not at the same level) as the focal firm (Wheelen et al. 2018). An 

imperfect imitable capability is something that the competing firms are unable to 

imitate due to historical conditions, causal ambiguity, and social complexity (Barney 

and Clark 2007), and costly to imitate (Rothaermel 2017). The fourth condition, 

‘Organisation’, refers to the internal structure of firms. It stresses the need for 

organising the valuable, rare, and non-imitable capability via management support, 

internal structure and coordinating systems for exploiting the capability to achieve a 

sustainable competitive advantage. Based on these RBV and VRIO logic, 

resources/capabilities that are not valuable, not rare, easily imitable, and not organised 

would lead to a competitive disadvantage; resources/capabilities that are valuable but 

not rare, easily imitable, and not organised would lead to competitive parity; 

resources/capabilities that are valuable and rare but easily imitable and not organised 

can serve as a source of a temporary competitive advantage; and resources/capabilities 

that satisfied all the four parameters (i.e. valuable, rare, costly to imitate, and organised 

to extract value) can bring a sustainable competitive advantage (Rothaermel 2017; 

Barney and Clark 2007; Dale Stoel and Muhanna 2009). This reinforcement of RBV 

has led organisations to intensely focus on developing ‘unique’ resources. However, 

over time, this static view of considering a firm’s resources base as the antecedent of 

competitive advantage (resource possession) is expanded to focus on resource 

utilisation (Fawcett et al. 2011; Priem and Butler 2001). Thus, RBV argues that equal 

importance should be given to the possession of a unique resource base as well as to 

developing and reconfiguring these resources/capabilities to make the best use of its 

competitive potential (Eisenhardt and Martin 2000). To summarise, resources that do 

well on the VRIO assessment can deliver a sustainable competitive advantage, either 

by product advantage-delivering superior value to customers or by process advantage-

decreasing the unit costs (Bowman and Ambrosini 2003). As such, it generates 

economic rents and improves the profitability of firms.  
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Figure 3.3 Relationship between assumptions of RBV and VRIO factors 

Source: (Barney and Clark 2007) 

However, RBV is not left without criticism by academic scholars. For instance, 

(Kraaijenbrink et al. 2010) reviewed the theory and discussed several worthwhile 

criticisms, as shown in Table 3.1. RBV is critiqued as a static theory (Priem and Butler 

2001), as it focuses on recognising resources at one point in time (Bowman and 

Ambrosini 2003), and “focuses on the internal organization of firm” (Eisenhardt and 

Martin 2000, p.1105). RBV assumes that even static resources would lead to a 

sustained competitive advantage. This claim is criticised and disputed considering 

growing uncertain and dynamic business environment (Eisenhardt and Martin, 2000; 

Cosic et al. 2015; Olszak, 2016). Moreover, it is argued that attaining competitive 

advantage is contingent upon reconfiguration of resources.  

Table 3.1 Important critiques to the Resource-Based View (RBV) and assessment 

Critique Assessment /reflection 

The RBV is claimed to lack managerial 

implications (Priem and Butler 2001). 

RBV suggests managers develop VRIO 

Resources but no implications are 

offered on how to develop it.  

Provision of managerial implications 

directly is not a prerequisite of any 

theories.  Moreover, RBV has an 

evident impact on the managerial 

practice. Hence this critique can be 

trivial.   

 

The RBV indicates infinite 

regress(Collis 1994), suggesting firms 

should attempt to acquire second-order 

capability (as it is a potential source of 

competitive advantage) than the first-

order capability. This view is critiqued 

as it may lead firms to infinite search for 

higher-order capabilities.  

But, this critique may be relevant to 

abstract mathematical theories. RBV is 

an applied theory, the different levels 

of capabilities are qualitatively 

different. Moreover, it is beneficial to 

focus on the interactions between 

different capability level.   
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The sustainable competitive advantage 

is not achievable (Fiol 1991; Fiol 2001) 

“By including dynamic capabilities, 

the RBV is not purely static, though it 

only explains ex-post, not ex-ante, 

sources of sustainable competitive 

advantage. Although no competitive 

advantages can last forever, a focus on 

sustainable competitive advantage 

remains useful” (Kraaijenbrink et al. 

2010).  

The RBV is claimed to be a new theory 

of the firm, but this view is critiqued as 

RBV’s agenda is different from theories 

of the firm such as Transaction Cost 

Economics (TCE) 

The RBV is adequate in clarifying 

why firms exist. But, RBV should be 

developed as a theory of sustainable 

competitive advantage rather than 

trying to be a theory of the firm.  

The definition of resource is impractical 

(Conner 1991; Conner and Prahalad 

1996; Wade and Hulland 2004). The 

definition of ‘resource’ by RBV theorists 

seems to be over-inclusive. As a result, 

there is a lack of acknowledgement of 

differences between resource and 

capability. s 

There is no acknowledgement of ways 

through which different resources 

contribute to sustainable competitive 

advantage.  

Source: adapted from (Kraaijenbrink et al. 2010) 

In response to these criticisms on RBV, Dynamic Capabilities View (DCV) 

perspective has emerged in strategic management discipline and commonly applied in 

IS and supply chain research. The rationale for extending RBV into DCV is that RBV 

does not sufficiently explain “how and why certain firms have a competitive advantage 

in situations of rapid and unpredictable change” (Eisenhardt and Martin 2000, p.1106). 

In the landscape of a rapidly changing environment, the use of dynamic capabilities is 

considered as the main source of competitive advantage. According to Teece et al. 

(1997), dynamic capabilities is “the firm’s ability to integrate, build, and reconfigure 

internal and external competencies to address rapidly changing environments”(p.516). 

Some definition of dynamic capability is provided in Section 2.6.5.1 in the context of 

Absorptive Capacity. A more generic definition of dynamic capabilities widely used 

in literature is given below.  

 “The firm’s processes that use resources—specifically the processes to 

integrate, reconfigure, gain and release resources—to match and even create market 

change. Dynamic capabilities thus are the organizational and strategic routines by 
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which firms achieve new resource configurations as markets emerge, collide, split, 

evolve, and die” (Eisenhardt and Martin 2000, p.1107).  

In contrast to RBV, it is argued that Dynamic capabilities view (DCV) 

“addresses the process of future resource creation” (Bowman and Ambrosini 2003, 

p.292), bringing in an external perspective (Eisenhardt and Martin 2000). In a dynamic 

and complex environment like a manufacturing supply chain, assets (e.g. BDA 

technology assets) alone are not sufficient to bring competitive advantage, but 

organisational capabilities to utilise these BDA resources are important to gain 

competence (Opresnik and Taisch, 2015). Dynamic Capabilities (DC) are essential to 

constantly renew, recreate and reconfigure resources and capabilities to address the 

changing environmental needs and to attain lasting firm performance (Teece et al. 

1997; Opresnik and Taisch, 2015).  

Moreover, scholars have recommended that organisational capabilities can be 

conceptualised as a hierarchy (Kraaijenbrink et al. 2010; Grewal and Slotegraaf 2007; 

Grant 1996a; Sirmon et al. 2007).  It is argued that higher-order capabilities are 

difficult to mimic by competitors, and are developed by a sequence of lower-order 

capabilities. Grewal and Slotegraaf (2007, p.155) have elaborated the perspective of 

the hierarchy of capabilities: at the foundation level there are “firm’s specialized 

knowledge and resources, which are combined to generate lower-order capabilities; 

these, in turn, are combined to generate higher-order capabilities”. Grant (1996a) has 

illustrated the hierarchy of capabilities with an example: a manufacturing firm 

generates engineering capability utilising its specialised knowledge and resources, 

which in turn integrated with lower-order capabilities produces operations capability, 

this, in turn, is integrated with functional capabilities such as R&D capabilities to 

produce a new product development capability. Accordingly, in information systems 

research, academics increasingly regard information systems capabilities as a lower-

order capability that allow the development of higher-order capabilities such as supply 

chain agility (Sambamurthy et al. 2003; Liu et al. 2013), knowledge management 

(Tanriverdi 2005), dynamic and operational capabilities (Pavlou and El Sawy 2006), 

and supply chain process integration capability (Rai et al. 2006). Sambamurthy et al. 

(2003) and Rai et al. (2006) have argued that higher-order capabilities are the 

significant source of sustainable competitive advantage. Following these logics, this 

study takes the view of hierarchy of capabilities, and proposes that BDA capabilities 
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maturity is a lower-order capability that enabled the development of higher-order 

capabilities such as ACAP, DIQ and SCA capabilities, that, in turn, will directly affect 

operational and innovation performance as shown in the conceptual model (Figure 

3.6).  

 

Figure 3.4 illustration of organizational capabilities: A multi hierarchy perspective 

Source: (Grewal and Slotegraaf 2007) 

Hence, based on the theoretical arguments, the phenomenon of Big Data 

Analytics (BDA) capabilities and its impact on operational and innovation 

performance is viewed through the lens of Resource-Based View (RBV), DCV, and 

hierarchy of capabilities. Increasingly, nowadays, organisations consider the BDA 

capabilities as a strategic resource to attain competitive advantage, and this research 

draws upon RBV to explain the extent to which BDA resources are VRIO and 

contribute to business value. From Figure 3.5, it is evident that RBV is widely accepted 

in the domain of BDA research. RBV is highly influential in the strategic management 

discipline and used to investigate the competitive advantage derived from resource 

competence (Sangari and Razmi, 2015).  
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Figure 3.5 Prominent theories used in BDA literature 

Moreover, based on the views of RBV and DCV, BDA capabilities maturity is 

perceived as a lower-order organisational capability; absorptive capacity is regarded 

as higher-order dynamic capabilities; Data and information quality is perceived as a 

higher-order organisational capability; supply chain analytics capability is considered 

as a higher-order operational capability. This is because organisations that possess a 

bundle of Big Data resources such as advanced databases, analytical tools, and skilled 

employees will reconfigure them in a unique way to create BDA capabilities. The 

opportunities to develop these firm-specific static BDA capabilities are common to all 

firms in the UK manufacturing industry provided they have no financial constraints. 

So, from the DC view, it can be argued that the use of BDA can develop organisations’ 

information processing capabilities, facilitate resource reconfiguration, reduce 

uncertainties, and predict future resource requirements (Chen et al. 2015a). 

Consequently, a conceptual model is developed through the lenses of RBV and DC 

and is discussed in the following section.  

3.2.3. Conceptual model development 

Figure 3.6 shows the conceptual model developed in this study. The model 

illustrates the relationship between the variables BDA capability Maturity, Absorptive 

capacity(ACAP), Data and Information Quality (DIQ), Supply Chain Analytics 

Capabilities (SCA), and operational and innovation performance. Further, based on 

the literature review, BDA capabilities maturity is perceived as a multidimensional 

second-order construct consisting of seven first-order constructs such a Data 
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Generation Capabilities (DG), Data Integration and Management Capabilities (DIM), 

advanced analytics capabilities (AA), Digital Analytics Capabilities (DG), Data 

Visualisation Capabilities (DV), Data-Driven Culture (DC), and Big Data Skills 

(BDS) (Arunachalam et al. 2018; Gupta and George 2016). Similarly, ACAP is also 

conceptualised as a multidimensional construct composed of four dimensions: 

acquisition, assimilation, transformation, and application (Ali and Park 2016; Zahra 

and George 2002; Hefu Liu et al. 2013b). DIQ and SCA are conceptualised as a 

unidimensional first-order construct. Moreover, as discussed in the literature review 

chapter, scholars have considered operational performance as a multidimensional 

construct (Gunasekaran and Kobu 2007). In this research, four different operational 

performance dimensions which are frequently used in literature as indicators are 

included in the conceptual model such as product quality, cost-based performance, 

flexibility and time-based performance. These dimensions are identified from the 

literature review of operational performance discussed in section 2.7. Besides, 

innovation performance is also included in the model as a unidimensional construct.  

In the conceptual model, BDA maturity is the exogenous variables influencing 

endogenous variables such as ACAP, DIQ, SCA, operational and innovation 

performance. Moreover, ACAP, DIQ, and SCA are also the mediating variables in the 

conceptual model. In addition, firm attributes such as a number of employees and 

annual turnover are included in the model as control variables. This is because, firms 

which are highly dynamic in nature (e.g. High-tech manufacturing) would face 

volatility in terms of revenue generation and customer retention than less dynamic 

companies (Wu and Chuang, 2010; Narasimhan and Kim, 2002). Also, larger firms 

tend to adopt BDA technology more than smaller firms due to their economic 

competence to possess the right resources and the right skills. So, the relationship 

between the variables of the conceptual model may vary based on firm attributes and 

hence control variables are also incorporated in the model. Moreover, many previous 

studies such as Gupta and George (2016),  Wagner (2006) and Yu et al. (2013) have 

considered these firm attributes as control variables in their model. Thus, the research 

model signifies the key BDA capabilities that organisations should possess so as to 

enhance operational and innovation performance, and the conceptualisation will 

eventually provide guidance for companies seeking to develop BDA capabilities.  
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Figure 3.6 The conceptual model of this research 

3.3 Development of research hypotheses 
 

3.3.1 Direct effect of BDA capabilities and operational and innovation performance  

The performance impact of BDA capabilities has gained significant interest 

among practitioners and academic researchers. Foremost, to operationalise BDA 

capabilities Maturity construct, it is hypothesised that the seven first-constructs DGC, 

DIMC, AAC, DAC, DVC, BDS, and DDC are the reflection of BDAM and the validity 

and the reliability of the second-order construct has to be tested. However, this section 

mainly focuses on discussing empirical evidence that supports the relationship 

between BDA maturity and operational and innovation performance.  

The literature on BDA revealed various benefits of practising BDA at 

manufacturing firms (intra-organisational level). Few scholars have demonstrated the 

influence of utilising Big Data Analytics at the organisational level on operational 

performance. For instance, Chae, Yang, Olson, et al. (2014), empirically investigated 

the impact of analytics on improving manufacturing performance. The authors found 

out that advanced analytics capabilities of organisations measured at organisational 

level have a significant positive effect on operational performance measured on 

variables such as order fulfilment, delivery as promised, delivery flexibility, flexibility 

to change output volume, and flexibility to change product mix. Similarly, Cao et al. 
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(2015) measured the impact of various business analytics techniques including social 

media and web analytics on the effectiveness of operational decision-making in 

manufacturing firms and found out that there is a significant positive relationship 

between them. Schmidt et al. (2014) have demonstrated how a cloud-based analytics 

platform can be used to optimize price, time and quantity to save cost and reduce risk. 

Tao and Storey (2015) have used user-generated content to create a recommendation 

system that is capable of reducing costs related to products and services. Evidence on 

the usage of BDA for reducing contamination risks and assurance of food quality is 

also available in the literature (Ting et al. 2014). Moreover, Big Data offers several 

benefits such as the integration of qualitative and quantitative data, improved 

observation of events, better efficiency and effectiveness of systems, and evidence-

based decision-making (Tien 2012).  

Furthermore, the installation of RFID tags and readers on logistic objects can 

convert them into ‘passive smart logistics object’ and ‘active smart logistics object’ 

(Zhong, Lan, et al. 2016). RFID enables the manufacturing shop floor to generate a 

huge amount of data. When these physical objects start communicating via wireless 

communication, an enormous volume of data gets generated in real-time making it 

difficult to handle. For instance, a manufacturing plant that has deployed 1,000 RFID 

readers and 10,000 tags could potentially generate terabytes of data from a single day 

of operation (Zhong et al. 2015; Zhong, Lan, et al. 2016). It can be argued that these 

data contain valuable information and have the potential to improve operational 

decision-making. Sonka (2014) have stated several instances where BDA can be used 

to improve manufacturing efficiency. A missile manufacturing plant (Raytheon Co) 

exploits BDA to monitor deviation and defects in the screwing process, which 

instantly sends an error message if a malfunction occurs.  Similarly, Harley-Davidson 

constantly measures the physical status of the machine that is in production, especially 

its temperature, humidity, etc. The system is designed in such a way if these variables 

deviate from the standard the machine will automatically adjust itself. Moreover, 

Harley-Davidson also uses BDA to reconfigure operational strategy to increase the 

efficiency of their assembly line. Toyota enhanced its lean manufacturing techniques 

based on the data analysis which impacted on transforming the relationship with its 

suppliers (Sonka 2014). Markham et al. (2015) elaborated various business 

applications of text analytics capabilities and its benefits such as to identify customer 
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needs, competitors’ moves, and also to facilitate new product development decision. 

Moreover, text analytics capability is widely used to track customer complaints and 

satisfaction level using data available in a company’s complaint logs, social media, 

and blogs.  

In addition, scholars have discussed the potential benefits of analytics tools 

and techniques to optimise and reduce the cost of inventory (Chuang et al. 2014; 

Chiang et al. 2011a). For instance, Chiang et al. (2011b) confirmed the benefits of 

utilising data from Warehouse Management Systems (WMS) to optimise and solve 

the storage location assignment problem. Chuang et al. (2014) have utilised an 

association rule mining technique to analyse sales order data to identify product co-

occurrences, which allowed them to improve flexibility and customisation of product 

volumes in real-time. Zheng et al. (2014) developed an integrated data analytics 

platform to automate and optimise various processes in plasma display panel 

manufacturing. BDA is also found to be instrumental in the maintenance of 

manufacturing machinery. Traditional maintenance procedures are mostly based on 

the aggregated historical data, which causes machines to be over-used and under 

maintained and results in the production of low-quality products and also affects the 

production yield (Lee et al. 2013; Babiceanu and Seker 2016). BDA can enable real-

time sensing and identification of machine faults and enhances control over quality 

and production yield. Similarly, Zhang et al. (2017) stated that BDA plays a major 

role in manufacturing enterprises for improving product innovation and proactive 

maintenance of manufacturing machinery. Hahn and Packowski (2015) estimated that 

collection and analysis of data generated from sensor-based technology could 

substantially reduce the operational cost by 10 to 25%. Metan et al. (2010) used data 

from a manufacturing database and analysed it with techniques such as decision trees 

and statistical process control to propose an effective scheduling system that 

dispatches materials in real-time and enhances operational efficiency. 

Further, Dutta and Bose (2015) have illustrated a case study on the 

implementation of BDA in Ramco Cements Limited (RCL) - a cement manufacturing 

company. After the implementation of BDA, RCL has achieved several benefits such 

as, increased market share, sales growth, optimisation of truck unloading time, 

accuracy of packaging, reduced costs, improved customer satisfaction through 

reduction in delivery time, better on-the-go sales strategies, improved market 
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penetration strategy, improved access to critical operations information, and overall 

BDA has significantly increased information processing capabilities of RCL. Manyika 

et al. (2011) argued that BDA can allow manufacturers to cut down the time of product 

development by 20 to 50 % and eradicate defects proactively before production 

through simulation and testing. In addition, Dutta and Bose (2015) have noted that 

successful BDA adoption and usage depends on managing cultural change, training 

and improving employees commitment to use these new tools, effective collaboration 

across different stakeholders of the organisation, and top management support. This 

implies that development of big data skills and a data-driven culture also play a major 

role in improving firm performance.  

Hence, in this research, the following hypotheses are proposed related to the 

relationship between BDA maturity and operational performance.  

H1: Big data analytics maturity has a significant positive effect on operational 

performance dimensions. 

H1a: Big data analytics maturity has a significant positive effect on product 

quality performance.  

H1b: Big data analytics maturity has a significant positive effect on cost 

performance. 

H1c: Big data analytics maturity has a significant positive effect on flexibility 

performance. 

H1d: Big data analytics maturity has a significant positive effect on time-based 

performance. 

In addition, since investigating the influence of the first-order BDA 

capabilities on operational performance is also a motive of this study, the following 

hypotheses are proposed:  

H1e: Data Generation capability has a significant positive effect on overall operational 

performance. 

H1f: Data Integration capability has a significant positive effect on overall operational 

performance. 

H1g: Advanced Analytics capability has a significant positive effect on overall 

operational performance. 

H1h: Digital Analytics capability has a significant positive effect on overall 

operational performance. 
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H1i: Data Visualisation capability has a significant positive effect on overall 

operational performance. 

H1j: Big Data Skills has a significant positive effect on overall operational 

performance. 

H1k: Data-Driven Culture has a significant positive effect on overall operational 

performance. 

Besides the positive effect of BDA maturity on operational performance, 

scholars have also reinforced the effectiveness of BDA to influence innovation 

performance. Big data is considered as the next frontier of innovation (Marr 2016; 

Manyika et al. 2011). Erevelles et al. (2015) argued that data generated and analysed 

from social media, mobiles and electronic point-of-sale have great potential to reveal 

insights about consumer behaviour, product preferences, and expectation. These types 

of data and analytics provide insights appropriate for innovating new products and 

services. Similarly, Xu et al. (2015) argued that BDA provides a knowledge-discovery 

mechanism for mining text data that is unstructured and messy, and firms taking 

advantage of it can customise new products and services. Tuarob and Tucker (2015) 

have discussed the case of a smartphone manufacturer utilising BDA to understand 

the desired features on a smartphone, allowing the manufacturing to innovate new 

product features and increase customer satisfaction. Wamba et al. (2015) argued that 

the data, the analytics and the presentation of the results would allow firms to create 

value in terms of developing new products/services. Tan et al. (2015) demonstrated 

that the BDA framework based on the deduction graph method can improve 

innovation capabilities.  

Marr (2016) explained the impact of BDA on innovation using real cases. 

Rolls-Royce, a manufacturer of high-tech aircraft engines, deployed BDA resources 

in three areas of their business: design, manufacture and after-sales services. In the 

design phase of engines, the company generates tens of terabytes of data during the 

simulation of one of their jet engines. Paul Stein, the Chief Scientific Officer (CSO) 

of Rolls-Royce, revealed that the visualisation of Big Data generated during the design 

phase, helped them to visualise the behaviour of jet engines and decide whether the 

product is good or bad. Eventually, it enhanced the company’s ability to manufacture 

new products with improved quality. Moreover, Rolls-Royce’s engines are fitted with 

hundreds of sensors that collect real-time data about any changes in the operation and 

data engineers can analyse it and offer better services to their customers. In addition, 



124 
 

BDA facilitated Rolls-Royce to develop a new business model based on data-driven 

insights. As a general remark, Paul Stein has stated that BDA-enabled “innovation in 

service delivery was a game- changer”. It is seemingly likely that improving the 

quality of decisions will have a significant effect on process management (Ipcc 2013), 

as well as a better decision over new product development and innovation (Tan et al. 

2015) 

Hence, in this research, the following hypotheses are proposed related to the 

relationship between BDA maturity and innovation performance.  

H2: Big data analytics maturity has a significant positive effect on Innovation 

performance. 

In addition, since investigating the influence of the first-order BDA 

capabilities on innovation performance is also a motive of this study, the following 

hypotheses are proposed:  

H2a: Data Generation capability has a significant positive effect on Innovation 

performance. 

H2b: Data Integration capability has a significant positive effect on Innovation 

performance. 

H2c: Advanced Analytics capability has a significant positive effect on Innovation 

performance. 

H2d: Digital Analytics capability has a significant positive effect on Innovation 

performance. 

H2e: Data Visualisation capability has a significant positive effect on Innovation 

performance. 

H2f: Big Data Skills has a significant positive effect on Innovation performance. 

H2g: Data-Driven Culture has a significant positive effect on Innovation performance. 
 

3.3.2 Direct effect of BDA capabilities on ACAP, DIQ, and SCA capabilities 

Based on the perspective of the hierarchy of capabilities, scholars have 

suggested that lower-order organisational capabilities such as BDA capabilities and 

IT capabilities can facilitate firms to build higher-order capabilities (Liu et al. 2011). 

Consequently, in this research, hypotheses are proposed illustrating the influence of 

BDA capabilities maturity on absorptive capacity, data and information quality, and 

supply chain analytics capabilities. As discussed in section 3.1.1, the lower-order 

capabilities are crucial for developing higher-order abilities, that, in turn, improve firm 
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performance. It can be argued that BDA maturity is a lower-order organisational 

capability that can enhance a firm’s ability to develop ACAP (dynamic capability), 

DIQ (organisational capability), and SCA capability (operational capability), which 

are higher-order in nature. Moreover, scholars have empirically identified the 

interaction between lower-order and higher-order capabilities. For instance, Takeishi 

(2001) have found out that automakers internal capabilities of coordinating has 

enhanced inter-firm coordination capabilities, which helped the organisations to 

improve performance. Also, Pfohl and Buse (2000) argued that intra-organisational 

logistics capabilities have a significant effect on inter-organisational logistics systems.  

First, with respect to the impact of BDA on absorptive capacity, academic 

scholars have identified that IS capability is an antecedent of absorptive capacity - 

conceptualised as dynamic capabilities (Malhotra et al. 2005; Wang et al. 2014; Fayard 

et al. 2012; Noblet et al. 2011;  Ettlie and Pavlou 2006). ACAP is the ability of 

organisations to manage external knowledge and use it to generate commercial value, 

and the concept is widely applied in IS research (Roberts et al. 2012). Tzokas et al. 

(2015) have found out that technological capabilities have a significant positive effect 

on ACAP. Bellamy et al. (2014) have empirically found out that improvement in 

supply network capabilities (accessibility and interconnectedness) increases the flow 

of information and knowledge having the positive effect on the R&D intensity of a 

firm (ACAP). Sáenz et al. (2014) found out that buying firm-specific organisational 

capabilities have a significant positive effect on improving ACAP. Liu et al. (2013) 

measured ACAP using four dimensions (such as acquisition, assimilation, 

transformation, and exploitation) and found out that a firm’s IT capabilities help 

improve absorptive capacity of the firm. Blohm et al. (2013), based on a case study, 

have found out that the ability to absorb crowdsourced data has a significant potential 

to improve a firm’s ACAP. Further, the electronic integration capability of an 

organisation is found to have a positive effect on a firm’s ACAP (Fayard et al. 2012). 

Meredith et al. (2012) have found out that the adoption of strategic business 

intelligence systems a key enabler of dynamic capabilities such as ACAP. Similarly, 

it can be argued that firms with better BDA capabilities could benefit from the 

effective acquisition of external knowledge and would improve ACAP. Thus, based 

on a hierarchy of capabilities and DC view, the following hypothesis is proposed 



126 
 

which states that firms with higher levels of BDA capabilities would have enhanced 

ACAP (dynamic capabilities).  

H3: Big data analytics maturity has a significant positive effect on Absorptive 

capacity 

Second, the impact of BDA on Data and Information Quality (DIQ) has 

received significant interest among the academic scholars (Merino et al. 2016; Song 

et al. 2017; Ryu et al. 2006; Wang and Strong 1996; Warth et al. 2011; Chae, Yang, 

Olson, et al. 2014; Popovič et al. 2009; DeGroote and Marx 2013; Haryadi et al. 2016; 

Nelson et al. 2005). Strong (1997) found out that the IT process design capability has 

a significant effect on data quality based on a simulation experiment. Popovič et al. 

(2012) measured Business Intelligence Maturity (BIM) using two reflective constructs 

(data integration and analytical capabilities) and found that BIM maturity has a 

significant positive effect on data quality and media content quality. Gorla et al. (2010) 

empirically found that information systems quality has a significant positive effect on 

the information quality of an organisation. The Customer Relationship Management 

(CRM) infrastructure capability is found to have a positive influence on enhancing the 

quality of customer information available to organisations (Chuang and Lin 2013). 

Chae, Yang, Olson, et al. (2014) have identified that advanced analytics along with 

data accuracy has a significant impact on improving the quality of planning in 

manufacturing organisations. Warth et al. (2011) validated that IT usability has a 

positive effect on enhancing data and information quality. Further, Kenett and Shmueli 

(2017) stated that “integrating multiple sources and/or types of data often creates new 

knowledge regarding the goal at hand, thereby increasing data and information 

quality” (p.37). Lee et al. (2006, p.4) argued that often traditional data warehouse and 

ERP systems failed to deliver business values due to the lack of ability to maintain 

data quality. Lee et al. (2006, p.4) stated this scenario with an instance, a global 

manufacturing company had tried to combined data and information about their sales 

across the globe. Although the company generates enormous raw data, it took several 

months for them to integrate and deliver a usable dataset that can satisfy their business 

needs. The main cause of the problems is the lack of access to physical databases and 

lack of a standard procedure to maintain data quality in terms of accuracy, reliability, 

completeness, and timeliness. However, due to the advent of BDA, it can be argued 

that the organisation's ability to process raw data using advanced data integration and 



127 
 

management tools, can improve data and information quality. Hence, in this research, 

the ability to maintain data and information quality is treated as a higher-order 

organisational capability enhanced by organisations’ BDA capabilities maturity. The 

following hypothesis is proposed based on the above arguments and the hierarchy of 

capabilities view:  

H4: Big data analytics maturity has a significant positive effect on data and 

information quality 

Third, the interaction between the usage of BDA at the intra-organisation level 

and inter-organisation level has received limited attention in the academic literature. 

However, IS scholars have noticed that the organisations that are fully adept at 

utilising a technology or practices at the intra-organisational level are more likely to 

deploy it at the supply chain level. Luzzini et al. (2015) argued that organisational 

commitment may lead to the development of both intra- and inter-organisational 

capabilities to realise the greater competitive advantage. Based on the hierarchy of 

capabilities, scholars have witnessed the impact of intra-organisational IT capabilities 

on inter-organisational operational capabilities such as supply chain agility (DeGroote 

and Marx 2013; Hefu Liu et al. 2013b) and information processing capabilities 

(Oliveira et al. 2012). Fayard et al. (2012) found out that an organisation’s internal 

electronic integration and cost management capabilities have a significant positive 

relationship with inter-organisational cost management capabilities. Meredith et al. 

(2012) claimed that business intelligence system should gradually mature to include 

organisation wide internal systems and then reach out to include external systems. 

Similarly, it can be argued that a higher level of BDA maturity at intra-organisational 

level could enhance an organisation's ability to utilise it at an inter-organisational level 

to extract full value from the investment. Moreover, an organisation’s ability to 

reconfigure and utilise it across various functional areas such as the supply chain, are 

difficult to imitate by competitors, as they are tacit knowledge that eventually could 

create a sustainable competitive advantage. Thus, the organisation’s increased level of 

expertise in BDA practice for intra-organisational decision-making processes could be 

the antecedent of data-enabled supply chain practices. Hence, based on the above 

arguments and using the hierarchy of capabilities perspective, the following 

hypothesis is proposed:  
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H5: Big data analytics maturity has a significant positive effect on supply chain 

analytics capability 

3.3.3 The mediation role of ACAP in the relationship between BDA maturity and 

operational and innovation performance 

In this research, ACAP is conceptualised as a dynamic capability referring to 

an organisation’s ability to acquire, transform and apply external knowledge to 

improve firm performance. Several scholars have attempted to investigate the 

consequents of ACAP, especially in the context of technology usage and innovation. 

Ali and Park (2016) re-conceptualised Absorptive capacity into two-dimensions: 1) 

Potential Absorptive capacity (PACAP), 2) Realised Absorptive capacity (RACAP) 

and investigated the sequential influence of both dimensions of ACAP on 

organisational innovation. The authors found out that the direct effect of absorptive 

capacity on the product, process and management innovation is significant, but 

mediated by the innovation culture. Similarly, an empirical study conducted in the 

context of high-performance manufacturing revealed that ACAP has a positive effect 

on innovation, delivery, quality, cost and flexibility dimensions of operational 

performance (Beheregarai Finger et al. 2014). Further, the Beheregarai Finger et al. 

(2014) study also showed that ACAP positively mediates the relationship between 

supply chain planning and operational performance. Blohm et al. (2013) found out that 

ACAP enabled by crowdsourced data has the potential to create business value via 

innovation. In addition, absorptive capacity is also proficient in improving Inter-

organisational costs management practices thereby increasing the cost-based 

performance of an organisation (Fayard et al. 2012). Jabar et al. (2011) empirically 

verified the positive influence of ACAP on technology transfer and new product 

development in a manufacturing context. ACAP is also found to negatively influence 

B2B e-commerce risk, so organisations with an increased level of the absorptive 

capacity can significantly reduce risks (Arnold et al. 2011). Based on these arguments, 

this research suggests that ACAP is a significant source of greater operational and 

innovation performance. This is because firms with high level of ACAP can 

effectively manage external knowledge obtained from BDA practice and apply it to 

identify new business opportunities, customer preference, etc., and subsequently can 

improve profitability and market share (Liu et al. 2013b). Further, ACAP ensures the 

reach of external knowledge across diverse functional departments of the firms, 
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facilitating firms to successfully apply the knowledge and improve operational 

excellence. So, the following hypotheses are proposed:  

H6a: Absorptive capacity is positively related to operational performance. 

H6b: Absorptive capacity is positively related to innovation performance.  

As discussed in section 3.2.2, in comparison to lower-order capabilities, 

resources provided by higher-order capabilities are difficult to imitate (Grant, 1996). 

In this study, it is hypothesized that while capabilities related to BDA can directly 

influence firm performance, a robust model would require ACAP as a mediating factor 

contemplating an indirect effect. While the effect of ACAP is not investigated 

empirically in the context of BDA, there are several studies that relate ACAP to supply 

chains and IT, which supports our argument. The Systematic Literature Review (SLR) 

of the ACAP literature revealed that ACAP is the consequents of information systems 

capabilities and plays a mediating role in explaining causal relationships. For instance, 

in DeGroote and Marx (2013) and Liu et al. (2013b), ACAP is hypothesised as a 

mediator for explaining the impact of IT capabilities on operational performance. 

Studies have also found ACAP plays a significant role in explaining the variation in 

innovation performance (Wang et al. 2014; Liao et al. 2010). Tzokas et al. (2015) 

investigated the relationship between technical capabilities and customer relationship 

capabilities on firm performance mediated by ACAP. ACAP is found to positively 

mediate the relationship between technical capabilities and firm performance. 

Dobrzykowski et al. (2015) investigated the role of absorptive capacity on the 

relationship between a firm's responsive strategy and performance and found that 

ACAP has a significant direct relationship with a firm’s performance as well as 

mediating the relationship between responsive strategy and performance dimensions. 

Thus, the following hypotheses are proposed depicting the mediating role of ACAP in 

the relationship between BDA Maturity and operational and innovation performance:  

H7: Absorptive capacity mediates the relationship between BDA maturity and 

operational performance. 

H8: Absorptive capacity mediates the relationship between BDA maturity and 

innovation performance. 
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3.3.4 The mediating role of DIQ in the relationship between BDA maturity and 

operational and innovation performance.  

Data and information quality is an important issue, as poor data quality can 

have a disastrous consequence (Woodall et al. 2013; Redman 1998; Redman 2001; 

Redman 1996). The availability of quality data could directly affect the process 

management. It can inform employees about changes in the processes immediately so 

corrective action can be taken in a timely manner (Kaynak 2003). Malhotra et al. 

(2005) argued that the incompleteness of data may negatively influence the decision-

making effectiveness.   

Big data analytics capabilities, especially data integration and management 

capability, can improve data quality by acquiring and integrating data from various 

sources to provide a single point of truth (Arunachalam et al. 2017). BDA can improve 

data quality by utilising its raw data processing capabilities. This is because raw data 

could inherently contain irregularities due to flawed system design and data input 

errors. The absence of BDA can create a deficiency of complete, accurate, and timely 

data available for decision making. Also, if data is inaccessible, then it may decrease 

the effectiveness of data users who rely on it for performing tasks.  

However, some researchers have found contrasting evidence related to the 

impact of data quality on performance. For instance, Warth et al. (2011) have found 

there is no significant effect of data quality on planning performance. Kim et al. (2012) 

have found the quality of data has no significant effect on innovation. Hazen et al. 

(2014) recognised the importance of data quality from the analysis of a case study. 

The authors found that the quality determines the usability of the data and the 

reliability of insights generated from it. The impact of BDA resource on firms’ 

competitive advantage depends on data and information quality. BDA activity does 

not create value for the organisation if data and information quality is not attained. 

Setia et al. (2013) have found out that information/data quality has a significant effect 

on customer service performance. Information quality is also found to positively 

influence information satisfaction (Nelson et al. 2005).  

Hence, the following hypotheses are proposed: 

H9a: The operational performance of an organisation is positively affected by its 

ability to maintain data and information quality. 
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H9b: The innovation performance of an organisation is positively affected by its 

ability to maintain data and information quality. 

In addition to the hypothesized direct relationships: 1. between BDA maturity 

and data and information quality (DIQ) and, 2. between DIQ and operational and 

innovation performance, it is possible to identify an indirect relationship through DIQ 

by considering the hierarchy of capabilities perspective and the RBV. The ability to 

maintain DIQ is an organisational capability, and by examining its role, the 

relationship between BDA maturity and operational and innovation performance can 

be defined. Several studies (Haryadi et al. 2016; Pipino et al. 2002; Wang and Strong 

1996; Shen et al. 2015; Kwon et al. 2014; Song et al. 2017; Abdullah et al. 2015; 

Hazen et al. 2014) have recognised that operational and innovation performance is 

influenced by data quality. Wiengarten et al. (2010) found out that joint decision-

making significantly influences operational performance only in the presence of high-

quality information. Moreover, based on a simulation experiment, it is found that 

higher levels of information quality significantly increases the decision quality 

(Raghunathan 1999; Janssen et al. 2017). Citroen (2011) interviewed chief executives 

to understand the decision-making process and documented the emphasis put on 

information quality for strategic-decision making. When asked about the requirement 

of information quality, a Chief Executive Officer (CEO) has stated that “Quality of 

information means integrity, robustness, able to stand up for scrutiny, but very 

important is also a guarantee of completeness, wholeness”(Citroen 2011, p.497). 

Gustavsson and Wänström (2009) explained the importance of information quality via 

case studies on manufacturing companies. The authors found out that deficiencies in 

reliability and timeliness of information increase the production lead time and 

hindered production flexibility; deficiencies of completeness of information resulted 

in decreased responsiveness to deliver products on time; and deficiencies in reliability 

and accessibility of information resulted in high inventory cost as the credibility of 

forecasted information will be low. Moreover, Redman (1998) argued that, at the 

operational level, increased cost, lack of job satisfaction and customer satisfaction are 

the consequences of poor data quality. Lee et al. (2006) performed a cost-benefit 

analysis of data quality and argued that costs of data quality are easily quantifiable but 

benefits of good quality data are intangible. The problems due to poor data quality cost 

organisations an average of 8-12 per cent of revenue (Redman 1996). Similarly, 
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Selvage et al. (2017) have found that poor data quality results in the loss of $15 

million/year on average. Therefore, it can be noted from the literature that improved 

data and information quality help to sustain competitive advantage and improve 

performance through decreasing manufacturing costs, improving customer 

satisfaction, and eliminating non-value-added activities. Moreover, monitoring 

supplier quality requires maintenance of a supplier performance database that can 

provide an accurate track of supplier quality performance data. The availability of 

quality data about supplier performance can support employees to solve problems such 

as poor product quality and issues with a delivery that may stem from the supplier side 

(Krause et al. 1998), and can also enhance innovation (Kim et al. 2012). Data accuracy 

has also been found to increase planning quality in the manufacturing sector (Chae et 

al. 2014). 

Though several studies have highlighted that operational / innovation 

performance is dependent on data quality, authors such as Warth et al. (2011) have 

contended that further investigation is required to estimate the role of data quality in 

improving performance. This, along with the hypothesized link of BDA maturity and 

operational and innovation performance, and within the hierarchy of capabilities 

perspective, suggests an indirect relationship between BDA maturity and operational 

and innovation performance, mediated by data and information quality. Such an 

inference is consistent with prior research demonstrating the mediating role of data 

quality (Sambamurthy et al. 2003; Vickery et al. 2010). In agreement with these 

theoretical and empirical arguments, the following hypotheses are formulated: 

H10:  DIQ mediates the relationship between BDA maturity and operational 

performance.  

H11:  DIQ mediates the relationship between BDA maturity and innovation 

performance.  

3.3.5 The mediating role of SCA capabilities on the relationship between BDA 

maturity and operational and innovation performance.  

Supply Chain Analytics (SCA) capabilities, also referred to as data-enabled / 

data-driven supply chain capabilities, is an operational capability that enhances a 

firm’s ability to coordinate and perform various activities such as sourcing, planning, 

etc. Unlike dynamic capabilities, operational capabilities provide the drive for a firm 

“to make a living in the present” (Brusset 2016, p.47). Supply chain managers rely on 
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data-driven insights for various purposes such as to gain visibility, collaboration, 

process control, monitoring, optimisation, etc. and, ultimately aim to gain competitive 

advantage (Hazen et al. 2014; Davenport 2006). For example, “Cisco systems has 

created a digital platform for the near real-time transformation of information between 

customers, contract manufacturers, and logistics providers. This enables responsive 

collaborative planning and efficient coordination of resources across its global supply 

chain” (Rai et al. 2006).  

In a supply chain environment, data is stored in a large distributed database or 

sporadically connected database systems such as mobile or cloud computing systems 

(Pitoura and Bhargava 1999). Similarly, Rai et al. (2006) have argued that in a supply 

chain environment, data consistency is a greater problem as the data generated systems 

are fragmented and spread widely across supply chain boundaries. The usage of BDA 

to manage supply chain activities will enable firms to automate the system and 

accurately capture supply chain data. Big data technology-enabled supply chains can 

enable process integration and improve operational performance (Kache 2015; Chircu 

et al. 2014). Chae, Yang and Olson (2014) have found that data-enabled supply chain 

planning has a significant positive effect on planning satisfaction and operational 

performance (order fulfilment, delivery as promised, delivery flexibility, flexibility to 

change output volume, flexibility to change product mix). Jamehshooran et al. (2015) 

assessed the business value of utilising analytics to perform supply chain activities 

such as planning, sourcing, making, delivering and returning. The authors found that 

the effect of analytics in supply chain planning had a greater effect on operational 

performance. An analytical experiment conducted by Zou et al. (2016) revealed that 

timely/real-time processing of supply chain network data can reduce supply chain risk 

and improve operational performance. Apart from these, big data can be used in 

various supply chain functions, such as sourcing, distribution, and networking 

(Lavalle et al. 2011; Sanders 2016). Sanders (2016) argued that analytics can be used 

in supplier risk assessment, facility location and layout, scheduling, etc. Sherer (2005) 

argued that analytics techniques can be used for supply chain mapping and supply 

chain visualisation. Using real-time supply chain data and in-memory analytics, firms 

can optimise supply chain processes and manage demand planning to reduce cost, and 

increase product quality by reducing defects (McAfee and Brynjolfsson 2012; Fawcett 

and Waller 2014). Data-enabled supply chains enhance collaboration and improve 
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understanding of market demands enabling firms in the supply chain to quickly 

respond to changing needs (Sanders 2014). 

Further, BDA can help optimise supply chain activities by obtaining internal 

and external data from customers, suppliers, and competitors. SCA capabilities might 

facilitate firms to process the supply chain data and would offer several of the 

aforementioned benefits. The external information or knowledge provided by the use 

of analytics to manage supply chain activities would enhance efficiency and 

effectiveness of firms and could reduce cost, improve product quality, delivery 

performance and innovate new products and services. So, this research suggests that 

SCA as an operational capability is critical to improving operational and innovation 

performance. Therefore, the following hypotheses have been proposed in this 

research, which suggests that supply chain analytics capabilities can achieve better 

operational and innovation performance:  

H12a: Supply chain analytics capabilities is positively related to operational 

performance. 

H12b: Supply chain analytics capabilities is positively related to innovation 

performance.  

Moreover, in the literature, there are several studies that support the direct 

effect of SCA/data-enabled/data-driven supply chain on firm performance (Yu et al. 

2017; Gunasekaran et al. 2017; Sangari and Razmi 2015). However, antecedents and 

consequents of supply chain analytics and its mediating role on the relationship 

between intra-organisational BDA maturity and firm performance have received 

limited research attention. Chae, Yang, Olson, et al. (2014) investigated the 

importance of supply chain capabilities on the relationship between advanced 

analytics and operational performance. The findings of their study suggest that the 

direct effect of advanced analytics on operational performance is low, but there is a 

significant positive effect when it is mediated by supply chain capabilities such as Just-

in-time or, statistical process control. These supply chain capabilities are quantitative 

data-driven approaches which are significant to enhance processes. Similarly, the 

authors found out that advanced analytics have a positive effect on manufacturing 

planning quality only when mediated through these data-enabled supply chain 

capabilities. Based on the above arguments and drawing upon the theory of RBV and 
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hierarchy of capabilities view, it can be suggested that intra-organisational BDA 

maturity enhances supply chain analytics capabilities, this, in turn, influences 

operational and innovation performance. Hence, the following hypotheses are 

proposed depicting the mediating role of SCA capabilities:  

H13: Supply chain analytics capabilities mediates the relationship between BDA 

maturity and operational performance.  

H14: Supply chain analytics capabilities mediates the relationship between BDA 

maturity and innovation performance.  

  3.4. Summary of theory and hypothesis development 

In summary, this chapter has provided a theoretical foundation for developing 

the conceptual model in support of empirically investigating the phenomenon of BDA 

practice and value creation and to address the research questions. This chapter 

combined the views of resource-based theory, dynamic capabilities and the hierarchy 

of capabilities to explain the potential of BDA in creating value for organisations 

adopting it. Further, this chapter proposed a number of hypotheses to explain the role 

of absorptive capacity, data and information quality, and supply chain analytics 

capability on the relationship between intra-organisational BDA maturity and 

operational and innovation performance (Table 3.2). In addition, several pieces of 

evidence from prior studies are considered to reinforce the proposed hypotheses. 

Using the conceptual framework, the current study explores the relationships with a 

drive towards theory building.  

Table 3.2 

List of 

proposed 

hypotheses 

in this 

researchNo 

Hypothesis 

RQ1a. What is the relationship between Big Data Analytics capability maturity 

and firm performance dimensions? 

H1 Big data analytics maturity has a significant positive effect on operational 

performance dimensions 

 H1a: Big data analytics maturity has a significant positive effect on product 

quality performance  

 H1b: Big data analytics maturity has a significant positive effect on cost 

performance 

 H1c: Big data analytics maturity has a significant positive effect on flexibility 

performance 
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 H1d: Big data analytics maturity has a significant positive effect on time-based 

performance 

 H1e: Data Generation capability has a significant positive effect on overall 

operational performance 

 H1f: Data Integration capability has a significant positive effect on overall 

operational performance 

 H1g: Advanced Analytics capability has a significant positive effect on 

overall operational performance 

 H1h: Digital Analytics capability has a significant positive effect on overall 

operational performance 

 H1i: Data Visualisation capability has a significant positive effect on overall 

operational performance 

 H1j: Big Data Skills has a significant positive effect on overall operational 

performance 

 H1k: Data-Driven Culture has a significant positive effect on overall 

operational performance 

H2 Big data analytics maturity has a significant positive effect on innovation 

performance. 

 H2a:  Data Generation capability has a significant positive effect on 

Innovation performance. 

 H2b: Data Integration capability has a significant positive effect on 

Innovation performance. 

 H2c:  Advanced Analytics capability has a significant positive effect on 

Innovation performance. 

 H2d:  Digital Analytics capability has a significant positive effect on 

Innovation performance. 

 H2e: Data Visualisation capability has a significant positive effect on 

Innovation performance. 

 H2f:  Big Data Skills has a significant positive effect on Innovation 

performance. 

 H2g: Data-Driven Culture has a significant positive effect on Innovation 

performance. 

H3 Big data analytics maturity has a significant positive effect on Absorptive 

capacity 

H4 Big data analytics maturity has a significant positive effect on data and 

information quality 

H5 Big data analytics maturity has a significant positive effect on supply chain 

analytics capability 

RQ1b. What is the role of Absorptive Capacity on the relationship between BDA 

capability maturity and firm performance? 

H6a Absorptive capacity is positively related to operational performance. 

H6b Absorptive capacity is positively related to innovation performance. 

H7 Absorptive capacity mediates the relationship between BDA maturity and 

operational performance. 

 H7a: Absorptive capacity mediates the positive effect of Big Data Analytics 

maturity on product quality performance 

 H7b: Absorptive capacity mediates the positive effect of Big Data Analytics 

maturity on cost performance 
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 H7c: Absorptive capacity mediates the positive effect of Big Data Analytics 

maturity on flexibility performance 

 H7d: Absorptive capacity mediates the positive effect of Big Data Analytics 

maturity on time-based performance 

H8 Absorptive capacity will mediate the relationship between BDA maturity and 

innovation performance. 

RQ1c. What is the role of Data and Information Quality (DIQ) on the relationship 

between BDA capability maturity and firm performance? 

H9a The operational performance of an organisation is positively affected by its 

ability to maintain data and information quality. 

H9b The innovation performance of an organisation is positively affected by its 

ability to maintain data and information quality. 

H10 DIQ mediates the relationship between BDA maturity and operational 

performance. 

 H10a: DIQ mediates the positive effect of Big Data Analytics maturity on 

product quality performance. 

 H10b: DIQ mediates the positive effect of Big Data Analytics maturity on 

cost performance 

 H10c: DIQ mediates the positive effect of Big Data Analytics maturity on 

flexibility performance 

 H10d: DIQ mediates the positive effect of Big Data Analytics maturity on 

time-based performance 

H11 DIQ will mediate the relationship between BDA maturity and innovation 

performance. 

RQ1d. What is the role of Supply Chain Analytics capability (SCA) on the 

relationship between BDA capability maturity and firm performance 

H12a Supply chain analytics capabilities is positively related to operational 

performance. 

H12b Supply chain analytics capabilities is positively related to innovation 

performance.  

H13 Supply chain analytics capabilities mediates the relationship between BDA 

maturity and operational performance. 

 H13a: SCA mediates the positive effect of Big Data Analytics maturity on 

product quality performance. 

 H13b: SCA mediates the positive effect of Big Data Analytics maturity on 

cost-based operational performance. 

 H13c: SCA mediates the positive effect of Big Data Analytics maturity on 

flexibility performance. 

 H13d: SCA mediates the positive effect of Big Data Analytics maturity on 

time-based performance. 

H14 Supply chain analytics capabilities will mediate the relationship between 

BDA maturity and innovation performance. 
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Chapter 4 Research Methodology 

4.1 Chapter introduction  

This chapter provides information on the research methodology adopted to test 

the hypotheses related to BDA capabilities on firm performance and the method 

adopted to explore the phenomenon of the digital divide. First, this section discusses 

and justifies the philosophical standpoint, research strategy and the choice of data 

collection method adopted in this study. Then, it provides a justification for utilising 

factor analysis and Structural Equation Modelling (SEM) techniques to test the 

hypotheses. Further, the rationale behind the use of cluster analysis to investigate the 

digital divide is discussed.  

 

Figure 4.1 Position of the chapter in this thesis 

4.2 Methodology 
 

The main objective of identifying an appropriate research methodology is to 

ensure the internal and external validity of the study. Various aspects of the research 

such as the quality of the research design, the ability of the chosen approach to validate 

the research model, accuracy and the relevance of the data, replicability and 

generalisability are some of the key criteria considered to ensure the internal and 

external validity (Straub 1989). The selection of a suitable approach occurs after the 

identification of research questions, the variables of concern, and the specification of 

the model to be assessed empirically. Scholarly works on research methodology 

illustrate that there are various types of research methodology commonly used in 

social science. The current research is interdisciplinary in nature combining social 

science and information systems. Ever since its inception, the Information Systems 

(IS) field has employed a variety of methods to address specific issues related to the 

discipline (Robey 1996). Together with emphasising the necessity of methodological 

pluralism in the IS discipline, Robey (1996) argued that a suitable theoretical 
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foundation and research methods can be chosen as long as it is justified by the research 

aim on realistic grounds (Figure 4.2). Consequently, as shown in Figure 4.3, the design 

of this research is based on both philosophical and practical considerations. A detailed 

discussion of these aspects of the research design is given in the following sections.  

 

Figure 4.2 Triad for the justification of research 

Source: (Robey 1996) 

 

 

Figure 4.3 Research design considerations 

Source: adapted from (Saunders et al. 2016) (Bryman and Bell 2011) (Nassar 2011) (Neuman 

2014) 

4.3 Philosophical considerations  

Social science research, in general, depends on the philosophical inclination of 

the researcher, which in turn underpins research strategy and research methods. The 

research paradigm denotes the world-view and beliefs about knowledge and includes 

elements such as ontology, epistemology, human nature (Burrell and Morgan 1980), 

methodology (Denzin and Lincoln, 1994, as cited in Frankel et al. 2005) and axiology 

(Saunders et al. 2016). Considering the interactive nature of the phenomenon and the 
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inquirer, it is argued that in an ideal situation the inquirer should not influence the 

phenomenon, and vice-versa (Guba and Lincoln 1994). So, it is necessary to decide 

on an appropriate research paradigm before going further to select methodological 

approaches (Goles and Hirschheim 2000; Guba and Lincoln 1994). Moreover, Frankel 

et al. (2005) argued that research paradigm and research methods are two different 

aspects and it is the choice of a research paradigm that determines the research method 

suitable for the researcher. Burrell and Morgan (1980) have claimed that social 

scientists view their subjects of interest through explicit or implicit assumptions about 

the nature of the social world and how it can be investigated. Accordingly, the four 

sets of assumptions: ontological nature, epistemological nature, human nature (which 

provides implications for the last one), and methodological assumptions are 

thoughtfully considered in this research, as they lay the foundation for the research 

methodology.   

 

Figure 4.4 A scheme for studying philosophical assumptions about the nature of social science 

Source:(Burrell and Morgan 1980) 

4.3.1 Ontological nature 

As stated in Burrell and Morgan (1980, p. 2), researchers are faced with some 

basic questions on ontology; “whether the 'reality' to be investigated is external to the 

individual - imposing itself on individual consciousness from without - or the product 

of individual consciousness; whether 'reality' is of an 'objective' nature or the product 

of individual cognition; whether 'reality' is a given 'out there' in the world, or the 

product of one's mind”. According to Saunders et al. (2016), ontology is concerned 

about the nature of reality, and  Bryman and Bell (2011, p.20) argued that ontology 
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can be referred to as “the nature of social entities”, and social entities can either be 

considered objectively as “reality external to social actors”, or subjectively 

constructed inherent to the “perceptions and actions of social actors”. Moreover, 

Frankel et al. (2005, p.186), stated that ontology “includes claims about what exists, 

what it looks like, what units make it up and how these units interact with each other”. 

Ontological assumptions determine how the researcher perceives the world, and the 

researchers’ ontological position can be identified within the continuum of objectivism 

to subjectivism or constructionism. Objectivism embraces realism and perceives social 

actors and social entities as being independent, and the objects can be measured in a 

similar way to the approaches of natural science research (Saunders et al. 2016). 

Whereas, subjectivists embrace nominalism and believe that the existence of the social 

phenomenon is dependent on social actors. Nominalists do not acknowledge the 

existence of “‘real’ structure to the world”, but realists believe in “tangible and 

immutable structures” (Burrell and Morgan 1980, p.4).  

4.3.2 Epistemological nature 

In contrast to ontology, epistemology is concerned with “assumptions about 

knowledge, what constitutes acceptable, valid and legitimate knowledge, and how we 

can communicate knowledge to others” (Saunders et al. 2016, p.127). As shown in 

Figure 4.4, the assumptions of epistemology are generally identified as positivism and 

anti-positivism (Burrell and Morgan 1980). According to Saunders et al. (2016), the 

epistemological stand of positivism and anti-positivism are varied in several ways. 

While the former assumption supports the usage of natural science methods to social 

science, the latter assumption supports the usage of methods originated from arts and 

humanities. Positivism is also referred to as objectivism, which embraces ‘realism’ 

ontology. Whereas, anti-positivism is also referred to as subjectivism/interpretivism - 

a binary opposite of positivism, which embraces ‘nominalism’ ontology. Objectivists 

consider facts and numbers as acceptable knowledge with a notion that the 

phenomenon is readily observable. Whereas, subjectivists view narratives and 

opinions generated through social interactions as an acceptable knowledge with an 

assumption that knowledge is socially constructed. The way anti-positivism sees the 

social world is ‘relativistic’ and can be understood only from the perspective of 

individuals involved in the activities under investigation. Anti-positivists reject the 
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idea of ‘observer’ and the social world must be understood from the inside by being 

part of it rather than from outside as an observer.  

4.3.3 Human nature 

The debate on the ‘human nature’ paradigm is concerned with the relationship 

between humans and the environment. It is related to the way humans respond to 

external forces. Two assumptions under this category are deterministic and 

voluntarism. While the former perceives that humans are conditioned and controlled 

by their external circumstance, the latter sees that humans are the creator of the 

environment. According to Neuman (2014), the model of human nature emphasised 

in positivistic social science research is deterministic, i.e. people respond like ‘robots’. 

The model of human nature emphasised in interpretivist/subjectivist social research is 

voluntarism, i.e. humans are autonomous and free-willed. However, it is argued that 

social scientists tend to choose a middle ground when ‘human nature’ is concerned  

(Burrell and Morgan 1980). So, in social science research, researchers should take an 

intermediate perspective accounting for the influence of situational and voluntary 

aspects on human beings.  

4.3.4 Methodological nature 

The debate on methodological assumptions “provides a rationale for the ways 

in which researchers conduct research activities” (Briggs et al. 2012). Burrell and 

Morgan (1980) have differentiated the methodological assumptions into ‘nomothetic’ 

and ‘ideographic’. According to the ideographic approach, to understand the social 

world the researcher should concentrate their efforts on getting close to the subject of 

interest and explore its detailed background. During the investigation process, the 

ideographic method allows subjects to unfold its characteristics. Whereas, the 

nomothetic approach to social science research places emphasis on conducting 

research using systematic techniques and protocols, and relies greatly on causal laws 

and law-like statements (Neuman 2014; Gill and Johnson 2002). Testing hypothesis 

with scientific rigour using quantitative techniques such as surveys and scientific 

instruments is prominent tools used in nomothetic approach.  Eventually, the 

nomothetic approach is epitomised in positivism and ideographic is associated with 

‘anti-positivism’, as illustrated in Figure 4.4.  

Apart from the various paradigms discussed earlier, Saunders et al. (2016) also 

mention axiology. Unlike ontology and epistemology, axiology deals with the social 
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aspects of the research process. The values and ethics associated with conducting a 

research are the prime concerns of axiology. These assumptions provide guidance to 

increase the consciousness of the subject of the investigation. It allows the researcher 

to be aware of the different forms of knowledge that can be obtained and how that 

knowledge can be categorised into a true knowledge or not. Moreover, the nature of 

knowledge can either be hard and tangible or soft, subjective, and of the transcendental 

kind. 

 

Source: (Saunders et al. 2016) 

Figure 4.5 The research onion 

As shown in Figure 4.5, there are various philosophical assumptions 

established such as positivism, critical realism, interpretivism, and pragmatism 

drawing explicitly or implicitly upon a set of ontological beliefs and epistemological 

assumptions (Briggs et al. 2012). So, depending on the researcher’s understanding of 

the phenomenon under investigation and orientation on ontological and 

epistemological assumptions, a philosophical position suitable for this research is 

chosen. A detailed discussion is given in the following section, which help to decide 

the methodological approach adopted in this study. 

4.4 Philosophical assumptions–critical realism 

In this section, the logic behind some of the major philosophical stands such 

as positivism, interpretivism, critical realism, and pragmatism are considered. The 

rationale for choosing critical realism as a philosophical choice of this research is also 
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discussed. This choice is based on the ontological and epistemological assumptions 

debated earlier.  

Ontologically, positivists see the social world as a concrete structure, but 

interpretivists perceive the social world as a concrete process (Evely et al. 2008). 

Positivists assume that the social world exists similar to a laboratory setting, within a 

controlled environment, facilitating data collection (Edwards et al. 2014). Positivists 

are interested mainly in examining observable objects and are closely associated with 

quantitative research design. However, Laing (1967, p. 53) as cited in (Gill and 

Johnson 2002), has discussed some of the major criticisms of positivism: (1) compared 

to the subject-matter of natural sciences (physical objects), the subject-matter of the 

social sciences are humans, and the causal model approach is criticised as human 

actions contain internal logics which are the main interests of social science, (2) the 

natural science does not imply the subjective element of human beings, so its 

methodology is inappropriate for social science, (3) the social world cannot be 

comprehended just by investigating a causal relationship, as a lot depends on the 

context, and sound understanding of the social phenomenon is possible only if the 

subjective dimensions are considered.  

Similarly, anti-positivism/interpretivism has also been criticised for several 

reasons (Briggs et al. 2012).  The first criticism is that, as the reality is multi-

perspectival, the way humans create meaning of reality is affected by contextual 

biases. Second, since human behaviour is a routine process, it is relatively unusual for 

humans to reflect on their behaviour in a structured manner. Third, since participants 

of the research are unaware of the broader structures that govern their interpretation, 

their accounts of themselves, of others and of events can be incomplete. So, to 

capitalise on the strengths of both positivism and interpretivism and overcome 

weaknesses of it, some scholars advocate the use of pluralistic paradigms (Bryman 

and Bell 2011; Creswell 2014; Neuman 2014). On a different spectrum, a pragmatism 

world view does not commit to any assumptions about reality, but rather focuses on 

the research problem and encourages the use of all available approaches (multiple 

methods) to understand the problem. Pragmatists have the freedom of choice in terms 

of “methods, techniques, and procedures of research that best meet their needs and 

purposes” (Creswell 2014). 
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Extreme positivism and extreme subjectivism are two contrasting philosophies 

widely applied in the social science research, but other philosophical approaches exists 

between this continuum, and critical realism is one among them (Evely et al. 2008). 

In contrary to extreme positivism and interpretivism, the critical realism (CR) 

philosophy provides an alternate perspective to conduct social science research. As 

stated in Evely et al. (2008), critical realism denotes that “there are objectively 

knowable, mind-independent realities, but the influence of human perception and 

cognition in shaping that reality is acknowledged”. Similarly, Easton (2010) stated 

that “Critical realism assumes a transcendental realist ontology, an eclectic 

realist/interpretivist epistemology, and a generally emancipatory axiology”. The 

proponents of critical realism claim that the reality should be critically examined in 

order to apprehend it, but also acknowledge that apprehending reality are always 

imperfect (Guba and Lincoln, 1994). Moreover, CR considers that ontology is 

stratified into real, empirical and actual, and emphasis on the underlying causes of the 

phenomenon under investigation (see Figure 4.6) (Edwards et al. 2014).   

 

(Saunders et al. 2016) 

Figure 4.6 Stratified ontology of critical realism 

In general, CR accepts the existence of objective reality and believes in causal 

language, but equal importance is given to the influence of cognitive reasoning in 

shaping the truth, i.e. causal language with thinking (Easton, 2010). Edwards et al. 

(2014) argued that in contrast to CR philosophy, positivists fail to identify the 

mechanism through which the two phenomena are related. The comparison between 

major philosophical approaches discussed here is given in Table 4.1.  

The Empirical: Events that 

are actually observed or 

experienced

The Actual: Events and non-events 

generated by the Real: may or may not 

be observed

The Real: Causal structures and 

mechanisms with enduring properties
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Table 4.1 Comparison between major research philosophies 

 
Positivism Critical Realism Interpretivism Pragmatism 

Ontology 
(nature of 

reality or 

being 

• Real, 

independent 

and 

external to 

social 

entities. 

• Single 

reality 

• Real, but 

imperfectly. 

• External, 

Independent 

and intransient.  

• Stratified 

ontology 

(empirical, 

actual, and 

real). 

• Causal 

mechanism. 

• Nominal, 

constructionist 

ontology. 

• Multiple 

Realities. 

Reality is 

complex and 

external and 

exists because 

of ideas. 

Epistemology 
(what 

constitutes 

acceptable 

knowledge) 
Axiology 

• Facts are 

observable 

and 

measurable. 

•  Causal 

explanation 

and 

prediction 

as 

contribution 

• Epistemological 

relativist. 

• Historical 

causal 

explanation as 

contribution. 

•  Knowledge is 

obtained by 

uncovering 

causal 

mechanism.  

•  Focus on 

narratives, 

stories, 

perceptions 

and 

interpretation. 

• Avoids 

quantitative 

analysis. 

• The 

practical 

meaning 

of 

knowledge 

in specific 

contexts 

• ‘True’ 

theories 

and 

knowledge 

are those 

that enable 

successful 

action 

Axiology 
(role of 

values) 

Typical  

The researcher 

is detached and 

truly maintains 

objective 

stands to 

conduct value-

free research 

Research is value-

laden, and 

researcher tries to 

be objective and 

acknowledges bias 

and errors in order 

to minimize it.   

Research is value-

bound, and the 

researcher is truly 

subjective, and 

interpretations are 

key to knowledge 

creation. 

The research 

itself is 

initiated 

towards 

answering 

researchers’ 

doubts and 

queries about 

a phenomenon 

and conducted 

in a value-

driven 

approach. 
Source: adapted (Saunders et al. 2016) 

This study aims to observe the impact of BDA capabilities on firm 

performance, through uncovering causal mechanisms. The conceptual model 

developed to explain the relationship contains constructs such as BDA capabilities and 
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ACAP. In Saunders et al. (2016), it is argued that positivist approach is inadequate and 

hinders the ability of the researcher to thoroughly examine the relationships between 

unobservable objects and to give importance to the social interactions. In this research, 

the phenomenon under investigation is viewed from the socio-technical perspective to 

understand the reality. In case of this research, people are the decision makers, who 

interact with ‘technology’ which is BDA in order to improve ‘processes’. 

Furthermore, Fleetwood (2004) argued that CR differentiates real entities into 

materially real, ideally real, artefactually real and socially real. There is no clear 

distinction, but they tend to overlap: 1) artefactually real refers to entities such as 

technologies, computers, hole in the ozone layer, etc., 2) materially real refers to 

natural phenomenon such as mountains, ozone layer, etc., 3) ideally real refers to 

discourse and discursive entities, and 4) socially real refers to practices, social 

structures, etc. which cannot be recognised with touch or smell and its existence is 

dependent on human activity.  

Drawing from these thoughts, BDA technology can be considered as an 

artefactually real entity and BDA practice by organisations can be considered as 

socially real entities, while both constantly interact with each other within a social 

system. Therefore, the researcher views reality from a critical realist perspective, and 

inclined towards assumptions about knowledge as an external entity, independent of 

the researcher, and believe in the existence of measurable truth within social entities. 

However, the researcher also recognises the importance of context and the influence 

of cognitive reasoning in shaping the reality and extracting knowledge from it.  

4.5 Research approach  

Similar to the philosophical stands, theoretical stands of the research are also 

significant to make an informed decision about the research design (Saunders et al. 

2016). Different approaches such as deduction, induction, and abduction are used to 

deal with issues concerning theory development. Deductive reasoning approach starts 

with theory and data is collected to test the hypothesis developed from the theory. 

Whereas inductive reasoning starts with data collection to explore a phenomenon and 

conceptual framework is developed based on the themes and patterns identified from 

the data. Deductive approach concludes with verification of existing theory, but a new 

theory is generated as an outcome of inductive reasoning. In contrast, abduction 

combines both inductive and deductive approaches and moves back and forth from 
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incomplete observation to gain the best possible explanation (Saunders et al. 2016). 

This research takes an approach of deductive reasoning aiming towards theory 

building. Accordingly, in this research, a suitable methodology is adapted to test the 

hypotheses.   

Table 4.2 Research approach and its meaning 

 

Source: (Chiasson 2005) 

4.6 Practical considerations  

4.6.1 Research strategy  

Research can be classified into various types based on the research purpose, 

outcome and data. For instance, based on the research purpose, Yin (2008) has 

identified three major types of research; descriptive, explanatory and exploratory. 

Moreover, grounded on the anticipated research outcome, it is classified into basic or 

pure research and applied research (Hedrick et al. 1993; Saunders et al. 2016; Neuman 

2014). On the other hand, Creswell (2014) classified the research into qualitative, 

quantitative and mixed methods based on the type of data used in the research. The 

strategic position of this research is depicted in Figure 4.7.   

 
Figure 4.7 Research positioning 
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In terms of the research purpose, this research is positioned predominantly as 

explanatory and descriptive in nature, though it has a slight inclination towards 

exploratory. Exploratory research is conducted only when a very little is known about 

the phenomenon and, meant to offer scope for further examination of the phenomenon 

(Yin 2008). Explanatory, on the other hand, aims to establish a causal relationship 

between variables. In explanatory research, quantitative data can be collected to 

perform statistical tests such as regression to explain ‘How’ a relationship occurs 

between the variables of interest about a phenomenon, or use qualitative data to 

explain ‘why’ a cause and effect relationship occurs (Saunders et al. 2016). Since the 

aim of this research is to explain the causal relationship between variables illustrated 

in the research model, explanatory research is adopted in this study.  

However, in the case of the second aim of this research (to understand the 

phenomenon of the digital divide), very little is known about it. The most suitable 

strategy will be a comprehensive exploratory research conducted by ways such as a 

literature search, in-depth interviews and focus groups. Adopting an exploratory 

research strategy to address this research aim would provide greater insights into the 

phenomenon. Yet in this research,  a descriptive-exploratory strategy is adopted since, 

in practice, descriptive and exploratory research often blur together (Neuman 2014). 

Moreover, descriptive research allows a researcher to “gain an accurate profile of 

events, persons or situations” (Saunders et al. 2016, p.175), or “create a set of 

categories or classify types” (Neuman 2014, p.38). In this study, the aim is to 

categorise small, medium and large organisations based on the BDA capabilities 

maturity level and profile their current situation/state, thereby exploring the potential 

divide between them.   

Moreover, based on the understanding of the phenomenon of BDA practice on 

value creation and the phenomenon of the digital divide, it is argued that the 

measurement of this phenomenon is achievable via quantitative data collection. 

Hence, in terms of research data, this study is positioned as simply quantitative.  

Finally, when it comes to the outcome of the research, ‘basic research’ is 

intended to expand knowledge (i.e. knowledge is the key motivator, although the 

outcome of basic research will eventually help address specific problems it’s not the 

driving goal) by discovering statistically significant relationships (Hedrick et al. 

1993). Whereas, applied research is intended to improve the understanding of a 

specific problem, which is the motivating factor. Although basis and applied research 
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differ in several aspects, Hedrick et al. (1993) argued that they fall on a continuum. 

This implies that based on research outcome, it can be classified into the range between 

basic to applied. Based on these arguments, it can be argued that this research is in 

between basic and applied, as it expands the knowledge of BDA practice and as well 

as helps in understanding the specific problem of digital divide.  

 

4.6.2 Research methods 

Research methods are, in general, the data collection or fact-finding procedures 

which can produce insights about the phenomenon under research. The method of data 

collection and the measures used to capture it are also dependent on the theoretical 

framework, research questions, and objective (Frankel et al. 2005). Some researchers 

classify the research methods based on the nature of data into qualitative and 

quantitative research methods. However, there are two broad categories of research 

methods described in (Saunders et al. 2016); Mono and multiple methods. Quantitative 

or qualitative studies are the two options available under the mono-method approach. 

However, there are several categories of multiple methods such as multi-method 

quantitative, multi-method qualitative and mixed methods.  

Based on the work of Easterby-Smith et al. (2002), Frankel et al. (2005) have 

summarised the dominant research methods used in the SCM and logistics studies. 

Frankel et al. (2005) found that most researchers in the SCM discipline have adopted 

mono-methods research. Even in BDA domain, there are existing academic literature 

(Cao et al. 2015; Wang et al. 2016a) that have adopted purely quantitative research 

design. Similarly, this research uses the Mono-method (quantitative) approach. 

Moreover, the rationale for choosing mono-method quantitative research design is 

supported by the fact that for both testing of causal relationships between variables in 

the research model and to understand the current state of BDA maturity of SMEs and 

large organisations, an approach that is unbiased and as objective as possible is 

required. It is not practically convenient to attain these aims using a mono-method 

qualitative research design, as it requires several stages of data collection and 

associated with potential biases.   

 In terms of the time dimension, research can be performed either cross-

sectional or longitudinal (Neuman 2014). Longitudinal research is used to capture 

social processes or changes that require data gathering at different time intervals. This 
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study is interested only in capturing a ‘snapshot’ of current BDA practices and testing 

its effect on various organisational and performance factors. Moreover, the researcher 

does not intend to test the influence of BDA practices across different time periods. 

Hence, the cross-sectional approach is considered as the most suitable option. 

Consequently, this study has adopted a mono-method approach for quantitative data 

collection using a cross-sectional survey. A detailed discussion on the rationale behind 

the application of survey technique and the strategies adopted in this research to 

design, develop and distribute questionnaire survey is provided in the section 4.10.   

4.7 Survey research 

Based on both philosophical and practical considerations, this research has 

adopted a quantitative approach utilising a survey methodology. “A survey design 

provides a quantitative or numeric description of trends, attitudes, or opinions of a 

population by studying a sample of that population” (Creswell 2014, p.145). Surveys 

can be beneficial to examine attitudes and beliefs, explore relationships and gather 

sensitive information (Colton and Covert 2007; Aldridge and Levine 2001). It is 

argued that the fundamental principle of the survey process is ‘by describing the 

characteristics of people responded to a survey, it is easy to describe the target 

population’ (Fowler Jr 2014). Similarly, Bryman and Bell (2011) have mentioned the 

two characteristics of surveys: 1. Surveys use samples to allow for generalisation of a 

specific concept/relationship within a population, 2. Surveys use a systematic 

approach for gathering information using instruments such as structured 

questionnaires or interviews. Survey strategy is often associated with the deductive 

approach (Saunders et al. 2016), which is in concordance with this research as well. 

Gill and Johnson (2002) argued that the survey strategy can be positioned in 

between experimental and ethnography research; it can take different forms based on 

the researcher’s choice of the investigation. Researchers have recognised the existence 

of three basic forms of survey research: 1). descriptive, 2). confirmatory (theory 

testing) and 3). exploratory survey (Malhotra and Grover 1998; Pinsonneault and 

Kraemer 1993). However, Zikmund et al. (2010) argued that while most surveys are 

descriptive, they are also often used to explore or explain concepts. Moreover, survey 

strategy would allow the researcher to generate quantitative data enabling them to 

perform both descriptive and inferential statistics (Saunders et al. 2016). In general, 

surveys are regarded as a less costly and more accurate option than other approaches 
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(Forza, 2002). It can be argued that the most important aspect of the conducting survey 

research is understanding the target population. The target population of this research 

is recognised as UK manufacturing companies. The rationale for choosing companies 

located in the UK and manufacturing as a context is given in section 1.4.  

Exploratory elements of the survey: According to Forza (2002), this type of survey 

research is conducted in the early stages of a study. The main purpose is to gain 

preliminary insights about a topic which would lead to developing an in-depth survey 

for future investigation. This approach can help determine the key concepts that need 

to be measured relevant to the phenomenon of interest. As mentioned previously, some 

element of exploratory research is involved in this study. Accordingly, in this research, 

the questionnaire survey is designed to measure the dimensions of BDA capabilities 

holistically to understand the maturity level of the UK manufacturing organisations. 

Here, the phenomenon of interest is the relevance of the ‘digital divide’ to BDA 

capabilities. The main motive is to gain preliminary insights into the phenomenon by 

comprehending whether there is a digital divide or not, which will help the researcher 

to conduct an in-depth investigation of the topic of interest.  

Explanatory or confirmatory elements of the survey: This type of survey is 

conducted to collect data with an aim to test concepts, models and propositions 

developed using theory about a phenomenon (Forza 2002). Explanatory survey 

research forms the main basis of this study as one of the aims is to understand the 

causal relationship between latent variables such a BDA maturity, ACAP, DIQ, SCA 

capability, and operational and innovation performance.  

Descriptive elements of the survey: Surveys can also be descriptive in nature, the 

response of people to specific questions such as age, gender etc. can be used to 

describe the characteristics of the sample. The survey instrument used in this research 

contains various descriptive elements to characterise the respondents.  

Although there are several benefits of survey research, this research has 

acknowledged the limitations as well. Most of the issues related to survey are due to 

biased samples (Collis and Hussey 2013), lack of goodwill and patience of 

respondents (Saunders et al. 2016), and sampling errors (Dillman et al. 2014). 

Moreover, survey research limits the ability to capture the contextual information of 

the respondents to the fullest, due to exceeding the length of the questionnaire 
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(Saunders et al. 2016). This study has attempted to overcome these challenges by 

adopting a systematic approach by following the systematic steps of survey research 

discussed in Bryman (2012), given in Figure 4.8.  

Moreover, in terms of administration of the questionnaire, Bryman (2012) 

highlighted the two modes of survey administration: 1. structured interview and 2. 

self-completion questionnaire. The advantages and disadvantages of various types of 

survey administration are consolidated based on Rea and Parker (2014) and given in  

Table 4.3. Based on the merits and demerits of various survey administration 

techniques, a web-based self-completion questionnaire survey is found to be more 

suitable and hence adopted in this study. Moreover, several researchers have compared 

the effectiveness of survey administration techniques such as mail-out and web-based 

surveys. Cobanoglu et al. (2001) compared the fax survey, mail-out and web-survey 

using criteria such as response rate, cost and response time. It is found that the web-

based and fax survey are more effective in terms of response time, on average 5.97 

days and 4 days respectively. But, the response time of the mail-out survey is 

comparatively high with 16.46 days. In terms of response rate, web-based (44.2%) 

achieved desirable results compared to mail-out (26.27%) and fax-based survey 

(17%). Moreover, concerning the quality of web-based survey, it is found to be 

influenced by gender, age, socio-economic status, and geographic regions (Gosling et 

al. 2004). Gnambs and Kaspar (2015) have found that compared to the paper-based 

survey, computerised surveys produce less misreporting of responses. Also, a web-

based questionnaire survey is found to produce less unanswered questions and more 

consistent responses compared to mail-out questionnaires (Rada and Domínguez-

Álvarez 2014). Similarly, Ramsey et al. (2016) found that, if clear instructions are 

provided about the questions and the nature of the study, web-based surveys have the 

advantage of increasing attention respondents give to the questionnaire. Hence, based 

on the merits and demerits of various survey administration techniques, a web-based 

self-completion questionnaire survey is found to be more suitable and hence adopted 

in this study. 
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Figure 4.8 Steps involved in survey research 

Source: adapted from (Bryman 2012) 

 

Table 4.3 Benefits and drawbacks of different survey administration types 

Survey 

type 

Description Benefits  Drawbacks  

Mail-Out 

Surveys 

 

It involves the 

distribution of 

printed 

questionnaires 

through the mail 

using postal 

services.  

1)Less expensive compared to other 

options such as telephone survey and 

in-person interviews.  

2)It allows respondents to complete 

it at their convenient time.  

3)Respondents have less time 

constrained and they could consult 

with others or refer the record to 

provide more accurate answers.  

1)It is time-

consuming as it 

generally takes 

more time to 

receive the 

questionnaire back.  

2)Low response 

rate than telephone 

surveys.  

3)This type of 

distribution of 
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4)It reduces interviewer-induced bias 

as the structured questionnaire is 

used.  

5)The length and complexity of the 

questionnaire is not an issue in case 

of mail-out surveys.  

survey is less 

attractive to 

respondents poorly 

educated and with 

reading 

deficiencies.  

 

Web-

Based 

Surveys 

 

It is considered 

as an alternative 

to the mail-

based survey. 

Respondents are 

contacted via 

email and 

requested to 

participate in the 

survey.  

 

1) Respondents can receive the 

questionnaire and complete it in 

privacy.  

2) It allows rapid and timely 

collection of information from 

respondents from the diverse 

geographical location.  

3) It is more cost-effective than a 

mail-out survey. 

4) Similar to the mail-out survey, 

respondents have less time 

constrained and they could consult 

with others or refer the record to 

provide more accurate answers.  

5) Ease of follow-up using email 

reminders.  

6) Security and confidentiality of the 

information shared by the 

respondents can be maintained 

effectively as information is stored on 

a secure server.  

7) It allows the researcher to target 

specialised population, whose email 

addresses are known.  

8) Web-survey allows the researcher 

to design questionnaire with ‘must 

answer’ option for important 

questions. This avoids the occurrence 

of missing data.  

9) Like a mail-out survey, it allows 

the addition of visual aids to enhance 

respondent understanding.   

 

1) The major 

drawback is -

surveys can only be 

distributed to the 

population having 

email access.   

2) It assumes that 

the respondents 

have minimum 

computer literacy.  

3) It can increase 

self-selection bias, 

and respondents 

who are not 

comfortable with 

web-based systems 

will opt out 

themselves.  

4) Due to lack of 

involvement by the 

interviewer, it is 

not possible to 

explain to the 

respondents if there 

are any unclear 

questions.  

 

Web 

Panels 

 

Panel or web 

company 

recruits and 

incentives 

participants to 

participate in 

various online 

surveys. 

The benefits are the same as a web-

based survey, expect that these types 

of survey are more useful for 

receiving descriptive feedback on 

new product and services. 

Self-selection bias 

and limited to 

people with 

internet access.  
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Telephone 

Survey 

 

Information is 

gathered from 

the respondents 

by trained 

interviewers 

using the 

telephone.   

Rapid data collection, less expensive 

and more anonymity than in-person 

interviews.  

 

Unlike web-based and mail-out 

surveys, the interviewer can make 

sure the respondent clearly 

understands the questions.  

Interviewer lack 

control over the 

process as 

respondents may 

opt out of the 

interview by 

simply hanging up 

the telephone.   

 

Less credibility, 

lack of visual aids 

and not suitable for 

complex questions 

are the other 

drawbacks of the 

telephone survey.  

In-Person 

Interviews 

 

Information 

gathered from 

the respondents 

by the interview 

in-person or 

face to face 

 

 

It enables the interviewer to explain 

unclear questions to the respondents, 

which will increase the reliability of 

the information.  

 

This technique is more suitable for 

collecting data from respondents 

such as criminal offenders on 

sensitive topics.  

 

This technique is highly suitable to 

reach respondents who do not have 

internet or telephone accessibility.  

 

 

The unintentional 

reaction of the 

interviewer could 

affect the future 

responses by the 

interviewee and 

can negatively 

influence the 

validity of the 

questionnaire. 

 

Reluctance to co-

operate, high stress 

and less anonymity 

are some other 

drawbacks to this 

method.  

 

 

Intercept 

Surveys 

 

 

This is a variant 

of the in-person 

interview 

survey. 

Information is 

gathered from 

the respondents 

as they pass by 

in a public place 

such as 

shopping mall 

and train station.  

Cost effective compared to mail-out, 

telephone, and in-person survey.  

 

This is often used as a pre-survey to 

inform the preparation for the larger 

survey using telephone, web-based, 

etc.  

 

Similar to the in-person survey, 

interviewer involvement can make 

sure respondents understand the 

questions and also helps to observe 

the personal characteristics of the 

respondents.  

Lack of anonymity 

and interviewer 

bias are some 

important 

drawbacks to this 

technique.  

Source: (Rea and Parker, 2014) 
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4.8 Operationalisation of the constructs 

This section will describe how the constructs presented in the conceptual 

model are defined and measured. The essential element of the survey process is using 

questions as measures (Fowler Jr 2014). Operationalisation is the process of 

converting the concepts into questions (Saris and Gallhofer 2014). Accordingly, a 

researcher should first select a subject and determine the dimensions on which the 

subject can be evaluated with questions.  

From the conceptual model, it is evident that the survey instrument should 

contain measures related to several constructs (Figure 3.6). In the model, BDA 

maturity is the independent variable. The three mediating variables are ACAP, DIQ, 

and SCA capability. There are five endogenous variables, innovation performance and 

four other latent constructs related to the operational performance dimension (product 

quality, cost, flexibility and time) which are related to the operational performance 

dimension.  Moreover, the dimension of the BDA Maturity construct is conceptualised 

as a second-order reflective construct composed of 7 first-order constructs such as data 

generation capability, data integration and management capability, advanced analytics 

capability, digital analytics capability, data visualisation capability, data-driven 

culture and big data skills. Except for BDA Maturity, the measures for ACAP, DIQ, 

SCA capability and operational and innovation performance are completely derived 

from the existing literature, mostly from a single study, as the validity and reliability 

of these constructs have been verified. However, in the case of the dimensions of BDA 

capabilities constructs, the questions are adapted from multiple sources. The rationale 

behind the choice of the questions used to measure each latent construct in the model 

is discussed in the following sections. The structured questionnaire used in this study 

is developed using the following stages: a) Identification of validated questions from 

existing literature, b) development of a draft questionnaire, c) initial review of the draft 

questionnaire by academics, d) pilot test with academic and industry expert, e) refining 

and finalising the questionnaire.  

4.8.1 Operationalising the dimensions of BDA capabilities maturity dimensions.  

It is emphasised that variables intended to be measured must be well-defined 

based on literature review. This strategy is well established and has been applied by 

researchers in the supply chain discipline (Gligor and Holcomb, 2012). The scales for 

the BDA Maturity dimensions are proposed in this research based on the suggestions 
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of  Churchil (1979), Hinkin et al. (1997), DeVellis (1991) and Mackenzie et al. (2011).  

Table 4.4 presents an overview of the 7 key capabilities of BDA Maturity and the 

sources used to develop the measures.  

Table 4.4 Scales for BDA capabilities construct 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4.8.1.1 Items for the data generation capability construct 

The data generation capability construct aims to measure the organisation's 

ability to generate data, and so it determines whether an organisation is data rich or 

data poor. Data Generation (DG) capability is defined as  “the ability of organisations 

to seek, identify, create, and access data from heterogeneous data sources across 

organisational boundaries” (Arunachalam et al. 2016). The measures for this construct 

are developed and adopted from multiple sources such as (Gupta and George 2016), 

(Hu et al. 2014), (Radcliffe, 2014), (Janssen et al. 2014) and (Zhang et al. 2013). Big 

data is characterised by its volume, variety, and velocity. The measures used in this 

research reflect the capability of the organisations in terms of generating a large 

volume of structured, unstructured and real-time data. Therefore, the respondents are 

asked to express their level of agreement or disagreement on the following statements 

regarding DG capability of their organisation: (a) We are able to 

Dimensions References No of 

items  

Data generation 

capability 

(Gupta and George 2016) (Hu et al. 2014), 

(Radcliffe, 2014), (Janssen et al. 2014), 

(Zhang et al. 2013) 

3 

Data integration 

and management 

capability 

(Gupta and George 2016), (Popovič et al. 

2012), (Spruit and Sacu, 2015), (Lavalle et 

al. 2010), (Radcliffe, 2014), (Halper and 

Krishnan, 2014), (Sulaiman et al. 2015) 

(Cosic et al. 2015) (Warth et al. 2011) 

6 

Advanced 

analytics 

capability 

Multiple sources and developed from the 

literature review.   

5 

Digital Analytics (Cao et al. 2015) 4 

Data visualisation 

capability 

(Popovič et al. 2012), (Radcliffe, 2014), 

(Sulaiman et al. 2015) (Wang et al. 2016b) 

4 

Data-driven 

culture 

(Gupta and George 2016) 5 

Big data Skills (Gupta and George 2016) 4 
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generate/access/collect a large volume of data from our operations, (b) We are able to 

generate/access/collect unstructured data (such as textual data, audio and visual data, 

images, sensor data, RFID data and social media data), (c) We are able to 

generate/access/collect data in real-time, (d) We are able to generate/access/collect 

data from a wide range of data sources, and, (e) We have access to very large, 

unstructured, or real-time data for analysis. 

4.8.1.2 Items for the data integration and management capability construct 

The data generated by an organisation from various sources need to be 

integrated to achieve consistency, and this construct aims to measure the ability of the 

organisations to perform activities related to this. Data Integration and Management 

(DIM) capability is defined as “the ability of organisations to utilise tools and 

techniques to collect, integrate, transform and store data from heterogeneous data 

sources”. The role of data integration capability is investigated in a few studies such 

as (Gupta and George 2016). When data is stored in silos it prevents the data users 

from getting access to vital information, and hence data integration is an important 

practice to achieve a status of ‘single source of truth’. Moreover, advanced database 

technologies such as NoSQL and Hadoop are widely used to tackle data integration 

and storage problems. So, to reflect these aspects, the items used to measure this 

construct are adapted from Gupta and George (2016) and several other sources given 

in Table 4.4. Accordingly, respondents are asked to express their level of agreement 

or disagreement on the following statements regarding the DIM capability of their 

organisation: (a)We integrate data from multiple internal sources into a data 

warehouse or data mart for easy access, (b) We integrate external data with internal 

data to facilitate high-value analysis of our business environment, (c) We have the 

ability to Extract, Transform and Load (ETL) data from across systems and 

organisational boundaries, (d) In our organisation, data is not integrated or poorly 

integrated (Reverse coded), (e) Our data storage system is able to manage different 

data types beyond structured data, (f) Our data storage system is able to manage large 

volume of data, (h) We have adopted parallel computing approaches (e.g., Hadoop) 

for big data processing, (i) We have adopted new forms of databases such as Not Only 

SQL (NoSQL) for storing and retrieving of data.  
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4.8.1.3 Items for the advanced analytics construct 

The advanced Analytics capability is defined as the ability of organisations to 

utilise tools and techniques to analyse data in batch wise, real-time, near-time, or as it 

flows and extracts meaningful insights for decision making. As discussed in the 

literature review chapter, there are different types of analytic such as descriptive, 

diagnostic, predictive and prescriptive, that can be used in the management of various 

business functions such as marketing, operations, sales, and customer relations, supply 

chain management etc. This construct aims to measure the organisation’s general 

ability to use these analytics techniques. The items used to measure this construct are: 

(a) we use analytics to get data-driven insights into our historical business 

performance, (b) we use analytics to predict future events of our business environment, 

(c) we use analytics to prescribe possible courses of action for our business, (d) the 

performance of analytic models is regularly reviewed once deployed, (e) we are able 

to use analytical tools to convert data into actionable insights. 

4.8.1.4 Items for the digital analytics construct 

Digital analytics is defined as the ability of an organisation to analyse data 

generated from the digital environments such as websites and social media. The items 

used in this construct measure the ability of organisations to analyse clickstream data 

and information sourced from the web. The scales to measure this construct are fully 

adapted from (Cao et al. 2015), and the respondents are asked to indicate how often 

the following techniques are used in their organisation on the scale 1 (never) to 5 

(always): (a) web analytics, (b) social media analytics, and (c) text, audio, video 

analytics. 

4.8.1.5 Items for the data visualisation construct 

The data Visualisation capability construct is defined as  “the ability of 

organisations to utilise tools and techniques to render information visual and deliver 

the data-driven insights intuitively in a timely manner to the decision makers” 

(Arunachalam et al. 2016). The measures for this construct are adapted from several 

sources including (Popovič et al. 2012), (Radcliffe, 2014), (Sulaiman et al. 2015) and 

(Wang et al. 2016b). Accordingly, respondents are asked to indicate their level of 

agreement or disagreement with the following statements: (a) we have adopted data 

visualization tools, (b) data-driven insights are delivered using dashboards or other 

interactive visualisation tools, (c) data-driven insights are delivered in such a way that 

they are easily understandable by the target group, (d) data-driven insights are 
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delivered in real-time, (e) data-driven insights are shared seamlessly across our 

organisation, regardless of the location. These items are intended to measure the 

existence of data visualisation capabilities such as interactive dashboards, mechanisms 

for the delivery of data-driven insights, and tools to deliver data-driven insights in real-

time. 

4.8.1.6 Items for the data-driven culture construct 

Data-driven culture is an important component of BDA practice. It symbolises 

the intangible resource of an organisation representing the beliefs and opinion of 

employees and top management regarding data-driven decision making. Traditionally, 

decision-makers rely on heuristics based decision-making practices (Busenitz and 

Barney 1997), which are subject to biases whereas, data-driven decision-making 

allows decision makers to make objective decisions. However, it can be argued that 

the willingness to change and accept data-driven culture is imperative for the BDA 

practice. Hence, this study has adapted scales from Sangari and Razmi (2015) and Cao 

et al. (2015) to measure the presence of a data-driven culture within the organisation. 

Accordingly, respondents are asked to express their views on the following statements 

on the scale of 1-strongly disagree to 5-strongly agree: (a) we consider data as a 

tangible asset, (b) we are willing to override our own intuition when data contradicts 

our viewpoints, (c) we base our decisions on data rather than our instinct, (d) we 

continuously assess and improve our practices in response to insights extracted from 

data, (e) we continuously coach our employees to make decisions based on data. 

4.8.1.7 Items for big data skills construct 

Big Data Skills refers to the know-how of utilising big data technologies to 

extract data-driven insights (Gupta and George 2016). Davenport and Patil (2012) 

argued that while more emphasis is given to understanding how to use big data 

technologies such as ‘Hadoop’ and ‘MapReduce’ to extract insights, similar 

importance has to be given to developing people with Big data skill sets. Analytical 

skills include various topics such as statistics and database skills, data integration skills 

such as performing ETL operations and query processing (Chen et al. 2012; 

Schoenherr and Speier-Pero 2015). In this research, Big Data skills are measured on 

various aspects such as training and recruitment of skilled personnel and the 

organisation’s ability to possess skilled resources for performing big data analytics 

tasks. Accordingly, all the items for measuring this construct are adapted from (Gupta 
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and George 2016), and the respondents are asked to indicate their view on the 

following statements on the scale of 1-strongly disagree to 5-strongly agree: (a) we 

provide big data analytics training to our own employees, (b) we hire new employees 

that already have big data analytics skills, (c) our big data analytics staff have the right 

skills to accomplish their jobs successfully, (d) our big data analytics staff have 

suitable education to fulfil their jobs, (e) our big data analytics staff holds suitable 

work experience to accomplish their jobs successfully, (f) Our big data analytics staff 

are well trained. 

4.8.2 Operationalising the dimensions of ACAP 

 Absorptive Capacity (ACAP), is a multi-level multi-dimensional construct 

(Roberts et al. 2012), used in literature predominantly to explain the mechanism of 

organisational learning. So, ACAP can be used to measure the learning capability of 

any entities: an organisation or a team or even a country. In this research, the focus is 

on manufacturing firms’ learning abilities and ACAP is measured at the organisational 

level. Moreover, the concept is multidimensional in nature and it is measured in 

various ways depending on the context, as discussed in the literature review (section 

2.6). However, the focus of this research is related to technology, and similar to 

previous studies such as (Jean et al. 2008), (Hefu Liu et al. 2013b), (Kauppi et al. 

2013) and (Wei et al. 2015) ACAP is conceptualised as a consequent of technology 

practice. Moreover, the scales for the ACAP construct is adapted entirely from (Liu et 

al. 2013), who conceptualised it as having four dimensions (acquisition, assimilation, 

transformation, exploitation) that are independent of each other. However, some 

scholars such as Zahra and George (2002) suggested that the four dimensions of ACAP 

can be grouped into two factors such as potential ACAP (PACAP) and Realised ACAP 

(RACAP). This research intends to measure all the four dimensions of the ACAP 

construct. Consequently, the organisation's ability to acquire, assimilate, transform 

and exploit knowledge obtained from BDA practice is measured using the scales 

adapted from (Liu et al, 2013b). First, acquisition denotes the ability of the 

organisation to acquire knowledge and measured using the following items: (a) we are 

successful in learning new things, (b) we are effective in developing new knowledge 

or insights that have the potential to influence product/service development, (c) we are 

able to identify and acquire internal (e.g., within the firm) and external (e.g. market) 

knowledge. Second, assimilation denotes the ability to absorb and comprehend the 



163 
 

acquired knowledge and measured using the following items: (a) we have effective 

routines to identify, value, and import new information and knowledge from partners, 

(b) we have adequate routines to analyse the information and knowledge obtained, (c) 

we have adequate routines to assimilate new information and knowledge. Third, 

transformation denotes the ability to integrate the prior knowledge and new 

knowledge acquired and it is measured using the following items: (a) we can 

successfully integrate our existing knowledge with the new information and 

knowledge acquired, (b) we are effective in transforming existing information into 

new knowledge, (c) we can successfully grasp the opportunities for our firm from new 

external knowledge. Finally, exploitation denotes the ability to utilise and 

commercialise the knowledge generated to achieve firm objectives such as new 

product developments, and it is measured using the following items: (a) we can 

successfully exploit the new integrated information and knowledge into concrete 

applications, (b) we are effective in utilising knowledge into developing new products, 

(c) we constantly consider better ways to exploit knowledge. 

Table 4.5 Scales for ACAP construct 

Dimensions No of items Scale used References 

Potential 

ACAP 

(PACAP) 

Acquisition 3 Likert scale (Liu et al. 

2013b) 
Assimilation 3 

Realised 

ACAP 

(RACAP) 

Transformation 3 Likert scale (Liu et al. 

2013b) 
Exploitation 3 

4.8.3 Operationalising the dimensions of DIQ 

Several researchers have claimed that data and information quality can be 

assessed using dimensions such as completeness, timeliness, reliability, consistency 

and accuracy  (Pipino et al., 2002; Sidi et al., 2012; Wand and Wang, 1996). These 

dimensions reflect the ability to maintain data and information quality. The subject of 

this construct is the availability of quality data for decision-making to managers in the 

organisation. It is argued that quality data can help workers to identify any changes in 

processes and allows them to take corrective actions before defective products are 

produced (Kaynak 2003; Kim et al. 2012). In this research, the DIQ construct is 

measured using scales adapted from (Warth et al. 2011). The respondents are asked to 

indicate their ability to maintain the quality of data products/information from poor 

(1) to excellent (5) on the following aspects: (a) completeness, (b) timeliness, (c) 

reliability, (d) consistency, (e) accuracy. 
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4.8.4 Operationalising the dimensions of SCA capability construct 

The construct Supply Chain Analytics (SCA) capability aims to measure the 

ability of organisations to use big data analytics on various activities of supply chain 

management such as sourcing, purchasing and forecasting. While, the BDA maturity 

construct measures the ability of an organisation to use it at an intra-organisational 

level, the SCA capability construct measures to what extent the organisation uses it to 

manage the supply chain functions. All the items of this construct are directly adopted 

from an existing study (Chen et al., 2015). Accordingly, respondents are asked to 

indicate to what extent BDA is used in the following supply chain functions: (a) 

sourcing analysis, (b) purchasing spend analysis, (c) CRM/customer analysis, (d) 

network design/optimisation, (e) warehouse operations improvements, (f) process 

monitoring, (g) production process optimisation, (h) logistics process improvements, 

i) forecasting/demand management, and (j) inventory optimisation. 

4.8.5 Operationalising the dimensions of operational performance 

Operational performance is related to the performance of the operations 

function, rather than the performance of the whole business (Liu et al. 2012). The term 

‘operations management’ refers to “all of the activities, decisions and responsibilities 

of managing the production and delivery of products and services” (Boddy 2014, 

p.566). This research intends to use 5 different variables to measure operational 

performance. According to literature the most commonly used variables to measure 

operational performance are product quality, cost, flexibility, time and delivery 

(Gunasekaran et al. 2001; Neely et al. 1995; Shepherd and Gunter, 2006; Beamon, 

1999). In the context of analytics capabilities, Chae, Yang, Olson, et al. (2014) 

measured its impact on operational performance based on the flexibility and delivery 

dimensions. Jamehshooran et al. (2015a) and Jamehshooran et al. (2015b) have tested 

the influence of analytics capabilities on delivery, cost, quality, reliability and 

flexibility dimensions of operational performance. However, there is no literature that 

has investigated the impact of BDA capabilities from a maturity perspective on 

operational performance in the context of the UK manufacturing sector. In this 

research, the operational performance dimensions are measured using scales adapted 

from two studies (Liu et al. 2012) and (Wu and Chuang, 2010).  
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Table 4.6 Scales for operational and innovation performance constructs (dependent variables) 

Dimensions No of 

items 

References 

Innovation performance 3 (Wang et al. 2011) (Chen et 

al. 2015b) 

Operational 

performance 

Product Quality 3 (Wu and Chuang, 2010) 

(Liu et al. 2012) (Peng et 

al. 2008) 

Cost 3 (Liu et al. 2012) (Peng et 

al. 2008) 

Flexibility 3 (Liu et al. 2012)(Peng et al. 

2008) 

Time 4 (Liu et al. 2012)(Peng et al. 

2008) 

 

Product Quality 

The quality of product and services is determined by the requirement of the 

customers (Boddy 2014). Therefore, any product or service that conforms to the 

requirement of the customers can be considered as a quality product. Moreover, the 

functionality and durability of the product can also be considered as important 

dimensions of quality. Hence, the following scales are adapted from Liu et al. (2012) 

and Wu and Chuang (2010) as they reflect the subject of the construct. The 

respondents are asked about their organisation’s performance on the following 

parameters on the scale of 1-poor to 5-excellent: (a) product quality and performance, 

(b) conformance to product specifications (meet established standards/customers' 

requirements), (c) products reliability (probability of a product malfunctioning/failing 

within a specified time).  

Cost 

As discussed in the literature review, managing cost is one of the elements that 

determine the competitiveness of the manufacturing firms. Cost management is the 

central focus of organisations (Blocher et al. 2010), and they can adopt various 

strategies to manage cost such as cost leadership strategy or cost differentiation 

strategy ( Porter 1985). Due to global competition, firms strive to produce high-quality 

products at low cost, and its dimensions can include transportation costs, rental costs, 

etc. In this research, the following dimensions of cost adopted from Liu et al. (2012) 

are used: (a) unit cost of manufacturing, (b) inventory costs, (c) overhead costs, (d) 
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price competitiveness. These dimensions are intended to measure how effective and 

competitive the firms are in terms of managing cost.  

Flexibility 

Scholars have recognised manufacturing flexibility as a critical component of 

competitive advantage (Vokurka and O’Leary-Kelly 2000a), and it is often associated 

with the changing environment. Flexibility is perceived as a multidimensional 

construct (Oke 2013b; Sethi and Sethi 1990; Vokurka and O’Leary-Kelly 2000b). Wei 

et al. (2017) argued that flexibility denotes a firm’s ability to reorganise internal 

resources to reduce constraints, mainly related to labour flexibility (P C Patel et al. 

2012), changing the design and delivery necessities (Vokurka and O’Leary-Kelly 

2000b). In this research, flexibility is measured with a focus on the product, rather 

than other dimensions such as labour, delivery, etc. Consequently, the following scales 

are adapted from Liu et al. (2012) and Peng et al. (2008): (a) flexibility to change 

product mix, (b) flexibility to change volume, (c) ability to produce customized 

product features. These scales are intended to measure the ability of the firm to 

customise product features and volume coping with the changing market demands.  

Time 

Time-based operational performance is argued to be externally focused 

(Koufterosa et al. 1998). It measures the effectiveness of operational systems in 

reducing response time and fulfilling customer demands. It measures various aspects 

of operational systems such as responsiveness to demand, adjustment of 

manufacturing lead-time and quick delivery. To compete on time, organisations have 

to be agile and redesign processes, and the speed at which the organisations react to 

the changing demands determine their competitiveness. So, based on Liu et al. (2012) 

and Peng et al. (2008), the time-based performance dimension is measured using the 

following items on the scale of 1-poor to 5-excellent: (a)  order fulfilment lead-time, 

(b) manufacturing lead-time, (c) supply chain throughput time, and (d) on-time 

delivery performance.   

4.8.6 Operationalising the dimensions of innovation performance 

The field of innovation research is extensive (Damanpour 1991). Previous 

studies have measured innovation performance based on the ratio of annual sales 

originating from new products and service (Kostopoulos et al. 2011). Although this 
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approach can provide a more objective assessment of innovation, it only captures the 

product/service innovation and there is a lack of accessibility to this information. 

Moreover, in operations management research, innovation is often conceptualised as 

management/administrative innovation, technology innovation or product/service 

innovation (Kim et al. 2012; Mazzola et al. 2015; Wang et al. 2011). The impact of 

BDA on innovation performance is not empirically investigated in the previous 

literature. Accordingly, respondents are asked to indicate their level of agreement with 

the following items: (a) we achieve substantial innovations in our product and/or 

service offerings, (b) we achieve substantial innovations in our management practices, 

and (c) we achieve substantial innovations through adopting manufacturing 

technology. Using the scales above, an organisation’s complete innovation level is 

measured by capturing all three aspects of innovation.  

4.8.7 Control variables 

Control variables are the “observable and measurable variables that need to be 

kept constant to avoid them influencing the effect of the independent variable on the 

dependent variable” (Saunders et al. 2016, p.179). In this study, two control variables 

are used in the conceptual framework: namely the number of employees and the annual 

turnover. Both these variables can be used to determine the firm size and can influence 

the BDA capabilities and operational and innovation performance. These are some of 

the most commonly used firm size variables in operations management literature (Cai 

et al. 2016; Sánchez and Pérez, 2005). It can be argued that firm size may have a 

significant effect on BDA practice because large firms benefit from the availability of 

resources whereas small firms can quickly adopt new technology. Thus, to assess the 

influence of these control variables, respondents are asked to specify their number of 

employees and the annual turnover of their organisation.  

4.9 Questionnaire instrumentation and design 

Once the scales to measure all the constructs in the model are identified from 

the literature, the questionnaire design process is carried out. A good survey 

instrument should contain valid and reliable measures that have a proper layout and 

are worded without confusion to attain an increased response rate (Millar and Dillman 

2011; Dillman et al. 2014; Forza 2002). Neuman (2014) has provided a list of features 

to avoid ensuring clarity and prevent response bias. Accordingly, in this research, the 

survey instrument is prepared avoiding abbreviations, double-barrelled questions, 
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questions with more than 20 words and jargon. Moreover, as suggested by Forza 

(2002), to eliminate the tendency for participants reflexively choosing options on the 

questionnaire, reverse worded questions are included in the questionnaire. However, 

reverse coding of these reverse worded questions is carefully performed before the 

commencement of statistical analysis (Bryman and Bell 2011).  

Apart from the wording, the survey layout is crucial for an online survey as 

there is no interaction between the researcher and the respondents (Sue and Ritter 

2007). So as to ensure the survey layout is appropriate, respondents are provided with 

instructions for completing the survey. The online survey is designed using 

‘Qualtrics’, an online platform to design and distribute questionnaire surveys. 

Qualtrics allows the researcher to control the number of choices the respondents 

should choose. Further, for statistical purposes, most of the questions are measured on 

a 5-point Likert scale. To ensure flexibility, the questionnaire is designed such that 

participants can move back to previous pages to alter their responses. To avoid fatigue 

from excessive scrolling through (Sue and Ritter 2007), a multipage design of the 

questionnaire is used in this research. This approach may avoid premature termination 

and subsequently reduce the percentage of incomplete surveys. Furthermore, it is 

made sure that the questionnaire is consistent in terms of font size, text, background 

style and colour (Forza 2002). 

The survey contains several sections: (a) introduction and definition of Big 

Data Analytics; (b) background information (Industry type and screening questions); 

(c) Big Data Analytics capabilities; (d) Organisational learning capability (Absorptive 

capacity construct); (e) Firm performance; (f) demographic information; (g) thank you 

and final notes. A copy of the questionnaire is provided in the Appendix A. In the first 

section, a cover letter is attached, and a jargon-free statement of Big data analytics is 

provided as industry professionals refer to this concept using different names such as 

‘Business analytics’ and ‘Business Intelligence’. Predominantly, the question types 

used in the survey are closed-ended in nature that allowed the researcher to collect 

responses on a fixed set of categories. Advantages of using this closed-ended approach 

include ease of coding, ease of comparing responses of different informants and 

prompt response (Neuman 2014; Forza 2002). However, the possible drawback of 

closed-ended questions is the limited choice of answers respondents can choose from. 

Furthermore, the majority of questions included in the survey are on the 5-point Likert 
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scale, and the demographic questions are appropriately designed to include all the 

possible choice that the respondents can choose from.   

4.10 Questionnaire validity and reliability  

Reliability and validity are two important issues of concern in research that 

utilises the survey instrument to measure constructs (Meredith et al. 1989). 

“Reliability is the extent to which a test or procedure produces similar results under 

constant conditions on all occasions” (Bell and Waters 2014, p.121). Reliability 

indicates consistency, accuracy, stability (Kerlinger 1986), and also denotes inter-

correlation between the items that measure the same construct (Saunders et al. 2016). 

De Vaus (2002) argued that questions used to measure a construct can be unreliable 

due to poor wording, or questions not being specific to respondents’ contextual factors 

such as educational background and ethnicity. There are several ways to assess 

reliability: 1) test-retest methods, 2) alternative forms method, 3) Cronbach’s alpha 

coefficient or 4) Werts, Linn, and Joreskog (WLJ) composite reliability method 

(O’Leary-Kelly and J. Vokurka 1998). The first two methods (test-retest and 

alternative forms) are similar in approach, they involve measuring a construct at 

different time periods ‘t’ and ‘t+1’, but are often criticised due to their theoretical and 

practical drawbacks (O’Leary-Kelly and J. Vokurka 1998). However, Cronbach’s 

alpha and WLJ composite reliability method are widely used to ensure reliability. In 

this research, to ensure reliability, the questions that contain poor wording or phrases 

are removed and the multi-item measurement method recommended by De Vaus 

(2002) is used. Moreover, the reliability of the constructs is also tested using 

Cronbach’s alpha coefficient (Cronbach and Meehl 1955) during Exploratory Factory 

Analysis (EFA) and by the WLJ method. The WLJ method uses Confirmatory Factor 

Analysis (CFA) to drive composite reliability scores. Both Cronbach’s alpha and the 

composite reliability index can range from 0 to 1, with a value closer to 1 indicating 

high reliability. However, Nunnally (1978) has mentioned that the threshold criteria 

of Cronbach’s alpha coefficient can vary depending on the purpose of the study. 

Accordingly, an instrument used in management research should achieve reliability of 

at least 0.7, with a lowest acceptable level of 0.6 (Nunnally 1978). However, in the 

case of applied research, when the outcome of the research would affect an 

individual’s existence, a reliability of above 0.90 or even 0.95 is desirable (Nunnally 

1978). Thus, in this study, a reliability value above 0.70 is considered as acceptable.   
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On the other hand, validity denotes to the extent to which a concept or a 

phenomenon is accurately measured. Validity refers to “whether a measure 

accomplishes its claims” (Cooper and Schindler 2014, p.201) or “the scientific utility 

of a measuring instrument” (Nunnally and Bernstein 1994, p.83). The two major forms 

of validity are internal and external validity. Zikmund et al. (2010, p. 274) stated that 

“Internal validity exists to the extent that an experimental variable is truly responsible 

for any variance in the dependent variable”. Internal validity concerns about causality. 

However, external validity refers to the generalisability of the findings. Selecting a 

sample that truly represents the target population will improve external validity. In this 

research, the data sample represents the UK manufacturing companies and the findings 

can be generalisable to this context. Moreover, there are various other forms of validity 

discussed in the literature (Table 4.7).  

Table 4.7 Various forms of validity and measurement methods 

Types What Is Measured 

Degree 

Methods 

Content The degree to which the content 

of the items adequately 

represents the universe of all 

relevant items under study 

• Judgmental  

• Panel evaluation with 

content validity ratio 

Criterion-

Related 

The degree to which the 

predictor is adequate in 

capturing the relevant aspects of 

the criterion. 

• Correlation   

Concurrent Description of the present; 

criterion data are available at the 

same time as predictor scores. 

• Correlation   

Predictive Prediction of the future; 

criterion data are measured after 

the passage of time. 

• Correlation   

Construct Answers the question, “What 

accounts for the variance in the 

measure?”; attempts to identify 

the underlying construct(s) 

being measured and determine 

how well the test represents it 

(them) 

• Judgmental  

• Correlation of the proposed 

test with established one 

• Convergent-discriminant 

techniques  

• Factor analysis (EFA and 

CFA) 

• Multitrait-multimethod 

analysis 

Source: (Cooper and Schindler 2014) 
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Content validity  

Content validity refers to “the extent to which the indicators measure the 

different aspects of the concept” (De Vaus 2002, p.54). Content validity, also known 

as ‘face validity’ (Hair et al. 2010), is considered as good “if the instrument contains 

a representative sample of the universe of the subject matter of interest” (Cooper and 

Schindler 2014). There are two ways to validate the content of a questionnaire: 1) 

determine the validity of the content based on judgement, 2) use an expert panel to 

assess the validity of the content. Moreover, an extensive literature review can also be 

used to ensure content validity. Accordingly, in this research, the validity of the 

content is assessed by using an extensive literature review, self-judgement, and with 

experts from both academic and industry.  

 Predictive / concurrent / criterion validity  

These types of validity refer to the relationship between the scores of predictor 

and criterion variables. Regarding predictive validity, Nunnally(1978) stated that 

“When an instrument is intended to perform a prediction function, validity depends 

entirely on how well the instrument correlates with what it is intended to predict (a 

criterion)” (Nunnally 1978). As mentioned in Table 4.7, correlation and canonical 

correlation are the two important techniques used to assess these types of validity 

(Cooper and Schindler 2014; Flynn 1990). Consequently, in this research, squared 

multiple correlations (R-square), which is the square of the correlation coefficient 

between predictor and criterion, are obtained to assess the predictive validity.  

Construct Validity  

 Schwab (1980) noted that the definition of a construct is the crucial and first 

step in the validating process of a construct. The author argued that in the process of 

validation, the researcher should have clarity on the multidimensionality nature and 

number of dimensions of the construct. (O’Leary-Kelly and Vokurka 1998). Bagozzi 

and Yi (2012, p. 19) stated that “Construct validity is the extent to which indicators of 

a construct measure what they are purported to measure. Unlike reliability, which is 

limited to the degree of agreement among a set of measures of a single construct, 

construct validity addresses both the degree of agreement of indicators hypothesized 

to measure a construct and the distinction between those indicators and indicators of 

a different construct(s).” Accordingly, in this research, construct validity is measured 
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using goodness-of-fit indices. Moreover, the convergent and discriminant validity of 

the constructs used in this research are also assessed.  

4.11 Quantitative data collection  

4.11.1 Population and sampling strategy 

4.11.1.1 Unit of Analysis 

Understanding the level of analysis is important for increasing the focus on the 

research problem and recognising the types of data to be collected (Flynn 1990). The 

unit of analysis refers to “the level of aggregation of the data collected during the 

subsequent data analysis stage” (Sekaran 2003, p.132). Similarly, a unit of the analysis 

indicates “what or who is [being] studied” (Babbie, 1992, p. 92 as cited in 

Rungtusanatham et al. 2003). Here, the unit of analysis is UK manufacturing 

organisations, and the individual responses collected from participants indicate the 

capabilities of the organisations. The unit of analysis, data collection, and 

interpretation of findings have to be consistent as it is critical for theory development 

and the generalisation of the findings (Saunders et al. 2009).  

4.11.1.2 Selection of potential respondents 

Identification of potential respondents is substantial as it determines the quality 

of the responses. A respondent should be someone who has knowledge about the 

phenomenon of the study and is willing to share information. The focus of this research 

is on investigating a firm’s big data analytics and other capabilities such as absorptive 

capacity. Senior executives of the UK manufacturing companies are identified as 

potential respondents of this study as they are anticipated to possess both the 

knowledge of their firms’ capabilities as well as performance. Moreover, senior 

executives are mostly accountable to make un-programmed decisions such as 

investment in BDA technology (Boddy 2014). So, senior executives such as CEOs, 

Chief Operations officers, IT managers, SC managers are selected as key respondents.  

4.11.1.3 Sampling strategy 

 After identifying the unit of analysis, target population and the potential 

participants, the next stage concerns selecting the sampling strategy. Surveying the 

entire population to answer the research questions is impractical and constrained with 

time and budget, which emphasises the necessity of sampling the population (Saunders 

et al. 2016). There are several ways of sampling discussed in the academic literature, 

but broadly speaking, there are only two major types: probability or representative 

sampling, and non-probability sampling. Rungtusanatham et al. (2003) found that the 
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majority of scholars in operations management have utilised probability sampling. 

Simple random sampling, systematic sampling, stratified sampling and clustered 

sampling are the techniques that belong to probability sampling (Cowles and Nelson 

2015).  

According to Dillman et al. (2014), in simple random sampling, an equal 

chance of inclusion is given to all the members of the population. Members are 

randomly selected, and the selection is independent. In systematic random sampling, 

the first element is selected randomly, and every nth number is selected systematically. 

Whereas, in stratified sampling, the population is divided into strata (groups) before 

the random selection. Stratified random sampling provides control over 

representativeness of specific groups of interest. Cluster sampling involves grouping 

or clustering sample units and then randomly selecting samples from a chosen cluster. 

The main difference between stratified and cluster sampling is, in stratified sampling, 

strata (groups) are created and a random sample is drawn from each group. However, 

in the case of cluster sampling, the sample is grouped/clustered and then specific 

clusters are used to sample data, e.g. based on geographical areas and manufacturing 

firms. The advantages and disadvantages of all the probability sampling techniques 

are given in Table 4.8.   

Table 4.8 Advantages and disadvantages of probability sampling techniques 

Sampling 

design 

Advantages Disadvantages 

Simple random 

sampling 

 

Generalisability of the findings is 

high with this sampling. 

Limited knowledge of the 

population is sufficient to perform 

simple random sampling.  

Computing error and analysing 

data can be done with ease.  

 

Not as efficient as stratified 

sampling.  

Compared to stratified 

sampling, the possibility of 

more errors.  

Respondents may be 

widely dispersed, hence 

cost may be higher 

Systematic 

sampling 

Easy to do sampling when 

population frame is available. 

Moderate cost compared to other 

techniques.   

Systematic biases is a 

disadvantage 

 

Stratified 

random 

sampling  

Most efficient among all 

probability designs. 

All groups are adequately sampled 

and comparisons among groups 

are possible 

Stratification must be 

meaningful. More time-

consuming than simple 

random sampling or 

systematic sampling. 
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Population frame for each 

stratum is essential. 

if stratified lists are not 

already available, they can 

be costly to prepare. 

Cluster 

sampling 

In geographic clusters, costs of 

data collection are low 

The least reliable and 

efficient among all 

probability sampling 

designs since subsets of 

clusters are more 

homogeneous than 

heterogeneous.  

The researcher must be 

able to assign population 

members to unique cluster 

or else duplication or 

omission of individuals 

will result 

Sources: (Sekaran 2003), (Cowles and Nelson 2015) and (Zikmund et al. 2010) 

The Fame database is used to identify and gather email contacts of the potential 

respondents. By utilising Standard Industrial Classification (SIC) codes, only the firms 

that are classified under manufacturing category are considered in this study. These 

categories include companies that produce products ranging from machinery, 

electronic equipment, chemical products, food, automobile, etc. The choice is 

purposefully made with an assumption that these organisations operate in a dynamic 

competitive environment and would possess some form of BDA capabilities.   

Moreover, the focus of this study is manufacturing companies in the UK. 

Fowler Jr, (2014) mentioned five critical issues that must be considered before 

sampling: 1. a decision on whether to use probability sample or not, 2. the sample 

frame, 3. the sample size, 4. the sample design, 5. the response rate. The population 

for the quantitative survey can be selected through systematic random sampling. 

However, a sampling frame is a must to perform systematic probability random 

sampling. A sampling frame refers to “a complete list of all the cases in the target 

population from which your sample will be drawn” (Saunders et al. 2016, p.277). The 

researcher has used the ‘Fame database’, which is widely used in academic researches 

that focus on the context of the UK. Although the Fame database does claim to have 

email contacts of all the companies in the UK, it is unauthenticated. Hence, in this 

study, a simple random sampling approach is used to identify the target sample.  
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4.11.2. Questionnaire administration and data collection 

4.11.2.1 Pilot study  

After the methodical design of the survey process, the measurement instrument 

is pre-tested to highlight problems before the initiation of the main data collection 

(Malhotra and Grover 1998). Pretesting of the survey instrument is an integral part of 

the survey design which provides insights into the layout and wording issues that 

decreases the ease of completion (Flynn 1990). In this research, the pilot study is 

conducted using the procedure proposed by (Forza 2002). The procedure suggests 

testing the survey instrument using three groups of people such as academics, field 

experts and potential informants (Figure 4.9). The objective of the pilot test is to verify 

whether the questionnaire is in accordance with the study’s objective. It is suggested 

that random sampling is not mandatory for a pilot study (Flynn 1990), and hence 

convenience sampling is used to identify participants for the pilot study. As shown in 

Figure 4.9, a pilot study is conducted with both academic and industry experts.  

 

Figure 4.9 Pretesting of the survey instrument 

In the first stage, 5 supply chain academic experts within the Operations 

Management and Decision Science (OMDS) division, 3 statistics experts from 

Sheffield Methods Institute (SMI) and Sheffield Management school, and 5 PhD 

researchers are invited to pilot the test. As discussed in section 4.8, the survey 

instrument is developed in the ‘Qualtrics’ online platform. A link of the draft online 

questionnaire is sent to the academic experts and a face-face semi-structured interview 

is arranged to discuss and collect feedback on the questionnaire. The questions asked 

in the semi-structured interview are provided in Appendix C. The purpose of 

conducting a pilot test with academic experts is to examine the face validity of the 

measures especially in the case of the BDA constructs (Hair et al. 2010; Dillman et al. 

2014). Both wordings and layout of the survey are examined, and the content is 
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validated with the feedback from the academic experts in the field of supply chain 

technology and operations management.  

In the second stage, the questionnaire is revised as per the suggestions of the 

academic experts. For instance, based on the feedback, the length and format of the 

questionnaire is revised and a brief description of Big Data is added. Then, the online 

link to the revised questionnaire is sent to 25 senior executives of manufacturing 

companies located in the Yorkshire region. The email contacts of these 25 industry 

experts are acquired from the Sheffield University Management School. The semi-

structured interview questions are also included at the end of the questionnaire to allow 

the industry experts to provide feedback. The main objective in this stage of the pilot 

test is to verify that the wordings of the questionnaire is completely jargon-free and 

understandable by the industry practitioners and ensure that the potential informants 

are comfortable with the length of the questionnaire as well. Participants are asked to 

provide feedback on any aspect of the questionnaire that is unclear and hard to 

understand. Finally, 14 industry experts responded to the pilot survey. Based on their 

feedback, a few final changes are made, and it is noticed that it took an average of 15-

16 minutes to complete the questionnaire. 

4.11.2.2 Main survey 

This section is concerned with the procedures used for administering the main 

survey after the pilot test. The rationale for choosing a web-based survey 

administration is discussed in section 4.7.  In addition, Sue and Ritter (2007) 

highlighted that there are three options for survey distribution via email: (1) send the 

questionnaire as an attachment to an email, (2)  include the questionnaire in an email 

message, (3) embed an online survey link with the email invitation. The first option is 

constrained due to the fear of malware threats, and the second option is only suitable 

for a short survey. So, the third option is adopted in this study.  Using this method, the 

anonymity of the participant is ensured.  

Consequently, potential participants are contacted via an invitation email. 

Based on the perspective of social exchange theory, Sue and Ritter (2007) argued that 

the respondent’s decision to participate in the questionnaire survey is primarily based 

on the ability of a researcher in convincing and motivating them. The invitation email 

indicated the collaboration of the University of Sheffield and confirmed that the 

motive of the study is purely academic, not commercial. The invitation email is signed 
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by two senior lecturers of the Management School as that might positively influence 

the response rate. The invitation email explained the aim of this research and the 

benefits it would bring to the UK manufacturing sector. Also, to eliminate response 

bias and increase the response rate, the invitation email addresses the confidentiality 

of the responses. Moreover, Dillman et al. (2014) suggested some strategies for 

effective administration of a survey: (a) create a questionnaire that is interesting to 

read, (b) eliminate any necessity of mental or physical efforts to complete the 

questionnaire, (c) recompense the respondent either via tangible awards or positive 

regards, (d) remove any elements of monetary cost to participants. This research 

follows the guidelines of Dillman et al. (2014), and the respondents are informed of 

the prize draw to win £100 in appreciation of their participation. Achieving a high 

response rate via an online survey method can be challenging (Sue and Ritter 2007). 

So, follow up emails and telephone calls are made to enhance the response rate. 

Accordingly, the first email invitation is sent on the beginning of April 2017 and the 

final reminder is sent on the end of October 2017. A detailed information on the events 

occurred during the data collection stage is given in Chapter 5 (section 5.2.1).  

4.11.2.3 Ethical consideration 

The ethical practice of research is a high priority in this study, as it is an 

important consideration in social science research (Saunders et al. 2009; Rea and 

Parker 2014; Creswell 2014). This study collects critical information about the 

capabilities and performance of organisations. Such information must be dealt with 

confidentiality as it is a source of competitive advantage for the participating firms. In 

this research, the data collection is conducted complying with the code of ethics of 

research practice. The researcher gained ethical approval from the ethics committee of 

the University of Sheffield before the initiation of the pilot study and main data 

collection. The ethical approval letter from the University of Sheffield is attached in 

Appendix B. Moreover, in the invitation letter, the respondents are assured of 

anonymity and security of the information that they provide via participating in the 

survey.  

 4.12 Quantitative data analysis 

The quantitative data collected through questionnaire survey is analysed using 

two different techniques: 1) Structural Equation Modelling (SEM), and 2) Cluster 

analysis. The first-order constructs that are used to specify the second-order BDA 
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Maturity construct are subjected to internal consistency and reliability tests using 

Exploratory Factor Analysis (EFA) and Confirmatory Factor Analysis(CFA). SEM is 

widely used to explain the causal relationship between the second-ordered constructs 

in the conceptual model, and it is also used by researchers in the domain of BDA (Cao 

et al. 2015). On the other hand, clustering is a data mining technique used to identify 

homogeneous groups within the sample population. Consequently, the phenomenon 

of the digital divide between large organisations and SMEs is investigated using 

clustering techniques such as K-medoids, Hierarchical, latent class analysis and 

Model-based clustering algorithms. Cluster analysis is used to demonstrate the 

presence of the digital divide by grouping organisations into categories based on their 

BDA Maturity and profiling them with their firm attributes such as firm size and 

annual turnover. Cluster analysis techniques are widely used in academic literature to 

address similar issues (Lukman et al. 2011; Malhotra et al. 2005). The software 

package used to perform EFA is IBM SPSS, for the CFA and SEM analyses SPSS 

AMOS is used, and R (open source) is used for cluster analysis.  

4.12.1 Factor analysis  

In this study, some of the measures related to BDA capabilities and operational 

performance dimensions are adapted from multiple sources and their factor structure 

is unknown. So, factor analysis is used to address this issue. The main purpose of 

factor analysis is to identify “the underlying structure among the variables in the 

analysis” (Hair et al. 1998, p.92). Factor analysis is concerned with explaining the total 

‘common variance’ between the variables and the factors (Mulaik 2010). There are 

two types of factor analysis: Exploratory Factor Analysis (EFA) and Confirmatory 

Factor Analysis (CFA). In both factor-analytic methods, the standardised indicator 

variance is partitioned as shown in Figure 4.10. The total variance is the sum of the 

unique variance and the systematic or true variance. The main purpose of EFA is “to 

explore the field, to discover the main constructs or dimensions” (Kline 1994). 

However, in CFA, factors have to be specified based on prior knowledge from existing 

studies or theory. So, in CFA, the researcher must specify: a) a number of factors, b) 

variables that reflect specified factors, c) whether the specified factors are correlated 

or not (Thompson 2004). Moreover, unlike EFA, CFA allows the researcher to test the 

fit of factor models. The graphical representation of the EFA model and CFA model 

or measurement model is given in Figure 4.11 
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Source: (Kline 2015) 

Figure 4.10 Partition of standardized indicator variance in factor analysis 

In this research, both EFA and CFA techniques are used. First, EFA allowed 

the researcher to explore the underlying factor structure in the data and identify factors 

and variables that correlate to form it. Second, CFA lets the researcher confirm the 

factor structure by validating it via various model fit measures. EFA and CFA are 

performed using IBM SPSS and AMOS software, respectively.  

 

Figure 4.11 Three-factor EFA model (left) and CFA model (right) 

4.12.1.1 Exploratory factor analysis. 

Ever since its introduction by Charles Spearman, EFA has been commonly 

used in the academic literature mainly to find the interrelationship between the 

observed variables and group a set of variables that are highly correlated to form a 

factor (Loehlin and Beaujean 2017; Pituch and Stevens 2016; Kline 2015). Moreover, 

real data sets seldom produce a correlation pattern that is easy to distinguish, but 

“factor analysis provides the tools for analysing the structure of the interrelationships 

(correlations) among a large number of variables (e.g., test scores, test items, 

questionnaire responses) by defining sets of variables that are highly interrelated, 

known as factors” (Hair et al. 1998, p.92). EFA is a preliminary step to identifying 
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latent variables that need to be studied using structural modelling (Loehlin and 

Beaujean 2017). So, in this research, EFA is conducted first before CFA. 

Moreover, Fabrigar et al. (1999) argued that for implementing EFA, the 

researcher should decide on the following aspects: 1. what variables to be included in 

the study, 2. the number of variables to be included in the study, 3. the size and nature 

of the sample, 4. specific procedures such as factor extraction and rotation methods, 

5. how many factors to expect. The decision on each of these criteria will have a 

significant impact on the outcome of factor analysis. Deciding on a factor extraction 

and rotation method is highly significant in EFA. There are various extraction 

techniques in EFA. However, principal component analysis, principal axes factoring 

and maximum likelihood are the most commonly used in the literature. The summary 

of extraction techniques, its goal of analysis and special features are provided in Table 

4.9. Similarly, there are several types of rotation methods such as orthogonal and 

oblique rotation (Kline, 1994; Mulaik, 2010; Thompson, 2004; Yong and Pearce, 

2013). Principal component analysis (PCA) with varimax rotation is widely adopted 

in both supply chain (Ağan et al. 2014; Gunday et al. 2011; Huo et al. 2014; Patel et 

al. 2012) and IT (Wang et al. 2015; Gupta and George 2016; Cao et al. 2015) literature 

to identify factors. However, Costello and Osborne (2005) argued that PCA is not a 

true factor analysis method and statistical theorists have a disagreement over the 

application of PCA. In fact, researchers such as Ford et al. (1986), Bentler and Kano 

(1990) and Floyd and Widaman (1995) have recommended not to use PCA over true 

factor analysis such as principal axes factoring and maximum likelihood. However, 

according to Thompson (2004, p. 50) “principal axes factor analysis is the same as 

principal components analysis, except that in principal axes factoring only the 

diagonal of the correlation matrix is modified by removing the 1.0's originally always 

residing there and iteratively estimating the true communality coefficients”. de Winter 

and Dodou (2012) argued that there is no evidence to claim that any ‘one’ extraction 

method is significantly better than another. However, the authors compared the 

usefulness of principal axis factoring (PAF) and maximum likelihood factor analysis 

(MLFA) using a simulated data and concluded that “MLFA is the most flexible 

method and best able to cope with severe model misspecifications” (p.708), and 

outperforms PAF in the case of a complex model. Fabrigar et al. (1999, p. 277) 

supported that use of MLFA and stated that “it allows for the computation of a wide 
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range of indexes of the goodness of fit of the model [and] permits statistical 

significance testing of factor loadings and correlations among factors and the 

computation of confidence intervals.” Costello and Osborne (2005) suggested 

choosing PAF if the data severely violates the normality assumption, but if the data is 

relatively normally distributed then MLFA is the best choice. Hence, in this study, 

MLFA is used to extract factors.   

Table 4.9 Purpose and special features of factor extraction methods 

Extraction 

Technique 

Goal of Analysis Special Features 

Principal 

components 

Maximise variance 

extracted by orthogonal 

components 

Mathematically determined, an 

empirical solution with common, 

unique, and error variance mixed 

into components 

Principal factors Maximise variance 

extracted by orthogonal 

factors 

Estimates communalities to 

attempt to eliminate unique and 

error variance from variables 

Image factoring Provides an empirical 

factor analysis 

Uses variances based on multiple 

regression of a variable with all 

other variables as communalities 

to generate a mathematically 

determined solution with error 

variance and unique variance 

eliminated 

Maximum 

likelihood factoring 

Estimate factor loadings 

for a population that 

maximize the likelihood 

of sampling the observed 

correlation matrix 

Has significance test for factors; 

especially useful for confirmatory 

factor analysis 

Alpha factoring Maximise the 

generalizability of 

orthogonal factors 

 

Unweighted least 

squares 

Minimise squared 

residual correlations 

 

Generalized least 

squares 

Weights variables by 

shared variance before 

minimising squared 

residual correlations 

 

Source: (Tabachnick and Fidell 2012) 

Subsequently, after the factor extraction using MLFA, the actual factor 

loadings has to be transformed using factor rotation methods (to form a rotated factor 

loadings). Factor rotation maximises the high correlations and minimises the low 

correlations between the variables and the factors (Tabachnick and Fidell 2012). It 

allows the patterns to be represented as a simple structure that is easy to interpret 
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(Bartholomew et al. 2011). The two broad groups of factor rotation methods are; 

orthogonal and oblique rotations. Orthogonal rotation is further classified into 

‘varimax’, ‘quartimax’ and ‘equamax’. Whereas, ‘promax’, ‘direct oblimin’ and 

‘quartimin’ are the types of oblique rotations. The orthogonal rotation produces factors 

that are uncorrelated. Whereas, oblique rotation allows factors to be correlated 

(Tabachnick and Fidell 2012). Costello and Osborne (2005) claimed that oblique 

rotation produces more accurate results, as orthogonal rotation may result in the loss 

of valuable information. In this study, the factors in the conceptual model are not 

viewed as completely independent of each and hence oblique rotation (promax) is used 

(Fabrigar et al. 1999).   

Sample size also plays an important role in EFA, as the correlation coefficients 

obtained from a small sample size are considered less reliable (Tabachnick and Fidell 

2012). However, there are conflicting views regarding the sample size in management 

research. MacCallum et al. (1999) found out that a sample size of 100-200 is sufficient 

if most factors are well-defined in terms of factor loadings and communalities. The 

authors argued that when communalities, which are squared multiple correlations 

among the variables, are above 0.5 and factor loadings are above 0.8, 100-200 samples 

are sufficient, irrespective of the number of variables. However, if the communalities 

are less than 0.5 with poor factor loadings, a sample size of more than 500 is required. 

Moreover, variables with low communality will tend to load onto multiple factors and 

it is suggested they are removed from further analysis. As suggested, variables which 

have less than 0.5 communalities are removed from the analysis (De Vaus 2002). 

Costello and Osborne (2005) have suggested various possibilities of cases to items 

ratios such as 2:1, 5:1, 10:1, and 20:1. Nevertheless, the rules regarding sample size 

are disappearing (Costello and Osborne 2005). At the same time, the Kaiser-Meyer-

Olkin (KMO) test (Kaiser and Rice 1974) and Bartlett’s test of sphericity (Bartlett 

1954) are widely used to measure the suitability of data for factor analysis. A value 

greater than 0.5 in the KMO test indicates that the sample is adequate for factor 

analysis (Field 2013). In more detail, Hutcheson and Sofroniou (1999) gave categories 

of acceptable KMO values; 0.5 - 0.7 are mediocre 0.7 - 0.8 are good, 0.8 - 0.9 are 

great, and value 0.9 and above are excellent. In the case of Barlett’s test, which 

measures the multivariate normality, a significance value less than 0.05 indicates that 

the data is circa multivariate normal and acceptable for factor analysis (Pallant 2007; 
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Field 2013). So, in this research, the KMO test and Barlett’s test are conducted to 

assess the adequacy of the sample before proceeding with factor analysis. 

Deciding on the number of factors to be retained is also an important 

consideration in this research. Eigenvalues and scree plots are the most commonly 

used for this purpose. Factors with an Eigenvalue greater than 1.0 are retained in this 

research as suggested by Tabachnick and Fidell (2012). The Scree test is a simple 

graphical method to determine the number of factors (Costello and Osborne 2005). It 

involves the examination of the scree plot and looking for a natural bend on the elbow 

plot where the curve flattens out - the points above the elbow give the number of 

factors hidden in the data. In terms of factor loading, De Vaus (2002) suggested that, 

as a rule of thumb, it is unusual to use variables that have achieved a loading 

coefficient of less than 0.3. Several studies such as Gunasekaran et al. (2017) and 

Wang et al. (2015) that have used EFA, have considered the above-mentioned 

threshold level as a loading criterion. In this study, the researcher has made sure that 

the variables with communalities less than 0.5 and with poor loading of less than 0.5 

are removed from the analysis. Finally, at the stage of EFA, the reliability of factors 

extracted is assessed using Cronbach’s alpha coefficient (Nunnally and Bernstein 

1994).   

4.12.1.2 Confirmatory factor analysis 

After reducing the observed variables into fewer factors or latent variables 

using EFA, Confirmatory Factor Analysis (CFA) has been used to verify and confirm 

the hypothesised model. According to Bagozzi et al. (1991), the CFA model is a 

powerful method for addressing construct validity as it makes fewer assumptions and 

provides more diagnostic information about reliability and validity.  

Model specification is a significant step in CFA. If the measurement model is 

misspecified, then it will result in a poor model fit (Kline 2015). In this study, the 

measurement model is developed and the researcher specified a priori the number of 

factors, the relationship between the factors and indicators and the error correlations 

(Kline 2015). Moreover, models are specified in such a way the factors cause the 

variables or indicators, which is generally called a reflective measurement model. The 

inherent assumptions in CFA models are that both specific and error variance are 

contained in the error term.  
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As discussed in Chapter 3, this research aims to test hypotheses that evaluate 

the relationship between individual dimensions of BDA capabilities such as the data 

generation capability and the advanced analytics capability on the firm performance 

dimensions. In addition, the relationship between the overall BDA maturity 

(composed of 7 BDA capabilities dimensions) and the firm performance dimensions 

is evaluated. So, two different measurement models are developed and verified in this 

study. In the first measurement model, BDA capabilities are conceptualised as first-

order constructs along with the mediating (ACAP, DIQ, SCA capability) and 

dependent variables (product quality, cost, flexibility, time, and innovation). In the 

second measurement model, a second-order construct ‘BDA maturity’ is 

conceptualised (reflecting the first-order factors data generation capability, data 

integration and management capability, advanced analysis capability, digital analytics 

capability, data visualisation capability, data-driven culture, big data skills) along with 

the mediating and dependent variables. Hair et al. (2010) argued that when theoretical 

support exists to conceptualise a second-order construct, SEM can be used to estimate 

such a higher-order model provided the model fit is adequate. While the second-order 

CFA (SOCFA) model is seldom used in academic research, it has many advantages 

over the first-order factor model (FOCFA) (Bagozzi et al. 1991). First, it is argued that 

in a second-order CFA model “random error variance and specific variance are not 

confounded” (p.439). Second, “it presumes that variation in measures will be a linear 

combination of traits, methods, and error” (Bagozzi et al. 1991, p.439), which is also 

a shortcoming of first-order CFA (FOCFA) model.  

The goodness-of-fit of both the models is assessed using multiple fit indices, 

given in Table 4.10, as suggested by Hair et al. (2010). The model fit of measurement 

models is also evaluated using Internal consistency (composite reliability), indicator 

reliability, convergent validity (average variance extracted), and discriminant validity 

(Hair et al. 2014).   

Table 4.10 Model-Fit Criteria and Acceptable Fit Interpretation 

Model-fit Criteria Interpretation Acceptable level 

CMIN/DF  

χ2/degrees of freedom 

Compares obtained X2 value 

with tabled value for given df.  

<3 is considered as 

good, but <5 is also 

acceptable 

Goodness-of-fit index 

(GFI) 

The covariance between the 

observed variables is 

measured, similar to multiple R 

A value close to 1 is 

good, but close to 0 

indicate no fit.  
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square estimation in multiple 

regression. 

PCLOSE It measures whether the 

significance of RMSEA value 

is <0.5 

PCLOSE greater than 

0.5 is considered as 

good. But, less than 

0.05 means no model 

fit.  

Adjusted GFI (AGFI) It is the value adjusted for 

degrees of freedom df 

 

A value close to 0 

means no fit; a value 

close to 1 measure good 

fit.  

Root-mean-square residual 

(RMR) 

The value specifies the 

closeness of Σ to 

S matrices 

Researcher defines 

level 

Standardized RMR 

(SRMR) 

A value of less than .05 

indicates a 

good model fit 

< .05 

Root-mean-square error of 

approximation (RMSEA) 

Value of .05 to .08 indicate 

close fit 

.05 to .08 

Tucker–Lewis Index (TLI) Value close to .90 or .95 

reflects 

a good model fit 

A value close to 0 

means no fit; a value 

close to 1 measure good 

fit. 

Normed fit index (NFI) Value close to .90 or .95 

reflects 

a good model fit 

A value close to 0 

means no fit; a value 

close to 1 measure good 

fit. 

Parsimony fit index (PNFI) Compares values in alternative 

models 

A value close to 0 

means no fit; a value 

close to 1 measure good 

fit. 

Comparative fit index (CFI)   ≥ .95 for acceptance 

   Source: (Schumacker and Lomax 2010; Schreiber et al. 

2006) 

Once the model fit is estimated, the models are tested for common method bias 

(which measures the measurement errors caused by methodological bias Podsakoff et 

al. 2003). Further, measurement invariance is assessed in this study for any noticeable 

between-group differences. Both the differences in terms of the strength of association 

between observed and latent variables (metric variance) and the differences in terms 

of varying patterns of factor loadings between-groups (Dimitrov 2010). As data is 

collected from a population which has multi-groups such as small, medium and large 

in this study, the between-groups differences have to be investigated. So a multi-group 

moderation test is conducted and the ‘critical ratios’ are assessed to find the presence 

of differences in the multiple groups in the data (Milfont and Fischer 2010).   
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4.12.2 Structural Equation Modelling 

In the previous section, the development of measurement models and model 

fit assessment are discussed. Consequently, a structural model is developed in this 

research to test the hypotheses with the quantitative data collected using the survey 

method. SEM is used in this research to address the following research questions and 

test the list of hypotheses proposed in chapter 3. 

1. What is the relationship between Big Data Analytics capability maturity and 

firm performance (operational and innovation)?   

2. What is the role of absorptive capacity in the relationship between BDA 

capability maturity and firm performance (operational and innovation)? 

3. What is the role of data and information quality in the relationship between 

BDA capability maturity and firm performance (operational and innovation)? 

4. What is the role of supply chain analytics capability on the relationship 

between BDA capability maturity and firm performance (operational and 

innovation)? 

Accordingly, the theoretical model investigated in this study involves several 

concepts such as BDA, absorptive capacity, and performances, with first-order and 

second-order latent factors. The research model in this study has three mediating 

variables of interest, i.e. ACAP, DIQ, and SCA capability. SEM techniques are argued 

to be more robust than multiple regression to test mediation between latent variables 

(Pearl 2012) and recognised as a suitable method for this study. A detailed overview 

of structural equation modelling (SEM) and the rationale for using it in this research 

is presented in this section.   
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Figure 4.12 Six-Stage Process for Structural Equation Modelling 

Source: (Hair et al. 2010) 

According to Byrne (2010, p. 3),  Structural Equation Modelling (SEM) is “a 

statistical methodology that takes a confirmatory (i.e. hypothesis-testing) approach to 

the analysis of a structural theory bearing on some phenomenon.” SEM is an 

assortment of statistical techniques that can be used to examine a set of relationships 

between one or more independent variables (IV) and one or more dependent variables 

(DV) (Tabachnick and Fidell 2012). Both the IV and DV can either be discrete or 

continuous variables. Structural equation modelling is related to more familiar 

statistical methods such as Analysis of Variance (ANOVA) and multiple regression 

(MR) (Hoyle 2012). It is often referred to by various names such as causal modelling, 

latent variable modelling, path modelling, and analysis of covariance structures 
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(Tabachnick and Fidell 2012). There are a few differences between SEM and other 

multivariate techniques (Bentler 2010; Bagozzi and Yi 2012). First, it allows the 

estimation of the causal relationship between a series of separate but interdependent 

variables. Second, the observed variable of a latent construct contains measurement 

errors, but the latent construct is free from such measurement errors either random or 

systematic errors (Bollen 1989). Bagozzi and Yi (2012) have stated its philosophical 

foundation: “SEMs provide a useful forum for sense-making and in so doing link 

philosophy of science criteria to theoretical and empirical research.” SEM is an 

advanced technique compared to other statistical techniques such as ANOVA and 

multiple regression (Bollen and Pearl 2013) because SEM can analyse both observed 

as well as latent variables, but techniques like regression and ANOVA can only 

analyse observed variables.  

SEM is considered as an extension of factor and regression analysis. There are 

two types of SEM widely used in literature: 1) Covariance Based (CB) – SEM, 2) 

Partial Least Square (PLS)-SEM. CB-SEM is used to test theories (either confirm or 

reject) empirically. Whereas, PLS-SEM is mainly used to develop theories and can be 

used in exploratory research (Hair et al. 2014).  

SEM analysis involves an evaluation of both the measurement model and the 

structural path model. While the measurement model “relates the variables to the 

constructs”, the structural path model “relates the constructs to other constructs” 

(Iacobucci 2009). Estimation of the measurement model is literally called as 

confirmatory factor analysis, which intends to validate or confirm the latent construct 

and their fit with measurement items (discussed in section 4.12.1.2 Confirmatory 

factor analysis). CFA is an integral part of SEM as it allows the inclusion of the latent 

construct and to generate composite variables (Hair et al. 2010).  The visual 

representation of a structural model (a simple mediation model) is given in Figure 

4.13.  
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Figure 4.13 Simple three-variable structural path analysis model 

Moreover, the six-stage process commonly used for structural equation 

modelling is adopted in this study (Figure 4.12). Accordingly, EFA is used to identify 

items that measure the latent variables of the conceptual model (stage 1). Then, the 

measurement model is developed and validated (stages 2-4). The measurement model 

is converted into a structural model / path model (stage 5). The path model represents 

the set of hypothesised relationships between the exogenous and endogenous 

variables. In this research, the variables used in the path model are called ‘latent’ as 

they are observed directly. For instance, in this research, ACAP is a latent variable 

observed by 12 observed variables. Moreover, as shown in Figure 4.13, a residual or 

error term is introduced to measure the causal effect between these social variables 

devoid of external interference. In the same way as the validation of the measurement 

models, the ‘goodness-of-fit’ (GOF) of the structural model is evaluated to ascertain 

model fit (stage 6), the path model is adjusted if necessary. Once the structural model 

is deemed to valid, the substantive conclusions are drawn from the analysis concerning 

the hypothesis (Bollen and Pearl 2013).  

Apart from testing for direct relationships, SEM can be used to test the 

mediating effect of latent variables such as ACAP, DIQ and SCA capability on the 

relationship between BDA maturity and operational and innovation performance. 

According to Preacher and Hayes (2008, p. 879), “mediation hypotheses posit how, or 

by what means, an independent variable (X) affects a dependent variable (Y) through 

one or more potential intervening variables, or mediators (M).” There are three 

methods available to calculate the size of the mediation effect; 1) causal steps 

approach, 2) product-of-coefficient approach, 3) difference-in-coefficient (Preacher 

and Hayes 2008a). As suggested by Hayes (2013), the indirect effect is tested using 
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product-of-coefficient tests with bootstrapping method. The bootstrapping process 

involves taking a sample ‘n’ number of cases from the original sample with 

replacement, not just once but multiple times. The graphical representation of the 

bootstrapping process is shown in Figure 4.14. As shown in Figure 4.14, as a result of 

extracting ‘n’ number of bootstrap samples, the sampling distribution tends to be 

normal, and hence it is considered as a more preferred method (Preacher and Hayes 

2008a). Moreover, the results of simulation studies reveal that bootstrapping is a 

robust method for obtaining confidence limits of indirect effects (Preacher and Hayes 

2008a; Briggs et al. 2012). Consequently, in this research, the mediation effects are 

tested in SPSS AMOS software using 5,000 bootstrap samples with a 95% confidence 

interval. 

 

Figure 4.14 Illustration of Bootstrapping process 

Source: (Hoyle 2012)      

The sample size is an important criterion in SEM analysis as it can affect the 

stability of the parameter estimates (Schreiber et al. 2006). However, with regards to 

the sample size requirement for SEM analysis, there is a lack of agreement among 

researchers. Bentler (1990) recommended a 5:1 ratio of sample size to the number of 

free parameters estimated. (Schreiber et al. 2006) argued that the 10:1 ratio is more 

suitable, though the sample size requirement depends on data normality as well. In 

case the normality of the data is affected, more data samples are required, if not the 

requirement can be flexible. Iacobucci (2009) argued that a large sample size is 

required only in situations where the constructs in the structural model do not 

discriminate against each other well or the estimated effects of predictors on criterion 

are low. However, as a rule of thumb, researchers have suggested a sample of 200 and 
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above to be considered as acceptable for SEM (Loehlin and Beaujean 2017; Sivo et 

al. 2006).  

In summary, the ability of SEM to analyse a model with both latent and 

observed variables makes it an appropriate technique for this research, compared to 

traditional approached such as multiple regression and Analysis of Variance 

(ANOVA) (Kline 2015; Hair et al. 2014). Besides, many recent studies in operations 

research and information systems discipline have widely adopted SEM techniques to 

analyse survey data and test hypothesis (Chae, Yang, Olson, et al. 2014; Bruque 

Camara et al. 2015).   

4.12.3 Cluster analysis 

In the previous section, the rationale behind the use of SEM to verify the 

conceptual model of this study is discussed. This section presents the rationale behind 

the use of the cluster analysis technique to answer the following research question.  

1. Does BDA adoption extend the digital divide between SMEs and Large 

organisations in the UK? 

Clustering is an unsupervised learning method, which is one of the widely used 

techniques of data mining. “Cluster analysis is the process of finding “natural” 

groupings by grouping “similar” (based on some similarity measure) objects together” 

(Dy and Brodley 2004, p.1). Cluster analysis is mainly done to identify natural 

grouping(s) of points, objects, or patterns (Jain 2010). Clustering algorithms do the 

partitioning of data into a definite number of clusters, which can be denoted as groups, 

categories or subsets (Xu and Wunsch 2005). Moreover, clustering algorithms are 

widely used in academic research to address the digital divide. For instance, Ayanso 

et al. (2010) used cluster analysis to explore the digital divide between countries across 

the globe based on their information and communication technologies capabilities. 

Similarly, Cruz-Jesus et al. (2012) used hierarchical and K-means cluster analysis to 

assess the digital divide across the European Union.  

However, clustering is an exploratory technique and its outcome is subject to 

several factors such the number of clusters chosen a priori and clustering parameters. 

So, in order to identify an optimal clustering solution, as objectively as possible, it is 

beneficial if experiments can be conducted with different clustering algorithms, with 

varying numbers of clusters, and to validate each clustering solution to find the best 
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possible number of clusters. There are large number of clustering algorithms 

developed in the literature (Kaufman and Rousseeuw 1990). However, considering the 

scope of this study and the research objective, only the following three clustering 

algorithms, Hierarchical, K-medoids and Latent Class Analysis (LCA) are used in this 

research. These clustering algorithms are generally considered as robust 

(Arunachalam and Kumar 2018), and especially LCA is argued to be suitable for 

ordinal data sets. Taking this approach allows the researcher to combine the 

advantages of these clustering algorithms to find an optimal solution. A brief overview 

of the foundation and implementation procedures of these clustering algorithms is 

provided in the next section. The implementation of these clustering algorithms is 

performed using R studio, as it allows to custom code and modify parameters of the 

algorithms suitable for the data. Some, clustering algorithms require the usage of a 

dissimilarity matrix as an input function, and the dissimilarity matrices used in this 

study are given in Chapter 5. 

 

Figure 4.15 Design of cluster analysis experiments 



193 
 

4.12.3.1 Hierarchical Cluster Analysis 

Hierarchical cluster analysis (HCA) is one of the most commonly applied 

technique in management research (Eusébio et al. 2017; Casabayó et al. 2014; 

Dolničar 2003; Brusco et al. 2017). According to Hair et al. (2010, p. 439), HCA 

involves “a series of n – 1 clustering decisions (where n equals the number of 

observations) that combine observations into a hierarchy or a treelike structure”. There 

are two basic types of HCA procedures: 1. Agglomerative (in which the procedure 

starts with treating each observation as a cluster, and successively the clusters that are 

similar are joined together to form large clusters), 2. Divisive (in which the procedure 

starts with treating all the observation as belonging to one single cluster. and are 

successively divided into smaller clusters). The step-by-step procedure of 

agglomerative HCA is given in Figure 4.16. 

 

Figure 4.16 Procedure of agglomerative HCA 

Sources: adapted from (Hair et al. 2010) 

Moreover, some of the popular agglomerative HCAs are: (a) Ward’s method, 

(b) centroid method, (c) average linkage, (d) complete-linkage, and (e) single-linkage 

(Bridges Jr 1966). A detailed discussion of these variants of HCA can be found in Hair 

et al. (2010), but the fundamental procedure is analogous to the steps illustrated in 

Figure 4.16. Consequently, the implementation of these five variants of HCA is carried 

out in ‘R studio’ software using a package called ‘cluster’ (Kaufman and Rousseeuw 

1990).  
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4.12.3.2 K-medoids Clustering 

The K-Means algorithm is the most widely used algorithm in practice, even 

though it is introduced 50 years ago (Jain, 2010). According to Mingoti and Lima 

(2006), the algorithm starts with assigning K initial seeds of clustering, exactly one 

seed for each cluster.  Euclidean distance is measured, and all of the n objects will be 

compared with the seeds based on the Euclidean distance and the objects which are 

close to a cluster seed will be assigned to it. Although there are a lot of pros and cons 

of the K-means algorithm, its applicability for the ordinal data types is highly 

debatable. Yet, it is widely used to analyse survey data which is either ordinal in nature 

or mixed data types. However, a more robust clustering method based on K-means is 

introduced which is called K-medoids algorithm. Unlike K-means, K-medoids uses 

median values as a cluster centre. Also, according to Kaufman and Rousseeuw (1990), 

“k-Medoids minimizes a sum of dissimilarities instead of a sum of squared Euclidean 

distances”. K-medoids is a non-hierarchical procedure, commonly referred to as 

partition-based clustering. The objective function of K-medoids is given below, and 

Figure 4.17 illustrates the steps involved in K-medoids clustering. In this research, 

several packages such as ‘cluster‘, ‘clustoplot’ ‘and daisy’ are used to implement the 

k-medoids clustering and visualise the clustering solutions.   

Objective function = S d(i, mvI)                          

Where, ‘i’ – denotes objects in ‘vI ‘cluster, mvI  - is the medoid.  

 

Figure 4.17 Steps involved in k-Medoids clustering 

Source : (Cao and Yang, 2010)  
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4.12.3.3 Latent Class analysis 

Latent class analysis (LCA) involves the building of latent classes which are 

unobserved latent subclasses or clusters of cases (Collins and Lanza 2010). The LCA 

is different from the standard cluster algorithms such as HCA and K-medoids. LCA is 

a model-based clustering approach and it assumes that “the data are generated by a 

mixture of underlying probability distributions” (Hagenaars and McCutcheon 2002, 

p.90). The objective of LCA is to maximise the log-likelihood function to solve 

clustering problems. Unlike, standard cluster analysis methods, LCA does probability-

based classification and it is possible to include variables of ordinal scales within the 

model (Hennig et al. 2015). There are several names used to describe LCA such as the 

Maximum-likelihood approach to clustering, probabilistic clustering, and latent class 

cluster analysis (Hagenaars and McCutcheon 2002; Bartholomew et al. 2011). So, for 

LCA clustering, all the individual variables measured (in Likert scale) are used as 

inputs, not the factor score.  

 Hagenaars and McCutcheon (2002) have discussed the two possible methods 

to estimate model parameter: 1. Maximum-likelihood (ML) method, 2. Maximum-

Posterior (MAP) method. In this research, the ‘poLCA’ package in R studio is used to 

implement LCA. The poLCA package takes advantage of the expectation-

maximization (EM) algorithm to find the ML estimates of the latent class models 

(Linzer and Lewis 2011). Accordingly, the algorithm aims to maximise the log-

likelihood function given by         Equation  1. The iterative steps involved in 

maximising the objective function are given in Figure 4.18. In LCA clustering, the 

results may vary due to random initialisation of this algorithm. So, several iterations 

are necessary to overcome the possibility of identifying local minimum instead of the 

global minimum (Haughton et al. 2009).  

𝑙𝑛 𝐿 = ∑ 𝑙𝑛𝑁
𝑖=1   ∑ 𝑃𝑟

𝑅
𝑟=1 ∏ ∏ (𝜋𝑗𝑟𝑘)

𝑌
𝑖𝑗𝑘𝐾𝑗

𝑘=1
𝐽
𝑗=1           Equation  1 
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Figure 4.18 Steps involved in LCA 

Source: adapted from (Linzer and Lewis 2011) 

4.12.3.5 Cluster validity measures 

It is argued that even after a cautious analysis of a data set to obtain the final 

cluster solution, there is no guarantee of having attained a meaningful cluster (Punj 

and Stewart 1995). Clustering algorithms find a cluster solution even if there are no 

natural groupings hidden in the data set. However, tests can be applied to validate and 

determine the appropriateness of clustering solutions (Punj and Stewart 1995).   

Clustering algorithms are sensitive to initial assumptions and since it is an 

unsupervised technique, a proper evaluation method is required to assess the clustering 

results. According to (Pakhira et al. 2004), two important aspects that need to be 

addressed while performing cluster analysis are: 1) to determine the actual number of 

clusters present in the data, 2) to validate the goodness of clustering. Cluster validity 

measures provide an effective way to measure the quality of clustering algorithms to 

find natural groups of the data set (Gan et al. 2007). There are several cluster validity 

indexes described in the academic literature (Maulik and Bandyopadhyay 2002),  (Wu 

and Yang 2005), (Pakhira et al. 2004). Cluster validity indexes can be broadly 

classified into external and internal validity indexes. External cluster validation uses 

information not inherent to the data, whereas internal validation relies on only the 

information within the data (Liu et al. 2010). Liu et al. (2010) have described that 
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external validation requires class label information to find the best clustering 

algorithm, but internal validation can find both the best clustering algorithm as well 

as an optimal number of clusters in the data with the information inherent to the data.  

Some of the significant internal cluster validity indices widely used in the 

academic literature are the Dunn index (Dunn 1973), the Davies-Bouldin Index (DB) 

(Davies and Bouldin 1979), the Xie-Beni (XB) index (Xie and Beni 1991), the 

Silhouette index (Rousseeuw 1987), etc. These internal cluster validity indexes are 

applied to measure two aspects of clustering, i.e. compactness (a measure of closeness 

of objects within the cluster), and separation (a measure of well-separation of clusters). 

The silhouette index is based on measuring the pairwise difference of within- and 

between-cluster distances and a large value indicates good clustering. Xie and Beni 

(1991) have described that the XB index can be used to measure inter-cluster 

separation (“calculates the minimum square distance between cluster centers”) and 

intra-cluster compactness (“calculates the mean square distance between each object 

and its cluster center”). Similarly, Dunn’s Index can be used to calculate the “inter-

cluster separation as the minimum pairwise distance between objects in different 

clusters and the intra-cluster compactness as the maximum diameter among all 

clusters” (Dunn 1973).  

 

The DB index can be calculated using the formula below and illustrated in Figure 4.19.  

                 (6) 

Source : (Momin, 2006) 

                                        

Figure 4.19 Illustration of DB index 

 Pakhira et al. (2004) have reinforced that the Dunn Index and the DB Index 

are well suited for validating crisp clusters, and the XB index for fuzzy clusters. Hence 

the choice of cluster validity index is also dependent on the type of clustering 
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algorithm used in the experiment. Moreover, for validating LCA model-based 

clustering solutions, two parsimony criteria are used in this research: 1. Bayesian 

Information Criterion (BIC) (Schwarz 1978), 2. Akaike Information Criterion (AIC) 

(Akaike 1973).  

In this study, the validity of the clusters is measured using above mentioned 

validity indexes. In addition, once the valid clusters are identified, an optimal 

clustering solution is chosen, and profiling of clusters is performed to make the 

association between target classes and organisational characteristics such as firm size 

and annual turnover.  

4.13 Summary of methodology chapter 

Research methodology is an important part of this research. This chapter has 

provided detailed discussions on the rationale behind the strategic selection of a mono-

method quantitative study. The research design of this study is informed by both 

philosophical and practical considerations, along with the research aims. Table 4.11 

represents the summary of the research methodology adopted in this study. The 

research philosophy of this study is critical realism, and the theory development 

approach is deductive in nature. Further, a web-based self-administered questionnaire 

survey is used to collect quantitative data. Two types of data analysis techniques are 

used in this research: 1) Structural Equation Modelling (SEM), 2) Cluster analysis.   
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Table 4.11 Summary of research methodology of this study 

Key criteria Explanation  

Research 

philosophy 

Critical Realism 

Theory 

development 

approach 

Deductive approach  

Research 

method 

Mono-Method (Questionnaire survey) 

Data collection 

method 

Quantitative data: Web-based self-administered questionnaire 

survey  

Potential 

participants 

Senior executive such as Chief Executive officer (CEO), Chief 

information officer (CIO), IT managers/ Big Data 

professionals, supply chain professionals Woking in the 

manufacturing companies of the UK. 

Sampling 

strategy 

Random sampling 

Data analysis 

method 

 Quantitative data analysis:  

a) Exploratory factor analysis (EFA)- using SPSS 

b) Confirmatory factor analysis (CFA)- using SPSS 

AMOS 

c) Structural Equation Modelling (SEM)- using SPSS 

AMOS 

d) Cluster Analysis- R Studio (open source software) 
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Chapter 5 Data Analysis and Findings 

5.1 Chapter Introduction 

This chapter presents: a) the preliminary data screening and data preparation 

process, b) findings from Exploratory Factor Analysis (EFA) and Confirmatory Factor 

Analysis (CFA), c) findings from the path analysis using Structural Equation 

Modelling (SEM), which is used to test the hypothesis. In addition, findings of cluster 

analysis is also presented, which is used to explore the phenomenon of the digital 

divide caused by the disparity in the adoption trend of BDA in the UK manufacturing 

industry.   

 

Figure 5.1 Position of the chapter in this thesis 

5.2 Preliminary Data Screening 

The characteristics, quality and nature of data collected has to be investigated 

before performing hypotheses testing (Tabachnick and Fidell 2012; Hair et al. 2010). 

The preliminary examination and assessing the suitability of data to perform 

inferential analysis, involves three separate tasks, i.e. missing data evaluation, outlier 

identification and ensuring that the data satisfies all the underlying assumption for 

multivariate data analysis such as normality (Hair et al. 2010). The consequence of not 

conforming to these tests and underlying assumptions would lead to the occurrence of 

Type I or Type II errors. These errors would create problems such as overestimation 

or underestimation of the effect sizes. This section covers the preliminary data analysis 

conducted by examining various characteristics such as central tendencies, mean, 

standard deviation and frequency distribution.  

5.2.1 Data Gathering and Data screening 

In this research data is collected using respondents identified from Fame 

Database and other industry sources. The Fame database contains details of 158415 
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manufacturing companies. After employing the inclusion criteria: 1. Senior executives 

(CEO, IT and operations), 2. Only one contact from a company, and 3. Only contacts 

with an email address and a telephone number, a total of 23,608 contacts out of 

15,8415 manufacturing companies were left for the sampling. But, the FAME database 

is constrainted due the lisitng of contacts with unknown number of employees. So, all 

the contacts without the data on ‘number of employees’ are excluded from the 

sampling process. Consequently, with further shortlisting based on availability of the 

number of employees; 15,425 companies belong to SMEs (i.e. 1 to 250 employees) 

and 2,148 large (i.e. above 250 employees) manufacturing organisations are identified 

from the database. Out of 2,148 large companies, only 1,154 contacts of senior 

executives are with both email address and telephone number. Similarly, out of 15,425 

SMEs, there are only 4,898 senior executive contacts with both email addresses and 

telephone numbers. This process leads to a sample of 6052 valid contacts. In this 

research, data gathering started in the month of April 2017 and continued until October 

2017. In the first phase of data collection, the questionnaire survey link was distributed 

via Qualtrics to the 2,000 email addresses identified from FAME. However, the 

Qualtrics system notified that 284 email addresses are bounced back, indicating these 

email addresses are inactive due to several reasons such as employees retiring or 

moving to another organisation.  Qualtrics is used to set periodic email reminders and 

follow up telephone calls were made to encourage non-respondents. However, there 

are several cases (approximately 50), in which the researcher was emailed back by the 

participants that they cannot participate in the research due to the following reasons: 

1) the company’s policy prohibits them to participate in external surveys and provide 

information about the organisations’ resources and performance, 2) no knowledge of 

the research topic, 3) simply not interested in this research. Subsequently, the email 

addresses of those participants not interested in the survey are manually removed from 

the database. This process permitted us to not send unnecessary reminders to the 

participants who had expressed concern over participating in the survey. Moreover, 

there are respondents who expressed doubts about the questionnaire and wanted to 

know more about big data analytics, and the value this research would bring to their 

company and to the industry in general. Further, the questionnaire link was sent to 

industrial contacts known to the researcher and supervisors. In addition, 

manufacturing companies listed in the website of organisations such as Advanced 

Manufacturing Research Centre (AMRC), Doncaster Chamber of Commerce and 
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Barnsley & Rotherham Chamber of Commerce are contacted via telephone to source 

email addresses of potential participants. FAME database was also used as a reference 

tool to identify and contact manufacturing companies via telephone and source email 

addresses. Then, the survey link was sent to all the email addresses sourced through 

the telephone process on ad-hoc basis. Besides, the link was also sent to industry 

professionals who participated in ‘Big Data for SMEs’ workshop organised at the 

University Of Sheffield Management School. In addition, the online questionnaire link 

was sent to professional contacts (senior executives working in the UK manufacturing 

sector) identified via ‘Linkedin’. The practice of collecting survey responses from 

participants identified via professional network such as ‘Linkedin’ is evident in recent 

research works such as Gupta and George (2016), Dubey et al. (2015), Belekoukias et 

al (2014) and DeGroote and Marx (2013). In total 7 scheduled email reminders (4 

weeks apart) and a final reminder before the closing of the survey were sent during 

the entire process of data gathering. In total, the questionnaire link was sent to 2174 

respondents via Qualitrics and email. However, only a total of 334 submitted 

responses (including responses with missing values) were received. After rigorous 

data preprocessing (section 5.2.2), 221 responses were considered as usable for further 

analysis, a response rate of 10.2%.. The obtained sample size (>200) is considered 

sufficient for data analysis and hypothesis testing (Hair et al. 2010; Tomarken and 

Waller 2005). Since the data collection occurred in mutliple waves, a non-response 

bias test was conducted to asses the characteristics of early and late respondents and 

identify if there are any potential bias in the data before merging the two sets. A T-test 

revealed that there is no significant difference between early and late respondents, thus 

reducing the risk of non-response bias (Armstrong and Overton 1977).    

After the closure of the survey, the data gathered was imported into SPSS 

software and the initial data screening was conducted. The data entry into SPSS 

software was performed by the researcher and the variables are coded meticulously to 

avoid transcription errors. Furthermore, in order to perform structural equation 

modelling in the AMOS software, the pre-processed data file had to be in the SPSS 

file format. So, the majority of data pre-processing and exploratory factor analysis are 

conducted using SPSS, and SEM was performed using the AMOS SPSS software. 

However, cluster analysis was performed using R open-source analytics software as it 
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had several functions to apply various types of clustering algorithms, which are not 

available in SPSS.   

5.2.2 Missing Data Analysis 

Missing data is omnipresent in social science research for decades and 

researchers use several techniques to treat the missing values and ensure data quality. 

However, Enders (2010) argued that while there are many techniques available to deal 

with missing values the assumption about the cause of the missing values is susceptible 

to bias. Little and Rubin (2002) accentuated the importance of recognising the 

missing-data pattern and missing-data mechanism. Missing-data pattern refers to 

“which values are observed in the data matrix and which values are missing”, and the 

missing data mechanism (or mechanisms), refers to “the relationship between 

missingness and the values of variables in the data matrix” (Little and Rubin 2002, 

p.4). Moreover, missing values in a dataset can occur in three possible ways i.e., 

Missing not at random (MNAR), Missing at random (MAT), Missing completely at 

random (MCAT) (Schminkey et al. 2016). There are several ways to deal with missing 

data such as listwise deletion, pairwise deletion and data imputation (Tomarken and 

Waller 2005). However, the choice of missing data treatment depends on the missing-

data mechanism. It is essential to determine whether the occurrence of missing values 

is at random or not. Using SPSS, Little’s MCAR test is performed on the 334 responses 

and the results suggested that the values are missing completely at random. 

Consequently, the treatment of the missing values could be conducted, either by 

imputing with the Expected Maximisation (EM) approach or removed via a list-wise 

or a pair-wise strategy. However, the imputation technique raises concern over 

potential bias. So, in this research, list-wise deletion strategy is adopted, and 81 survey 

responses (incomplete questionnaires) having more than 50% missing values are 

removed from further analysis.  

From the remaining 253, 29 responses were removed due to missing values on 

key variables (i.e, demographic variables) or if the respondents failed to satisfy the 

screening criteria, either not belonging to the manufacturing sector or scoring less than 

three on the Likert scale of 1 to 5 (Not aware at all - Extremely aware) for the screening 

questions. The screening questions are intended to test the level of adoption and the 

respondents’ knowledge and awareness of three aspects related to their organisation 

such as BDA resources, supply chain environment and decision-making processes. In 
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addition, 3 responses are removed based on the location of the participants’ 

organisation as these three cases mentioned that while their sales office is in the UK, 

their manufacturing operations are in some other European country. Finally, 221 valid 

responses remained after rigorous pre-processing and this is considered sufficient to 

perform structural equation modelling (Hair et al. 2010; Tomarken and Waller 2005).   

5.3 Demographics and Descriptive Analysis  

In the survey, the respondents are asked to provide various demographic 

information such as the number of employees, annual turnover, the manufacturing 

sector, years of experience in the organisation and the location of the organisation. In 

this section, the descriptive statistics of the demographic variables are analysed to give 

an overview of the sample characteristics.   

5.3.1 Respondents demographic profile  

In Table 5.1, it is evident that more than 50 per cent of respondents have at 

least 5 years or more work experience in the participating organisations. Since senior 

executives are the primary target of the survey and our sampling strategy is well 

devised, most of the respondents participated in the survey can be considered as well 

informed about the organisations’ decision-making processes and performances. 

Especially, investments in new technologies such BDA is an un-programmed strategic 

decision (Boddy 2014) and the senior executives of an organisation hold significant 

responsibility for monitoring the adoption and impact of such technologies on 

performances.  

Table 5.1 Respondents experience in the organisation 

Categories Frequency Per cent 

Less than 6 months 3 1.4 

6 - 12 months 3 1.4 

1 - 5 years 34 15.4 

5 - 10 years 64 29.0 

10 -15 years 33 14.9 

15-20 years 35 15.8 

More than 20 years 48 21.7 

Total 221 100.0 

 

Similarly, Table 5.2 presents the job title of the respondents. Most of them hold 

middle level and senior level managerial positions in their respective organisations. In 

particular, the top contributors to the survey are CEOs, General managers, and senior 

managers in Information Technology or Big Data Analytics professionals. However, 
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there are a few participants from low-level managerial positions such as IS support 

and Business Analytics. In these cases, the decision is made to retain them considering 

their knowledge of BDA, firm performance and the years of experience in the 

organisations. Overall, based on the respondents ‘work experience’ and ‘job title’, the 

data sample can be considered most suitable for the research context and ensures the 

authenticity of the responses.  

Table 5.2 Respondents job title 

Categories Frequency Percent 

Chief Executive officer 40 18.1 

General Manager 38 17.2 

Senior Manager (Information Technology/Big Data Analytics/supply chain 

analytics) 

38 17.2 

Director 33 14.5 

Senior Manager (Product Development/ Operations/ Supply chain/ Logistics 

/Waste management etc.) 

23 10.4 

Chief Information Officer 19 8.6 

Manager (Information Technology/Big Data Analytics/supply chain analytics) 11 5.0 

Manager (Product Development/ Operations/ Supply chain/ Logistics / Waste 

management etc.) 

7 3.5 

Business Analyst 1 0.5 

Business Manager - Automotive 1 0.5 

Chairman 1 0.5 

Engineering Manager 1 0.5 

Finance Director 1 0.5 

Head of Business Development 1 0.5 

IS Support 1 0.5 

Marketing Director 1 0.5 

Owner 1 0.5 

President 1 0.5 

Technical Manager 1 0.5 

Vice President 1 0.5 

Total 221 100.0 
 

5.3.2 Organisations demographic profile  

The organisations’ demographic profile is measured via four different 

variables such as ‘number of employees’, annual turnover, manufacturing sector and 

location of the organisation. As given in Table 5.3, among the 221 organisations the 

business operation of a high number of organisations participated in the survey falls 

into the categories of ‘Electrical equipment’, ‘Metals’ and ‘Food and dairy products’. 

However, considering the percentage figures, no one sector dominates the sample 

composition, as it is spread across various sectors of the manufacturing industry. This 

indicates the generalisability of the findings to all the sectors in the UK manufacturing 

industry.   
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Table 5.3 Manufacturing sector 

 

Moreover, according to the office for national statistics (Chapman 2017), the 

spatial distribution of manufacturing firms in the UK is highly concentrated in the 

following regions: North East, Yorkshire and The Humber, Wales, West Midlands and 

East Midlands. As shown in  

Table 5.4, the location of the participating organisations roughly concurs with 

the national statistics. Still, there are a few organisations who indicated that they 

operate in various locations in the UK and they are categorised into ‘Multiple locations 

in the UK’. Reflecting the governmental statistics (Chapman 2017), there are only a 

few organisations that participated from London and the southern region.  

 

 Categories Frequency Per cent 

Electrical equipment 34 15.4 

Metals 31 14.0 

Food and dairy products 22 10.0 

Computer, electronic and optical products 21 9.5 

Chemicals 16 7.2 

Non-metallic mineral products 13 5.9 

Rubber and plastic products 13 5.9 

Automobiles 11 5.0 

Machinery and equipment 9 4.1 

Textiles 9 4.1 

Pharmaceuticals 8 3.6 

Beverages 4 1.8 

Printing and reproduction of recorded media 4 1.8 

3D printing 3 1.4 

Coke and refined petroleum products 3 1.4 

Papers and leathers 3 1.4 

Physical Security products 2 0.9 

Remanufacturing / Recycling & Waste 2 0.9 

All that handle or process bulk solids 1 0.5 

Construction fixings and Security products 1 0.5 

Disability equipment / wheels 1 0.5 

Filtration equipment 1 0.5 

Fishing products 1 0.5 

Furniture 1 0.5 

Highway Products 1 0.5 

Manufacturing machinery coil winding 1 0.5 

Play & Sports Equipment 1 0.5 

Preservatives manufacturer 1 0.5 

Turned and milled parts 1 0.5 

Various 1 0.5 

Wood Products 1 0.5 

Total 221 100.0 
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Table 5.4 Location of participating organisations 

 Categories Frequency Per 

cent 

West Midlands 31 14.0 

Multiple locations in the UK 27 12.2 

South East England 26 11.8 

East Midlands 25 11.3 

Yorkshire & Humber 24 10.9 

North West England 21 9.5 

South West England 16 7.2 

North East England 15 6.8 

Scotland 11 5.0 

Wales 11 5.0 

East of England 10 4.5 

Northern Ireland 2 0.9 

London 1 0.5 

Midlands: Stoke-on-Trent 1 0.5 

Total 221 100.0 

 

Table 5.5 Number of employees and an annual turnover of the participating organisations 

 Categories Frequency Per cent Categories Frequency Per cent 

1-9 employees 10 4.5 <= 2Million 35 15.8 

10-49 employees 57 25.8 2 - 10 Million 58 26.2 

50-99 employees 27 12.2 10 - 25 million 39 17.6 

100-249 employees 59 26.7 25 - 50 million 39 17.6 

250-500 employees 29 13.1 > 50 million 50 22.6 

More than 500 employees 39 17.6 10 - 25 million 39 17.6 

Total 221 100.0 Total 221 100.0 

 

Finally, the descriptive analysis of the number of employees and the annual 

turnover of the participating organisation are given in  Table 5.5, indicating the size 

of the firms. The size of a firm can be measured both by the number of employees 

working in the organisation and its annual turnover. According to the UK Department 

of Business, Energy and Industrial Strategy (2017), firms with less than 50 employees 

are categorised as small, above 50 and below 250 employees are considered as 

medium-sized firms, and firms with above 250 employees are considered as large 

firms. Similarly, with regard to annual turnover, firms with less than £10 million are 

considered as small, between £10 and £50 million are considered as medium size, and 

above £50 million are defined as a large firm. The profile of sample organisations 

suggests that, as per both the criteria, the majority of respondents participated in the 

study are from medium and large firms representing more than 50 % of the sample. 

However, a considerable number of small firms (approx. 30%) have also participated 
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in the study. The size of the firms and other demographic variables are used in the 

clustering technique to profile the characteristics of the cluster while exploring the 

digital divide in the UK.  

5.4 Data Inferential Analysis 

5.4.1 Assessing Normality 

Normality is one of the basic assumptions to perform multivariate analysis, 

which indicate the symmetric bell-shaped curve distribution of the variables. The 

default estimation method used in SEM technique in AMOS assumes multivariate 

normality for continuous variables (Kline 2015). The normality of the data set can be 

assessed statistically and graphically (Tabachnick and Fidell 2012). The statistical 

examination involves verifying skewness and kurtosis values whereas the commonly 

used visualisation techniques are histogram and normal Q-Q plots.  

Skewness represents the symmetry and Kurtosis represents that peakedness or 

flatness of a distribution (Tabachnick and Fidell 2012). If the bell curve is shifted 

towards the left its positive skew and if shifted towards right its negative skew (Hair 

et al. 1998). Also, depending upon how peak or flat the bell curve is in comparison to 

normal distribution kurtosis are classified into ‘leptokurtic (peakedness)’ and 

‘platykurtic (flatness)’ kurtosis. Theoretically, for a normal distribution, the skewness 

and kurtosis value must be zero. However, in practice, literature has discussed some 

acceptable limit for both skewness and kurtosis value. Hair et al. (1998) argued that 

the distribution of a variable can be considered substantially skewed and non-normal 

only if the skewness value falls outside the range of -1 to 1. Another rule of thumb is 

that a skewness value between -0.5 and 0.5 indicates that the distribution is 

approximately symmetric. Whereas, in the case of kurtosis, the absolute kurtosis value 

of a variable must be less than the product of the absolute kurtosis value and its 

standard error to consider it as a normal distribution. The skewness and kurtosis value 

of all the variables measured in this research is given in Appendix D, which indicate 

that there is no issue of normality in the data set. All the skewness values are within 

the range of -1 to +1. In the case of kurtosis statistics, all the values are less than the 

0.978 threshold, which is obtained by multiplying the standard error term and the 

kurtosis value. Subsequently, in this research, the normality of the variables is also 

assessed by the visual inspection method. The histogram and Q-Q plot of all the 

variables are generated and investigated. As an example, the histogram and Q-Q plot 



209 
 

of item ‘DIM1’ belonging to ‘data integration and management capability’ construct 

is shown in Figure 5.2 & Figure 5.3. The normal Q-Q plot and detrended Q-Q 

illustrates the normal distribution of the variable as the points are less deviated from 

the desired straight line in the Normal Q-Q plot, the outcome is similar for other 

variables as well. Both statistical and graphical inspection confirms the normality 

assumptions.    

Moreover, when it comes to the impact of sample size on normality 

assumptions, (Hair et al. 1998, p.70) have stated that “if the sample size is less than 30 

or so, significant departures from normality can have a substantial impact on the 

results. For sample sizes of 200 or more, however, these same effects may be 

negligible. As the sample sizes become large, the researcher can be less concerned 

about nonnormal variables”. Hence, this research confirms that the data set (which is 

larger than 200 cases) satisfies the assumption of normality which is mandatory to 

perform parametric statistical techniques such as SEM.  

 
Figure 5.2 Histogram output of DIM1 

  
Figure 5.3 Normal and detrended Q-Q plot of DIM1 
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5.4.2 Outlier identification 

Outliers are observations that are extremely different from the rest (Kline 2015). There 

are two possible outliers: univariate and multivariate outliers. In behavioural research, 

detecting outliers is a common concern as statistical techniques are sensitive to it (Leys 

et al. 2018). Tabachnick and Fidell (2012) have stated several reasons for the 

occurrence of outliers such as incorrect data entry, incorrect specification of imputed 

missing values, and the presence of cases that are not representative of the target 

population. Outliers can be identified by investigating the frequency distribution, 

standard deviation from the mean and Mahalanobis distance, and by using visual 

inspection techniques such as histogram and box plots. The box plot of the variables 

is inspected to look for the presence of extreme outliers. There are no significant 

outliers in the data set. The box plot of ‘DIM1’ is given in Figure 5.4, suggesting no 

potential outlier. Moreover, Tabachnick and Fidell (2012) argued that outliers require 

serious consideration mainly in the case of dichotomous and continuous variables. 

Since the variables measured in this research are on a five-point Likert scale and as 

suggested in (Leys et al. 2013), the data set is deemed not to contain any extreme 

outliers and therefore no mathematical transformation is required.    

 
Figure 5.4 Box Plot output of DIM 1 

 

5.4.3 Exploratory Factor Analysis 

Factor analysis is a multivariate technique and its main purpose is “to define 

the underlying structure among the variables in the analysis” (Hair et al. 2010, p.91). 

The interrelationships between a large set of variables are analysed to find factors, 

which are a set of variables that are highly correlated. A detailed discussion of the 

various methods of factor reduction is given in the methodology chapter section 
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4.11.1. In this section, Exploratory Factor Analysis (EFA) is conducted on variables 

related to: 1. Organisational capabilities such as BDA capabilities maturity, ACAP, 

SCA, and DIQ, and 2. Firm performance.  

5.4.3.1 Sampling Adequacy Test Results 

Before factor analysis, the adequacy of the data sample to perform factor 

reduction has to be analysed (Kline 2015). In general, the two estimates that are widely 

used in academic research to assess the ratio of available cases to variables under 

research are the Kaiser-Meyer-Olkin measure and Bartlett's test of Sphericity. Based 

on the Kaiser-Meyer-Olkin measure, the cut-off criteria desirable to confirm that the 

sample data is sufficient to perform a factor analysis is above 0.5. Similarly, Bartlett’s 

Test of Sphericity tests whether the correlation matrix of the variables of choice is 

significantly different from an identity matrix or not. The required cut-off of Bartlett’s 

Test of Sphericity tests must be significant <0.05 to validate the suitability of the data 

sample. The results, given in Table 5.6, suggests that both the Kaiser-Meyer-Olkin 

measure (0.952) and Bartlett's Test of Sphericity (<0.001) have provided satisfactory 

results to carry out factor reduction analysis.  

Table 5.6 KMO and Bartlett's Test results 

 
EFA on organisational 

capabilities dimensions 

EFA on firm performance 

dimensions 

Kaiser-Meyer-Olkin Measure of 

Sampling Adequacy. 

0.957 0.911 

 

Bartlett's Test of 

Sphericity 

Approx. 

Chi-Square 

13,766.910 3,401.014 

  
df 1,770 171 

 

Sig. 0.000 0.000 

 
 

5.4.3.2 Factor Extraction, Communalities and Reliability Test Results 

After verifying the sampling adequacy, Exploratory Factor Analysis (EFA) is 

performed on item scales used to measure the constructs of BDA maturity, Absorptive 

capacity, data and information quality, supply chain analytics capabilities and firm 

performance dimensions. As discussed in the methodology section, except ‘absorptive 

capacity’, ‘data and information quality’, ‘firm performance dimensions’ and few 

constructs of BDA maturity such as ‘big data skills’ and ‘data-driven culture’, items 

used to measure other constructs are derived from multiple sources. Since this study 

has adopted item scales from different studies, EFA is carried out to identify scales 
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that are problematic. Moreover, the benefit of EFA is it helps to find hidden factor 

structure and the inter-relationship between them. While EFA is used to explore the 

theoretical underpinning of factors, CFA is used to confirm the factor structure (Pallant 

2007). Since the factor structure of BDA maturity is not thoroughly investigated in the 

previous researches, EFA is used to unravel the dimensions of BDA maturity.  

 To explore and validate the factor structure, the items that load on to non-

theorised factors, highly cross-loaded onto other factors and those attained poor 

loading (<0.5) have to be identified. Moreover, the mean communalities values of all 

the items are measured and items less than 0.5 are removed from the analysis. The two 

most prominent factor extraction technique used in academic research is ‘Principal 

Component Analysis (PCA)’ and ‘Maximum-likelihood’ approaches. The details of 

various EFA techniques are explained in the methodology section 4.12.1. However, 

the default functionality in AMOS utilises ‘Maximum-likelihood’ approach to 

recognise factors of measurement and structural model. Thus, in this study, EFA is 

performed using ‘Maximum-likelihood’ extraction approach with ‘Promax’ rotation 

using SPSS software.  EFA is implemented iteratively with independent, dependent 

and mediating variables.  

First, EFA on variables related to organisational capabilities is conducted. 

Accordingly, variables that reflect BDA capabilities, DIQ, ACAP and SCA are 

subjected to factor analysis. As a result, the following items are removed from the 

further analysis. Items DG1 and DG3 are removed due to cross-loadings, which 

belongs to data generation capability. Items DIM5 and DIM6 which belong to data 

integration and management construct is removed due to cross loading onto to several 

other factors. Item DV4, which belong to the data visualisation construct, is removed 

due to poor loading (<0.4). Similarly, BS1 and BS2 are removed due to cross loading 

on other construct.   
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Table 5.7 Pattern Matrix showing 10 factors of organisation capabilities extracted 

Pattern Matrixa  
Factor 

1 2 3 4 5 6 7 8 9 10 

ACAP2 0.915                   

ACAP 11 0.880                   

ACAP 3 0.876                   

ACAP 4 0.873                   

ACAP 6 0.868                   

ACAP 1 0.864                   

ACAP 9 0.856                   

ACAP 12 0.854                   

ACAP 7 0.850                   

ACAP 8 0.843                   

ACAP 5 0.789                   

ACAP 10 0.788                   

SCA6   0.849                 

SCA7   0.847                 

SCA8   0.843                 

SCA10   0.807                 

SCA5   0.782                 

SCA9   0.766                 

SCA2   0.684                 

SCA4   0.637                 

SCA3   0.635                 

SCA1   0.612                 

DIM2     0.947               

DIM3     0.896               

DIM1     0.861               

DIM7     0.761               

DIM4RC     0.665               

DIM8     0.663               

DDC5       0.892             

DDC3       0.889             

DDC2       0.809             

DDC4       0.792             

DDC1       0.769             

DIQ4         0.861           

DIQ3         0.848           

DIQ1         0.835           

DIQ5         0.831           

DIQ2         0.749           

AA3           0.959         

AA2           0.917         

AA1           0.743         

AA4           0.560         

AA5           0.555         

BDS4             0.901       
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BDS5             0.879       

BDS3             0.840       

BDS6             0.837       

WEBAnalytics               0.915     

SMAnaly               0.877     

TAVanaly               0.682     

DTMining               0.609     

DV2                 0.952   

DV3                 0.928   

DV1                 0.838   

DV5                 0.763   

DG5                   0.813 

DG4                   0.759 

DG2                   0.718 

Extraction Method: Maximum Likelihood.  

 Rotation Method: Promax with Kaiser Normalization. 

a. Rotation converged in 7 iterations. 

  

Figure 5.5 Scree plot 10 factors of organisational capabilities 

In addition, EFA on firm performance variables are conducted and 5 factors 

are identified such as time-based performance, product quality, flexibility, cost and 

innovation. However, variables ‘OP11’ and ‘OP12’ cross-loaded and these variables 

are removed. The firm performance related factors identified and the rotated pattern 

matrix indicating the factor loadings are given in Table 5.8. Moreover, by examining 

the correlation matrix, it is established that the correlation coefficient of all the firm 

performance variables identified is greater or equal to 0.3.  
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Overall, there are 15 factors extracted and all the factor loadings are above the 

threshold of 0.5. Another criterion to determine the factor retention is by inspecting 

the scree-plot (Costello and Osborne 2005). On the Scree plot, the point where a 

natural bend occurs and then flattens out indicates the number of factors. Moreover, 

another criterion suggests only factors with Eigenvalue above 1 can be retained 

(Tabachnick and Fidell 2012). It can be verified from the ‘Eigenvalues’, provided in 

Table 7.6 and Table 7.7 (see Appendix E) which shows that the total variance 

explained by the factors identified have Eigenvalues above 1. To assess the internal 

consistency reliability, Cronbach’s Alpha (assumes equal indicator loadings) for all 

the constructs is computed (Hair et al. 2014). The Cronbach’s Alpha should be greater 

than 0.7 cut-off level to consider that the constructs are reliable (Kline 2015). The 

Cronbach’s Alpha values of the constructs are estimated and given in Table 5.9. All 

the constructs have attained more than 0.8 Cronbach’s Alpha value in the reliability 

test. The scale reliability at the stage of EFA can be considered as a preliminary 

assessment of reliability. A detailed assessment of construct reliability and validity is 

performed in section 5.4.4. Hence, based on item loadings, Eigenvalues and 

preliminary reliability tests, the factors identified from EFA are considered for further 

analysis and used to build measurement and structural models in the following 

sections.   

 

Figure 5.6  Scree plot 5 factors of firm performance 
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Table 5.8 Pattern Matrix showing 5 factors of firm performance extracted 

Pattern Matrixa  
Factor 

1 2 3 4 5 

OP14 0.957         

OP13 0.943         

OP15 0.818         

OP16 0.713         

OP6   0.916       

OP5   0.882       

OP4   0.716       

OP7   0.703       

OP3     0.974     

OP2     0.915     

OP1     0.821     

INNOV1       0.914   

INNOV2       0.874   

INNOV3       0.873   

OP8         0.868 

OP10         0.826 

OP9         0.782 

Extraction Method: Maximum Likelihood.  

 Rotation Method: Promax with Kaiser Normalization. 

a. Rotation converged in 6 iterations. 
 

Table 5.9 15 factors and scale reliability 

 Factors Cronbach’s 

Alpha 

Number of 

items 

Absorptive capacity (ACAP) 0.973 12 

Data integration and 

management (DIM)  

0.916 6 

Supply Chain Analytics 

(SCA) 

0.943 10 

Data-Driven Culture (DDC) 0.918 5 

Time-based performance 0.932 4 

Data and Information 

Quality (DIQ) 

0.937 5 

Advanced Analytics (AA) 0.925 5 

Digital Analytics (DA) 0.906 4 

Big Data Skills (BDS) 0.960 4 

Cost performance 0.893 4 

Data Visualisation (DV) 0.953 4 

Product- Quality 0.926 3 

Flexibility 0.880                       3 

Innovation 0.908 3 
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Data Generation (DG) 0.905 3 
Table 5.10 Skewness and Kurtosis of factors 

  N Skewness Std. Error 

of 

Skewness 

Kurtosis Std. Error 

of Kurtosis Valid Missing 

ACAP 221 0 -0.582 0.164 0.337 0.326 

DIM 221 0 0.308 0.164 -0.486 0.326 

SCA 221 0 -0.029 0.164 -0.325 0.326 

DDC  221 0 -0.338 0.164 -0.628 0.326 

Time-based 

performance 

221 0 -0.626 0.164 0.146 0.326 

DIQ 221 0 -0.401 0.164 -0.139 0.326 

AA 221 0 -0.635 0.164 -0.287 0.326 

DA 221 0 0.247 0.164 -0.523 0.326 

BDS 221 0 0.096 0.164 -0.833 0.326 

Cost-based 

performance 

221 0 0.113 0.164 -0.400 0.326 

DV  221 0 -0.349 0.164 -0.826 0.326 

Product 

quality 

221 0 -0.510 0.164 0.295 0.326 

Flexibility 221 0 -0.441 0.164 -0.178 0.326 

Innovation 221 0 -0.621 0.164 0.099 0.326 

DG 221 0 -0.332 0.164 -0.607 0.326 

 

5.4.4 Confirmatory Factor Analysis  

Now that the factor structure is identified using the EFA technique, the next 

stage is to develop a measurement model and asses the validity and reliability of it. 

For this purpose, the Analysis of Moment Structures (AMOS) software is used to 

create measurement models. The assumptions about the discriminant and convergent 

validity are tested by using Confirmatory Factor Analysis (CFA) (Kline 2015). In this 

research, two different measurement models are created. As the aim of the research is 

to find the effect of BDA maturity, as well as its individual dimensions, firm 

performance dimensions are also considered, hence the requirement for developing 

two separate models. Theoretically, it is conceptualised that BDA maturity is 

composed of 7 dimensions such as ‘Data Generation’, Data Integration and 

Management’,‘Advanced Analytics’, ‘Digital Analytics’, ‘Data Visualisations’, 

‘Data-Driven Culture’ and ‘Big Data skills’. In measurement model 2, BDA maturity 

of an organisation is specified as a second-order construct composed of these 7 

dimensions. There are a few recent researchers who have conceptualised BDA 

capability as a second-order construct such as (Gupta and George 2016) and (Wamba 
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et al. 2017). So, a measurement model with second-order BDA maturity constructs, 

and a measurement model with the dimensions of BDA capabilities specified as a first-

order factor is also developed.  

After the measurement models are specified according to the theory and EFA, 

the goodness-of-fit is assessed using the Model fit plugin available in AMOS (Gaskin 

and Lim, 2017). The goodness-of-fit for both models are found to be adequate after 

making some minor changes in the model specification. For instance, based on the 

modification indices, some of the error terms that have high modification indices, are 

covaried to improve the model fit. The error terms of DIM7→ DIM8, SCA1 → SCA4, 

SCA1 → SCA2, SCA6 → SCA7, AC11 → AC12, AC10 → AC9, AC5 → AC6, AC1 

→ AC2 and AC3 → AC2 are covaried as it showed high modification indices – this 

procedure is suggested in (Kline 2015). In addition, some items (SCA6, SCA7, 

SCA10, AA4 and AA5) are removed due to poor loading (<0.7) and issues with 

modification indices. The model fit statistics obtained  after covarying the error terms 

are found to indicate that the model is suitable for further analysis.  The model fit of 

the first-order Measurement Model is Chi-square (2) =3704.479, degrees of freedom 

(df) =2587, chi-square goodness-of-fit (CMIN/DF) =1.432, comparative fit index 

(CFI) =0.932, parsimony comparative fit index (PCFI) =0.868, Normed fit index (NFI) 

=0.806, root mean squared error of approximation (RMSEA)=0.044, Tucker-Lewis 

Index (TLI)=0.927 and PCLOSE =0.999. Similarly, the model fit of the Second-order 

Measurement Model is Chi-square (2) =3805.561, degrees of freedom (df) =2649, 

chi-square goodness-of-fit (CMIN/DF) =1.437, comparative fit index (CFI) =0.929, 

parsimony comparative fit index (PCFI) =0.887, Normed fit index (NFI) =0.801, root 

mean squared error of approximation (RMSEA) =0.045, Tucker-Lewis Index 

(TLI)=0.926 and PCLOSE =0.998. Both the models attained satisfactory results 

according to the established cut-off criteria (Hu and Bentler 1999; Byrne 2010).  

Apart from assessing the model fit of measurement models, the validity and 

reliability of the measurement models are also investigated using statistical tests such 

as Composite Reliability (CR), Average Variance Extracted (AVE) and Mean Shared 

Variance (MSV).  In the previous section, Cronbach’s Alpha is used to measure scale 

reliability indicating the internal consistency of factors. While Composite Reliability 

also indicates internal consistency, but unlike Cronbach’s Alpha, “it does not assume 

equal indicator loadings” (Hair et al. 2014, p.115). Convergent validity indicates how 
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well the items within the same construct are correlated. On the other hand, 

discriminant validity indicates how well a construct is different from other constructs 

in the model (Hair et al. 2014). In this section, three different tests are conducted: 1. 

the latent construct reliability is measured by estimating ‘Composite Reliability (CR)’, 

2. The convergent validity is determined by estimating ‘Average Variance Extracted 

(AVE)’, 3. The discriminant validity is determined by estimating ‘Mean Shared 

Variance (MSV)’. The convergent and discriminant validity results of the two 

measurement models are given in Table 5.11 & Table 5.12. The Composite reliability 

of all the constructs is above the 0.8 threshold  (Byrne 2010; Schumacker and Lomax 

2010; Bollen 1989). Moreover, MaxR(H) or Maximum reliability is calculated using 

AMOS tool (Gaskin and Lim 2017), which is generally considered more robust than 

CR. Both, CR and MaxR(H) indicate that all the constructs in the model are reliable.   

Similarly, convergent validity is also assessed. To consider the models as 

acceptable the AVE of all the constructs has to be above 0.5. The results indicate that 

all the constructs in both the models have achieved convergent validity. More than 50 

% of the variance in the constructs are explained by the items used to measure it. To 

test discriminant validity, the Fornell–Larcker criterion is used (Hair et al. 2010), 

which recommends comparing the square root of AVE and the correlation matrix. 

Discriminant validity is highly significant while testing for mediation, as the mediators 

have to be dissimilar from the dependent and independent variables (Zhao et al. 2010). 

Based on Fornell–Larcker criterion, the square root of the AVE has to be “greater than 

its highest correlation with any other construct” (Hair et al. 2010). From Table 5.11 

and Table 5.12, it is evident that it satisfies Fornell–Larcker criterion and each 

construct measured in the models are highly dissimilar to other constructs, indicating 

that all the constructs in the models satisfy discriminant validity.   

Moreover, the inter-correlations between the variables are verified. As a 

general rule of thumb, the inter-correlation between any two variables that is higher 

than 0.8 indicates multicollinearity. From Table 5.11 & Table 5.12, it is evident that 

multicollinearity is not a problem in this research as none of the intercorrelations is 

above the 0.8 threshold. Further, the Variance Inflation Factor (1/(1 – R2) of the 

contructs is estimated to assess multicollinearity and the values are below the tolerance 

level (VIF<10) (Kline, 2015).  
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Table 5.11 Validity and reliability test results of measurement model 1 

 

Table 5.12 Validity and reliability test results of measurement model 2 

 CR AVE MSV MaxR(H)

Digital 

Analytics Time

Data Driven 

culture

Advanced 

Analytics

Big Data 

skills

Data 

generation Cost

Product 

Quality

Data 

Visualisation

Innovatio

n DIM Flexibility SCA ACAP DIQ

Digital Analytics 0.905 0.704 0.417 0.909 0.839

Time 0.933 0.777 0.425 0.962 0.346 0.881

Data Driven culture 0.921 0.662 0.417 0.975 0.576 0.430 0.813

Advanced Analytics 0.911 0.721 0.430 0.981 0.450 0.396 0.563 0.849

Big Data skills 0.960 0.858 0.533 0.987 0.585 0.422 0.592 0.610 0.927

Data generation 0.906 0.763 0.507 0.988 0.511 0.396 0.495 0.536 0.587 0.874

Cost 0.894 0.679 0.425 0.990 0.459 0.652 0.454 0.384 0.460 0.485 0.824

Product Quality 0.927 0.810 0.368 0.991 0.358 0.484 0.445 0.449 0.450 0.478 0.404 0.900

Data Visualisation 0.953 0.835 0.533 0.992 0.593 0.391 0.646 0.656 0.730 0.639 0.453 0.430 0.914

Innovation 0.909 0.770 0.346 0.993 0.496 0.460 0.588 0.429 0.373 0.461 0.477 0.401 0.438 0.877

Data Integration and 

management 0.916 0.612 0.524 0.993 0.646 0.368 0.593 0.582 0.724 0.712 0.503 0.391 0.720 0.424 0.782

Flexibility 0.882 0.714 0.340 0.994 0.346 0.583 0.364 0.466 0.436 0.380 0.490 0.514 0.378 0.445 0.375 0.845

SCA 0.937 0.624 0.510 0.994 0.611 0.541 0.588 0.609 0.653 0.561 0.603 0.607 0.627 0.532 0.646 0.512 0.790

ACAP 0.972 0.744 0.510 0.995 0.547 0.518 0.550 0.560 0.568 0.561 0.568 0.591 0.557 0.588 0.518 0.476 0.614 0.863

DIQ 0.939 0.755 0.366 0.996 0.511 0.516 0.567 0.536 0.579 0.476 0.525 0.501 0.592 0.494 0.534 0.463 0.605 0.556 0.869

 CR AVE MSV MaxR(H) DIQ Time Cost

Product 

Quality Innovation Flexibility

BDA 

Maturity SCA ACAP

DIQ 0.939 0.756 0.475 0.945 0.869

Time 0.933 0.777 0.424 0.970 0.516 0.881

Cost 0.894 0.679 0.424 0.976 0.525 0.651 0.824

Product Quality 0.927 0.809 0.370 0.982 0.501 0.484 0.404 0.900

Innovation 0.910 0.770 0.346 0.985 0.494 0.460 0.477 0.401 0.878

Flexibility 0.882 0.714 0.340 0.987 0.463 0.583 0.490 0.515 0.445 0.845

BDA Maturity 0.917 0.615 0.604 0.988 0.689 0.493 0.576 0.537 0.561 0.492 0.784

SCA 0.937 0.623 0.604 0.990 0.605 0.541 0.602 0.608 0.532 0.512 0.677 0.790

ACAP 0.972 0.744 0.510 0.993 0.556 0.518 0.568 0.591 0.588 0.476 0.690 0.614 0.863
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5.4.5 Common Methods Bias Test Results 

The occurrence of measurement errors due to methodological bias is a 

common problem in behavioural research (Podsakoff et al. 2003). The bias may occur 

due to the use of a single questionnaire, contextual factors and social desirability and 

vagueness of items and has to be addressed to eliminate potential errors (Podsakoff 

and Organ 1986). In this research, a single questionnaire is used to collect both the 

independent variable and dependent variables. There are several ways in which the 

bias in the dataset can be identified such as Harman’s single-factor test and common 

latent factor method.  Harman’s single-factor test, suggests that the variance extracted 

by the first factor in the Exploratory Factor Analysis (EFA) has to be less than 50% to 

conclude methodological bias does not play a role (Kwon et al. 2014). In this study, 

the percentage of variance of the first factor identified from the EFA is less than the 

threshold indicating that there is no bias in the data set. Moreover, the bias is tested 

using a common latent factor method by inserting a ‘dummy variable’, called as 

Common Latent Factor (CLF), into both measurement models discussed in the 

previous section. The standardised regression weights of measurement models with 

and without the common latent factor are compared. It is found out that (Appendix D), 

only two items SCA5 and ACAP1 belonging to supply chain analytics capabilities and 

absorptive capacity constructs is affected by bias. However, the bias is only slightly 

above the threshold of 0.2, indicating that there is no potential bias in the dataset.  

.  

5.4.6 Configural and Metric Invariance Test Results 

The data collected in this research are from multiple groups such as SMEs and 

large organisations. It is necessary to test for the existence of a varying factor structure 

between the groups and hence subjected to invariance tests. The 4 groups tested 

include ‘firms with a low number of employees’ vs ‘firms with a large number of 

employees’, ‘Firms with low annual turnover’ vs. ‘Firms with a high annual turnover.  

Using the data imputation function in AMOS, the latent factors are imputed and used 

to perform these tests to reduce computational complications. Metric invariance refers 

to “equal factor loadings across groups” and configural invariance refers to the 

existence of “fixed model parameters across all groups” (Dimitrov 2010, p.124). To 

test metric invariance, the chi-square difference between the constrained and 

unconstrained models is evaluated and the results (given in Table 5.13 & Table 5.14) 

indicate that the factor structure is consistent irrespective of different groups in the 
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data set. Furthermore, evaluating the measurement models of different subgroups 

show that the model fit is adequate for a low number of employees vs. high number of 

employees’ subgroups [fit indices: 2 = 204.389; df = 124; 2/df =1.6482; CFI =0.965.; 

PCFI =0.570; PNFI =0.918; PCLOSE=0.283; RMSEA =0.054; TLI=0.940; GFI 

=0.903], and also for the low turnover vs. high turnover subgroups [fit indices: 2 = 

206.924; df = 124; 2/df =1.669; CFI =0.964;PCFI =0.570; PNFI =0.542; 

PCLOSE=0.248; RMSEA =0.055; TLI=0.940; GFI =0.898]. It is argued that if the 

model fit of an unconstrained model having different subgroups is satisfactory, it 

indicates configural invariance and the groups are equivalent regarding the factor 

structure (Milfont and Fischer 2010). The findings suggest that the sample data 

investigated in this research satisfies the conditions of metric and configural 

invariance.  

Table 5.13 Chi-Squared difference significance results for metric invariance test (low number of 

employees vs high number of employees) 

  Chi-square df p-val Invariant? 

chi-square and df for 

unconstrained and 

constrained models 

Overall Model         

Unconstrained 217 124     

Fully constrained 226 132     

Number of groups   2     

     Difference 9 8 0.342 YES Groups are not different 

at the model level, 

however, they may be 

different at the path 

level. Chi-square Thresholds       

 

Table 5.14 Chi-Squared difference significance results for metric invariance test (low turnover vs high turnover 

firms) 

  Chi-square df p-val Invariant? 

chi-square and df for 

unconstrained and 

constrained models. 

Overall Model         

Unconstrained 206.9 124     

Fully constrained 220.1 132     

Number of groups 

low turnover vs 

high turnover 

firms 2     

     Difference 13.2 8 0.105 YES Groups are not different at 

the model level, however, 

they may be different at 

the path level. Chi-square Thresholds       
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5.5 Structural Equation Modelling 

In this section, the procedure adopted to test the mediation effect of absorptive 

capacity, data and information quality, and supply chain capability on the relationship 

between BDA capabilities and firm performance dimensions is discussed. All the 

hypotheses proposed in chapter 3 (Theoretical development) are verified in this 

section. Moreover, the direct effect of BDA maturity and its individual dimensions on 

the firm performance dimensions (operational and innovation) is investigated prior to 

mediation analysis. A brief outline of the direct and mediation analysis techniques is 

given here before proceeding with the implementation and presentation of the 

findings.  

Mediation analysis is the process in which the goal is to verify how the 

independent variable (X) exerts its influence on the dependent variable (Y) wherein 

one or more mediating (M) or intervening variables are causally linked between X and 

Y (Hayes 2013). An illustration of a mediation model is given in Figure 5.7.  

Analysing mediation enriches our understanding of a phenomenon not only by 

explaining the direct relationship between X and Y but also how does X Influences Y. 

This makes it possible to comprehend the underlying mechanism of a causal 

relationship. Mediators explain the ‘internal psychological significance’ on an 

observable external physical event (Baron and Kenny 1986).  

In total, there are three categories of regression tests used to assess mediation. 

The three categories are; “tests of causal steps, tests of the difference-in-coefficients, 

and tests of the product-of-coefficient” (MacKinnon et al. 2002). Baron and Kenny 

(1986), the pioneers of mediation analysis, have argued that a variable can be 

considered as a significant mediator depending on the extent to which it is accountable 

for the relationship between the predictor and the criterion. The authors proposed the 

casual step approach to test the hypothesis and verify the effect of intervening 

variables. Based on the causal step approach,  Baron and Kenny (1986) indicated that 

to confirm the presence of a mediation effect, three basic conditions must be fulfilled. 

First, the exogenous variable (X) must have a significant effect on the mediating 

variable (M). Second, the mediator variable must have a significant effect on the 

endogenous variable (Y). Third, if the first two conditions are met, the effect of an 

exogenous variable on endogenous variable must be significantly reduced when 

controlled for the mediating variable. This causal step approach also requires the total 
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effect of X on Y to be significant (Chen and East 2016). The level of mediation is 

assessed as follows: In Figure 5.7, If the direct effect c’ become non-significant, then 

it is full mediation. Whereas, if the direct effect in the presence of a mediator is 

significant but the effect size is reduced, then it is ‘partial mediation’. If there is no 

change in the direct effect even after the introduction of the intervening variable, then 

it can be considered as no mediation.  

 

Figure 5.7 An illustration of a) Direct effect, b) Simple mediation effect, c) Multiple mediation effect 

In Baron and Kenny’s approach, the existence of mediation is based on the 

outcome of the set of hypotheses. However, this causal-step approach is largely 

criticised by authors for several reasons (Zhao et al. 2010; Brown 1997; Fritz and 

Mackinnon 2007). Brown (1997) discussed that testing mediation in sequence by 

estimating several regression equations ignoring the measurement error in the 

mediator and assuming that the model is non-recursive i.e. dependent variable cannot 

cause mediator variable, are the drawbacks of this approach. Zhao et al. (2010) 

criticised Baron and Kenny (1986)’s classification of mediation effect into full, partial 

and no mediation as its conception is grounded on a one-dimensional view.  

On the other hand, the difference-in-coefficients tests for assessing mediation 

involves finding the difference between the total effect (c) and the direct effect (C’) 
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adjusted for mediating variables (M) and then dividing it by the standard error (Fritz 

and Mackinnon 2007). Whereas, in product-of-coefficients test, the product of path 

coefficient X→M (a) and M→Y (b) are divided by the standard error. Hayes (2013) 

argued that, due to the flaws in the causal step approach and the difference-in-

coefficient test, the inferences on indirect effect should be based on the product-of-

coefficient tests discussed earlier as it minimizes the number of tests and therefore, the 

product-of-coefficient approach is adopted in this study.  

In the Figure 5.7 a), c represents the total effect of X on Y on the direct effect 

model. Whereas, in the mediation models, C’ represents the direct effect of the 

predictor on the criterion. The path coefficient between X →M is represented as ‘a’, 

and the path coefficient between M → Y is represented as ‘b’. Using the product-of-

coefficient approach, the indirect effect (a*b) of X on Y via M is calculated by 

multiplying the path coefficient of X →M and the path coefficient of M→Y. In case 

of multiple mediation models, the indirect effect of X on Y via M1 is calculated as 

a1*b1; the indirect effect of X on Y via M2 is calculated as a2*b2, and so on depending 

on the number of mediators in the model.  

In contrast to Baron and Kenny (1986)’s classification of mediation test 

outcomes into full, partial or no mediation,  Zhao et al. (2010) have provided a new 

typology for mediation and non-mediation effect.  

1. Complementary mediation: when the indirect effect (a*b) and direct effect (C’) 

both are significant and if the product coefficient of a,b, C’ (a*b*C’) is 

positive.  

2. Competitive mediation: when the indirect effect (a*b) and direct effect (C’) 

both are significant and if the product coefficient of a,b, C’ (a*b*C’) is 

negative.  

3. Indirect-only mediation: when the indirect effect (a*b) is significant but the 

direct effect (c’) on the mediation model is not significant.  

4. Direct-only Non-mediation: When the direct (C’) in the mediation model is 

significant, but the indirect effect (a*b) is not significant. 

5. No-effect Non-mediation: When both indirect and direct effects are non-

significant.  
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Moreover, the Sobel test and bootstrapping are the two prominent ways used to 

test the effect of intervening variables based on the product-of-coefficient approach 

(Bollen and Stinet 1990). Nevertheless, there are three reasons for preferring the 

bootstrap approach over Sobel tests: 1. Sobel test is based on the assumption of normal 

distribution of indirect effect which in practice tend to be asymmetric, 2. It is less 

suitable for small sample sizes (Preacher and Hayes 2008b), 3. Sobel tests use standard 

error to assess mediation effect, but bootstrapping does not require estimation of the 

standard error of indirect effect. Besides, the bootstrap method ignores normality 

assumptions and is generally considered more robust than the Sobel test (Hayes 2013). 

In this research, the bootstrapping approach is used, and the analysis is carried out by 

generating 5,000 bootstrap samples and a 95% confidence interval is used to tests the 

significance of the indirect effect. The outcome of mediation analysis is interpreted as 

discussed in (Zhao et al. 2010).   

5.5.1 Design of the structural model and model fit assessment  

A full structural model is developed incorporating the latent factors proven to 

be valid from the CFA. While developing a complex structural model, as the one 

presented in this research, the ‘Item Parcel’ approach is generally adopted to simplify 

the model by reducing the number of indicators of the construct to 3 or 5. A detailed 

discussion on the ‘Item parcel’ approach is available in (Rocha and Chelladurai 2012), 

(Meade and Kroustalis 2006) and (Hagtvet and Nasser 2004). However, since there is 

a mixed opinion about whether to use the item parcel approach among academics and 

as it is not widely adopted in supply chain researches, the researcher has decided to 

use the full model without reducing it.   

Moreover, our aim is to analyse the impact of individual dimensions of BDA 

capabilities of an organisation, and as well as the maturity of an organisation on the 

firm performance. So, two separate structural models are created, one with first-order 

dimensions of BDA capabilities and another with BDA maturity as a second-order 

reflective construct. The direct effect of independent variables and mediating variables 

on the dependent variables is measured before initiating the mediation analysis. 

However, due to complexity, the effect all the mediators are studied only on the 

relationship between BDA maturity (second-order construct) and firm performance 

dimensions. Further, two variables that measure firm size (Number of employees and 

annual turnover) are included in the structural variable as ‘control variables’. The full 
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structural model is specified as given in Figure 5.8. The goodness-of-fit statistics of 

structural model is assessed and found satisfactory (Table 5.15). Consequently, as 

discussed in the previous section, the bootstrapping method is used to find the specific 

indirect effect of each mediator in the model. The results of direct effect analysis and 

mediation analysis are presented in the following sections.  

Table 5.15 Model fit of the structural model 

Measure Estimate Threshold Interpretation 

CMIN 4185.055 -- -- 

DF 2800 -- -- 

CMIN/DF 1.495 Between 1 and 3 Excellent 

CFI 0.918 >0.95 Acceptable 

SRMR 0.081 <0.08 Acceptable 

RMSEA 0.047 <0.06 Excellent 

PClose 0.925 >0.05 Excellent 

 

Figure 5.8 Structural model 

5.5.2 Results of direct effects of BDA Maturity on ACAP, DIQ, SCA capability on 

firm performance dimensions. 

 

Based on the theoretical model, it is hypothesised that the BDA maturity will 

have a significant positive effect on operational and innovation performance (H1, H2). 

As shown in Table 5.16, this research has found evidence supporting the hypothesis 

related to the direct impact of BDA maturity and operational and innovation 

performance. The direct path from BDA maturity →Product quality (0.595**), BDA 

maturity→Cost (0.615***), BDA Maturity →Flexibility (0.554***) and BDA 
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maturity →Time (0.610***), are all found to be significant at the level of p<0.001. 

Moreover, the impact of BDA maturity on overall operational performance, created as 

a second-order reflective construct composed of product quality, cost, flexibility and 

time, is also tested (BDA→Overall operational performance) and the findings suggests 

there is a positive relationship between them. With regards to the impact of BDA on 

innovation (BDA maturity→innovation), the findings suggest (0.599***) there is a 

significant positive relationship.  

Table 5.16 Direct effect of Second-order BDA maturity on Firm performance dimensions 

  Un Std 

Estimate 

Std 

Estimates 

S.E. C.R. 

(or) Z 

statistics 

P Bootstrapping 5000 

samples        ( 95% 

Confident interval) 

Lower Upper P 

BDA 

Maturity 

→Product 

Quality 

0.601 .595 *** 0.078 7.714 *** 0.477 0.686 0.001 

BDA 

Maturity 

→Cost 

0.642 .615 *** 0.085 7.564 *** 0.495 0.716 0 

BDA 

Maturity 

→Flexibility 

0.612 .554 *** 0.086 7.114 *** 0.421 0.666 0 

BDA 

Maturity 

→Time 

0.725 .610 *** 0.088 8.199 *** 0.496 0.699 0.001 

BDA 

Maturity 

→Innovation 

0.669 .599 *** 0.086 7.742 *** 0.462 0.704 0.001 

BDA 

Maturity 

→overall 

operational 

performance 

0.733 0.569*** 0.069 6.681 *** 0.418 0.727 0 

Significance of Correlations: *** p < 0.001, ** p < 0.010, * p < 0.050, ✝ p < 0.100 
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Figure 5.9 Results of the direct effect of BDA maturity on firm performance 

Further, hypotheses H3, H4, and H5 state that BDA maturity positively influences the 

mediating variables absorptive capacity (BDA maturity→ACAP), data and 

information quality (BDA maturity →DIQ), and SCA capability (BDA 

maturity→SCA). These hypotheses are developed based on the concept of a hierarchic 

of dynamic capabilities (Liu et al. 2013). As given in Table 5.17, the findings confirm 

the positive influence of BDA maturity on all the three mediating variables.  

Table 5.17 Results of the direct effect of the IV on MV and MV on DV 

Predictor Outcome Std Beta 

ACAP Overall Operational 

Performance 

0.44*** 

ACAP Innovation 

Performance 

0.399*** 

DIQ Overall Operational 

Performance 

0.331*** 

DIQ Innovation 

Performance 

0.179 (NS) 

SCA capability Overall Operational 

Performance 

0.508*** 

SCA capability Innovation 

Performance 

0.216 * 

BDA Maturity ACAP 0.684*** 
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BDA Maturity Data and Information 

Quality 

0.688*** 

BDA Maturity SCA Capability 0.673 *** 

Significance of Correlations: *** p < 0.001, ** p < 0.010, * p < 0.050, ✝ 

p < 0.100 

 

Moreover, the effect of individual dimensions of BDA maturity on the 

operational and innovation performance is also examined. As given in Table 5.18, it 

is hypothesised that the seven dimensions of BDA maturity namely data generation, 

data integration, advanced analytics, digital analytics, data visualisation, big data 

skills, and data-driven culture are positively related to operational performance 

(H1e—H1k) and innovation performance (H2a-H2g). The testing of the following 

hypotheses, H1e (data generation capability →Overall operational performance), H1g 

(Advanced analytics capability →Overall operational performance), H1j (Big data 

skills →Overall operational performance) and H1k (data-driven culture →Overall 

operational performance) has confirmed that the key capabilities that influence 

operational performance are data generation, advanced analytics, big data skills and 

data-driven culture. However, in contrast, this research did not find sufficient evidence 

to support the claims proposed in H1f, H1h and H1k, as the results are non-significant 

and the effect sizes are also small. Similarly, H2a-H2g are tested to find the influence 

of BDA capabilities on the innovation performance of the UK manufacturing sector. 

Findings suggest that only data generation, digital analytics and data-driven culture 

have a significant positive relationship with innovation performance, supporting H2a, 

H2d, H2g. However, there is no evidence to support H2b, H2c, H2e and H2f. This 

reveals that the three most important capabilities to enhance innovation are data 

generation, digital analytics and data-driven culture. Data-driven culture especially is 

found to have a significantly greater influence on improving innovation performance, 

as is evident from the effect size and significance level (0.525***). This study did not 

find enough evidence to support the claim of the positive influence of some of the 

BDA capabilities such as data integration, data visualisation on neither operational 

performance nor innovation performance. However, the findings have provided 

original insights about the key capabilities that influence value creation. Moreover, 

since there is sufficient evidence regarding the positive relationship between BDA 

maturity and firm performance dimensions, it can be argued that organisations should 

holistically adopt all the capabilities discussed in this research to utilise the full 
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potential of BDA. A detailed explanation of these findings from direct effect analysis 

is provided in the discussions chapter 6.  

Table 5.18 Direct effect of First-order BDA capabilities on Firm performance dimensions 

Predictor Outcome Std Beta 

Data generation Overall Operational Perf .284 ** 

Data integration Overall Operational Perf -0.077 (NS) 

Advanced 

analytics 

Overall Operational Perf .247 ** 

Digital analytics Overall Operational Perf .143 ✝ 

Data Visualisation Overall Operational Perf -0.089 (NS) 

Big Data skills Overall Operational Perf .237 * 

Data culture Overall Operational Perf .194 * 

Data generation Innovation Performance .273 ** 

Data integration Innovation Performance -0.173 (NS) 

Advanced 

analytics 

Innovation Performance 0.109 (NS) 

Digital analytics Innovation Performance .246 ** 

Data Visualisation Innovation Performance -0.146 (NS) 

Big Data skills Innovation Performance -0.104 (NS) 

Data Driven 

culture 

Innovation Performance .525 *** 

 

5.5.3 Mediating effect of ACAP on the relationship between BDA Maturity and 

individual firm performance dimensions 

Besides the direct effect of BDA maturity on operational and innovation 

performance, this study investigated the mediating role of absorptive capacity (ACAP) 

on the established relationship between BDA maturity and firm performance 

dimensions. As discussed earlier, bootstrapping and the product-of-coefficient 

approach are used to test the role of the intervening variable. For testing mediation in 

AMOS, user-defined estimates are created to calculate product coefficients of the path 

‘a’ and ‘b’ and the significance level of the indirect effect is estimated via 

bootstrapping and a 95% bias-corrected confidence interval. Hypotheses H7a-d, H8 

state that absorptive capacity as a dynamic capability mediates the positive effect of 

BDA maturity on individual operational performances and innovation performance. 

Table 5.19, provides the results of the mediation analysis. Findings suggest that ACAP 

significantly mediate the positive relationship, supporting H7a-d and H8. However, 

although the effect size of the direct effect of BDA maturity on operation and 

innovation performance is reduced when adjusted for the mediating variable, the effect 

is still significant. Hence, the type of mediation by ACAP on the relationship is 
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complementary in nature (Zhao et al. 2010). A detailed discussion of these findings is 

provided in chapter 6.   

Table 5.19 Results on the mediating role of absorptive capacity 

Hypothesis Direct effect 

without 

mediation 

(Standardise

d estimates) 

The direct 

effect with 

mediation 

(Mediator 

=Absorptiv

e capacity) 

Indirect 

effect 

Bootstrap (5000 samples) 

95% Confident interval 

Remarks 

Lower Upper P 

BDA 

Maturity → 

ACAP → 

Product 

Quality 

.595 *** 0.289*** 0.269*** 0.131 0.427 0 Complementary 

Mediation  

BDA 

Maturity  → 

ACAP  → 

Cost 

.615 *** 0.336*** 0.241** 0.089 0.424 0.003 Complementary 

Mediation  

BDA 

Maturity  → 

ACAP → 

Flexibility 

.554 *** 0.347*** 0.187* 0.007 0.365 0.043 Complementary 

Mediation  

BDA 

Maturity  → 

ACAP  → 

Time 

.610 *** 0.378*** 0.221** 0.042 0.418 0.018 Complementary 

Mediation  

BDA 

Maturity  → 

ACAP → 

Innovation 

.599 *** 0.281*** 0.304*** 0.125 0.484 0 Complementary 

Mediation  

BDA 

Maturity  → 

ACAP → 

overall 

operational 

performance 

0.569*** 0.419*** 0.301*** 0.154 0.454 0 Complementary 

Mediation  

Significance of Correlations: *** p < 0.001, ** p < 0.010, * p < 0.050, ✝ p < 0.100 
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Table 5.20 Estimation of R square 

R Square Estimate 

Data and Information Quality 0.494 

Absorptive capacity 0.518 

SCA capability 0.548 

Digital Analytics 0.524 

Flexibility  0.309 

DIM Capability 0.688 

Innovation 0.403 

Advanced Analytics  0.546 

Data Visualisation 0.709 

Product Quality 0.428 

Cost-based performance 0.420 

Data generation capability 0.545 

Big Data skills 0.682 

Data-driven culture 0.558 

Time-based performance 0.407 
 

5.5.4 Mediating effect of DIQ on the relationship between BDA Maturity and firm 

performance dimensions 

The results of the mediation of data and information quality on the relationship 

between BDA maturity and firm performance dimensions are given in Table 5.21. 

H10a-d and H11 propose that data and information quality as a consequent of BDA 

maturity mediates its relationships with operational and innovation performance. 

Here, the intention is to test the importance of resource quality, i.e. data and 

information quality on value creation. Consequently, the findings have provided 

adequate evidence to support H10a (BDA Maturity → DIQ → Product Quality), H10b 

(BDA Maturity → DIQ → cost), and H10d (BDA Maturity → DIQ → time), 

suggesting complementary mediation. However, the relationship between BDA 

Maturity → flexibility and BDA Maturity → Innovation is not mediated by DIQ, as a 

95% confidence interval shows a non-significant result. In these cases, it is concluded 

that the effect is direct-only-non-mediation. It could be argued that data and 

information quality is a technical consequent of BDA maturity, but innovation is 

largely behavioural in nature. The possible explanations for these contrasting results 

will be provided in the discussion chapter.  
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Table 5.21 Results on the mediating role of data and information quality 

Hypothesis Direct effect 

without 

mediation 

(Standardised 

estimates) 

Direct 

effect with 

mediation 

(Mediator 

=DIQ) 

Indirec

t effect 

Bootstrap (5000 samples) Remarks 

Lower Upper P 

BDA 

Maturity  → 

DIQ → 

Product 

Quality 

.595 *** 0.439*** 0.137 0.002 0.306 0.045 Complementary 

Mediation  

BDA 

Maturity  → 

DIQ  → Cost 

.615 *** 0.408*** 0.181 0.03 0.376 0.019 Complementary 

Mediation  

BDA 

Maturity  → 

DIQ → 

Flexibility 

.554 *** 0.419*** 0.121 -0.049 0.295 0.149 Direct-only 

Non-Mediation 

BDA 

Maturity  → 

DIQ → Time 

.610 *** 0.4*** 0.212 0.048 0.423 0.014 Complementary 

Mediation  

BDA 

Maturity  → 

DIQ → 

Innovation 

.599 *** 0.45*** 0.138 -0.026 0.321 0.092 Direct-only 

Non-Mediation 

BDA 

Maturity  → 

DIQ → 

overall 

operational 

performance 

0.569*** 0.484*** 0.227 0.103 0.381 0.001 Complementary 

Mediation  

Significance of Correlations: *** p < 0.001, ** p < 0.010, * p < 0.050, ✝ p < 0.100 

 

5.5.5 Mediating effect of SCA capability on the relationship between BDA Maturity 

and firm performance dimensions  

Similar to BDA capabilities, Supply Chain Analytics (SCA) capabilities is also 

conceptualised as a dynamic capability. While the BDA maturity construct measures 

the capabilities possessed by the organisation at the intra-organisational level, the 

potential role of application of BDA at the supply chain level is not explained in 

previous research. Thus, in this research, it is proposed in hypotheses H13, H13a-d, 

H14 that the practice of Big data and analytics at supply chain level would mediate 

the positive effect of BDA maturity (organisation level) on the operational and 

innovation performance. The results shown in Table 5.22 indicate that the SCA 

capability mediates the positive relationship between BDA maturity and operational 

performance dimensions such as product quality, cost, flexibility and time, thus 
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supporting H13a-d. However, its mediating effect on the path BDA maturity → 

innovation is found to be non-significant as indicated by the 95% confidence interval 

estimated with 5,000 bootstrap sample. Hence, only hypotheses H13a-d are accepted, 

showing complementary mediation. However, H14 (BDA Maturity → 

SCA→Innovation) is not supported, indicating direct-only non-mediation results, as 

there is not enough evidence to support the claim. The implications of these findings 

for BDA practice will be further explored in the discussion chapter.  

Table 5.22 Results on the mediating role of SCA capability' 

Hypothesis Direct 

effect 

without 

mediation 

(Std 

estimates) 

Direct 

effect with 

mediation 

(Mediator 

=SCA) 

Indirect 

effect 

Bootstrap (5000 

samples) 

Remarks 

Lower Upper P 

BDA 

Maturity  → 

SCA → 

Product 

Quality 

.595 *** 0.208* 0.361 0.178 0.603 0 Complementary 

Mediation  

BDA 

Maturity  → 

SCA  → 

Cost 

.615 *** 0.263* 0.314 0.113 0.61 0.00

3 

Complementary 

Mediation  

BDA 

Maturity  → 

SCA → 

Flexibility 

.554 *** 0.272* 0.25 0.059 0.567 0.01

5 

Complementary 

Mediation  

BDA 

Maturity  → 

SCA  → 

Time 

.610 *** 0.276** 0.292 0.11 0.68 0.00

7 

Complementary 

Mediation  

BDA 

Maturity  → 

SCA → 

Innovation 

.599 *** 0.371*** 0.198 -0.042 0.476 0.09

2 

Direct-only Non-

Mediation 

BDA 

Maturity --

>SCA--

>overall 

operational 

performanc

e 

0.569*** 0.338** 0.394**

* 

0.234 0.578 0 Complementary 

Mediation  

Significance of Correlations: *** p < 0.001, ** p < 0.010, * p < 0.050, ✝ p < 0.100 
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Finally, as shown in the structural model (Figure 5.8), both the direct effect 

model and the multiple mediation models are controlled. The two control variables 

used in the research are a number of employees and annual turnover. It is assumed that 

large firms may achieve a higher level of effect on performance compared to SMEs. 

However, as given in Table 5.23, it is found out that the controls have no effect on the 

endogenous variables.  

Table 5.23 Effect of control variables 

Predictor Outcome Std Beta 

Firm Size (no of employees) Overall Operational Perf -0.101 (NS) 

Turnover   Overall Operational Perf 0.082 (NS) 

Firm Size (no of employees) Innovation Performance 0.152 (NS) 

Turnover   Innovation Performance -0.012 (NS) 

 

5.5.6 Summary of explanatory data analysis  

In summary, the findings presented in section 5.5 validated the hypothesis 

proposed in chapter 3 (theory). Table 5.24 contains the list of hypotheses tested using 

Structural Equation Modelling (SEM) technique. In the case of direct effects, the 

findings confirmed the positive relationship between BDA maturity and firm 

performance dimensions. Moreover, the key capabilities that contribute to enhancing 

performance are also identified. Further, findings confirmed that ACAP is a partial 

mediator on the relationship between BDA maturity and operational and innovation 

performance. However, the intervening variable ‘data and information quality’ and 

‘SCA capability’ only mediated the path between BDA maturity and operational 

performance, but its role on the relationship between BDA maturity and innovation is 

not significant based on the findings of this research. In the next chapter, the findings 

and its inferences will be elaborated along with the contributions of this research to 

the theory and practice of BDA in the UK manufacturing sector.  

Table 5.24 Results of hypothesis testing 

No Hypothesis Results 

RQ1a. What is the relationship between Big Data Analytics capability 

maturity and firm performance dimensions? 

 

H1 Big data analytics maturity has a significant positive effect on 

operational performance dimensions 

Supported 

 H1a: Big data analytics maturity has a significant positive effect on 

product quality based operational performance  

Supported 

 H1b: Big data analytics maturity has a significant positive effect on 

cost-based operational performance 

Supported 
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 H1c: Big data analytics maturity has a significant positive effect on 

flexibility based of operational performance 

Supported 

 H1d: Big data analytics maturity has a significant positive effect on 

time-based operational performance 

Supported 

 H1e: Data Generation capability has a significant positive effect on 

overall operational performance 

 

 H1f: Data Integration capability has a significant positive effect on 

overall operational performance 

Not 

Supported 

 H1g: Advanced Analytics capability has a significant positive effect 

on overall operational performance 

Supported 

 H1h: Digital Analytics capability has a significant positive effect 

on overall operational performance 

Not 

Supported 

 H1i: Data Visualisation capability has a significant positive effect 

on overall operational performance 

Not 

Supported 

 H1j: Big Data Skills has a significant positive effect on overall 

operational performance 

Supported 

 H1k: Data-Driven Culture has a significant positive effect on 

overall operational performance 

Supported 

H2 Big data analytics maturity has a significant positive effect on 

innovation performance. 

Supported 

 H2a:  Data Generation capability has a significant positive effect on 

Innovation performance. 

Supported 

 H2b: Data Integration capability has a significant positive effect on 

Innovation performance. 

Not 

Supported 

 H2c:  Advanced Analytics capability has a significant positive 

effect on Innovation performance. 

Not 

Supported 

 H2d:  Digital Analytics capability has a significant positive effect 

on Innovation performance. 

Supported 

 H2e: Data Visualisation capability has a significant positive effect 

on Innovation performance. 

Not 

Supported 

 H2f:  Big Data Skills has a significant positive effect on Innovation 

performance. 

Not 

Supported 

 H2g: Data-Driven Culture has a significant positive effect on 

Innovation performance. 

Supported 

H3 Big data analytics maturity has a significant positive effect on 

Absorptive capacity 

Supported 

H4 Big data analytics maturity has a significant positive effect on data 

and information quality 

Supported 

H5 Big data analytics maturity has a significant positive effect on 

supply chain analytics capability 

Supported 

RQ1b. What is the role of Absorptive Capacity on the relationship 

between BDA capability maturity and firm performance? 

 

H6a Absorptive capacity is positively related to operational 

performance. 

Supported 

H6b Absorptive capacity is positively related to innovation performance. Supported 

H7 Absorptive capacity mediates the relationship between BDA 

maturity and operational performance. 

Supported 
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 H7a: Absorptive capacity mediates the positive effect of Big Data 

Analytics maturity on product quality based operational 

performance 

Supported 

 H7b: Absorptive capacity mediates the positive effect of Big Data 

Analytics maturity on cost-based operational performance 

Supported 

 H7c: Absorptive capacity mediates the positive effect of Big Data 

Analytics maturity on flexibility based  of operational performance 

Supported 

 H7d: Absorptive capacity mediates the positive effect of Big Data 

Analytics maturity on time-based operational performance 

Supported 

H8 Absorptive capacity will mediate the relationship between BDA 

maturity and innovation performance. 

Supported 

RQ1c. What is the role of Data and Information Quality (DIQ) on the 

relationship between BDA capability maturity and firm 

performance? 

 

H9a The operational performance of an organisation is positively 

affected by its ability to maintain data and information quality. 

Supported 

H9b The innovation performance of an organisation is positively 

affected by its ability to maintain data and information quality. 

Not 

Supported 

H10 DIQ mediates the relationship between BDA maturity and 

operational performance. 

Supported 

 H10a: DIQ mediates the positive effect of Big Data Analytics 

maturity on product quality based operational performance. 

Supported 

 H10b: DIQ mediates the positive effect of Big Data Analytics 

maturity on cost-based operational performance 

Supported 

 H10c: DIQ mediates the positive effect of Big Data Analytics 

maturity on flexibility based  of operational performance 

Not 

Supported 

 H10d: DIQ mediates the positive effect of Big Data Analytics 

maturity on time-based operational performance 

Supported 

H11 DIQ will mediate the relationship between BDA maturity and 

innovation performance. 

Not 

Supported 

RQ1d. What is the role of Supply Chain Analytics capability (SCA) on 

the relationship between BDA capability maturity and firm 

performance 

 

H12a Supply chain analytics capabilities is positively related to operational 

performance. 

Supported 

H12b Supply chain analytics capabilities is positively related to innovation 

performance.  

Supported 

H13 Supply chain analytics capabilities mediates the relationship 

between BDA maturity and operational performance. 

Supported 

 H13a: SCA mediates the positive effect of Big Data Analytics 

maturity on product quality based operational performance. 

Supported 

 H13b: SCA mediates the positive effect of Big Data Analytics 

maturity on cost-based operational performance. 

Supported 

 H13c: SCA mediates the positive effect of Big Data Analytics 

maturity on flexibility based of operational performance. 

Supported 

 H13d: SCA mediates the positive effect of Big Data Analytics 

maturity on time-based operational performance. 

Supported 

H14 Supply chain analytics capabilities will mediate the relationship 

between BDA maturity and innovation performance. 

Not 

Supported 
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5.6 Cluster Analysis 

This section elaborates the implementation and findings of cluster analysis 

used in this research to explore the phenomenon of the digital divide caused by the 

disparity in the adoption trend of BDA in the UK’s manufacturing industry. The 

clustering analysis is performed based on the steps discussed in Xu and Wunsch 

(2005). The statistical description of data (provided in Appendix D) contains the list 

of variables in the data set and the descriptive statistics. Appropriate distance measures 

are considered in the next section before the implementation of the clustering 

algorithms. Since the clustering technique is exploratory in nature, experiments are 

conducted with varying number of clusters using three different algorithms and the 

results are validated statistically. The three clustering algorithms implemented in this 

research are Hierarchical clustering, K-medoids (PAM) and Latent Class Analysis 

(LCA). Hierarchical clustering and K-medoids (PAM) are traditional clustering 

techniques, but LCA is a model-based technique used to identify homogeneous groups 

in the data. The foundation and description of these techniques are provided in the 

methodology chapter 4. 

5.6.1 Distance measures 

The distance between two objects or observations is generally used to measure 

the dissimilarity or similarity between them. There are many ways to calculate the 

distance between observations using metrics such as Minkowski distance and 

Mahalanobis distance, but the most popular one widely used in the literature and 

practice is the ‘Euclidean distance’ (Xu and Wunsch, 2005). The expression to 

calculate Euclidean distance ‘d’ of two observations X and Y is given below.   

𝒅 = √∑(𝒙 − 𝒚) 𝟐 (Euclidean distance equation)                 (1) 

 

Whereas, ‘Manhattan’ distance calculates the sum of absolute differences. 

𝑑(𝑖, 𝑗) = |𝑋𝑖1 − 𝑋𝑗1| + |𝑋𝑖2 − 𝑋𝑗2| + ⋯ + |𝑋𝑖𝑝 − 𝑋𝑗𝑝|            (2) 

(Manhattan distance equation)   

However, since the data is ordinal in this study, it could be argued that the 

distance between the two categories would not be the same. In this research, numerical 

value: ‘1’ represents ‘Strongly disagree’, ‘2’ represents ‘disagree’, ‘3’ represents 

‘Neither agree nor disagree’, ‘4’ represents ‘agree, and ‘5’ represents ‘strongly agree’, 

and each level has a particular rank. Choosing a right distance metric is critical for the 

successful implementation of a clustering algorithm and it should be truly based on 
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the data type. R has two relevant packages ‘cluster’ and ‘clusterSim’, which is used to 

measure the distance of ordinal data types. The package ‘cluster’ has a function called 

‘daisy’ which calculates the ‘general dissimilarity coefficient of Gower’, suitable for 

mixed and ordinal data types.  

𝑑(𝑖, 𝑗) =
1

𝑝
 ∑ 𝑑𝑖𝑗

(𝑓)𝑝
𝑖=1  (Gower distance equation)               (3)                   

 

According to Gower (1971), in order to calculate the Gower dissimilarity 

matrix, the variables are standardised and the distance between two vectors is 

measured based on “the sum of all the variable-specific distances”. With the Gower 

metric, each variable is standardised by dividing vectors with the range of a particular 

variable and subtracting it with the minimum value, and the final scale of variables 

will have values in the range (0, 1). Similarly, ‘ClusterSim’ package also has a function 

called ‘GDM2’ (Generalized Distance Measure) which is argued to be more suitable 

to variables with ordinal data types. Walesiak (1999) and Jajuga et al. (2003) have 

described the method of the generalised distance metric (GDM) to measure 

dissimilarity between observations as it is based on the concept of generalised 

correlation coefficient.    

  𝑑𝑖𝑘 =
1−𝑆𝑖𝑘

2
=

1

2
−

∑ 𝑎𝑖𝑘𝑗 𝑏𝑘𝑖𝑗  
𝑚
𝑗=1 + ∑ ∑ 𝑎𝑖𝑙𝑗

𝑛
𝑙=1

𝑙≠𝑖,𝑘  

𝑏𝑘𝑙𝑗
𝑚
𝑗=1

[∑ ∑ 𝑎𝑖𝑙𝑗
2𝑛

𝑙=1
𝑚
𝑗=1 ∑ ∑ 𝑏𝑘𝑙𝑗

2𝑛
𝑙=1

𝑚
𝑗=1 ]

1
2

                       (4)             

Where, 

dik(sik) – proximity measure,  

i, k, l – indicates number of objects 1 to n, 

j – indicates the number of variables 1 to m,  

Also, for an ordinal data scale ‘aipj’ and ‘bkrj’ in the above equation is given as      

 

      𝑎𝑖𝑝𝑗(𝑏𝑘𝑟𝑗) = {

1   𝑖𝑓 𝑥𝑖𝑗 > 𝑥𝑝𝑗(𝑥𝑘𝑗 > 𝑥𝑟𝑗)

0    𝑖𝑓 𝑥𝑖𝑗 = 𝑥𝑝𝑗(𝑥𝑘𝑗 = 𝑥𝑟𝑗)

−1  𝑖𝑓 𝑥𝑖𝑗 < 𝑥𝑝𝑗(𝑥𝑘𝑗 < 𝑥𝑟𝑗)

    𝑓𝑜𝑟 𝑝 = 𝑘, 𝑙; 𝑟 = 𝑖, 𝑙.                

(5)       

                 

Nevertheless, Xu and Wunsch (2005) argued that the choice of distance 

metrics is often subjective and based on the ability to generate interesting clusters. In 

this research, four different distance metrics, Euclidean distance, Manhattan distance, 
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Gower’s metric, and GDM distance measures, are used to convert the raw data into 

the dissimilarity matrix and treated as an input to the clustering algorithms. However, 

model-based clustering techniques such as ‘Latent class analysis’ can take the raw data 

which is ordinal in nature and do not require any prior transformation.   

In this research, the four distance matrix are calculated in R using the two 

libraries ‘Cluster’, and ‘ClusterSim’ which contains ‘daisy’ and ‘GDM2’ functions 

respectively to evaluate these distance measures.    

5.6.2 Hierarchical clustering 

As described in (Arunachalam and Kumar 2018), Hierarchical cluster analysis 

(HCA) can be done using two different methods Bottom-up (Agglomerative) or Top-

down (Divisive). From the literature review, it is evident that majority of market 

segmentation studies have used Agglomerative clustering technique especially the 

Ward method. In Agglomerative clustering, each observation is considered as its own 

cluster and it is joined with a neighbouring cluster based on the similarity between 

their distances, and the process repeats until all the observations are connected. The 

dissimilarity matrix calculated using the four-distance metrics discussed above is used 

as the input for Hierarchical clustering. 

The implementation of hierarchical clustering in R studio is performed using 

the ‘cluster’ package (Kaufman and Rousseeuw 1990). There are several hierarchical 

techniques based on the linkage method such as Ward (Murtagh and Legendre 2014) 

and ‘Complete’. The cophenetic correlation coefficient is calculated, which is the 

correlation between the distance matrix and the cophenetic matrix. A cophenetic 

correlation coefficient (c) value close to 1 indicates that the clustering is a good fit 

with the nature of the data (Saraçli et al. 2013). From Table 5.25, it is evident that in 

most cases ‘Ward’ and ‘average’ linkage methods of hierarchical clustering are found 

to be a good fit for the data. Consequently, several experiments are conducted using 

these two hierarchical linkage methods and the results are given in Table 5.26. The 2, 

3, 4, and 5 cluster solutions are obtained using ‘hclust’ function in R and the results 

are validated. Cluster validity is measured in R with the help of a specific package 

called ‘CValid’, which has an inbuilt function to validate the clustering solutions. 

From Table 5.26, it can be seen that both the Silhouette index and the DB index have 

revealed either 3 or 4 cluster solutions would be optimum for the dataset. It should 

also be noted that the low silhouette value (< 0.5) indicates the possibility of an 
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artificial partitioning of data. In our experiments, several clustering solutions have 

resulted in silhouette values close to zero and therefore it can be argued that there are 

different objects that overlap and lie between the clusters (Kaufman and Rousseeuw 

1990). Kaufman and Rousseeuw (1990) suggested that only a silhouette value between 

0.51 and 0.70 indicates the formation of clusters with a reasonable structure. 

Therefore, clustering solutions which meet this threshold silhouette index criterion are 

considered significant in this study. However, with respect to linkage methods, only 

the ‘Ward’ method has relatively a high silhouette value. Moreover, low values of Xie-

Beni and DB index indicate a good clustering solution, but in the case of the silhouette 

and Dunn Index high values are desirable. Silhouette, DB and Xie-Beni index 

calculated for ‘Ward’ based clustering indicate 3 clusters as optimum, but also reveals 

the possibility of 4 clusters. Similar to the findings of (Arunachalam and Kumar 2018), 

the output of the average linkage method is also validated and suggests 4 or 5 clusters, 

but its dendrograms are messy and irregular in shape and it is difficult to visually 

examine the number of clusters present in the data set.  

Table 5.25 Hierarchical clustering experiments and cophenetic coefficient value. 

Exp No  Hierarchical clustering Experiments and Cophenetic value 

1 Euclidean distance with ward method 0.64064 

2 Euclidean distance with complete method 0.6514595 

3 Euclidean distance with single method 0.3581455 

4 Euclidean distance with centroid method 0.5978201 

5 Euclidean distance with  average method 0.7100185 

6 Manhattan distance with ward method 0.6412214 

7 Manhattan  distance with complete method 0.5665678 

8 Manhattan  distance with single method 0.3005792 

9 Manhattan  distance with centroid method 0.5936742 

10 Manhattan  distance with  average method 0.6967792 

11 Gower distance with ward method 0.6394638 

12 Gower  distance with complete method 0.6159108 

13 Gower  distance with single method 0.2791569 

14 Gower  distance with centroid method 0.6082733 

15 Gower  distance with  average method 0.6891562 

16 GDM with ward method 0.6205567 

17 GDM with complete method 0.5796027 

18 GDM  with single method 0.2205317 

19 GDM  with centroid method 0.6188396 

20 GDM  with  average method 0.667417 
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Figure 5.10 Dendrograms of 3 and 4 cluster solution -Ward method and Gower's distance matrix 

Table 5.26 Hierarchical clustering experiments and cluster validations. 
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2 3 4 5 2 3 4 5

 GDM 0.307201 0.2982172 0.4775539 0.43203227 0.4056126 0.43453159 0.42276031 0.42032795

Gower's 0.4397251 0.383427 0.4613013 0.43217063 0.4006028 0.4383427 NaN NaN

Manhattan 0.4397251 0.4908353 0.42634796 0.4318817 0.410082 0.43908353 NaN NaN

Euclidean 0.4397251 0.5301948 0.52103562 0.46051626 0.4005988 0.4383426 NaN NaN

 GDM 1.159124 1.120953 0.8967987 1.800255 0.9165336 0.9060642 0.9529265 1.598968

Gower's 0.8506573 0.8443719 0.9568228 1.001397 0.9312779 0.8443719 0.4202925 0.4207229

Manhattan 0.8506573 0.8239395 0.911584 1.138142 0.9130843 0.8239395 0.4175065 0.4335586

Euclidean 0.8506573 1.022652 1.305542 1.064828 0.9324959 0.8452788 0.5535201 1.002979

 GDM 0.1518187 0.1058972 0.1221599 0.1221599 0.1461625 0.1830028 0.1945264 0.1945264

Gower's 0.147263 0.1987748 0.2057567 0.2111361 0.1750925 0.1987748 0.1987748 0.2081521

Manhattan 0.147263 0.1987748 0.1868364 0.1694768 0.1856143 0.1987748 0.1987748 0.1868364

Euclidean 0.147263 0.2148972 0.1723689 0.1789357 0.1750925 0.1987748 0.1987748 0.1987748

 GDM 4.215796 7.179338 5.577843 5.248614 4.631547 3.277334 2.918838 2.837654

Gower's 4.011435 2.823893 2.990477 2.833598 2.909826 2.823893 2.784888 2.660364

Manhattan 4.011435 2.857159 3.081087 3.527933 2.635651 2.857159 2.81771 2.98695

Euclidean 4.011435 2.728684 3.874779 3.534549 2.928481 2.837985 2.805129 2.755455

Note: * Small Value of DB index & XB index indicates Compact and separate clustering and therefore minimised

*Silhoutte & Dunn should be maximised 

Hierarchical-Kmeans Clustering Ward method (ward.D2) Average

No of clusters

Silhouette

DB Index 

Dunn Index

Xie-Beni Index
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5.6.3 K-Medoids clustering 

The K-means clustering algorithm for identifying homogenous groups is often 

used in practice (Dolničar 2003), but it can be argued that it is mainly suitable for 

interval data types. However, there are several versions of partitioning-based 

algorithms developed to overcome the drawbacks of K-means, and K-medoids is 

generally considered as being more robust and suitable for ordinal data sets, as 

clustering is done based on medoids unlike the K-means algorithm.  

One of the popular k-Medoids algorithms, PAM (Partitioning around 

medoids), introduced by  Kauffman and Rousseeuw (1990), is adopted in this research. 

According to Kauffman and Rousseeuw (1990), “k-Medoids minimizes a sum of 

dissimilarities instead of a sum of squared Euclidean distances”. The procedure 

discussed in (Arunachalam and Kumar 2018) is used to implement PAM algorithm, 

and there are two important parameters to be considered; the distance metric ‘d’ and 

number of clusters ‘k’. The justification for the choices of distance metrics has already 

been discussed in previous sections. The input argument used in the algorithm can 

either be a raw data frame, data matrix, or a dissimilarity matrix. If the data frame is 

used as input, limited option of distance metrics is available, only ‘Euclidean’ and 

‘Manhattan distance’ can be calculated as an inbuilt option of PAM algorithm in R. 

However, the PAM algorithm permits the use of a dissimilarity matrix calculated using 

‘dist’ or ‘daisy’ functions in R. Accordingly, dissimilarity metrics are calculated using 

external functions in R like ‘daisy’, ‘gower.dist’ and ‘GDM2’.  Then, the algorithm 

randomly computes ‘k’ objects of medoid, which itself is an object of the cluster 

having minimal average dissimilarity to all the objects. The objective function of the 

algorithm is to minimize the sum of dissimilarities between the ‘k’ medoids and the 

objects nearest to them.  

5.6.3.1 PAM Experiments and results 

Several experiments are conducted with varying the number of ‘k’ values and 

are visualised using ‘Clusplot’. Cluster plot is a useful tool to visualise the structure, 

size, and the position of clusters in a 2-dimensional space. Simultaneously, the validity 

of the clustering is also measured using 4 internal cluster validity indexes such as 

Silhouette Co-efficient, DB Index, Dunn Index, and Xie Beni (XB) index. Each index 

used is different in its own way of measuring validity, but principally calculates how 

compact the clusters are and how much each is separated from the other clusters.  
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In this study, among the four validity indices, output of Silhouette, DB index, 

and Dunn are considered significant for PAM clustering, as XB index is argued to be 

effective to measure mainly fuzzy clusters. Table 5.27 outlines the cluster validity 

measures used, and it is obvious that the Gower’s distance metric and k=4 appear to 

perform better in all the instances. Moreover, when the cluster plot generated by the 

experiment with Gower’s distance, K=3 and 4, is examined (Figure 5.11), the presence 

of 3 distinct clusters is evident. However, it is noticeable that the cluster 3 is not stable 

and it divides further.  

 

 

Figure 5.11 Cluster plot of PAM with Gower's  3 and 4 cluster  solutions 
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Table 5.27 Cluster validity of PAM clustering experiments. 

 

Hence, PAM chooses the medoids randomly. From Table 5.27, it is observed that 

experiment 3a, in general, has achieved satisfactory results for all the four validity 

measures used (Silhouette -0.49718006, DB index-0.9364028, Dunn Index - 0.2067328, 

XB index – 2.977169). Varying results of PAM clustering for the same dataset is 

witnessed with respect to the different distance metrics used. PAM clustering with 

Euclidean distance has shown some significant advantage but it is mostly suitable for 

interval data types, which affects the quality of the clustering solution. 

5.6.4 Latent Class analysis 

The clustering algorithms implemented in the previous sections are either 

hierarchical or partition-based algorithms, and treat ordinal data as continuous. 

Moreover, in the case of other clustering approaches, the respondents are assigned to 

a specific group deterministically as the number of clusters is decided apriori. 

However, the LCA models assume the specific distribution of variables and assign the 

respondents to an unobserved latent class probabilistically (Todd 2013; Hagenaars and 

McCutcheon 2002). Further, it is argued that Latent Class Analysis (LCA) is more 

suitable for finding classes in ordinal data (Linzer and Lewis 2011). In this research, 

LCA is implemented in R using ‘PoLCA’ package, it identifies classes in an ordered 

categorical data. Since, the Likert scale is used to measure the dimensions of BDA, 

PAM 

experiments Distance metric Cluster number Silhoutte Co-efficientDB Index* Dunn Index* XB index

1 Gower's metrics 2 0.43239621 1.119441 0.161679 4.256627

Generalised distance metrics 2 0.43443893 1.059465 0.1525409 4.823768

Euclidean distance 2 0.4914185 0.9468776 0.147124 4.501138

Manhattan distance 2 0.4320393 1.126287 0.1548609 3.942451

2 Gower's metrics 3 0.43083344 1.084094 0.1216549 8.078267

Generalised distance metrics 3 0.42670089 1.173168 0.1108215 8.438667

Euclidean distance 3 0.53358354 0.914707 0.1845773 3.226485

Manhattan distance 3 0.4314325 1.063068 0.1319797 8.041819

3 Gower's metrics 4 0.49718006 0.9364028 0.2067328 2.977169

 Generalised distance metrics 4 0.43812553 1.045943 0.1712078 3.312605

Euclidean distance 4 0.5471811 0.926596 0.1772462 3.684104

Manhattan distance 4 0.42614065 0.9747385 0.1635524 4.517294

4 Gower's metrics 5 0.42151701 1.225917 0.1896159 3.388853

 Generalised distance metrics 5 0.41716695 1.003274 0.1297397 7.900647

Euclidean distance 5 0.42131016 1.483965 0.1479087 5.084715

Manhattan distance 5 0.42068881 1.225917 0.1635524 4.334065

Note: * Small Value of DB index & XB index indicates Compact and separate clustering and therefore minimised

*Silhoutte & Dunn should be maximised 
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which is ordered from 1 –strongly disagree to 5- strongly agree, LCA can be 

considered more suitable to identify classes.   

 

Figure 5.12 Bayesian Information Criterion for latent classes from 1 to 6 

 

Figure 5.13 Akaike information criterion  

In total, six different latent class models are tested and the results are given in 

Table 5.28. Todd (2013) have discussed the two information criteria that can be used 

to assess the goodness-of-fit statistics: 1. Bayesian Information Criterion (BIC), 2. 

Akaike Information Criterion (AIC). Results indicate that (Figure 5.12Figure 5.13), 

both 3 and 4 class models have achieved low BIC value, and 4 class model received 

desirable low AIC value. In a 3-class latent model, respondents are categorised into 

23.08%(51), 47.96 %(106) and 28.96 %(64), respectively. On the other hand, in case 

of 4 class latent model, the 221 responses are clustered into the proportion of 24.43 

%(54), 16.28%(36), 23.53%(52), and 35.75%(79). However, the degrees of freedom 

(df) for most of the models have attained negative values. The degrees of freedom 

indicates the difference between the number of parameters estimated and the available 
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observations. Since the sample size is 221 and the number of parameters estimated is 

more than the sample size the degrees of freedom value is negative and it could affect 

the statistical parameters estimated.  

Table 5.28 Results of LCA models 

  Modell log 

likelihood 

df BIC ABIC CAIC likelihood 

ratio 

1 Model 1 -15774.5 29 32585.51 31977.05 32777.51 29165.8429 

2 Model 2 -13631.2 -164 29340.75 28120.67 29725.75 24879.2431 

3 Model 3 -12626.1 -357 28372.44 26540.73 28950.44 22869.08213 

4 Model 4 -12125.5 -550 28412.91 25969.57 29183.91 21867.709 

5 Model 5 -12173.7 -743 29551.32 26496.37 30515.32 21964.28018 

6 Model 6 -11791.1 -936 29827.89 26161.3 30984.89 21198.99881 

Note: Modell4- df is negative because the number of parameters estimated ( 771 ) exceeds the number 

of observations ( 221 )  

 

5.6.5 Optimum cluster solution and cluster profiling  

In summary, the clustering technique is exploratory in nature and so, to avoid 

potential bias while choosing the number of clusters, several experiments are 

conducted. The optimum number of clusters hidden in the data set is identified by 

assessing the clustering solutions using validity measures such as silhouette, Dunn 

index, and BIC. In most of the cases, the silhouette index suggests the presence of 3 

clusters in the data set. In the Latent class analysis, the BIC criteria attained the 

desirable lowest score for the 3-class model. However, in contrast, the AIC criteria of 

LCA indicated the 4-class model. Moreover, Dunn and Xie-Beni validity indexes 

suggest the possibility of 4 clusters in the case of both Hierarchical clustering - ward 

linkage and K-medoids clustering. Hence, based on the clustering experiments, it is 

decided to continue with a 4 cluster solution for the profiling of clusters. Further, for 

practical reasons, the 4 cluster solution produced by K-medoids clustering with 

Gower’s distance metrics is used for the profiling. The four clusters are cross profiled 

with two organisation specific demographic variables ‘number of employees’ and 

‘annual turnover’. Also, the other demographic variables measured in this research 

such as location and manufacturing sector produced an indistinct result not useful for 

descriptive purpose and hence excluded. For instance, the cross profile of 4 clusters 

and organisations’ location is given in Figure 5.14. In most cases, the location 

information does not provide significant insights into the respective clusters and hence 

is disregarded to avoid potential biases with interpretation. Besides, the main purpose 
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of conducting cluster analysis is to explore the digital divide between SMEs and large 

organisations in the UK. The cross-profiling of clusters with variables indicating firm 

size such as a number of employees and annual turnover is deemed to be sufficient. 

Subsequently, based on the characteristics, the four clusters are termed as ‘Routine 

users’, ‘Ad-hoc users’, ‘Beginners/laggards’, and ‘Enthusiastic users’. The detailed 

discussion on the BDA maturity level of each clusters, its demographic characteristics 

and the phenomenon of the digital divide is provided in the discussions chapter 6.  

 

Figure 5.14 4 cross profile of the clusters vs Location 

Table 5.29 cross profile of the clusters vs number of employees 

  
FIRM SIZE Total 

    1-9 

employees 

10-49 

employees 

50-99 

employees 

100-249 

employees 

250-500 

employees 

More than 

500 

employees 

Cluster 

Number 

of Case 

1 2 3 1 9 12 12 39 

2 2 23 13 19 6 7 70 

3 5 17 2 10 5 4 43 

4 1 14 11 21 6 16 69 

Total 10 57 27 59 29 39 221 
Table 5.30 cross profile of the clusters vs annual turnover 

  

  

TURNOVER Total 

<= 

2Million 

2 - 10 

Million 

10 - 25 

million 

25 - 50 

million 

> 50 

million 

Cluster 

Number 

of Case 

1 3 2 3 13 18 39 

2 12 22 16 10 10 70 

3 16 10 4 8 5 43 

4 4 24 16 8 17 69 

Total 35 58 39 39 50 221 

0

5

10

15

20

1 2 3 4

Cluster vs location

East Midlands East of England
London Midlands : Stoke-on-Trent
Multiple locations in the UK North East England
North West England Northern Ireland
Scotland South East England
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5.7 Summary of Data Analysis and findings 

In this chapter, the research hypotheses proposed in chapter 3 are subjected to 

empirical investigation. Following the collection of data, the analysis is carried out as 

per the procedures discussed in the methodology chapter. The data is coded and pre-

processed prior to the testing of the proposed relationship between the construct of the 

conceptual model. The findings of the descriptive analysis and factor analyses carried 

out in this study are also presented. Further, this chapter validated the proposed 

hypotheses. Findings show that ACAP, DIQ, and SCA partially mediate the 

relationship between BDA maturity and overall operational performance. However, 

with respect to the relationship between BDA maturity and innovation performance, 

it is not mediated by DIQ and SCA, but ACAP partially mediates the impact of BDA 

maturity on innovation performance. In addition, the use of cluster analysis revealed 

interesting insights into the phenomenon of the digital divide between firms in the UK 

manufacturing sector. In particular, this chapter illustrated that, in the UK 

manufacturing sector, there is a possibility of 4 clusters of organisations with the 

varying level of BDA maturity. The next chapter presents the discussions of these 

findings and highlights the significant contributions of the study to the theory, practice 

and policy of BDA practice.  
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Chapter 6 Discussions 

6.1 Chapter Introduction 

As discussed in chapter 1, the UK manufacturing sector is experiencing a 

dynamic uncertain environment influenced by various political and economic factors. 

This research has explored the potential of innovative BDA technology for providing 

adapting mechanisms to cope with the changing environment. Consequently, the aim 

of this research is twofold: first, to gain insights into the impact BDA capabilities have 

on the performance of the UK manufacturing firms; second, to investigate the 

phenomenon of the digital divide. By holistically applying RBV, DC view and the 

view of the hierarchy of capabilities, this research proposed a conceptual model in 

which BDA capabilities maturity, as lower-order capability, exert influence on 

operational and innovation performance through higher-order capabilities, such as 

ACAP, DIQ, and SCA capability. Using a quantitative approach, data were collected 

and analysed using structural equation modelling and cluster analysis (Chapter 5). This 

chapter discusses the results of the two empirical analysis performed in this research 

(Figure 6.1). In addition, the managerial implications and the contributions of this 

research are provided.  

 

Figure 6.1 Position of the chapter in this thesis 

6.2. Theoretical implications 

Drawing upon the RBV, DCV, and hierarchy of capabilities view, this research 

has explored a relatively new domain of research on BDA practice and value creation. 

To the best of our knowledge, this is one of the first attempt to verify the proposed 

relationship with scientific rigour. This study provides a variety of implications and 

observations that stem from the research findings. This section begins with the 

discussions on theoretical implications based on the results of the data analysis and 

then elaborates on the managerial implications.  



252 
 

6.3 Explaining the impact of BDA capabilities on firm performance 

6.3.1 Relationship between BDA and operational and innovation performance 

Based on hypotheses (H1a-k) it is proposed that the seven dimensions of BDA 

capabilities (first-order) and the second-order BDA capabilities maturity significantly 

influence operational and innovation performance of the UK manufacturing firms.  

The findings from the analysis of the structural model provided evidence to support 

some of the proposed hypotheses. Figure 6.2, Figure 6.3 and Figure 6.4, illustrate the 

findings from the analysis of the direct effect of first-order BDA capabilities and 

second-order BDA capabilities maturity on operational and innovation performance.  

Consequently, it can be confirmed that BDA capabilities can improve the operational 

and innovation performance of manufacturing firms. The second-order construct BDA 

maturity is found to have a positive influence on operational performance dimensions 

such as product quality (0.595***), cost-based performance (0.615***), flexibility 

(0.554***) and time-based performance (0.610***). As well, it is also found to have 

a positive effect on the innovation performance (0.599***) of manufacturing firms 

(Figure 6.2).  

 

Figure 6.2 Relationship between Second-order BDA maturity and operational and 

performance 

Moreover, the influence of first-order BDA capabilities revealed interesting 

insights into the capabilities that can positively influence performance dimensions and 

those that do not. In terms of improving operational performance, capabilities such as 

data generation (0.284**), advanced analytics (0.247**), digital analytics (0.143+), 
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data-driven culture (0.194*) and big data skills (0.237*) are found to be significant 

(Figure 6.3). Whereas, for improving innovation performance of manufacturing firms, 

capabilities such as data generation (0.237**), advanced analytics (0.109*), digital 

analytics (0.246**), and data-driven culture (0.525***) are found to be more 

significant (Figure 6.4). 

 

Figure 6.3 Relationship between first-order BDA capabilities and operational 

performance 

 

 

Figure 6.4 Relationship between first-order BDA capabilities and innovation 

performance 

On the other hand, unlike hypothesised, data integration and management and 

data visualisation capabilities are not found to positively influence operational 
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performance (Figure 6.3). Similarly, data integration and management, data 

visualisation and big data skills are found to have no significant positive effect on 

improving innovation performance of manufacturing firms. Previous literature has 

illustrated the positive influence of data integration on operational performance 

(Popovič et al. 2009). However, this research does not find enough evidence to support 

the claim. The ‘DIM’ capability is predominantly a back-end supporting function for 

BDA operation and may perhaps be perceived as less significant than the other 

capabilities such as advanced analytics. Further, it can be argued that data integration 

and management activities are time-consuming, and the investment and practice of 

advanced database systems such as NoSQL, and Hadoop are not cost effective due to 

the requirement for skilled data engineers, which might be reflected in the study’s 

findings. However, considering the effect size and the level of non-significance, DIM 

capabilities can still be considered as an important capability for enhancing 

performance. Similarly, the effect of data visualisation capability on operational and 

innovation performance is also non-significant. Although the capability to visualise 

data-driven insights intuitively plays a significant role in enhancing the experience of 

data users, it is found to not directly influence operational performance. A plausible 

explanation could be that data visualisation may directly influence the decision-

making effectiveness (Cao et al. 2015), which, in turn, may influence operational 

performance. Moreover, it can be argued that a data visualisation capability represents 

just the delivery of insights, but the real value is extracted from the data by utilising 

key capabilities such as data generation, advanced analytics, and data-driven culture. 

Nevertheless, data visualisation is still an important capability to possess to enhance 

user experience and effectiveness of decision-making. Further, with regard to the non-

significant influence of big data skills on innovation performance, it is well-known 

that innovation is context-specific and requires absorption and deployment of tacit and 

explicit knowledge for the recognition of business value (Wang et al. 2011). Big data 

skills represent the employees’ ability to perform BDA tasks and these employees 

might not be directly involved in the innovation process and so could not play a 

significant role in enhancing innovation. However, as a supportive capability, big data 

skills are very essential to seamlessly execute data and analytics activities and support 

decision-makers of the manufacturing organisations.   
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Moreover, similar to the suggestions of strategic management researchers 

(Barney and Hesterly 2012b; Mata et al. 1995), this study finds that intangible 

resources such as data-driven culture are the main source of competitive advantage as 

it is unlikely to be attained and imitated by competitors. Since firms are made of a 

bundle of tangible and intangible resources, it is improbable for a firm to compete 

relying on a single intangible resource. Firms must find ways to integrate and 

configure tangible and intangible resources to form integrated capabilities such as 

BDA capabilities maturity. Accordingly, this study has confirmed that the integrated 

BDA capabilities maturity, composed of tangible and intangible assets of 

manufacturing organisations, can very likely create sustainable competitive advantage 

and lead to performance variations between firms in the same industry.  

Thus, this study’s findings indicate the necessity to develop the 

aforementioned BDA capabilities to enhance operational and innovation performance 

of the manufacturing firms. These findings of this study depicting the relationship 

between BDA capabilities and operational and innovation performance, are in line 

with some of the previous studies (Prescott 2016; Lee et al. 2014; Lee 2018; Manyika 

et al. 2011; Gunasekaran et al. 2017; Wamba et al. 2017; Gupta and George 2016; 

Popovič et al. 2009; Olszak 2016; Lukman et al. 2011; Cao et al. 2015; Gudfinnsson 

et al. 2015; Jamehshooran et al. 2015b; Warth et al. 2011). The possibility of making 

a good decision is directly proportional to the veracity of the manufacturing data 

(Bauer et al. 1994). Ji and Wang (2017) illustrated, using a case study, the benefits of 

utilising BDA for managing manufacturing shop floor activities. The authors found 

that BDA can help in identifying high-risk tasks and predict machine faults, which, in 

turn, can be beneficial for on-time delivery, better utilisation of machines and reduce 

the cost of extra machining. Soban et al. (2016) demonstrated the use of visual 

analytics and optimisation algorithms for understanding complex behaviour and 

optimisation of manufacturing processes. Similarly, by analysing operational data 

using association rule mining techniques, manufacturing organisations can optimise 

production schedule for effective utilisation of resources and reduce cost (Li et al. 

2015).  

Increase in the manufacturing costs is due to the increase in the price of raw 

material, labour and energy supply. Organisations are highly exposed to price 

competition in the global marketplace. As a remedy, manufacturers, for instance, 
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automotive original equipment manufacturers (OEM) adopted cost reduction 

strategies such as lean manufacturing, Toyota Production Systems and instant 

inventory management systems (used as a measure to reduce supply chain cost). 

However, these traditional strategies are associated with risks such as minimisation of 

robustness and supply chain shut down when faced with environmental turbulence. In 

automotive manufacturing companies, around 60% of total vehicle cost comes from 

the aggregation of material cost, development and validation cost. Since the traditional 

processes such as lean manufacturing and six sigma are reactive in nature, they only 

able to marginally reduce the total cost (Ge and Jackson 2014). With respect to the 

impact of BDA on cost performance, the findings of this research is similar to the 

arguments of Ge and Jackson (2014), who argued that Big Data technologies would 

help the organisation to reduce cost in the automotive industry. The use of Big Data 

technologies in the remanufacturing process would significantly reduce development 

and validation cost. Visualisation of batch processing data in manufacturing has a 

significant impact on monitoring and detecting faults (Wang et al. 2017). Shin et al. 

(2014) discussed the potential use of BDA in predicting energy consumption and 

reduce energy cost in manufacturing cost. Similarly, Chien et al. (2016)  illustrated the 

usage of an analytics model to conserve energy and create sustainable manufacturing 

operations. Application of statistical machine learning techniques such as Support 

Vector Machines (SVM) and Artificial Neural Networks (ANN) to analyse machine 

data can improve product yield in semiconductor manufacturing (Lee et al. 2015).   

The importance of BDA capabilities for improving manufacturing 

performance can be highlighted by reiterating a scenario discussed in (Seog-Chan and 

Hildreth 2016, p.118). A plant manager considers utilisation of a large amount of 

energy as a mandatory expense for operating manufacturing facilities. However, plant 

managers intend to receive discounts on the price of energy. In order to do so, an 

accurate estimate of energy usage over a period of time is required. An overestimation 

of energy usage will lead to an excess of ‘unused energy’ that is non-refundable. On 

the other hand, if manufacturers underestimate the energy usage it will lead to the 

purchase of energy at a non-discounted rate. In either case, the time and efforts put in 

place to estimate energy could cause financial burdens and budget reconciliation. 

Traditionally, to determine the energy requirements, multiple regression analysis is 

used. This technique is only reliable in a manufacturing plant that is stable and 
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functions with minimal variations in processes. In the case of a stable manufacturing 

environment, the traditional techniques could be beneficial for forecasting energy 

usage and determining the budget requirements. However, in an uncertain 

environment, the production facility goes through major changes and significant 

variance in production processes can be seen throughout the year. These changes may 

include the addition of new processing equipment, new raw material processing, etc. 

Traditional regression-based methods are limited in accurately forecasting energy 

consumption, and to address these issues an advanced activity-based energy 

accounting (ABEA) technique is developed. This method relies on the acquisition of 

real-time energy usage data from sub-meters connected to various activities associated 

with the production process. Moreover, this technique utilises information on the 

levels of energy required for different levels of production activities such as full-

production, reduced-production, and non-production. To continuously collect real-

time data, process and analyse it seamlessly, it is essential for the manufacturing firms 

to possess BDA capabilities. Thus, it is evident from the findings of this research and 

the above-mentioned case scenario, by combining the real-time energy usage data with 

advanced predictive analytics techniques, manufacturing plants could accurately 

predict the energy consumption, thereby reducing cost and enhance sustainability 

practices. Overall, the findings of this study revealed sufficient evidence that BDA 

capabilities can significantly improve operational and innovation performance.  

6.3.2 Relationship between BDA maturity and absorptive capacity, data and 

information quality, and supply chain analytics capability. 

From the perspective of the hierarchy of capabilities, scholars have suggested 

that lower-order capabilities can facilitate firms to build higher-order capabilities 

(Kraaijenbrink et al. 2010; Grewal and Slotegraaf 2007; Grant 1996a; Sirmon et al. 

2007). In this research, it is hypothesised that BDA capabilities maturity, a lower-order 

capability, influences firms to develop higher-order capabilities such as absorptive 

capacity (ACAP), data and information quality (DIQ), and supply chain analytics 

(SCA) capability. Consequently, based on the SEM, it is found out that BDA maturity 

has a significant positive effect on ACAP (0.684***), DIQ (0.688***), and SCA 

(0.673***) capability (Figure 6.5).  
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Figure 6.5 Relationship between lower-order capabilities and higher-order capabilities 

In line with previous studies, the current study reinforces that the lower-order 

capabilities enhance firms’ ability to develop higher-order capabilities (Sambamurthy 

et al. 2003; Liu et al. 2013). First, with regard to the impact of BDA on ACAP, the 

current study has confirmed that BDA capabilities are an antecedent of absorptive 

capability, which is in line with studies such as (Malhotra et al. 2005; Wang et al. 

2014; Fayard et al. 2012; Noblet et al. 2011; Ettlie and Pavlou 2006). Accordingly, 

BDA can improve the ability of organisations to manage knowledge acquired from the 

external environment and effectively use it to generate a commercial advantage. 

Improvement of BDA capabilities increases the flow of information and knowledge 

which can have a positive effect on the R&D initiatives of a firm, that are crucial for 

innovation (Bellamy et al. 2014). Further, it is confirmed that firms with enhanced 

lower-order organisational capabilities such as BDA maturity can significantly 

improve higher-order dynamic capabilities such as ACAP. A firm may be able to 

recognise valuable knowledge in the external environment but could perhaps face 

significant difficulties in acquiring and assimilating it within the organisation. When 

firms struggle to incorporate new knowledge, the richness of knowledge structures 

gets affected (Cohen and Levinthal 1990). However, as suggested by this research, 

firms can combine various BDA-related capabilities to enhance the acquisition, 

manipulation, and interpretation of knowledge received from external partners, thus 

enhancing the assimilation of knowledge throughout the organisation. BDA 

capabilities could allow firms to collect a vast amount of knowledge from their 

external partners, but firms should develop mechanisms to recognise valuable 

information and facilitate its flow within the organisation.  
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Second, regarding the impact of BDA on data and information quality, this 

study has confirmed that higher levels of BDA maturity will improve DIQ of 

organisations. This finding is in line with the previous studies (Strong 1997; Popovič 

et al. 2012; Popovič et al. 2009; Nelson et al. 2005). In particular, Hannula and 

Pirttimäki (2003) and Popovič et al (2012) have identified that an increase in the 

quality and maturity of Business Intelligence System will influence the data and 

information quality. For decision making, organisations prefer to use data and 

information that are of high quality, and from easily accessible sources (Popovič et al. 

2012; Hannula and Pirttimäki 2003). With BDA, DIQ can be enhanced by clearly 

defining the data structures within the data management systems. Master data 

management functionality and data governance mechanisms embedded within the big 

data warehouse systems will play a major role in ensuring data and information 

quality. The practice of BDA ensures that the data is clean, secure and free from errors, 

and makes it reliable for decision-making. Therefore, it is imperative for organisations 

to pay close attention to utilise BDA to perform data integration and management 

activities intended to ensure data and information quality.  

Third, similar to results of the impact of BDA capabilities maturity on ACAP 

and DIQ, this research has found significant evidence to confirm that the maturity of 

BDA capabilities (at intra-organisational level) can improve supply chain analytics or 

data-driven supply chain capabilities. BDA maturity explains more than 50% of the 

variance in the supply chain analytics construct, which verifies that intra-

organisational BDA maturity is a strong predictor of SCA capabilities. This finding is 

in line with previous research which claims that organisations’ experience and comfort 

of deploying a technology or practices at intra-organisational level, can significantly 

enable them to deploy their capabilities at inter-organisational level (DeGroote and 

Marx 2013; Hefu Liu et al. 2013b). The know-how of BDA practices and the 

awareness of the potential benefits of using it for managing supply chain activities 

such as sourcing, supply network design, and logistics optimisation could strongly 

encourage firms to utilise it beyond the organisational level. Similar to the views of 

Luzzini et al (2015), this research finds that, in order to gain a greater competitive 

advantage, organisations are committed to developing both intra- and inter-

organisational capabilities. Further, in line with the findings of (Hefu Liu et al. 2013b), 

this study confirms that an increase in the level of lower-order organisational 
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capabilities, can influence firms to develop higher-order operational capabilities such 

as SCA capability. Thus, it can be argued that an organisation’s ability to reconfigure 

lower-order capabilities has a greater influence too on various functional areas such 

as supply chain. This kind of resource reconfiguration and utilisation denotes a prior 

knowledge base that is tacit in nature and difficult to imitate by competitors. Hence, 

this study confirms that an organisation’s increased level of expertise in BDA practice 

for intra-organisational decision-making is the antecedent of data-enabled supply 

chain practices. 

6.3.3 The mediating role of absorptive capacity on the relationship between BDA 

and operational and innovation performance 

This section discusses the results for the hypotheses relating to the mediating 

effect of ACAP on the relationship between operational and innovation performance. 

As noted in (Lane et al. 2006), Absorptive Capacity (ACAP) should be empirically 

researched in various business contexts other than the Research and 

Development(R&D), where it is substantially researched. This research explores the 

importance of ACAP in the context of BDA capabilities and business value creation. 

As suggested by Setia and Patel (2013) and Liu et al. (2013), the applicability of ACAP 

as a consequent of technological capabilities is investigated, the results of this study 

found evidence on the significant role of ACAP in the context of this research. Based 

on the analysis of the mediation model, it is found that a higher level of absorptive 

capacity partially mediates the positive relationship between: 1. BDA maturity and 

product quality (0.595*** without, and 0.289*** with ACAP as a mediator), 2. BDA 

maturity and Cost-based performance (.615*** without, and 0.336*** with ACAP as 

a mediator), 3. BDA maturity and flexibility (.554*** without, and 0.347*** with 

ACAP as a mediator), and 4. BDA maturity and Time  (.610*** without, and 0.378*** 

with ACAP as a mediator), as shown in Figure 6.6. Moreover, considering the 

mediating effect of ACAP on the relationship between BDA maturity and overall 

operational performance, results indicated the presence of partial mediation (0.599*** 

without, and 0.281*** with ACAP as a mediator). Similarly, as hypothesised, this 

study has found evidence to support the mediation effect of ACAP on the relationship 

between BDA maturity and innovation performance (0.569*** without, and 0.419*** 

with ACAP as a mediator). The indirect effect of BDA maturity on product quality 

(0.269***), cost (0.241**), flexibility (0.187*), time (0.221*), and innovation 

performance (0.304***) are found to be significant. 
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Figure 6.6 Relationships of BDA maturity, ACAP, operational and innovation performance  

In line with previous studies (Ali and Park 2016; Jabar et al. 2011), this study 

confirms that ACAP can significantly influence an organisation’s product, process, 

and management innovation.  ACAP, as a dynamic capability, has the potential to 

enhance organisational learning mechanisms acquiring, assimilating, transforming, 

and applying external knowledge, and this, in turn, supports new product development 

in a manufacturing context. ACAP is also regarded as a prior knowledge possessed by 

workers and plant managers and, their ability to share the knowledge is crucial for the 

implementation of innovative management practices (Tu et al. 2006). Similar to the 

views of Tu et al. (2006), this study finds that ACAP significantly improves the firm’s 

ability to innovate new management practices.  

Additionally, analogous to the findings of Beheregarai Finger et al. (2014), 

ACAP is found to have a significant role in enhancing quality, cost, flexibility and 

time dimensions of operational performance. In particular, Fayard et al. (2012) 

claimed that ACAP improves the cost-based performance of manufacturing by 

indirectly influencing inter-organisational cost-management practices. Similar to 

Fayard et al. (2012)’s observation, this research has confirmed the role of ACAP in 

improving cost-related performance. Consistent with Patel et al. (2012) and Tu et al. 

(2006), this study finds that ACAP influences a firm’s ability to carry out time-based 

manufacturing practices to improve performance. In addition, firms with better ACAP 
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are more likely to respond proactively to environmental uncertainties and improve 

manufacturing flexibility.  

In the broad sense, if a manufacturing organisation is willing to improve 

operational and innovation performance then a certain level of information exchange 

with the external environment is needed. However, the extent of utilising external 

knowledge for the benefit of the business depends on the ability of organisations to 

acquire, assimilate and apply the valuable external knowledge. BDA capabilities can 

be viewed as a supportive mechanism crucial for knowledge exchange. Some of the 

support activities that can be carried out by utilising BDA include acquiring 

information from the external source and processing it and making it uncomplicated 

for the employees to exploit such information. The knowledge exchange mechanism 

created by BDA capabilities enhances firms’ ability to assimilate the external 

knowledge with prior internal knowledge-base, transform and apply it for commercial 

purposes such as for improving the efficiency of product/services offerings, 

innovating new products/services to increase customer satisfaction. Thus, as 

highlighted by Cohen and Levinthal (1990), organisations must develop ACAP in 

order to fully utilise the flow of external knowledge facilitated by the adoption of BDA 

capabilities. Overall, the examination of the mediating role of ACAP has provided 

sufficient evidence that the development of BDA capabilities and utilising it to 

improve operational and innovation performance, requires firms to focus more on 

improving their ACAP. 

6.3.4 The mediating role of data and information quality on the relationship between 

BDA and operational and innovation performance 

This section discusses the test results of the hypotheses relating to the 

mediating effect of data and information quality (DIQ) on the relationship between 

operational and innovation performance. Based on the path analysis of the mediation 

model, it is found out that a higher level of Data And Information Quality (DIQ) 

partially mediate the positive relationship between: 1. BDA maturity and product 

quality (0.595*** without, and 0.439*** with DIQ as a mediator), 2. BDA maturity 

and Cost-based performance (.615 *** without, and 0.408*** with DIQ as a 

mediator), 3. BDA maturity and flexibility (.554 *** without, and 0.419*** with DIQ 

as a mediator), and 4. BDA maturity and Time (.610 *** without, and 0.40*** with 

DIQ as a mediator). Moreover, considering the mediating effect of DIQ on the 
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relationship between BDA maturity and overall operational performance, the results 

indicated the presence of partial mediation (0.569*** without, and 0.45*** with DIQ 

as a mediator). However, in contrast to the proposed hypothesis, this study did not find 

evidence to support the mediation effect of DIQ on the relationship between BDA 

maturity and innovation performance as the indirect effect is non-significant 

(0.138(NS)).   

 

Figure 6.7 Relationships of BDA maturity, DIQ, operational and innovation performance  

  In line with previous studies (Woodall et al. 2013; Redman 1998; Redman 

2001; Redman 1996; Haryadi et al. 2016; Pipino et al. 2002; Wang and Strong 1996; 

Shen et al. 2015; Kwon et al. 2014; Song et al. 2017; Abdullah et al. 2015; Hazen et 

al. 2014; Chae, Yang, Olson, et al. 2014), data and information quality is found to 

influence product quality, cost and time-related operational performance, except 

flexibility. However, in contrast to the proposed hypothesis but consistent with the 

views of Kim et al. (2012), this study has found that the quality data and information 

has no significant effect on innovation. Perhaps it can be argued that the availability 

of DIQ alone cannot directly influence some of the operational activities and 

innovation. As discussed in chapter 2 (section 2.8), innovation is a complex process 

that involves dynamic utilisation of resources to enhance innovation. DIQ is a higher-

order organisational capability (static in nature), which may have a direct influence on 

the effectiveness of decision-making (Malhotra et al, 2005; Wiengarten et al. 2010), 

but its effect is not reflected on the innovation performance of the manufacturing 

organisation. However, similar to the findings of Kaynak (2003), this study has found 
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evidence to justify the claim that the availability of DIQ can enhance the 

manufacturing process such as monitoring of product quality and accuracy of product 

delivery. Maintaining DIQ can help workers in the manufacturing plant to accurately 

monitor any deviation in the processes and quality requirements in real-time during 

the production process. Moreover, in line with Setia et al. (2013) and Nelson et al. 

(2005), this study has found significant evidence of the positive influence of DIQ on 

on-time delivery related performances, this, in turn, can increase customer satisfaction. 

Although this study did not find evidence to support the positive influence of DIQ on 

manufacturing flexibility, based on Gustavsson and Wänström (2009) it is evident that 

the availability of timely and reliable information will decrease the production lead 

time and improve flexibility. Also, the completeness, reliability and accessibility 

aspect of DIQ can improve responsiveness and better forecasting. With regard to the 

role of DIQ on cost performance, in line with Selvage et al (2017), Gustavsson and 

Wänström (2009), Lee et al. (2006), Redman (1998) and Redman (1996), this study 

found out that the ability to maintain DIQ can reduce inventory cost, manufacturing 

cost and overhead cost and enhance the competitiveness of manufacturing firms based 

on price. While poor DIQ can cost organisations an average of 8-12 per cent of the 

revenue, efforts to maintain DIQ can certainly reduce these cost and create a 

competitive advantage as a result of improved cost performance. Moreover, as 

contented in Chae, Yang, Olson, et al (2014), Kim et al. (2012) and Krause et al. 

(1998), this study has found evidence that the availability of high-quality data and 

information about supplier performance integrated from a supplier’s database, can 

support manufacturing firms to proactively track and solve problems that may arise 

from supplier side and as such increase accuracy of planning.  

Similar to the views of O’Donnell et al (2012), this research also shows that 

data management should be one of the top priorities among BDA practitioners, and 

much of their efforts should be focused on data quality. Consistent with Watson and 

Wixom (2007), this research highlights the importance of maintaining data quality as 

a key to the success of BDA implementation and practice. For instance, analogous to 

the illustration of Gudfinnsson et al. (2015), a manufacturing organisation having sales 

offices distributed in various locations will be benefited by the process of acquiring 

and integrating data from the distributed databases and achieve the status of ‘data 

completeness’. While integrating data may ensure the trustworthiness and reliability 
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of data, it is also important to make sure that the data available for all employees of 

the organisation provide a consistent representation of the reality, signifying ‘data 

consistency’. Moreover, it is necessary to ensure that data and information are not 

delayed and easily accessible by the data users, signifying ‘data 

accuracy/accessibility’. Thus, like the expression “garbage in, garbage out”, poor data 

and information quality always will end up in poor decisions. Therefore, it can be 

noted from this study that improved DIQ can help manufacturing firms achieve 

sustainable competitive advantage and improve performance through decreasing 

manufacturing costs, improving customer satisfaction, and eliminating non-value-

added activities, but it does not have any direct influence on innovation.   

6.3.5 The mediating role of SCA capability on the relationship between BDA and 

operational and innovation performance 

Management of information flow is one of the core supply chain activities and 

its importance is increasing since firms in the supply chain strive to be more responsive 

to intensifying customer demand for products that are of high quality and innovative 

in nature. However, effective processing of supply chain information remains a 

challenge. The development of data-driven supply chains could overcome the 

challenges by creating a more proactive supply chain.   

This section discusses the results for the hypotheses relating to the role of SCA 

capability (or data-driven supply chain capability) on the relationship between 

operational and innovation performance. Based on the path analysis of the mediation 

model, it is found that a higher level of SCA capability partially mediates the positive 

relationship between: 1. BDA maturity and product quality (0.595*** without, and 

0.208* with SCA as a mediator), 2. BDA maturity and Cost-based performance 

(.615*** without, and 0.263* with SCA as a mediator), 3. BDA maturity and 

flexibility (.554*** without, and 0.272* with SCA as a mediator), and 4. BDA 

maturity and Time (.610*** without, and 0.276**with SCA as a mediator). Moreover, 

considering the mediating effect of SCA on the relationship between BDA maturity 

and overall operational performance, results indicated the presence of partial 

mediation as well (0.569*** without, and 0.276**with SCA as a mediator). However, 

in contrast to the proposed hypothesis, this study did not find evidence to support the 

mediation effect of SCA on the relationship between BDA maturity and innovation 

performance because the indirect effect is non-significant (0.198(NS)).  
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These findings are in line with existing studies (Yu et al. 2017; Gunasekaran 

et al. 2017; Sangari and Razmi 2015; Sanders 2016; Jamehshooran et al. 2015a; Hazen 

et al. 2014; Davenport 2006; Kache and Seuring 2017; Chircu et al. 2014; Chae, Yang 

and Olson 2014),  and this study suggests that effective management of supply chain 

activities via data-driven practices could improve manufacturing processes and 

performance. The results also indicate an important link between BDA maturity and 

SCA capabilities (β=-0.673***) and further, it is much stronger than the relationship 

between BDA maturity and product quality (β=-0.208*), cost (β=-0.263*), flexibility 

(β=-0.272*), time (β=-0.276**) and innovations (β=-0.338**). Alternatively, the 

positive relationship between BDA maturity and SCA capability further enforces 

substantial influence on operational performance. It can be argued that SCA plays an 

important role in achieving operational excellence through the antecedent of BDA 

maturity, although BDA maturity does indeed have a positive impact on operational 

performance. Comparatively, the structural path indicating the mediation of SCA 

capability is the significant contributor to operational performance. One possible 

explanation for this scenario is that BDA practices may be treated as a strategic action 

and firms try to prepare themselves for nurturing their BDA capabilities for 

establishing data-driven SCM practices. BDA, indeed, plays the role of a key enabler 

of data-driven supply chains. This may involve building a customised BDA 

infrastructure for the purpose of managing supply chain activities. Next, while BDA 

maturity is considered as a lower-order organisational capability enabling SCA (a 

higher-order operational capability), they are both important for influencing 

operational performance but at varying magnitudes. As the practice of BDA at intra-

firm level becomes more sophisticated, organisations will tend to utilise it to manage 

inter-firm activities such as strategic sourcing and supply network optimisation. As 

manufacturing firms get more proficient with BDA practices for internal and external 

purposes, they will produce products that comply with quality requirements, reduce 

costs and increase delivery and time-related performances, and this will further 

facilitate them to focus more on their core competencies as both BDA maturity and 

SCA are antecedents of operational performance.  



267 
 

 

Figure 6.8 Relationships of BDA maturity, SCA capability, operational and innovation performance  

Specifically, concerning the influence on quality performance, in line with 

Davenport (2006), this study finds that the exchange of data from suppliers and 

customers in real-time could reduce product defects via prototype testing and 

simulation of products at the early stage of development. Consistent with Dubey et al. 

(2015), Lee et al. (2013) and Wamba et al. (2017), this study shows that the 

characteristics of data-driven supply chains would allow firms to reduce inventory 

level as well as reduce the probability of being out of stock at the supply chain level, 

thus reducing cost. Similarly, with regard to the time-related performances, our 

findings are consistent with the views of Manyika et al. (2011), Brynjolfsson and 

McAfeeErik (2012) and Wamba et al. (2015), that data-driven supply chains enable 

collaborative practice across the supply chain and can reduce product development 

time, on-time delivery, and delivery speed by enhancing visibility and optimisation of 

supply chain flow. Also, the findings of this research corroborate the views of Sanders 

(2016) and McAfee and Brynjolfsson (2012), by being aware of the 

disproportionateness of demand and the supply capacity, and recognising the needs 

and demands of customers organisations can be more flexible and quickly respond to 

unexpected changes in demand and supply. Further, SCA enables the availability of 

even the granular level information about supply chain operations which allows 

manufacturing firms to make more customisations in terms of volume.  

Moreover, in the presence of SCA, the indirect effect of BDA maturity is 

significant only on operational performance, but it does not have a significant effect 

on the innovation performance. Theoretically, it is anticipated that the practice of data-
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driven SCM could enhance information exchange from competitors, customers, and 

suppliers, which in turn, might positively influence innovation performance of 

manufacturing. However, in contrast to the hypothesis, this research finds SCA does 

not play a significant role in the relationship between BDA maturity and innovation 

performance. This may be because most large firms are more proficient in utilising 

SCA capabilities, and when the focal firms cannot build effective mechanisms to 

support data-driven supply chain activities with their partners, it may not be possible 

to collaborate with partners in activities such as the design of innovative processes and 

the development of new products. Also, information exchange from external and 

internal sources occurs in an open system which may enable firms to innovate products 

and processes. Perhaps, in the context of the UK manufacturing firms, open innovation 

may be more common in high-value manufacturing firms than in traditional firms. 

Still, there is a significant direct effect of SCA on innovation. Another plausible 

explanation of this scenario is since ACAP plays as a strong mediator of BDA maturity 

and innovation performance, SCA as an operational capability has less influence and 

also it is predominantly used “to make a living in the present” (Brusset 2016, p.47). 

Hence, utilising BDA tools and technologies as a complementary support system to 

enable traditional SCM practices can improve operational performance. However, a 

flexible BDA infrastructure is necessary to establish a physical link between members 

of the supply chain so as to make information exchange more feasible for managing 

product and finance flow activities. Organisations should be aware of the fact that the 

social and technological concerns of supply chain partners have to be recognised to 

realise the full potential of creating a data-driven supply chain to enhance operational 

as well as innovation performance. 

6. 4 Exploring the phenomenon of the digital divide between SMEs and Large 

organisation 
 

In this section, the findings from the clustering analysis used to observe the 

phenomenon of the digital divide between SMEs and large organisations are 

discussed. By utilising various cluster analysis techniques, the four cluster structure 

hidden in the dataset is revealed and the characteristics of these four clusters are 

identified using cross-profiling technique and discussed in the following sections.  
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6.4.1 Cluster 1 – Routine users / Advanced users 

The key characteristics of this cluster are: 1. 85% of companies that belong to 

this cluster have more than 100 employees, and 2. Most of their annual turnover is 

greater than 25 million pounds (Figure 6.10). Compared to other clusters, this cluster 

is dominated by large organisations but also includes a few small and medium-sized 

manufacturing firms. However, this is one of the smallest clusters with only 18% of 

the companies who participated in this study are being categorised into this cluster.   

In terms of BDA capabilities, the organisations in this cluster are 

comparatively more highly matured than those in the other clusters identified in this 

research (Figure 6.9). It can be argued that the members of this cluster are the strongest 

in developing and utilising BDA capabilities. These companies exhibit the ability to 

generate data using a variety of tools such as sensors and IoT. Moreover, they are 

leading in terms of utilising data integration tools such as ETL and clearly demonstrate 

the ability to use advanced database technologies such as Hadoop, MapReduce, and 

NoSQL. Besides, they are the best in the usage of advanced analytics techniques such 

as association rule mining, neural networks, and machine learning, as well as leaders 

in the utilisation of social media and web analytics. The usage of BDA in the supply 

chain function is also relatively higher than in the other identified clusters. Their 

ability to use digital analytics and supply chain analytics indicates their focus on 

collecting, integrating and analysing external data from suppliers and customers. High 

levels of data visualisation capability indicate that the organisations in this cluster do 

not rely on static reports for the delivery of information, rather data and information 

are delivered using interactive tools such as dashboards and web-based application 

systems. In addition, these organisations seem to be the strongest in recruiting and 

training employees capable of performing data and analytics tasks such as data 

scientists, data engineers, and business analysts to support data-driven decision-

making. In the structural path analysis, data-driven culture is identified as an important 

capability to enhance firm performance. Data-driven culture reflects the attitudes and 

beliefs of top management and employees in the organisation and the member of this 

cluster greatly consider data as a strategic asset for decision-making and are willing to 

rely on it along with their expert judgment.  

Due to the strong presence of essential BDA capabilities, especially data 

integration and management capabilities, organisations that belong to this cluster can 



270 
 

maintain data and information quality. This enables the data users and decision makers 

of these organisations to have access to high-quality information content in a timely 

manner, which ultimately improves the effectiveness of decision-making. These 

organisations can efficiently utilise data and information to monitor business 

processes, quickly react to the changing environment, and customise new products and 

services. Apparently, organisations in this cluster are more advanced in utilising BDA 

and can be considered as ‘data rich’ and ‘information rich’. From RBV perspective, it 

can be argued that the members of this cluster possess a unique set of tangible, 

intangible and human resources that are capable of generating economic rents and 

ultimately create a sustainable competitive advantage. Thus, based on the 

characteristics of this cluster, these organisations are named as ‘routine users’ and 

distinguished as ‘highly mature’ organisations.  

 

Figure 6.9 Spider plot of cluster 1 Vs BDA capabilities 

 

Figure 6.10  a) Cluster 1 Vs Number of employees        b)  Cluster 1 Vs Annual turnover 
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6.4.2 Cluster 2 - Ad-hoc users 

The key characteristics of this cluster are: 1. 70% of the companies belonging 

to this cluster have an annual turnover of £10-25 million, 2. with respect to the number 

of employees, 75 % of them have employees ranging from 49 to 249 (Figure 6.12 b). 

These characteristics indicate that most of the companies in this cluster are SMEs with 

a larger proportion of medium-sized firms. Moreover, this is one of the largest clusters 

identified in this research with 32% of the firms who participated in this study (Figure 

6.12 a).  

In term of BDA capabilities, the organisations in this cluster have indicated 

that they possess high levels of advanced analytics capabilities, data-driven culture 

and data and information quality (Figure 6.11). However, the level of these capabilities 

is comparatively lower than that of Cluster 1. The members of this cluster can generate 

data to some extent, but they generally lack data integration and management abilities. 

It can be argued that these organisations are still managing data using legacy practices 

such as Relational Database Management Systems (RDBMS) and are not proficient 

with the utilisation of advanced databases technologies such as NoSQL (Not only 

SQL) and Spatio-temporal databases to manage data generated in a distributed 

environment. Since these organisations are not capable of generating high volume and 

variety of data such as text, social media data and RFID data, the necessity of utilising 

advanced data integration and management tools is minimal. Further, they lack big 

data skills, which suggests that their data related tasks are mostly managed by their IT 

department- if it is existing. However, the stakeholders of these organisations do 

realise the importance of data-driven decision making, shown by the presence to some 

extent of a data-driven culture. Also, these organisations seem to do well in terms of 

maintaining data and information quality. It could be argued that since they generate 

less complex data, monitoring and maintaining data and information quality is 

uncomplicated. Moreover, the presence of advanced analytics capabilities and data-

driven culture indicate that these organisations are willing to utilise BDA but are in 

the early stages of adoption. They seem to utilise analytics on an ad-hoc basis to 

analyse the data but there is no evidence of the institution-wide practice of data-driven 

decision making. Hence, based on these characteristics, organisations in this cluster 

are named as ‘ad-hoc’ users. From RBV perspective, it can be argued that they lack 

the data generation capability (source for creating data), found to be significant for 
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improving firm performance. Relatively, these organisations can be categorised as 

‘data poor’ and ‘information poor’ as they fail to capture data from various sources, 

and ultimately would fail to attain competitive advantage. Nevertheless, the 

characteristics of the organisations in this cluster show that they are slightly more 

mature than cluster 3 (beginners/laggards), discussed in the next section.   

 

Figure 6.11 Spider plot of cluster 2  Vs BDA capabilities 

 

Figure 6.12 a)  Cluster 2 Vs Number of employees                 b)  Cluster 2 Vs Annual turnover 

           

6.4.3 Cluster 3 –Beginners / laggards 

The key characteristics of cluster 3 are: 1. 40% have employees ranging from 10-49 

and 23% have 100-249 employees in their organisation, 2. 60% of the companies 

belonging to this cluster have an annual turnover of £ 2-10 million (Figure 6.14 b). 

This is probably the third largest cluster with 19% of participating firms belonging to 

this group. Based on the demographics, the majority of the organisations that belong 

to this cluster are small in size (Figure 6.14 a).  
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With respect to BDA capabilities, it is apparent that the main focus of the 

organisations in this cluster is to generate data and use some form of digital analytics, 

but their use is relatively lower than the organisations in other clusters (Figure 6.13). 

Moreover, these organisations use BDA at the supply chain level more than at the 

intra-organisational level. This is evident from Figure 6.13, their lack of ability to use 

advanced analytics, data integration and database tools compared with the other 

clusters identified in this research. As a result, it is reflected in their ability to maintain 

data and information quality, generally lowest among other clusters as data integration 

and management capabilities are significant to maintain data quality (Gudfinnsson et 

al. 2015). Further, to a certain extent, these organisations have an inclination towards 

the usage of analytics at the supply chain level. This could be an indication of external 

pressure from their supply chain leaders. For instance, ‘Walmart’ a supply chain leader 

insists that their suppliers share data and use data-driven insights for the effective 

management of supply chain processes (Sanders 2016). Similarly, it can be argued that 

the UK manufacturing organisation in this cluster could be influenced by their supply 

chain members to use some form of analytics to support supply chain activities. 

However, their lack of data-driven culture, top management support, and other critical 

resources inhibit them from developing key capabilities such as DIM, DVC, BDS and 

advanced analytics. Based on the characteristics of this cluster, this cluster is named 

as ‘Beginners/laggard’. These organisations are not only at the beginning of the 

journey of BDA and data-driven decision-making but also relatively ‘data poor’ and 

‘information poor’. From RBV perspective, it can be argued that these organisations 

do not possess unique BDA resources and relatively lack competitive advantage, and 

hence categorised as ‘competitively disadvantaged’ organisations.  
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Figure 6.13 Spider plot of cluster 3 Vs BDA capabilities 

  

Figure 6.14 a)  Cluster 3 Vs Number of employees         b)  Cluster 3 Vs Annual turnover   
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generating a high volume of big data and is relatively ‘data rich’. However, these 

organisations are different from ‘Cluster 1-routine users’ in several ways. For instance, 

their data and integration capabilities are comparatively lower than high cluster 1 but  

bhigher than cluster 2 and 3. This indicates that these organisations are aware of the 

importance of integrating data from multiple sources using technologies such as 

OLAP and Extract Transfer and Load (ETL). However, due to some unknown reason, 

they are not completely integrating data from both internal and external sources. 

Deficiency in data integration capabilities causes poor maintenance of data quality. 

Although these organisations show interest in generating an enormous volume of data, 

their lack of DIM capabilities would inhibit them from extracting full value from the 

technology due to data quality issues. Further, these organisations are sufficiently 

equipped with advanced analytics, data visualisation and big data skills, which 

indicate that they are enthusiastic about developing BDA capabilities for data-driven 

decision making. However, compared to cluster 1, these organisations do lack a data-

driven culture and supply chain analytics capabilities. This indicates that the 

perception and views of top management are not supportive enough to use the 

innovative forms of analytics such as digital analytics. Also, these organisations can 

be considered as more internally-focused as they generate and integrate mostly 

internal data and use analytics for managing the internal business process, but not 

willing to use it at the supply chain level. A plausible explanation could be that 

strategically these organisations perceive data as a valuable source of competitive 

advantage, but due to privacy and security aspects of big data, the members of this 

cluster may be restraining themselves from using it to a large extent at the inter-

organisational level. So, in general, this is the second highly matured cluster. 

Moreover, the obvious difference between cluster 1 and 4 is the strategic alignment of 

utilising BDA capabilities. While the members of cluster 1 are using it at the inter-

organisational level, members of cluster 4 are strategically using it only within their 

organisation. This group is certainly more mature and doing better in terms of using 

data and information for data-driven decision making than the cluster 2 and 3. Based 

on the characteristics of this cluster, members of this group are called ‘enthusiastic 

users’- technologically advanced but they have less external focus in terms of BDA 

usage. Moreover, from RBV perspective, these organisations do possess some unique 

capabilities that can significantly improve firm performance and create a sustainable 

competitive advantage. However, in this research, it is identified from the path analysis 
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that organisations should develop and create SCA capabilities and the ability to 

maintain data and information quality to realise performance improvement. Thus, the 

members of these organisations can be regarded as those that get a relatively 

‘temporary competitive advantage’.  

 

Figure 6.15 Spider plot of cluster 4 Vs BDA capabilities 

 

 

Figure 6.16 a)  Cluster 4 Vs Number of employees                   b)  Cluster 4 Vs Annual turnover 
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to large firms with more number of employees and high annual turnover compared to 

organisations in cluster 3 who are mostly small firms.     

6.5 Managerial implications  

Based on the findings of this study, this section presents: 1 the issues and challenges 

of adopting and practising BDA, and 2. the managerial implications.  

6. 5.1 Issues and challenges of adopting and practising BDA 

6.5.1.1 Organisational challenges 

a) Time-consuming: A predictive analytics initiative is time-consuming and 

includes various stages of developing, testing and adapting it to different 

contexts (Blackburn et al. 2015). Bringing together experts from various 

functions with varied mindsets will be a challenging task. In complex systems 

like supply chains, BDA implementation needs consistent support from top 

management and key stakeholders, as it might take 12-18 months to see the 

results. Getting access to data (owned by different departments of the 

organisation), combining, validating, and cleansing the data will be tedious 

which requires exhaustive commitment from the project management team. 

b) Insufficient resources: The data and analytics resource capabilities vary across 

firms in a supply chain network. Supply chain partners’ lack of IT resources 

and the capability to share data and information in real-time will cause 

discrepancies. As stated by Dutta and Bose (2015), collaboration and cross-

functional team formation between various stakeholders within an organisation 

should be a priority for implementation of big data. However, while forming an 

inter-organisational cross-functional team, the challenges that can be 

anticipated are competition within the supply chain network, principle-agent 

conflicts, incentives arrangements, data sharing policies, etc. Data-driven 

culture, which is one of the key BDA capabilities, and fact-based management, 

should be encouraged across the supply chain network as a strategy for effective 

utilisation of BDA and to create business value. Leadership also plays a 

significant role in the successful implementation of BDA systems for SCM 

(Seah et al. 2010).   

c) Privacy and security concerns: Big Data possess several concerns such as 

privacy, security, the unethical use of Big Data and processing data 

ineffectively (Hu et al. 2014), which would lead to biased findings (Tien 2012). 

Supply chain professionals have raised concerns about privacy and data security 
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and argued that out-dated regulations are one of the major obstacles in data 

sharing, especially consumer data (Richey Jr et al. 2016). Privacy, security and 

data laws could be of serious concern for multinational supply chains, obligated 

to abide by the laws of different countries while sharing data across supply 

chains (Alfaro et al. 2015). However, these challenges could be overcome by 

employing an effective data governance initiative within the process of data 

integration and management.   

d) Behavioural issues: From the behavioural perspective, the use of real-time data 

and information could be challenging because decision makers may excessively 

react to even small changes in the physical world which would worsen the 

“bullwhip effect” and increase supply chain risk and cost of inventory 

(Tachizawa et al. 2015). Tachizawa et al (2015) argued that concerning Big 

Data there is a risk of identifying many statistically significant but irrelevant 

correlations that do not have a causal linkage. Big Data focuses predominantly 

on correlation but not on causation, which necessitates human inferences to 

solve big problems. Nevertheless, Google has proposed a heuristic approach to 

solve the correlation and causality problems (Radke and Tseng 2015). 

e) Issues with Return On Investment (ROI): Unclear benefits and ambiguity on 

ROI make stakeholders apprehensive about implementing BDA (Tee et al. 

2007; Richey Jr et al. 2016). Achieving financial benefits from BDA is 

challenging too as it depends mostly on the “downstream” employees who 

perform the task (Davenport et al. 2001). For instance, analytics can help 

segment the market based on available data, but it is the sales/marketing team 

who has to believe in the data-driven insights and treat customers based on the 

segment types to make real change. Here, data-driven culture and the 

employees’ absorptive capacity at the individual level plays a crucial role in 

absorbing and assimilating the knowledge.   

f) Lack of skills:  Schoenherr and Speier-Pero (2015) identified potential barriers 

to using predictive analytics in SCM through a survey. The primary barriers 

are inexperienced employees, time constraints, lack of integration, lack of 

appropriate predictive analytics solution, and issues with change management. 

Moreover, it is found out that professionals who plan to use analytics in the 

future and who are currently not using it, have considered the lack of data and 

inability to identify suitable data as a prominent barrier. This relates to the 
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situation of ‘Data Poor and Information Poor’. Waller and Fawcett (2013 b) 

argued that a data scientist requires a combination of both analytical skills and 

domain knowledge, and it is difficult to find such a combination as someone 

who is good in analytical skills may not be interested in learning domain 

knowledge. A recent study has also confirmed that lack of experts in BDA is 

a serious issue among supply chain professional (Richey Jr et al. 2016). 

6.5.1.2 Technical challenges 

a) Data scalability: Richey Jr et al. (2016) identify data scalability as a major 

technical issue in BDA adoption. Organisations have to dump their data after 

a particular period of time so as to store newly generated data. Replacing 

relational databases which are limited regarding scalability with more 

advanced infrastructure such as Hadoop distributed databases, distributed file 

systems, parallel computing and cloud computing capability could be 

considered to tackle scalability issues. NoSQL database which has a high level 

of scalability is a better choice to deal with unstructured data generated from 

IoT data sources (Kang et al. 2016). However, leveraging cloud-computing 

capability to store BD could incur more financial burden to organisations as 

with increased generation of BD cloud storage utilisation cost will also 

eventually increase. So as to avoid this, organisations could adopt strategies to 

optimise the data collection process and reduce unwanted data generation right 

from the source (Rehman et al. 2016).   

b) Data Quality: Supply chain managers rely on data-driven insights for various 

reasons such as to gain visibility, collaboration, process control, monitoring, 

optimisation, etc. and, ultimately aim to obtain competitive advantage (Hazen 

et al. 2014; Davenport 2006). However, there are quality issues associated with 

the process of data production, which is often compared with the product 

manufacturing process (Wang 1998; Wang et al. 1995; Wang and Strong 1996; 

Hazen et al. 2014). Hazen et al. (2014) stated that poor data quality would 

hinder the data analytics activities and affect management decisions. Unlike a 

physical product, data is intangible in nature and measuring data quality is a 

multidimensional problem (Hazen et al. 2014). Concerns about the 

trustworthiness of the social media and web scraped data are also raised (Tan 

et al. 2015). The efficiency of the physical flow of material can be determined 
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by the infrastructure quality (such as transportation system, ports, technology, 

etc.) (Bagchi et al. 2014). Therefore, for effective flow of information, it is 

vital to have advanced data infrastructures and best practices of data 

management using tools and techniques such as Hadoop, MapReduce, and 

statistical process control. 

c) Lack of techniques and procedures:   Lack of quality data is not the only 

problem; there is an incapability of techniques to exploit the data deluge 

properly. For instance, in the case of demand forecasting techniques, 

significant attention is given solely to endogenous time-serious variables for 

demand forecasting, and there is a lack of consideration of exogenous variables 

and information sources (Meixell and Wu 2001). This evidently has inferences 

to develop better data management capabilities and methodology for 

forecasting demand to enhance supply chain operations. Also, there is a 

difficulty in considering expert judgement as a covariate in forecasting models. 

Further, ordinal scales are used to measure opinions and experts’ judgement 

whereas, in practice, the available modelling approach of independent and 

dependent variables are intended for continuous or natural data as input. As 

discussed in  Blackburn et al. (2015), very few studies like Fildes et al. (2009) 

have reflected on using expert judgement to increase the accuracy of supply 

chain forecasting.  

6.5.2. Implications for best practices of BDA  

a) Firstly, for developing data generation capabilities, companies should start 

building their data infrastructure. There are many organisations which do not 

generate enormous volume of data by leveraging devices such as RFID and IoT. 

These organisations could start sensing their everyday business environment by 

deploying these novel technologies. On the other hand, organisations who are 

data rich should periodically audit their data sources such as RFID and sensors, 

to ensure no irrelevant data is being generated due to the malfunctioning of 

these devices. Moreover, establishing metrics based on business rules, defining 

appropriate variables to measure, and deploying data reduction strategies could 

allow organisations to reduce the amount of data being generated at source 

(Rehman et al. 2016). The unstructured data (e.g. customer reviews) can be 

streamlined to generate less messy data. These approaches will certainly 
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improve data quality and reduce infrastructure cost. When less big data is 

generated, only good quality data will be created, thereby minimising data 

logistics efforts and storage costs.  

b) Secondly, developing capabilities to integrate data across supply chains is 

associated with the practice of information sharing. There should be standard 

policies and principles established to standardise the process of information 

sharing (what to share and what not to share) with fellow supply chain members 

to gain mutual benefits and at the same time retain their individual competitive 

advantage. As we discussed before, cloud computing can be treated as a 

complementary resource which can aid information sharing maintaining 

security and access control.  

c) Thirdly, for developing analytics capabilities, companies who have a low level 

of analytics capabilities could start from developing basic analytics (i.e. 

descriptive) and moving incrementally towards leveraging advanced analytics 

such as predictive and prescriptive. This research suggests that predictive 

analytics is mostly used compared to other forms of analytics, but the analytics 

models once deployed should be validated periodically to ensure performance. 

Moreover, several factors could facilitate Big data practice: (i) Clearly defining 

the measurable outcomes, (ii) Effectively addressing the issues, (iii) Employing 

a flexible model that enables stability and improves decision making, (iv) 

Utilising appropriate and most suitable data for the purpose (Radke and Tseng 

2015).  

d) Fourthly, from the perspective of data-driven culture, the success of predictive 

analytics depends on the degree of integration into business processes and its 

acceptance by management as a decision-making tool (Blackburn et al. 2015). 

Blackburn et al. (2015) suggested that the inclusion of experts’ opinion into 

analytics and better communication of insights from analytics to management 

are the key ways of achieving integration and acceptance of analytics-driven 

decision making. Similarly, for successful implementation of Big Data 

analytics, it is critical to clearly define organisation-specific business 

requirements and performance measures, create a vision for utilising analytics 

using maturity models and defining roles based on analytical skills (Aho, 2015). 

The statistical understanding and critical thinking ability of decision makers can 

play a significant role in data-driven decision making (Radke and Tseng 2015; 
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Markham et al. 2015). Figure 6.17, illustrates the implications for organisations 

with the varying level of BDA maturity.   

 

 

Figure 6.17 Implications for adoption and practice of BDA 
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Chapter 7 Conclusion 

7.1 Chapter overview  

This chapter summarises the key outcomes of the research and as well presents 

the major contributions of it. These are followed by the limitations of this study and 

the recommendations for future research.  

 

Figure 7.1 Position of the chapter in this thesis 

7.2 Summary of the research findings 

In summary, BDA has the potential to outperform and transform traditional 

decision-making practices. This research began with two Systematic Literature 

Reviews (SLR). In the first SLR, the study reviewed 82 academic papers on Big Data 

and SCM and 13 maturity models available in both academic and non-academic 

domains. In the past, BDA has mostly been explored from the technological 

perspective to rationalise its economic benefits, but the SLR in this research 

emphasised the necessity to delineate key BDA capabilities that can be used to extract 

value from big data. The structured approach used for the literature review has 

revealed existing contributions of BDA and SCM research. Findings from the SLR 

suggested that BDA could be beneficial if organisations can develop the right 

capabilities to effectively use the big data. Unlike prior research, the conceptualisation 

of BDA capabilities in this research is holistic and data-driven. First, it addressed the 

importance of understanding the genesis of big data generation in the manufacturing 

supply chain. Second, it suggests the significance of integrating and standardising data 

from heterogeneous sources to offer more coherent data sets suitable for the analytics 

systems. Third, different types of analytics and the importance of assimilating the 

findings into the business process are addressed. In comparison with descriptive and 

predictive analytics, prescriptive analytics require a negligible amount of human 

intervention (Puget 2015), which will revolutionise the decision-making process. In 

the second SLR, the study systematically reviewed 64 academic paper related to 
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ACAP. There are several important conclusions from the SLR of ACAP. The four 

research themes identified in this research (technology-driven, relationship-specific, 

knowledge-specific and ambidextrous absorptive capacity), improve the overall 

understanding of the concept and how it is applied in the supply chain context. 

Although few studies have found significant benefits of BDA, managers still 

face difficulties extracting the full potential from it (Richey Jr et al. 2016). Using a 

quantitative approach, the practice of BDA in the UK manufacturing sector is explored 

to gain an understanding of how BDA impacts firm performance. It is found that 

organisations can augment the benefits of BDA if they can focus their efforts on 

developing higher-order capabilities such as absorptive capacity, data and information 

quality and supply chain analytics capabilities. Using the structural equation 

modelling technique, the survey data from the UK manufacturing sector confirms 

these findings. The study also suggests that BDA increase firm performance, by 

enhancing higher-order capabilities, which then improves operational and innovation 

performance. The empirical data analysis of this research showed that manufacturing 

industries which produce several commodities for Business to Business (B2B) or 

Business to Consumers (B2C) could benefit from the practice of BDA. However, to 

achieve a sustainable competitive advantage, firms must develop higher-order 

capabilities such as absorptive capacity, data and information quality and supply chain 

analytics capabilities. In terms of the digital divide, the study has explored the 

phenomenon and has found sufficient evidence to argue that there is a divide between 

small and large UK manufacturing organisations. The conceptual framework 

presented in this research is holistic and can provide a detailed roadmap for 

organisations planning to implement BDA in the future.  

This study makes significant contributions to both theory and practice. The 

conceptualisation of BDA capabilities would help academic researchers to embark on 

new empirical research in this domain. It contributes to the on-going debate of BDA 

in SCM context and supports a comprehensive understanding of this evolving 

technology from the systematic literature review and conceptualisation of key 

capabilities. A holistic conceptual framework of BDA capabilities is developed to 

describe the stages of BDA assimilation. Moreover, this thesis will guide practitioners 

to realise their current state of BDA maturity and build a roadmap to develop BDA 

capabilities keeping in mind the potential challenges associated with the assimilation 
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process. Further, the research also discussed the implications for best practices of BDA 

in the supply chain. However, there are some limitations of this study and they are 

addressed in the following section which leads to the identification of future research 

opportunities.   

7.3 Research Contributions  

The research process and the resultant outcomes of the present study make 

significant knowledge contribution to theory, policy, and practice. These contributions 

are discussed in the following sections. 

7.3.1 Contribution to the theory 

The desk research phase of this work has made significant contributions in 

three aspects. First, the aim is to summarise the key components of BDA capabilities 

into a single conceptual framework (Figure 2.12). This aim is successfully achieved 

by integrating theoretical knowledge from the works of leading journals in this field. 

Further, this research has operationalised the BDA capabilities maturity construct. A 

systematic literature review and a rigorous statistical procedure have supported the 

establishment of the underlying dimensions of the construct. The data analysis 

confirms the conceptualisation and operationalisation of Big Data Analytics 

capabilities maturity as a second-order construct. As a result of SLR and quantitative 

analysis, this research has revealed seven key dimensions of intra-organisational BDA 

maturity: data generation capability, data integration and management capability, 

advanced analytics capability, digital analytics capability, data visualisation 

capability, data-driven culture and big data skills (Figure 7.2). These capabilities can 

be grouped into three categories, namely tangible, intangible and human assets.  The 

identification of key conceptual elements of BDA composed of five tangible assets 

(data generation, data integration and management, advanced analytics, digital 

analytics, and data visualisation), a human asset (Big Data skills) and an intangible 

asset (data-driven culture) as the dimensions of the construct is an important 

knowledge contribution to the literature on BDA and SCM. As suggested by the theory 

of dynamic capabilities, it can be noted that conceptualising integrated BDA 

capabilities (BDA maturity) is less likely to be mimicked by competitors as it is a 

combination of lower-order tangible and complementary human and intangible 

resources. These findings suggest that manufacturing organisations can exploit these 

capabilities to enhance operational and innovation capabilities. This research also 
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developed a measurement scale for the BDA maturity construct by combining scales 

from various sources and validating it empirically. In future, BDA researchers may 

adopt this verified scale to conduct researcher works and develop it further. The novel 

method of grouping various elements of BDA practice based on RBV contributes to 

the theory building by equipping the academic community with an all-inclusive BDA 

capabilities framework.   

This research makes a significant contribution in terms of comprehensively 

reviewing existing intellectual contributions in the domain of ACAP and SCM. It 

provides an overview of supply chain researchers’ understanding of the concept and 

how it is used. In the descriptive analysis, the increasing trend of publication on this 

topic is clearly depicted. In the content analysis, the non-cohesiveness of the 

conceptual understanding of supply chain researchers is witnessed, and the application 

of absorptive capacity at the inter-organisational level is found to be high compared to 

other levels. Through thematic analysis, some important research themes and key 

propositions are derived.  

 

 
Figure 7.2 Conceptualisation and Operationalisation of key dimensions of BDA Maturity 
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In addition, this research has applied SLR techniques which highlights the 

value of this research as SLR is regarded as a scientific technique (Tranfield et al. 

2003). The SLR techniques used in this research have great potential for the progress 

of research practice in management discipline. Thus, this aspect of the research depicts 

one of the main motivations of this thesis, aiming to develop the management 

discipline by promoting the application of SLR to increase scientific rigour.  

Further, the empirical results confirming that BDA capabilities predict product 

quality, cost, flexibility, time and innovation performance is an important theoretical 

contribution. This study integrates the theoretical view of RBV and dynamic 

capabilities view to advace the understanding of underlying mechanism through which 

firms achieve competitive advantage. This study contributes to these theories by 

empirically verifying that organisational learning, quality of information and inter-

organisational data capabilities are the underlying reason for creating sustainable 

competitive advantage. Drawing upon the dynamic capabilities view, this study has 

proved that organisation that process data and information dynamically can attain 

significant competitive advantage in the global market place. In a global market, 

manufacturing firms need to win orders from both domestic and global customers and 

the firm performance dimensions measured in this research are important criteria that 

can win orders. The current market environment is dynamic and surrounded by 

uncertainties due to unpredictable consumer demands and requests. Thus, the 

conversion of raw data into valuable knowledge by utilisation of dynamic BDA 

capabilities is an important theoretical contribution.Moreover, this study also 

contributes to the view of hierarchy of capabilities by  determing that capabilities are 

hierarchical in nature and developing higher-order dynamic, organisational and 

operational capabilities may lead to improved competitive advantage through the 

generation of economic rents. By confirming the significant positive effect of lower-

order capabilities on higher-order capabilities such as absorptive capacity this study 

makes a significant contribution for building of dynamic capabilities view theory from 

hierarchical perspective. Subsequently, this research supports the view that developing 

a hierarchy of capabilities is a basis for creating a sustained competitive advantage.  

Additionally, there is a broad opinion in the literature that SMEs completely 

lack competence in Big Data Analytics. The findings of this research suggest that this 

belief about SMEs’ maturity level may not be completely true. This study has shown 
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that SMEs, especially medium-sized manufacturing firms, do possess some BDA 

capabilities. However, small firms do lack BDA capabilities or any form of data-

driven decision making. Further, prior BDA research has mainly focused on large 

firms. However, this study has increased the understanding of the current state of 

SMEs in the UK manufacturing sector and their BDA capabilities, and thereby 

contributing to the literature on SMEs.  

In summary, this study’s contribution to theory can enhance our understanding 

of the latent factors that form BDA capabilities maturity, and their relationship with 

higher-order capabilities such as absorptive capacity, data and information quality, 

and supply chain analytics capabilities. This study also provides knowledge on the 

nature of the formation of lower-order and higher-order capabilities and how these act 

as significant antecedents of operational and innovation performance.   

7.3.2 Contribution to practice 

The findings of this study make several contributions to practice. The 

development of a measurement scale for BDA capabilities maturity is an important 

contribution for practice as well. Using the maturity model and the validated scales to 

measure BDA capabilities, a practitioner could assess the current level of a firm’s 

BDA capabilities and determine the areas for improvement. The study contributes to 

the practices by offering knowledge on key capabilities that influence firm 

performance. Also, the BDA capabilities framework developed in this study (Figure 

2.12) and the implications for the best practice of BDA (section 6.5) could facilitate 

firms to extract full value from their investment. Moreover, for firms interested in 

developing BDA capabilities, this research offers guidance on where to start from. 

This study has recognised the prominence of higher-order capabilities by evaluating 

its impact on operational and innovation performance.  

Manufacturing companies have changed their strategy in response to the 

changing market demands and have become more customer-centric (Aho 2015). 

Manufacturing companies consider embedding services into products as a 

differentiation strategy. The transformation of manufacturing firms from the 

traditional product offering to servitization involves developing new capabilities such 

as BDA capabilities. BDA maturity model would facilitate organisations to create a 

vision for utilizing analytics and adding value to processes by comparing against best 

practices and external benchmarks (Aho 2015). 
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BDA considerably impacts on business innovations. It is imperative for 

manufacturing firms to make use of BDA capabilities in innovation processes such as 

new product development as they can offer vital information for idea generation. 

Managers aiming to improve the efficiency and effectiveness of innovation processes 

should enhance their employees’ competence to effectively leverage BDA tools. To 

strengthen the effect of BDA capabilities, firms should strategically align the BDA 

tools and structural and cultural conditions of the organisation with the requirements 

of their innovation processes.  

Moreover, Big data skills are highly desired to increase the effectiveness of 

BDA practice. Studies show that there is a significant skills shortage across the world 

(Debortoli et al. 2014). Some technology vendors such as IBM are partnering with a 

large number of universities around the world to narrows the skills gap (IBM 2013). 

Similarly, managers of manufacturing firms should collaborate with universities to 

recruit qualified BDA personnel such as data scientists and data engineers to 

encourage the best practice of BDA.     

7.3.3 Contribution to policy 

The insights offered in this research give rise to policy recommendations that 

could potentially help the UK manufacturing SMEs. First, the conceptualisation of 

dimensions of BDA capabilities and the measurement scales developed in this 

research could be utilised by the members of government agencies to evaluate the 

current level of BDA capabilities of manufacturing SMEs. This kind of quantitative 

evaluation of SMEs could help them to determine the strengths, weaknesses, and 

challenges of SMEs relating to the adoption and practice of big data analytics. This 

can enable the government agencies to determine the appropriate support mechanism 

required to enable SMEs to develop the BDA capabilities that they are deficient in.  

The knowledge from this research could also contribute to the development of 

policies relating to SMEs growth. A policy could be established to encourage key 

stakeholders of SMEs to adopt the data-driven culture, data-driven decision-making 

practices, and systems thinking as a basis for developing highly advanced BDA 

capabilities. This could possibly be achieved by raising awareness of owner-managers 

of SMEs about the business value rooted in the practice of BDA. By creating this 

awareness, the adoption of data-driven decision-making capabilities of SMEs can be 

enhanced - providing a competitive advantage.   
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The finding that BDA capabilities can significantly promote innovation has a 

policy implication. Considering the paradigm shift from an industrial economy to the 

innovation economy, a government policy could be developed to support High-Value 

Manufacturing (HVM) firms driven by innovation. HVM is the application of cutting-

edge technology and technical know-how to create products, processes, and services 

that have great potential to bring sustainable economic growth to the UK. In fact, the 

innovate UK initiative of the UK government considers the promotion of HVM as a 

sustainable strategy for economic value creation (UK Government 2014). High-value 

manufacturing is characterised by the presence of high-level of R&D intensity, and to 

innovate, knowledge from a wide range of sources must be applied. By providing a 

support mechanism to implement BDA, government agencies could encourage SMEs 

and large organisations who operate in HVM space to create effective and efficient 

innovation systems.  

BDA is found to be an important facet of manufacturing management. 

However, the application of BDA as a strategic resource is found to be scarce among 

the small organisations investigated in this study. The underlying cause of this could 

be due to cost and lack of awareness. As a part of government support, vendors could 

be encouraged to develop BDA systems catering to the requirements of SMEs and 

distribute them at a subsidised cost. Such a policy could be a catalyst for smooth 

transitioning of SMEs from traditional heuristics-based decision-making to data-

driven decision-making. Moreover, data analytics is becoming more affordable. For 

instance, the storage cost of data is declining at approximately 40% per year, and the 

development of solid-state drives (SSDs) will further intensify the reduction of storage 

costs (OECD 2014). The use of open source solutions such as Hadoop and CouchDB 

are at the forefront of today’s big data processing, and SMEs could benefit from these 

cost reductions in technology. Consequently, BDA will become more affordable for 

SMEs and start-ups, and their adoption will be intensified as the data volume increases 

and if the necessity of data-driven insights for better competitiveness is recognised by 

the stakeholders.  

Finally, the policymakers should recognise that the disparity in the adoption of 

BDA could favour the condition of information asymmetry between SMEs and large 

organisations and thus bring in power shifts. This leads to the formation of a new kind 

of digital divide and could weaken economic resilience (OECD 2015). The findings 
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of this study could be beneficial to the UK government agencies such as Department 

for Business, Energy and industrial strategy (BEIS) to develop strategies for the 

growth the UK manufacturing companies and provide an opportunity to effectively 

compete in the global market.  
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7.4 Limitations of this research 

Despite the significant contributions of this study, there are a few limitations 

that deserve attention.  

With regard to the data collection, the data is mainly from a single sector 

(manufacturing) in one specific country. The study did not include organisations from 

around the world, the results may be limited to the specific context of the UK and lack 

generalisability (Bryman and Bell 2011). However, as a critical realist, it can be argued 

that this research mainly seeks to “generalize, not about populations, but about 

theoretical propositions” (Edwards et al. 2014, p.18). Moreover, with regard to the 

sample size, certainly a larger sample size can increase confidence towards 

generalising the findings in the specific context. However, in this research, the sample 

size is comparatively larger than most of the survey-based research papers in supply 

chain management discipline (de Beuckelaer and Wagner 2012), increasing the 

significance of the data collected. Further, the sample size should be seen taking into 

consideration the context of this research, which is limited to only the UK 

manufacturing sector.  In addition, the research involves receiving responses from 

senior executives from the manufacturing organisations. Therefore, the sample size 

can be considered adequate to offer insights into the impact of BDA on the UK 

manufacturing organisations.  

In terms of methodology, even though this research adopted the rigorous 

quantitative approach, a qualitative case study approach would have allowed the 

researcher to capture an in-depth understanding of the phenomenon (Yin 2003). 

Further, the methodological approach adopted in this study captured the truth only at 

one point in time (Bryman and Bell 2011). The dynamics of the impact of BDA on the 

performance outcomes are not fully captured and the results of this study are limited 

in this regard. Perhaps adoption of a qualitative interview technique would have aided 

the researcher to explore and identify unknown variables that can influence the 

relationship between BDA maturity and firm performance.  

In terms of data analysis, this study has conceptualised BDA as a second-order 

reflective construct, but previous studies have demonstrated the rationale for 

conceptualising technology related dimensions as a second-order formative construct 

(Mackenzie et al. 2011; Treiblmaier et al. 2011; Anon 2008; Shin and Kim 2011). 

There is a growing debate on the use of formative versus reflective constructs in 
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operations and information systems research (Diamantopoulos and Siguaw 2006). 

Scholars are yet to arrive at a clear consensus regarding the benefits of one approach 

over the other. Moreover, analysing the structural relationship between formative 

constructs require the use of Partial Least Square Structural Equation Modelling (PLS-

SEM). But, the use of PLS-SEM in operations research is criticised by researchers in 

the discipline (Rönkkö et al. 2016). On the other hand, studies that compared both 

PLS-SEM and Covariance Based SEM (CB-SEM) have suggested to use PLS-SEM 

as it is advantageous even in the case of small sample size (Astrachan et al. 2014)  

Consequently, using the same dataset, it would be interesting to observe any change 

in the nature of the relationship between the constructs of the research model if BDA 

maturity is conceptualised as a formative construct. 

Moreover, while a systematic and structured literature review is conducted, it 

is worth recognising the concerns associated with it. It should be noted that the citation 

count information extracted from the Scopus database differs from other databases 

such as WoS or Google scholar. The selection of journal papers is restricted by the use 

of specific keywords -other keywords and databases could have resulted in additional 

papers. Even though we relied on specific keywords and databases relevant to this 

research, efforts were made to validate, avoid errors and ensure that all relevant papers 

are included. Further, the synthesis of the conceptualisation does involve authors’ 

interpretations of selected journal papers and their previous expertise in BDA domain. 

However, to ensure reliability the process of selecting journal papers, coding and 

conceptualisation are verified independently by peer researchers. Moreover, despite 

including maturity models from practice in the conceptualisation process, most of the 

papers reviewed are from academic sources.  

 Nonetheless, it can be argued that the limitations discussed above can be 

considered as low in view of the significant contributions of this research.  Moreover, 

the scope of this research presented in this chapter 1 highlights how the findings of 

this research can be generalised to the specific context of the UK manufacturing sector. 

However, several suggestions for the future research are identified based on the 

research findings and from the knowledge gained from the execution of the research 

process, which are discussed in the following section. 
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7.5 Directions for future research 

i. With the growing importance of data-driven decision making in supply chain 

management, poor data quality would negatively impact supply chain 

performance. Data quality should be monitored, measured and controlled. In 

the future, a systematic investigation of various techniques used to tackle the 

data quality problem in the context of inter-organisational supply chain 

networks should be investigated.  

ii. In-memory analytics is advantageous for SCM as it enables real-time decision-

making. While previous case studies (vom Brocke et al. 2014; Piller and 

Hagedorn 2011) explained the potential benefits of in-memory analytics, there 

is a need for comprehensive investigation of the real-world use case of in-

memory analytics in SCM.  

iii. BDA influences a paradigm shift from heuristics to data-driven decision 

making. The reasoning and assimilation of data-driven insights into the process 

of decision-making and the behavioural issues associated with it have to be 

investigated. Moreover, the phenomena of resistance to change from heuristics 

to data-driven decision making should be explored in different organisational 

contexts.  

iv. There are various examples of successful implementation of Business analytics  

to optimise supply chain and improve performance (Chae et a. 2014). There 

are various anecdotal evidence such as company case studies, whitepapers, etc. 

justifying the potential impact of BDA on firm performance. However, there 

is some evidence of failure as well. Oliveira et al. (2012) and Sherer (2005) 

discussed the case of Cisco’s Business Analytics failure. However, some 

questions remain unanswered, such as, why and under what circumstances do 

organisations’ BDA initiatives fail? There is a need for in-depth case studies 

to understand the organisational context under which organisations achieve 

success or failure from BDA investment. 

v. BDA implementation is a change-intensive process and organisations are 

vulnerable to disruption. Systems design should keep its pace in addressing 

these changing needs to achieve competitive advantage. Empirical studies are 

required to describe and understand the mechanisms and dynamics of how 

BDA implementation influences change and redesign of the system.  
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vi. With respect to the digital divide, this research is limited by scope and 

considered only the divide between manufacturing companies. However, 

future studies could investigate the current state of the retail and other services 

sector in adopting and practising BDA and compare it with the findings of the 

manufacturing sector. The nature of data generated and the analysis techniques 

used by manufacturing and retail industries could vary significantly. By 

exploring and comparing the maturity level of the manufacturing and retail 

sector, new insights about BDA practice could be revealed.  

vii. From the cluster analysis, it is identified that although some companies lack 

BDA capabilities at the intra-organisational level, they practice it at the supply 

chain level to some extent. This indicates there may be an influence of pressure 

from the external environment to adopt and practice BDA at the supply chain 

level. According to DiMaggio and Powell (1983), organisations under similar 

environmental conditions are forced to resemble each other, a process called 

‘isomorphism’. The theory suggests that institutional isomorphism occurs 

through coercive, mimetic and normative mechanisms. The choices of the 

business decision are highly influenced by internal and external norms (Tate 

et al. 2014). Organisations can be categorised as either reactive adopters or late 

adopters depending upon their pattern of isomorphism (Tate et al. 2014). In 

future, the institutional theory can be used to investigate both the types of 

adoption scenarios and the influence of coercive, mimetic and normative 

pressures from the supply chain leader in the adoption of BDA as shown in 

Figure 7.3.  

 

Figure 7.3 Conceptual framework of the impact of institutional pressure on the adoption of BDA 
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Appendices 

Appendix A: Questionnaire 

A survey on the impact of Big Data and Business Analytics on Firm 

performance      

Dear Sir/Madam      

The University of Sheffield Management School is conducting this study to 

understand the impact of Big Data and Business Analytics (BDA) on firm 

performance. This research aims to enhance the understanding of BDA practices and 

its potential to create business value. This study has received ethical approval from the 

University of Sheffield. The questionnaire will take about 20 minutes to complete. 

Your responses will be treated in the strictest confidence and your personal 

information will not be disclosed to anyone. Your participation in this study is 

voluntary and you can withdraw from the study at any time simply by closing your 

browser.   A summary report of findings will be sent to all those involved in this 

study. This report will be beneficial in maintaining and enhancing your long-term 

competitiveness As a small token of appreciation, every respondent will be entered in 

a draw to win an Amazon gift voucher worth £100. Please do not forget to include 

your email address at the end of your responses to receive a summary report of this 

study and to enter into the draw.  

Thank you for your time and support.   

 Yours Sincerely 

 Mr. Deepak Arunachalam  

 Email: darunachalam1@sheffield.ac.uk  

 Phone: +44(0) 7459850512 

 Research Supervisors:  Dr. Andrew Brint (a.brint@sheffied.ac.uk),  

Dr. Chantal C. Cantarelli (c.c.cantarelli@sheffield.ac.uk) 

Dr. Niraj Kumar(niraj.kumar@liverpool.ac.uk 

Big Data Analytics: What does it mean? 

     Before we can start, it is important to explain what is Big Data Analytics. Every 

time you base a decision on facts and data, analytics is involved. Every time you 

mailto:a.brint@sheffied.ac.uk
mailto:c.c.cantarelli@sheffield.ac.uk
mailto:niraj.kumar@liverpool.ac.uk
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receive a report with nice graphs and colors via interactive data visualisation, analytics 

is involved. Different terms such as Business intelligence/Business analytics are used 

in the industry to represent data and analytics practices. But, due to the increasing 

complexity of analysing large, complex data, the concept of 'Big Data' and advanced 

analytics has emerged as an innovative technology and widely used by organisations.   

    “Big Data” refers to large structured and unstructured data sets that require new 

forms of processing capability to enable better decision making. Some of the examples 

could include sales data, process operating data and other information captured by 

sensors, web server logs, Internet clickstream, social media activity, mobile-phone call 

records, etc. Whereas, “Big Data Analytics" is the process of examining big data 

using analytics tools and techniques (such as regression, time series analysis, 

clustering, support vector machines, neural networks), which is seen by organisations 

as a significant tool to improve operational efficiency, develop new revenue streams 

and gain sustainable competitive advantage   

Section A: Background Information   

Please indicate your answer to each question by either writing in the space provided 

or ticking the most appropriate option. 

Q1. What is the primary industry in which your organisation operates? 

o Information and communication    
o Manufacturing  
o Retail/Wholesale   
o Transportation and storage    
o Water supply, sewerage, waste management   
o Others (Please specify) ______________ 
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Q2. Which manufacturing sector does your organisation belong to? 

o Automobiles   

o Textiles    

o Pharmaceuticals 

o Rubber and tube industries   

o Metals  

o Chemicals   

o Computer and electronic products  

o Papers and leathers   

o Food and dairy products  

o Beverages  

o Electrical equipment  

o Others (please specify) ____________ 
 

 

Section B: Your Big Data Analytics Capabilities 

In this section, please focus on your organisation's capabilities to use data and 

analytics tools/ techniques for decision-making.  

Q3 Please indicate your level of awareness about your 

organisation's data and analytics resources, decision-

making processes and supply chain activities: 

(1-Not aware at All to 5-Extremely Aware) 

1 2 3 4 5 

Your awareness about the organisation's ability to use 

data and analytics resources? o  o  o  o  o  

Your awareness about the organisation’s decision-

making processes? o  o  o  o  o  

Your awareness about the organisation’s supply chain 

related activities? 
 o  o  o  o  
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Q4. To what extent do you disagree or agree with the 

following statements regarding your organisation's 

ability to generate/access/collect data? (1-strongly 

disagree to 5-strongly agree) 

1 2 3 4 5 

We are able to generate/access/collect a large volume 

of data (from our operational systems and other data 

sources). 
o  o  o  o  o  

We are able to generate/access/collect unstructured 

data -different kinds of data (such as textual data, 

audio and visual data, images, sensor data, RFID data 

and social media data). 

o  o  o  o  o  

We are able to generate/access/collect data in real-

time. o  o  o  o  o  

We are able to generate/access/collect data from a 

wide range of data sources (heterogeneity). o  o  o  o  o  

We have access to very large, unstructured, or fast-

moving data for analysis. o  o  o  o  o  

 

Q5. To what extent do you disagree or agree with the 

following statements regarding your  

organisation's ability to integrate and store data? (1-

strongly disagree to 5-strongly agree) 

1 2 3 4 5 

We integrate data from multiple internal sources into 

a data warehouse or data mart for easy access. o  o  o  o  o  

We integrate external data with internal data to 

facilitate high-value analysis of our business 

environment. 

 

We have ability to Extract, Transform and Load 

(ETL) data from across systems and organisational 

boundaries. 

o  o  o  o  o  

In our organisation, data is not integrated or poorly 

integrated o  o  o  o  o  

Our data storage system is able to manage large 

volume of data. o  o  o  o  o  

Our data storage system is able to manage different 

data types beyond structured data. o  o  o  o  o  

We have adopted parallel computing approaches (e.g., 

Hadoop) for big data processing. o  o  o  o  o  

We have adopted new forms of databases such as Not 

Only SQL (NoSQL) for storing and retrieving of data. o  o  o  o  o  
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Q6. To what extent do you disagree or agree with the following 

statements regarding your organisation's ability to use analytics 

tools and techniques for decision-making at intra-

organisational level?  (1-strongly disagree to 5-strongly agree) 

1 2 3 4 5 

We use analytics to get data-driven insights into our historical 

business performance. o  o  o  o  o  

We use analytics to predict future events of our business 

environment. o  o  o  o  o  

We use analytics to prescribe possible courses of action for our 

business. o  o  o  o  o  

The performance of analytic models is regularly reviewed once 

deployed. o  o  o  o  o  

We are able to use analytical tools to convert data into 

actionable insights. o  o  o  o  o  

 

Q7: How often does your organization use the following 

analytics techniques? (1- Never to 5- Always) 
1 2 3 4 5 

Web analytics o  o  o  o  o  

Social media analytics o  o  o  o  o  

Text, audio, video analytics o  o  o  o  o  

Data and text mining o  o  o  o  o  

 

Q8. To what extent has your organisation use Big Data 

Analytics to manage the following supply chain functions? 

(1- Little or no usage to 5- Heavy usage) 

1 2 3 4 5 

Sourcing analysis o  o  o  o  o  

Purchasing spend analytics o  o  o  o  o  

CRM/customer analysis o  o  o  o  o  

Network design/optimisation o  o  o  o  o  

Warehouse operations improvements o  o  o  o  o  

Process monitoring o  o  o  o  o  

Production Process optimization  o  o  o  o  o  

Logistics process improvements o  o  o  o  o  

Forecasting/demand management  o  o  o  o  o  

Inventory optimization  o  o  o  o  o  
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Q9. To what extent do you disagree or 

agree with the following statements 

regarding your organisation's ability to 

visualize data and information effectively? 

(1-strongly disagree to 5-strongly agree) 

1 2 3 4 5 

We have adopted data visualization tools. o  o  o  o  o  

Data-driven insights are delivered using 

dashboards or other interactive visualisation 

tools. 
o  o  o  o  o  

Data-driven insights are delivered in such a 

way that they are easily understandable by the 

target group. 
o  o  o  o  o  

Data-driven insights are delivered in real-

time. o  o  o  o  o  

Data-driven insights  are shared seamlessly 

across our organisation, regardless of the 

location. 
o  o  o  o  o  

 

Q10. To what extent do you disagree or agree with the 

following statements regarding perception and attitude 

towards the use of Big Data Analytics and data-driven 

decision-making in your organisation? (1-strongly 

disagree to 5-strongly agree) 

1 2 3 4 5 

We consider data as a tangible asset. o  o  o  o  o  

We are willing to override our own intuition when 

data contradicts our viewpoints. o  o  o  o  o  

We base our decisions on data rather than on instinct. o  o  o  o  o  

We continuously assess and improve our practices in 

response to insights extracted from data. o  o  o  o  o  

We continuously coach our employees to make 

decisions based on data. o  o  o  o  o  

 

Q11. To what extent do you disagree or agree with the 

following statements regarding your organisation's 

ability to possess Big Data Analytics skills? (1-

strongly disagree to 5-strongly agree) 

1 2 3 4 5 

We provide big data analytics training to our own 

employees. o  o  o  o  o  

We hire new employees that already have  big data 

analytics skills. o  o  o  o  o  

Our big data analytics staff have the right skills to 

accomplish their jobs successfully. o  o  o  o  o  

Our big data analytics staff have suitable education to 

fulfill their jobs. o  o  o  o  o  

Our big data analytics staff holds suitable work 

experience to accomplish their jobs successfully. o  o  o  o  o  

Our big data analytics staff are well trained. o  o  o  o  o  

 



345 
 

 

Section C: Your organisation's learning ability 

 

  

Q12. Please rate your organisation's ability to 

maintain to the quality of data products/information 

on the following aspects (1-Poor to 5-Excellent) 

1 2 3 4 5 

Completeness o  o  o  o  o  

Timeliness o  o  o  o  o  

Reliability o  o  o  o  o  

Consistency o  o  o  o  o  

Accuracy o  o  o  o  o  

 

Q13. To what extent do you disagree or agree with the 

following statements regarding your organisations ability to 

acquire, integrate and exploit knowledge? 

(1-strongly disagree to 5-strongly agree) 

1 2 3 4 5 

We are successful in learning new things. o  o  o  o  o  

We are effective in developing new knowledge or insights 

that have the potential to influence product/service 

development. 
o  o  o  o  o  

We are able to identify and acquire internal (e.g., within the 

firm) and external (e.g., market) knowledge. o  o  o  o  o  

We have effective routines to identify, value, and import 

new information and knowledge from channel partners. o  o  o  o  o  

We have adequate routines to analyse the information and 

knowledge obtained. o  o  o  o  o  

We have adequate routines to assimilate new information 

and knowledge. o  o  o  o  o  

We can successfully integrate our existing knowledge with 

the new information and knowledge acquired. o  o  o  o  o  

We are effective in transforming existing information into 

new knowledge. o  o  o  o  o  

We can successfully grasp the opportunities for our firm 

from new external knowledge. o  o  o  o  o  

We can successfully exploit the new integrated information 

and knowledge into concrete applications. o  o  o  o  o  

We are effective in utilising knowledge into new products. o  o  o  o  o  

We constantly consider better ways to exploit knowledge. o  o  o  o  o  
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Section D: Your Organisation's Performance 

 In this section, please focus on your organisation's operational and innovation 

performance. 

 

Q14: Please indicate your opinion about how well 

your organisation performs compared with 

industry benchmark (1-Poor to 5-Excellent) 

1 2 3 4 5 

Quality-related performance 

Product quality and performance o  o  o  o  o  

Conformance to product specifications (meet  

established standards/customers' requirements) o  o  o  o  o  

Products reliability (probability of a product 

malfunctioning/failing within a specified time 

period) 
o  o  o  o  o  

Cost-related performance 

Unit cost of manufacturing o  o  o  o  o  

Inventory costs o  o  o  o  o  

Overhead costs o  o  o  o  o  

Price competitiveness o  o  o  o  o  

Flexibility-related performance 

Flexibility to change product mix o  o  o  o  o  

Flexibility to change volume o  o  o  o  o  

Ability to produce customized product features o  o  o  o  o  

Time-based performance 

On-time delivery performance o  o  o  o  o  

Accuracy of product delivery (correct quantity 

and product) o  o  o  o  o  

Fast/quick delivery of products o  o  o  o  o  

Order fulfillment lead-time o  o  o  o  o  

Manufacturing lead-time o  o  o  o  o  

Supply chain throughput time o  o  o  o  o  
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Section E: Your Demographic information 

Q16. E1. How many employees work in your establishment? 

o 1-9 employees 

o 10-49 employees 

o 50-249 employees 

o 250-500 employees 

o More than 500 employees 

 

Q17. Please indicate the annual turnover of your organisation (in British Pound £): 

o ≤ 2 Million 

o 2–10 million 

o 10–25 million 

o 25 - 50 million 

o > 50 million 

 

Q15. To what extent do you disagree or agree 

with the following statements regarding your 

organisation's innovation performance 

compared with industry benchmark? (1-

strongly disagree to 5-strongly agree) 

 

1 2 3 4 5 

We achieve substantial innovations in product 

and/or service. o  o  o  o  o  

We achieve  substantial innovations in 

management. o  o  o  o  o  

We achieve substantial innovations in 

manufacturing technology. o  o  o  o  o  
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Q18. What is your job-title in the organisation?  

o Chief Executive officer 

o Chief Information officer 

o General Manager 

o Director 

o Vice President 

o Senior Manager (Product Development/ Operations/ Supply chain/ Logistics 

/Waste management etc.) 

o Senior Manager (Information Technology/Big Data Analytics/supply chain 

analytics) 

o Manager (Product Development/ Operations/ Supply chain/ Logistics / Waste 

management etc.) 

o Manager (Information Technology/Big Data Analytics/supply chain 

analytics) 

o Others (please specify) ____________________ 

 

Q19. How long have you been working in this organisation?  

o Less than 6 months 

o 6 - 12 months 

o 1 - 5 years 

o 5 - 10 years 

o 10 -15 years 

o 15-20 years 

o More than 20 years 
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Q20. Please select your organisation's location in the United Kingdom (select all 

that apply): 

o North East England 

o North West England 

o Yorkshire & Humber 

o East Midlands 

o West Midlands 

o East of England 

o London 

o South East England 

o South West England 

o Wales 

o Scotland 

o Northern Ireland 

 

Section F: Final Section 

 

Q21. Please enter your email address, if you would like to receive a summary of the 

study findings and to include in a prize draw: 
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Appendix B: Ethics approval letter 
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Appendix C: Pre-test questions / Feedback   

Please provide your feedback on the questionnaire content and design.  

Q1. How long do you take to fill the complete form (in minutes)? 

Q2. Are the instructions clear enough to answer the questions asked in the survey? 

 Yes   

 No (Please specify in the box below)   ____________________ 

Q3. Are the questions clear and easily understandable? 

 Yes   

 No (Please specify in the box below)   ____________________ 

 Q4. Are there any problems in understanding what kind of answers are expected, or 

in providing answers to the questions posed? 

 Yes   

 No (Please specify in the box below)   ____________________ 

Q5. Are the structure (i.e: sequence of questions) and design (i.e: font size, the 

spacing between sentences etc.) of the questionnaire logical? 

 Yes   

 No (Please specify in the box below)  ____________________ 

Q6. Is the questionnaire easy to complete? 

 Yes   

 No (Please specify in the box below)   ____________________ 

 Q7. Is the language used in the questionnaire free from jargon, slang, and 

abbreviation?   

 Yes   

 No (Please specify in the box below)   ____________________ 

Q8. Is there any question, which the respondent objects to answer? 

 Yes (Please specify in the box below)   ____________________ 

 No  

 Q9. Is the length of the questionnaire appropriate? 

 Yes  

 No (Please specify in the box below) ____________________ 

 Q10. Are there any elements of the questionnaire, which you think should be 

changed, deleted or modified? 

 Yes (Please specify in the box below)   ____________________ 

 No  

Finally, please provide your overall reaction to the questionnaire (i.e: is there 

anything you don't like about the questionnaire, or any suggestion to improve the 

questionnaire and response rate).  
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Appendix D: Data background 
Table 7.1 Pre-screening question 1 

SQ1 

 Frequency Percent 

Valid 

Percent 

Cumulative 

Percent 

Valid Somewhat 

aware 

57 25.8 25.8 25.8 

Moderately 

aware 

64 29.0 29.0 54.8 

Extremely aware 100 45.2 45.2 100.0 

Total 221 100.0 100.0  

Table 7.2 Pre-screening question 2 

SQ2 

 Frequency Percent 

Valid 

Percent 

Cumulative 

Percent 

Valid Somewhat 

aware 

36 16.3 16.3 16.3 

Moderately 

aware 

52 23.5 23.5 39.8 

Extremely aware 133 60.2 60.2 100.0 

Total 221 100.0 100.0  

Table 7.3 Pre-screening question 3 

SQ3 

 Frequency Percent 

Valid 

Percent 

Cumulative 

Percent 

Valid Somewhat 

aware 

48 21.7 21.7 21.7 

Moderately 

aware 

81 36.7 36.7 58.4 

Extremely aware 92 41.6 41.6 100.0 

Total 221 100.0 100.0  
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Appendix E Outputs of Factor analysis  

 

Table 7.4 Communalities of the list of items measured 

Communalities  

  Initial Extraction 

DG2 0.762 0.687 

DG4 0.820 0.827 

DG5 0.798 0.821 

DIM1 0.776 0.718 

DIM2 0.802 0.751 

DIM3 0.788 0.762 

DIM4RC 0.739 0.622 

DIM6 0.702 0.610 

DIM7 0.773 0.618 

DIM8 0.734 0.576 

AA1 0.833 0.762 

AA2 0.854 0.846 

AA3 0.792 0.794 

AA4 0.783 0.680 

AA5 0.825 0.774 

WEBAnalytics 0.797 0.753 

SMAnaly 0.794 0.740 

TAVanaly 0.778 0.746 

SCA1 0.750 0.671 

SCA2 0.790 0.661 

SCA3 0.724 0.616 

SCA4 0.677 0.556 

SCA5 0.765 0.645 

SCA6 0.798 0.709 

SCA7 0.801 0.760 

SCA8 0.768 0.698 

SCA9 0.800 0.735 

SCA10 0.779 0.679 

DV1 0.890 0.876 

DV2 0.874 0.873 

DV3 0.866 0.839 

DV5 0.873 0.820 

DDC1 0.743 0.690 

DDC2 0.773 0.724 

DDC3 0.768 0.714 

DDC4 0.813 0.781 

DDC5 0.773 0.740 

BDS3 0.901 0.872 
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BDS4 0.891 0.876 

BDS5 0.899 0.876 

BDS6 0.882 0.855 

DIQ1 0.767 0.639 

DIQ2 0.771 0.646 

DIQ3 0.858 0.821 

DIQ4 0.849 0.821 

DIQ5 0.830 0.814 

ACAP1 0.867 0.763 

ACAP2 0.873 0.763 

ACAP3 0.880 0.773 

ACAP4 0.798 0.730 

ACAP5 0.872 0.754 

ACAP6 0.883 0.796 

ACAP7 0.883 0.813 

ACAP8 0.879 0.815 

ACAP9 0.879 0.783 

ACAP10 0.877 0.778 

ACAP11 0.860 0.804 

ACAP12 0.844 0.786 

Extraction Method: Maximum 

Likelihood. 
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Table 7.5 EFA of organisational capabilities dimensions -Total variance explained  

Total Variance Explained 

Factor Initial Eigenvalues Extraction Sums of Squared 

Loadings 

Rotation 

Sums of 

Squared 

Loadingsa 

Total % of 

Variance 

Cumulative 

% 

Total % of 

Variance 

Cumulative 

% 

Total 

1 26.281 45.311 45.311 25.773 44.437 44.437 21.240 

2 3.549 6.118 51.430 3.043 5.246 49.682 19.014 

3 2.450 4.225 55.654 1.869 3.222 52.905 15.651 

4 2.342 4.038 59.692 1.765 3.043 55.948 14.561 

5 1.943 3.350 63.042 1.969 3.394 59.342 9.292 

6 1.838 3.169 66.211 1.690 2.914 62.256 13.926 

7 1.494 2.576 68.787 1.522 2.624 64.881 18.101 

8 1.281 2.208 70.995 1.120 1.931 66.812 13.661 

9 1.233 2.126 73.121 1.103 1.902 68.714 11.021 

10 1.117 1.926 75.047 1.008 1.737 70.451 10.550 

11 0.956 1.648 76.695         

12 0.833 1.437 78.132         

13 0.721 1.243 79.375         

14 0.685 1.180 80.555         

15 0.621 1.071 81.626         

16 0.597 1.029 82.655         

17 0.543 0.936 83.591         

18 0.508 0.877 84.468         

19 0.493 0.850 85.318         

20 0.470 0.811 86.128         

21 0.441 0.761 86.889         

22 0.427 0.736 87.625         

23 0.407 0.701 88.327         

24 0.374 0.645 88.972         

25 0.370 0.639 89.610         

26 0.343 0.591 90.202         

27 0.332 0.573 90.775         

28 0.317 0.547 91.322         

29 0.291 0.502 91.823         

30 0.286 0.493 92.316         

31 0.275 0.475 92.791         

32 0.257 0.443 93.233         

33 0.246 0.423 93.657         

34 0.237 0.408 94.065         

35 0.223 0.384 94.449         

36 0.218 0.376 94.825         

37 0.211 0.363 95.188         

38 0.205 0.353 95.542         
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39 0.201 0.347 95.889         

40 0.196 0.338 96.227         

41 0.193 0.333 96.560         

42 0.179 0.309 96.869         

43 0.168 0.290 97.159         

44 0.159 0.273 97.433         

45 0.149 0.256 97.689         

46 0.144 0.248 97.937         

47 0.136 0.234 98.171         

48 0.130 0.224 98.395         

49 0.127 0.219 98.614         

50 0.110 0.189 98.803         

51 0.105 0.181 98.984         

52 0.102 0.176 99.159         

53 0.097 0.168 99.327         

54 0.094 0.162 99.489         

55 0.087 0.150 99.639         

56 0.077 0.133 99.771         

57 0.071 0.122 99.893         

58 0.062 0.107 100.000         

Extraction Method: Maximum Likelihood. 

 

Table 7.6 EFA of firm performance dimensions -Total variance explained 

Total Variance Explained 

Factor Initial Eigenvalues Extraction Sums of Squared 

Loadings 

Rotation Sums 

of Squared 

Loadingsa 

Total % of 

Variance 

Cumulative 

% 

Total % of 

Variance 

Cumulative 

% 

Total 

1 4.944 29.079 29.079 1.973 11.605 11.605 4.364 

2 4.156 24.448 53.527 4.710 27.708 39.313 3.331 

3 1.678 9.868 63.396 2.635 15.500 54.813 3.220 

4 1.204 7.084 70.480 1.454 8.551 63.363 2.892 

5 1.030 6.062 76.542 0.795 4.677 68.040 1.931 

6 0.781 4.596 81.137         

7 0.531 3.123 84.260         

8 0.428 2.518 86.778         

9 0.389 2.288 89.067         

10 0.344 2.023 91.089         

11 0.324 1.908 92.997         

12 0.261 1.534 94.531         

13 0.223 1.313 95.844         

14 0.209 1.228 97.072         

15 0.176 1.038 98.110         

16 0.171 1.004 99.114         
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17 0.151 0.886 100.000         

Extraction Method: Maximum Likelihood. 

 

Table 7.7 Common latent factor bias test results 

Standardized Regression Weights: 

(Default model) 

Standardized Regression Weights: (Common 

Latent factor Model- Default model) 

Items Factors Estimat

e 

Items Factors Estima

te 

Delta 

OP12 Time 0.921 OP12 Time 0.817 0.104 

OP11 Time 0.873 OP11 Time 0.756 0.117 

OP13 Time 0.901 OP13 Time 0.748 0.153 

DDC5 Data culture 0.855 DDC5 Data culture 0.713 0.142 

DDC2 Data culture 0.831 DDC2 Data culture 0.733 0.098 

DDC4 Data culture 0.879 DDC4 Data culture 0.707 0.172 

BDS5 BDataskills 0.928 BDS5 BDataskills 0.774 0.154 

BDS4 BDataskills 0.927 BDS4 BDataskills 0.763 0.164 

BDS6 BDataskills 0.917 BDS6 BDataskills 0.726 0.191 

BDS3 BDataskills 0.934 BDS3 BDataskills 0.766 0.168 

DG5AL

L 

Dgenera 0.878 DG5ALL Dgenera 0.77 0.108 

DG4VSo

urces 

Dgenera 0.914 DG4VSou

rces 

Dgenera 0.736 0.178 

DG2Var

eity 

Dgenera 0.827 DG2Varei

ty 

Dgenera 0.646 0.181 

OP6 costperf 0.824 OP6 costperf 0.718 0.106 

OP5 costperf 0.866 OP5 costperf 0.707 0.159 

OP4 costperf 0.815 OP4 costperf 0.658 0.157 

OP1 ProdQual 0.871 OP1 ProdQual 0.692 0.179 

OP2 ProdQual 0.9 OP2 ProdQual 0.709 0.191 

OP3 ProdQual 0.928 OP3 ProdQual 0.769 0.159 

DV2 DataViz 0.924 DV2 DataViz 0.792 0.132 

DV3 DataViz 0.901 DV3 DataViz 0.735 0.166 

DV1 DataViz 0.93 DV1 DataViz 0.783 0.147 

AA3 AdvAnal 0.829 AA3 AdvAnal 0.718 0.111 

AA2 AdvAnal 0.922 AA2 AdvAnal 0.775 0.147 

AA1 AdvAnal 0.869 AA1 AdvAnal 0.732 0.137 

INNOV1 innovperfo 0.904 INNOV1 innovperfo 0.738 0.166 

INNOV2 innovperfo 0.886 INNOV2 innovperfo 0.706 0.18 

INNOV3 innovperfo 0.841 INNOV3 innovperfo 0.685 0.156 

DIM8 DIMCAp 0.695 DIM8 DIMCAp 0.59 0.105 

DIM3 DIMCAp 0.857 DIM3 DIMCAp 0.756 0.101 

DIM7 DIMCAp 0.698 DIM7 DIMCAp 0.56 0.138 

OP8 Flexibilityp

erfo 

0.885 OP8 Flexibilityperfo 0.793 0.092 

OP10 Flexibilityp

erfo 

0.793 OP10 Flexibilityperfo 0.714 0.079 
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OP9 Flexibilityp

erfo 

0.855 OP9 Flexibilityperfo 0.719 0.136 

SCA2 SCACAP 0.772 SCA2 SCACAP 0.655 0.117 

SCA5 SCACAP 0.799 SCA5 SCACAP 0.581 0.218 

SCA8 SCACAP 0.836 SCA8 SCACAP 0.721 0.115 

SCA9 SCACAP 0.823 SCA9 SCACAP 0.69 0.133 

SCA4 SCACAP 0.701 SCA4 SCACAP 0.528 0.173 

SCA1 SCACAP 0.761 SCA1 SCACAP 0.576 0.185 

ACAP1 ACAP_fac 0.841 ACAP1 ACAP_fac 0.681 0.16 

ACAP2 ACAP_fac 0.839 ACAP2 ACAP_fac 0.572 0.267 

ACAP3 ACAP_fac 0.842 ACAP3 ACAP_fac 0.653 0.189 

ACAP4 ACAP_fac 0.834 ACAP4 ACAP_fac 0.65 0.184 

ACAP5 ACAP_fac 0.834 ACAP5 ACAP_fac 0.73 0.104 

ACAP6 ACAP_fac 0.861 ACAP6 ACAP_fac 0.692 0.169 

ACAP7 ACAP_fac 0.906 ACAP7 ACAP_fac 0.725 0.181 

ACAP8 ACAP_fac 0.9 ACAP8 ACAP_fac 0.84 0.06 

ACAP9 ACAP_fac 0.869 ACAP9 ACAP_fac 0.761 0.108 

ACAP10 ACAP_fac 0.871 ACAP10 ACAP_fac 0.772 0.099 

ACAP11 ACAP_fac 0.878 ACAP11 ACAP_fac 0.69 0.188 

ACAP 

12 

ACAP_fac 0.875 ACAP 12 ACAP_fac 0.71 0.165 

DIQ1 DQual 0.821 DIQ1 DQual 0.719 0.102 

DIQ2 DQual 0.821 DIQ2 DQual 0.672 0.149 

DIQ3 DQual 0.9 DIQ3 DQual 0.745 0.155 

DIQ4 DQual 0.917 DIQ4 DQual 0.764 0.153 

Textaudi

ovideoan

alytics 

DigAnal 0.871 Textaudio

videoanal

ytics 

DigAnal 0.718 0.153 

Socialme

diaanaly

tics 

DigAnal 0.821 Socialmed

iaanalytics 

DigAnal 0.711 0.11 

Webanal

ytics 

DigAnal 0.796 Webanalyt

ics 

DigAnal 0.66 0.136 

DIM1 DIMCAp 0.852 DIM1 DIMCAp 0.756 0.096 

Dataand

textmini

ng 

DigAnal 0.866 Dataandte

xtmining 

DigAnal 0.716 0.15 

DIM4R

Code 

DIMCAp 0.773 DIM4RCo

de 

DIMCAp 0.632 0.141 

DIQ5 DQual 0.882 DIQ5 DQual 0.715 0.167 

DDC3 Dataculture 0.822 DDC3 Dataculture 0.701 0.121 

DDC1 Dataculture 0.809 DDC1 Dataculture 0.685 0.124 

DV5 DataViz 0.9 DV5 DataViz 0.706 0.194 

DIM2 DIMCAp 0.845 DIM2 DIMCAp 0.712 0.133 

OP14 Time 0.827 OP14 Time 0.658 0.169 

OP7 costperf 0.789 OP7 costperf 0.604 0.185 
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Appendix F: Systematic literature review of BDA maturity models  

 

Reference Origin  No of  

Dimensions 

Dimensions Stages Stages Assessment 

method 

Theoretica

l relevance 

Model 

Design 

method 

Focus of 

Maturity 

IDC 

(2013) 

Business 5 Intent(Strategy, Sponsorship, 

justification), Data ( 

Relevance, Quality, 

Availability), Technology( 

Functionality, Performance, 

Adoption), Process(Tracking, 

Analysis, Decision ), 

People(Skill, Culture and 

Organisation structure)  

5 Ad-Hoc, 

Opportunistic, 

Repeatable, 

Managed, 

Optimised  

Questionnaire  n/a n/a Process, 

Object, 

People 

Nott 

(2014) 

Business 6 Business strategy, 

Information, Analytics, 

Culture and execution, 

Architecture, Governance 

5 Ad-Hoc, 

Foundational, 

Competitive, 

Differentiating, 

Breakaway 

Textual-

Descriptive 

n/a n/a Process, 

Object, 

People 

Halper 

and 

Krishnan 

(2014) 

Business 8 Data management, Analytics, 

Infrastructure, Governance, 

Organisation (strategy), Skill 

sets, Cultural and political 

issues. 

5 1. Nascent, 2. Pre-

adoption, 3. 

Early-adoption, 4. 

Corporate 

Adoption, 5. 

Mature/Visionary 

Questionnaire  n/a n/a Process, 

Object, 

People 
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Howson, 

(2015) 

Business 5 Business drivers, People, 

program management, 

Processes, Platform-Data, BI 

and Analytics tools and 

technology. 

5 1. Unaware, 

2.Opportunistic, 

3. Standards, 4. 

Enterprise, 5. 

Transformative 

Questionnaire  n/a n/a Process, 

Object, 

People 

Spruit 

and Sacu 

(2015) 

Academic 6 1) DW Technical Solution (a. 

Architecture, b. Data 

Modelling, c. ETL, d. BI 

Applications), 2) DW 

Organisation and Processes 

(a. Development Process, b. 

Service Process) 

5 1) Initial, 

2)Repeatable, 3) 

Defined, 4) 

Managed, 5) 

Optimized 

Questionnaire    Design 

research 

approach 

Process, 

Object, 

People 

Radcliffe 

(2014) 

Business 8 Vision, Strategy, Value & 

metrics, Governance, trust & 

privacy, People & 

organization, Data sources, 

Data management, Analytics 

& visualization 

6 In the Dark, 

Catching Up, 

First Pilot, 

Tactical Value, 

Strategic 

leverage, 

Optimize & 

Extend. 

Textual-

Descriptive 

n/a n/a Process, 

Object, 

People 

Knowled

gent 

(2014) 

Business 5 Business Need, Technology 

Platform, Operating Model, 

Analytics, Information 

Management 

5 5 stages of 

evolution from 

low to high.  

1) Infancy,  

2) Technical 

Adoption,  

3) Departmental 

Adoption,  

Questionnaire  n/a n/a Process, 

object  
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4) Enterprise 

Adoption,  

5) Data as a 

service. 

 Lavalle 

et 

al.(2010) 

Academic 6 Motive, Functional 

Proficiency, Business 

challenges, Key Obstacles, 

Data Management, Analytics 

in action. 

3 Aspirational, 

Experienced, 

Transformed 

Questionnaire  n/a Based on 

survey 

response 

Process, 

object  

Cosic et 

al.(2015) 

Academic 4 Governance Capability, 

Culture Capability, 

Technology Capability, and 

People Capability 

n/a n/a Textual-

Descriptive 

RBV Delphi 

study 

Process, 

Object, 

People 

Wang et 

al.(2016a) 

Academic 5 1) Sustainable SCA, 2) Agile 

SCA, 3) Collaborative SCA, 

4) Process-based SCA, 5) 

Functional SCA 

n/a n/a Textual-

Descriptive 

n/a Conceptu

al 

Process, 

object 

Sulaiman 

et 

al.(2015) 

 

 

Academic 5 Big Data management, 

advanced analytics, 

unstructured data 

management, policy and 

governance, and visualisation 

5 1) Ignorance,  

2) Coping,  

3) Understanding, 

4) Managing,  

5) Innovating 

n/a n/a Develope

d based in 

IDC Big 

Data 

maturity 

model 

and 

TWDi 

Big Data 

Process 

and object 
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Maturity 

Model 

Janssen 

et 

al.(2014) 

Academic 4 Technical (Open data 

repository and management), 

Organizational( Governance 

and procedures for data 

adoption and acquisition), 

Networking (Community of 

practice, stakeholder 

engagement, and strategy),  

Juridical (assessing data 

sources, and illegal practice 

of data) 

5 1) Independent, 2) 

Ad hoc,  

3) Collaborative, 

4) Integrated,  

5) Unified 

Textual-

Descriptive 

n/a n/a Process 

and object 

Informs 

(2016) 

Academic

/ 

industry  

3 1) Data and infrastructure 

(Health, Access, 

Traceability, analytics 

architecture) 

2) Analytics capability 

(Analytic Framework, 

Roles and skills, 

Analytics services, 

Analytics processes), 

3) Organisation (People, 

leadership impact, 

measures, and processes) 

3 1) Beginning 

2) Developing 

3) Advancing 

 

Online-

Questionnaire 

 

n/a n/a Process, 

object, 

people 
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Apprendix G: Research publications 

 Journal Papers  

• Arunachalam, D. and Kumar, N., 2018. “Benefit-based consumer segmentation and 

performance evaluation of clustering approaches: An evidence of data-driven decision-

making.” Expert systems with applications (Published)  

• Arunachalam, D., Kumar, N. and Kawalek, J.P., 2017. “Understanding big data analytics 

capabilities in supply chain management: Unravelling the issues, challenges and 
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Transportation Review (Published)).  

• Arunachalam, D., Kumar, N., Brint, A. and Cantarelli, C.C 2018. “The role of absorptive 

capacity in supply chain management research: a systematic literature review.” 

International Journal of Operations and Production Management (to be submitted). 

• Kumar, N., Morales, M. G., and Arunachalam, D. 2018. “Role of big data analytics in 

understanding the strategies adopted by automotive companies in response to changes in 

environmental policy: A case study of Indian automotive sector.” International Journal 

of Production Research (to be submitted in Dec 2018) 

• Kumar, N., Arunachalam, D, and Morales, M. G., 2018. “Currency Supply Chain 

Disruption and Business Failures: An Exploratory Study of the Demonetisation Policy in 

India through the lens of Big Data.” Journal of Business Research (to be submitted in 

Dec 2018) 

• “The impact of Big Data Analytics practice on innovation and operational performance”, 

(with Kumar, N., Brint, A., Cantarelli, C.C), Working paper.  

• “Big Data Analytics adoption trend and the Digital Divide in the UK Manufacturing 

sector” (with Kumar, N., Brint, A., Cantarelli, C.C), Working paper 

Conference Papers 

• Arunachalam, D., Kumar, N., Brint, A. and Cantarelli, C.C 2018, The impact of Big Data 

Analytics Maturity on Firm performance: Evidence from the UK manufacturing 

sector, Proceedings of the 25th EurOMA Conference, Budapest, Hungary, 24 – 26th June 

2018. 

• Arunachalam, D., Kumar, N., Kawalek, J.P, and Shukla, N. 2017 Exploring big data 

analytics capabilities for supply chain: a systematic literature review, Proceedings of 

the 24th EurOMA Conference, Edinburgh, UK, 1st – 5th July 2017. 

• Arunachalam, D., Kumar, N., Kawalek, J.P, 2016 Big Data and Analytics (BDA) in the 

UK manufacturing supply chain: BDA capability maturity, absorptive capacity and 

Supply chain performance, Proceedings of the 30th British Academy of Management 

Annual Conference (BAM 2016), Newcastle, United Kingdom, 6th – 8th September 2016. 

• Arunachalam, D., Kumar, N., Kawalek, J.P, 2016 Exploring the impact of Big Data 

Analytics capabilities: Unravelling the issues, challenges and implications for 

adoption and practice, Proceedings of the White Rose Business and Management Annual 

Conference (WR DTC 2016), Leeds, United Kingdom, 7th – 8th July 2016 


