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Abstract

Optical diagnostics on fusion devices are important for both research and real time control. All of these diagnostics depend on reflective optics in the form of metallic mirrors. Etching and re-deposition during fusion operation from the beryllium inner wall onto the mirrors can cause severe degradation in the reflectivity. Using the mirror as the powered electrode to form a capacitively coupled plasma above the surface is seen as the most favourable method for recovery of the mirror reflectivity. The ions created within the plasma can bombard the surface and remove the deposit.

This method has been tested experimentally in various ways and in various geometries and has been proven to work in these cases. However, in order to optimise the system modelling efforts are carried out within this thesis. The Hybrid Plasma Equipment Model (HPEM) is configured to simulate the etching plasma and is benchmarked against experimental results. After successful benchmarking parameters are varied in an attempt to find optimum settings for the successful implementation of this method on ITER. Results concluding that individual mirrors require individual modelling efforts as trends cannot necessarily be applied to each mirror geometry.

A beryllium/argon/oxygen gas chemistry set is created to more accurately model the ITER environment which is compared with a published aluminium/argon/oxygen set. Aluminium is currently used as a proxy for beryllium in the majority of experimental work. They are shown to be dissimilar in their behaviour within a bulk Ar plasma which will have knock on effects for the etching process. The bulk plasma properties remain identical at low fractions of Be or Al.

Also presented is work involving understanding the mechanism behind modification of polypropylene using an atmospheric-pressure plasma jet. A two stage process is identified involving atomic oxygen from the jet and nitrogen from the surrounding atmosphere.
Contents

Abstract 2

List of Tables 6

List of Figures 7

Acknowledgements 10

Declaration 12

1 Introduction 13
  1.1 Motivation .................................................. 13
  1.2 Outline .................................................... 21

2 Plasma fundamentals 23
  2.1 The definition of a plasma .................................. 23
    2.1.1 Collective behaviour .................................. 23
    2.1.2 Quasi-neutrality ...................................... 24
    2.1.3 Low-temperature plasmas .............................. 25
  2.2 Etching mechanisms ......................................... 25
  2.3 Capacitively coupled plasmas ............................... 26
    2.3.1 Plasma sheath ......................................... 27

3 Plasma modelling 36
  3.1 Modelling low-temperature plasmas ........................ 36
    3.1.1 Particle methods ..................................... 37
    3.1.2 Fluid methods ........................................ 37
CONTENTS

3.1.3 Hybrid methods ........................................... 38
3.2 The hybrid plasma equipment model .......................... 38
  3.2.1 Governing parameters .................................... 39
  3.2.2 Model geometries ........................................ 45
  3.2.3 Gas phase chemistry ...................................... 46
  3.2.4 Plasma-surface chemistry ................................. 56

4 Experimental methods and deposition analysis .......... 60
  4.1 The GEC cell ............................................... 60
    4.1.1 Deposition ............................................. 61
    4.1.2 Deposition removal ................................... 65
  4.2 Atmospheric-pressure plasma jet (APPJ) ................. 67

5 GEC cell model benchmarking .................................. 70
  5.1 Ion energy distribution functions .......................... 70
  5.2 Sheath potential ........................................... 73
  5.3 Experimental self bias ..................................... 74
  5.4 Etching ..................................................... 75
  5.5 Re-deposition ............................................... 79
  5.6 Summary and conclusions ................................... 82

6 Modelling towards ITER ........................................ 84
  6.1 Basel B-field chamber ...................................... 84
    6.1.1 Comparison with GEC modelling results .............. 85
  6.2 Simplified geometry ........................................ 86
    6.2.1 Grounded area ......................................... 88
    6.2.2 Voltage variation ...................................... 92
    6.2.3 Alternative frequency ................................ 94
    6.2.4 Optimisation .......................................... 97
  6.3 Influence of a magnetic field ............................... 98
  6.4 Summary and conclusions ................................... 100

7 Beryllium ..................................................... 102
  7.1 Beryllium plasma chemistry ................................. 102
8 Atmospheric modification of a polymer surface

8.1 Introduction .................................................. 117
8.2 Methods ....................................................... 119
  8.2.1 Treatment of polypropylene films ...................... 119
  8.2.2 Surface characterisation .................................. 120
8.3 Results ....................................................... 121
  8.3.1 APPJ operational parameter variations ................. 121
  8.3.2 Surface energy ........................................... 124
  8.3.3 Surface analysis ......................................... 124
  8.3.4 Surface modification pathways ......................... 125
8.4 Conclusion .................................................. 127

9 Conclusions and outlook ........................................ 128

A Pressures ..................................................... 133

B Beryllium cross sections ..................................... 134

C List of publications and communications .................. 138

List of References .............................................. 139
List of Tables

3.1 Symbol convention for HPEM modules ........................................ 41
3.2 Argon, oxygen, and aluminium gas phase reactions and rate coefficients . . . 56
3.3 Surface chemistry used in HPEM ................................................... 59

4.1 EDX analysis results of Al$_2$O$_3$ deposit ................................. 63

5.1 Sputtering threshold for various materials in Ar .......................... 70

6.1 Simple geometry height and radius values ................................. 87
6.2 Simple geometry plasma potential and self bias ............................ 90

7.1 Lumped states for Beryllium gas chemistry ............................... 103
7.2 Argon, oxygen, and beryllium gas phase reactions and rate coefficients . . . 113

A.1 Pressures used in this work in mTorr and Pa .............................. 133
List of Figures

1.1 Cutaway of ITER .................................................. 14
1.2 ITER LIDAR Thomson scattering schematic .................. 15
1.3 Depth profiles of deposits on JET mirrors ..................... 17
1.4 SEM image of laser damage on a molybdenum mirror .......... 18
1.5 Recovered reflectivity of mirrors after polishing .............. 19
1.6 Schematic of first proposed RF discharge cleaning method .. 20
1.7 Schematic of second proposed RF discharge cleaning method 21

2.1 Simple schematic of charged particle densities in a plasma sheath 27
2.2 Simple schematic of a CCP ........................................ 28
2.3 Potential across a symmetric CCP ............................... 32
2.4 Potential across an asymmetric CCP ............................ 33
2.5 Typical IEDFs at various parameters ............................ 34

3.1 Flow chart showing the main modules of HPEM used in this work 40
3.2 GEC geometry used in HPEM .................................... 47
3.3 B-field geometry used with HPEM ............................... 47
3.4 The simplified geometry used with HPEM ...................... 48

4.1 External and internal images of the GEC cell .................. 61
4.2 PE-PLD target and substrate configuration .................... 62
4.3 PE-PLD deposition rate of aluminium oxide .................... 64
4.4 Raw XRD data of 100 nm Al₂O₃ on stainless steel ............. 65
4.5 Diagram of the PLD device set up for sputtering .............. 66
4.6 APPJ schematic ................................................... 67
### LIST OF FIGURES

<table>
<thead>
<tr>
<th>Figure</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.7</td>
<td>Picture of the APPJ used in this work</td>
<td>68</td>
</tr>
<tr>
<td>4.8</td>
<td>Paschen curves for various gasses</td>
<td>69</td>
</tr>
<tr>
<td>5.1</td>
<td>Measured IEDFs from Liu et al.</td>
<td>71</td>
</tr>
<tr>
<td>5.2</td>
<td>Simulated IEDFs for various pressures</td>
<td>72</td>
</tr>
<tr>
<td>5.3</td>
<td>Plasma potentials across the sheath at various pressures</td>
<td>73</td>
</tr>
<tr>
<td>5.4</td>
<td>Experimental vs model self bias as a function of peak voltage</td>
<td>75</td>
</tr>
<tr>
<td>5.5</td>
<td>Experimental etching rates</td>
<td>76</td>
</tr>
<tr>
<td>5.6</td>
<td>Thickness of Al₂O₃ across a mirror diameter</td>
<td>77</td>
</tr>
<tr>
<td>5.7</td>
<td>Reactor average Ar⁺ densities and surface ion flux</td>
<td>78</td>
</tr>
<tr>
<td>5.8</td>
<td>Simulated etch profiles of Al₂O₃</td>
<td>81</td>
</tr>
<tr>
<td>6.1</td>
<td>B-field chamber</td>
<td>85</td>
</tr>
<tr>
<td>6.2</td>
<td>IEDFs for the Basel geometry at 10 and 50 mTorr</td>
<td>86</td>
</tr>
<tr>
<td>6.3</td>
<td>Visual representation of the simple geometries 1 to 4</td>
<td>87</td>
</tr>
<tr>
<td>6.4</td>
<td>Simple geometries ion energies and flux as a function of radius</td>
<td>89</td>
</tr>
<tr>
<td>6.5</td>
<td>Flux to the powered electrode as a function of chamber volume</td>
<td>90</td>
</tr>
<tr>
<td>6.6</td>
<td>Electric fields seen in geometries 3 and 4</td>
<td>91</td>
</tr>
<tr>
<td>6.7</td>
<td>Ion energies and flux as a function of radius for varying voltages</td>
<td>93</td>
</tr>
<tr>
<td>6.8</td>
<td>Ion flux variations as a function of input voltage</td>
<td>94</td>
</tr>
<tr>
<td>6.9</td>
<td>Geometry 1 ion flux and energy with variation in frequency</td>
<td>95</td>
</tr>
<tr>
<td>6.10</td>
<td>Ion flux with varying frequencies</td>
<td>96</td>
</tr>
<tr>
<td>6.11</td>
<td>Plasma density as a function of frequency and voltage</td>
<td>96</td>
</tr>
<tr>
<td>6.12</td>
<td>Ion energy and flux as a function of electrode radius for 75 V at 60 MHz</td>
<td>97</td>
</tr>
<tr>
<td>6.13</td>
<td>Flux and energy in geometry 1 with a 100 G magnetic field</td>
<td>99</td>
</tr>
<tr>
<td>6.14</td>
<td>Ion densities in geometry 1 with and without a static B field</td>
<td>99</td>
</tr>
<tr>
<td>7.1</td>
<td>BE lumped state excitation cross sections</td>
<td>105</td>
</tr>
<tr>
<td>7.2</td>
<td>BE1 lumped state excitation cross sections</td>
<td>105</td>
</tr>
<tr>
<td>7.3</td>
<td>BE2 lumped state excitation cross sections</td>
<td>105</td>
</tr>
<tr>
<td>7.4</td>
<td>BE3 lumped state excitation cross sections</td>
<td>105</td>
</tr>
<tr>
<td>7.5</td>
<td>BE4 lumped state excitation cross sections</td>
<td>105</td>
</tr>
<tr>
<td>7.6</td>
<td>BE5 lumped state excitation cross sections</td>
<td>105</td>
</tr>
<tr>
<td>7.7</td>
<td>BE6 lumped state excitation cross sections</td>
<td>106</td>
</tr>
</tbody>
</table>
LIST OF FIGURES

7.8 BE7 lumped state excitation cross sections . . . . . . . . . . . . . . . . . . . . 106
7.9 BE8 lumped state excitation cross sections . . . . . . . . . . . . . . . . . . . . 106
7.10 BE9 lumped state elastic cross section . . . . . . . . . . . . . . . . . . . . . 106
7.11 Reactor averaged densities of Be and Al . . . . . . . . . . . . . . . . . . . . . 114
7.12 Be and Al densities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

8.1 Polypropylene contact angle changes with varying O\textsubscript{2} admixtures . . . . . . 121
8.2 Polypropylene contact angle changes over two minutes . . . . . . . . . . . . . . 122
8.3 Polypropylene contact angle changes sub two seconds . . . . . . . . . . . . . . 123
8.4 Polypropylene contact angles changes at varying treatment distances . . . . . . 123
8.5 Surface energy measurements of polypropylene . . . . . . . . . . . . . . . . . 124
8.6 ATR-FTIR spectrum of polypropylene . . . . . . . . . . . . . . . . . . . . . . . 125
8.7 TALIF measurements of relative O densities in the effluent of an APPJ . . . . . . 126

B.1 Beryllium ground state excitation cross sections . . . . . . . . . . . . . . . . . 134
B.2 Beryllium 2p 3P state excitation cross sections . . . . . . . . . . . . . . . . . 134
B.3 Beryllium 2p 1P state excitation cross sections . . . . . . . . . . . . . . . . . 135
B.4 Beryllium 3s 3S state excitation cross sections . . . . . . . . . . . . . . . . . 135
B.5 Beryllium 3s 1S state excitation cross sections . . . . . . . . . . . . . . . . . 135
B.6 Beryllium 1D2 state excitation cross sections . . . . . . . . . . . . . . . . . . 135
B.7 Beryllium 3p 3P state excitation cross sections . . . . . . . . . . . . . . . . . 135
B.8 Beryllium 3p 1P state excitation cross sections . . . . . . . . . . . . . . . . . 135
B.9 Beryllium 3P2 state excitation cross sections . . . . . . . . . . . . . . . . . . 136
B.10 Beryllium 3d 3D state excitation cross sections . . . . . . . . . . . . . . . . . 136
B.11 Beryllium 3d 1D state excitation cross sections . . . . . . . . . . . . . . . . . 136
B.12 Beryllium 4d 3D state excitation cross sections . . . . . . . . . . . . . . . . . 136
B.13 Beryllium 4d 1D state excitation cross sections . . . . . . . . . . . . . . . . . 136
B.14 Beryllium 4f 3F state excitation cross sections . . . . . . . . . . . . . . . . . 136
B.15 Beryllium 4f 1F state excitation cross sections . . . . . . . . . . . . . . . . . 137
B.16 Beryllium 4s 3S state excitation cross sections . . . . . . . . . . . . . . . . . 137
B.17 Beryllium 4s 1S state excitation cross sections . . . . . . . . . . . . . . . . . 137
B.18 Beryllium 4p 3P state excitation cross sections . . . . . . . . . . . . . . . . . 137
B.19 Beryllium 4p 1P elastic cross section . . . . . . . . . . . . . . . . . . . . . . . 137
Acknowledgments

Although this thesis is a collection of work from only the last four years of my life, it also represents the completion of my 26 years in education. This final step could not have been completed without the support of so many people, some of whom are named here.

First I must thank Erik, my supervisor. I never saw myself doing a Ph.D and only applied for one on a whim, as everybody else on the MSc was doing it. After the interview Erik offered me the position and I’ve never looked back; it is with his guidance that I have made it to the end of this journey with something to show for it. Even though I was taken on as an experimentalist and had to be formed into a computational researcher, he trusted me to learn and get the job done. It is this trust, even when I was useless at showing up for weekly supervision meetings, that means the most.

Moving from experiment to modelling was a difficult transition, but it was made all the easier through the assistance of Mark Kushner and his group at the University of Michigan, especially Juliusz, who kept me entertained during my visit, alongside Aram and Steve.

Within the York Plasma Institute I must thank the admin staff, past and present: Ruth, Kathryn, Jenni, Donna, Laurie, and Jo. They’ve always been there to help and are ever supportive, even when it means more work for them! I must apologise for the number of times I have handed something in late; the number of random parcels I have had delivered; numerous claims forms I have failed to fill in properly; and for not reading the handbook before asking a question.

The people in closest proximity to me during this Ph.D have been those occupying the same office space. Thanks to the Chemistry Hub reprobates of Andy West, Andy Hurlbatt, Martin, Joe, Hannah, John, and Sudha who moved with me to the new extension. As some left I gained Helen, Dave Meehan, Josh, Fred, Bhavin, and Michael. Everybody who has shared an office with me over this period has had to endure my sense of humour; thanks for taking it in your stride. Thanks also go to Andrew Gibson and Sandra, who often visited the office for a coffee, only to be distracted for hours. Thanks to Scott for being in the same building as me for 5 years and improving my pun library immensely. Also thanks to Phil and Dave Blackman, without whom I would not have learnt such life lessons as how to break into a house with a screwdriver, or the endless possibilities of the Raspberry pi. There are
also plenty of Ph.D students, post-docs, and staff at the YPI, not named here, but without whom I would not have had such an amazing experience. No thanks go to John Pasley who has been a constant source of irritation.

I must then thank those people who looked after me in the lab. Rich for his endless patience, knowledge, and willingness to help me do things that were questionable and potentially not even related to my work. Kari for teaching more than I ever needed to know about so many things and going above and beyond in solving my problems. I must also thank Mark from the workshop at Ellis Patents Ltd for manufacturing parts for me in an hour that the physics department hadn’t even started after 6 weeks.

Outside of the office I must thank my friends Alex, Jared, and Flo who have endured many evenings of Dungeons and Dragons, me complaining at the pub, or out on the archery range. These are the things that have kept me sane and will be what I miss most about York when we all go our separate ways. Having mentioned archery; the club at York has been my distraction from work for the past 4 years. The experience of being involved in such a wonderful club with such brilliant people will always be a happy memory for me. I am especially grateful to the coaching support from Mick and Kath Fitzpatrick, who helped the club get to where it is (top of the league) and helped me along the coaching journey.

Coming to the end of my acknowledgements I must penultimately thank Sarah. She has been with me through everything mentioned above and without her I could not have reached the end of this journey. I would never have taken up archery, I would never have made it into uni before 10:30 am, and my Northern Irish accent would not be as refined as it is. I just hope that I have made as much of a positive impact on her life as she has, and continues to have, on mine.

Finally the biggest thanks are to my parents; Richard and Gill. For the past 29 years these two people have helped me become the person I am today. They supported me through my early academic failings and pushed me to get where I wanted to be, always believing in me. Every good decision I have ever made can be traced back to advice I have received from them and as such it has been invaluable. They are simply amazing and cannot be thanked enough.
Declaration

This thesis has not previously been accepted for any degree and is not being concurrently submitted in candidature for any degree other than Doctor of Philosophy of the University of York. This thesis is the result of my own investigations, except where otherwise stated. All other sources are acknowledged by explicit references.

In this body of work some measurements of samples were taken by fellow Ph.D student David Meehan. These are declared in the appropriate place alongside the measurements in chapter 5. Chapter 8 is previously-published material from Plasma Science Sources and Technology [1]. The introduction to this chapter includes a breakdown of the work from the authorship of the paper but in summary; aside from one set of measurements the paper is entirely my own work.
Chapter 1

Introduction

1.1 Motivation

Currently under construction at Cadarache, in the South of France, is ITER (Latin for "the way" and also known as the International Thermonuclear Experimental Reactor) [2]. ITER is to be the world’s largest magnetic confinement fusion reactor and is shown schematically in figure 1.1. Fusion is the binding of light particles such as hydrogen into heavier particles such as helium to release energy, it is the process that powers the Sun and hopefully a step towards meeting the energy needs of the world. In magnetic confinement fusion a hydrogen (deuterium and tritium) gas is heated to the point of ionisation, at which point it forms a plasma (defined in detail in chapter 2). This plasma is further heated to over 100 million degrees Celsius and is confined using magnetic fields, forcing the particles to interact and fuse, producing a helium nucleus (an alpha particle) and a high-energy neutron per reaction. The helium comes away with an energy of 3.5 MeV and the neutron with 14.1 MeV. This high-energy neutron is not affected by the magnetic fields as it has no charge, thus it can freely escape confinement and interact with the walls of the device, which are dense enough to slow down the neutron and convert that energy into heat, which is then used to generate electricity.

Within the reactor diagnostic tools must be used for both real-time control and experimental investigation of the plasma. The main optical systems on a reactor, such as ITER, are Thomson scattering, interferometers, and polarimeters. To protect these systems from the high neutron flux of the reactor, complicated labyrinths form the optical pathways through shielding blocks [3]. The optical component closest to the plasma in these shielding blocks is
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Figure 1.1: A cutaway of the ITER fusion device [2]

called the first mirror, and the current design for the optical path of one of the Thomson scattering devices can be seen in figure 1.2. These components are required to be mirrors rather than lenses as high levels of radiation lead to increased absorption in refractive optics [4].

These first mirrors, and some further inside the shielding labyrinth, undergo both erosion and deposition processes. The energetic particles formed by charge exchange within the plasma can bombard the mirrors and erode the surface. This same erosion process occurs on the nearby first wall and causes the deposition of this material on the mirrors. The performance of these mirrors is vital and their maintenance is therefore an essential challenge that we face. The wavelengths of interest fall between the vacuum UV (5 nm) to the far infra-red (118 µm) according to the list of ITER selected diagnostics [5]. To maintain optical properties the requirement is to sustain a surface roughness not exceeding $\sim 0.1$ of the operating wavelength [6].

Experiments of long term erosion on reflectance of metal mirrors show that reflectivity can be easily maintained with either single crystal or small scale crystal structures. This has been shown to be true even after erosion of a layer $\sim 7$µm thick. However, deposition has a much greater effect on the reflectivity, with 10 - 20 nm of deposited material causing
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Figure 1.2: Schematic of the LIDAR (LIght Detection And Ranging) Thomson scattering system installed on an ITER equitorial port [3].

substantial degradation on reflectance [3,6].

The first mirror test was carried out on the Joint European Torus (JET) in order to investigate ITER-relevant performance of metallic mirrors. JET is currently the world’s largest fusion device and is being used as a test bed for some of the new technologies that will go on ITER. These tests were conducted in two phases from 2004 to 2009 during which JET had carbon walls [7]. ITER, in its most recent design, will have beryllium walls with a tungsten divertor, which is a change due to tritium retention being high in the carbon [8]. The choice to use beryllium is made as it is a low-Z material and, because of quasi-neutrality, the proton number of the ionised material is equal to the number of electrons that it needs to balance. This dilutes the fuel and limits reactions of D$^+$ and T$^+$, so a lower Z material is preferable to a higher one. The divertor is in the bottom of the reactor and can be constructed in a way that any eroded material doesn’t make it into the plasma, so it can be constructed out of tungsten which can take a higher flux before erosion. Regardless of the wall material the need to remove depositions still remains, especially as the optical degradation has been shown to be very similar [9]. The proposed mirror materials are stainless steel, molybdenum, and the slightly lower-chemically-active rhodium-coated molybdenum mirrors.
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It was proven that the main wall mirrors are dominated by erosion, however the divertor mirrors are dominated by deposition [10]. Mitigation techniques have been explored [11,12], but they have not proven able to eliminate deposit growth. There therefore is an effort towards development of reflectivity recovery procedures.

Surface morphology and reflectivity examination has shown that the optical properties of mirrors exposed in JET with carbon walls have been significantly degraded. This is mainly resulting from carbon deposition due to the range of hydrocarbon transport [13,14]. An interesting effect is that mirrors placed closer to the plasma, within the main chamber, retained more reflectivity than those hidden in recesses further away from the plasma [7]. In more recent times mirrors have been exposed to ITER like wall scenarios and, as stated earlier, the depositions are very similar. The amount of deposited material is less, as is the layer thickness, but the extent is very similar [9].

Surface profiling of the exposed mirrors from the JET ITER Like Wall (JET-ILW, the beryllium and tungsten wall discussed previously) scenarios shows some interesting features. This can be seen in the Heavy Ion Elastic Recoil Detection Analysis (HIERDA) in figure 1.3. The interface between materials is shown to be fairly broad (∼50 nm), however this is not solely down to inter-diffusion of components during their life in a harsh environment; it is also error from the large beam size and impingement angle of the HIERDA device. Surface imperfections would have an impact on the pattern in the deposit surface interface. In figure 1.3 it can also be shown that the main components are beryllium, carbon, nitrogen, oxygen, and deuterium, but they have very different profiles. Each profile matches the life cycle of the mirror within the device. For example, the oxygen has two maxima: one at the surface, and one at the interface. These are most likely associated with the absorption on the exposed surface, and from the initial installation. Only the region between the two maxima can be associated with oxygen deposition during plasma operation. The beryllium profile is the least interesting, showing that it is high and uniform. The carbon deposit is high during the initial exposure to the JET-ILW, but is much lower at smaller depths. This initial carbon content is attributed to the previous carbon wall, and some carbon introduction from CO$_2$ leaks during non-operation. The reduction in carbon content is in line with spectroscopy measurements taken during the same phase of operation [15]. Nitrogen depositions increase towards the deposit surface and reflect H-mode operation associated with N$_2$ impurities from gas puffing. Deuterium has a varied profile, but shows low concentration. The most interesting feature
Figure 1.3: HIERDA depth profiles of co-deposited elements on an Rh-coated mirror from the inner divertor, receded 1.5 cm into the wall taken as published from [9].

is the tungsten profile which, although low, rises in a very irregular pattern. There is also a sharp increase at the surface which corresponds to a jump in JET heating power towards the end of operation. At this sharp increase there is also the introduction of nickel, which could be attributed to antennae damage or inconel cladding tiles. This could indicate that metals are appearing sporadically, causing extra heat deposition, increased sputtering, or even evaporation. This then allows deposition of neutrals in the shadowed regions.

Methods of reflectivity recovery are being attempted from multiple angles. One main issue is the need to recover the mirrors in situ. ITER not only has a much harsher environment during operation than current devices, but will also have a more demanding operation. The intention is for the machine to have a high duty cycle (~25%) for long periods of time [3]. During this time the device will become contaminated and activated, this will require all maintenance to be done via remote handling. Even without the contamination, the massive deposition rates on the mirrors mean that even periodic exchange of mirrors would be of limited use, or fully impractical.

Cleaning via laser pulse was investigated on mirrors exposed during the carbon wall experiments on JET [16]. A scanning laser system with a wavelength of 1064 nm, spot size diameter of 150 µm, pulse length of 120 ns, and a repetition rate of 20 kHz was used. The fluence of the laser was varied and repeatedly scanned over the same area. Damage thresholds
for the laser on the molybdenum and stainless steel mirrors were calculated and tested prior to deposit removal and showed that the molybdenum mirrors were more resistant to laser damage. The experiment then attempted removal of deposits using relatively safe laser fluences for the mirror materials. It was found that the recovery of the reflectivity was more successful on the molybdenum mirrors, possibly due to the higher fluence used. However, it is impossible to say whether this is as a result of removing more deposit, or causing less damage to the surface. Both mirror materials were found to have a higher recovered reflectivity in the infrared spectrum. Analysis of the most improved surfaces showed that removal of the final 0.02 \( \mu \text{m} \) of deposit was difficult, even after repeated scanning which caused significant surface damage (shown in figure 1.4). More important, for the ITER scenario, is that the remaining deposit was found to be mainly beryllium. For this method to be successful the laser parameters need further investigation and then optimisation. This will be challenging, as each deposit will have a different composition, thickness, density, and adhesion and will, therefore, require specific settings.

Figure 1.4: SEM image of laser damage to a molybdenum mirror. Each individual circle is a single laser pulse [16]
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to full restoration of reflectivity. On average 30-50% of visible spectrum reflectivity was
recovered, and 50-90% of infrared. This is due to longer wavelengths being less sensitive to
surface imperfections; similar to the previous attempts via laser pulse discussed earlier [16].
The ultrasound cleaning does give a fairly good indication of the adherence of the co-deposits
to the surface, which is useful for investigation into further mechanical methods. The second
method investigated was polishing using 1 \( \mu \text{m} \) diamond paste; carried out incrementally with
the mirror reflectivity being tested after every two minutes of polishing. The results showed
full reflectivity being restored to the mirrors after 30 minutes of treatment and can be seen
in figure 1.5. Overall the polishing process was very successful for the molybdenum mirrors,
however it is completely impractical. Even if a method could be devised for in-situ polishing,
the cleaning conditions must be set for each individual mirror. The polishing process also
proved too rough for the Rh coated mirrors and led to disintegration of the surface.

![Figure 1.5: Recovery of reflectivity using a polishing process with 1 \( \mu \text{m} \) diamond paste on a
molybdenum mirror exposed on the outer wall of JET [10].](image)

Plasma sputtering is foreseen as another method that could be implemented to remove
main wall deposits. With tests proving that plasma cleaning can remove aluminium oxide
(a beryllium proxy [17]) from mirrors [18], research has been done on the performance of
this method in ITER-like conditions [19]. Some of this work has involved using an external
plasma source to create ions, which are then attracted to the mirror using a bias voltage.
This method was abandoned as it performed poorly with insulating films and would require
installation of the plasma source at all mirror locations. The current design uses the mirror
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Figure 1.6: Schematic of the first insulating solution for implementation of the RF discharge cleaning method on ITER first mirror [19]

as the powered electrode in a CCP (Capacitively Coupled Plasma). This design is one that is seen to be the most promising prospect for installation on ITER and methods for implementation of this have been proposed, as can be seen in figures 1.6 and 1.7.

Using the mirror as a CCP in this way has been through a successful experimental proof of concept campaign by Moser at the University of Basel in Switzerland [20]. This has not delved deeply into actual implementation but has investigated the initial idea in some detail. A brief summary of the results is that the CCP method works in all tested cases with there being a direct link in the etch rate and the ion energy, which is controlled using the substrate bias. For the removal of deposits the most effective gas for etching was found to be Ar at \( \sim 230 \) eV, as it produced a fast etch rate in comparison to other gasses such as He or D, even with these lighter gasses at \( \sim 630 \) eV. Although it is said that lower energy Ar was tested and did not produce good results, the data is unavailable in the published work [20]. A large number of deposits were removed of various components in multiple reactors which makes comparisons and thus conclusions difficult.

In this thesis an investigation will be carried out into the feasibility of modelling the plasma cleaning method proposed to go on ITER. It is clear that experiments cannot be carried out for every mirror geometry as each will be different and require an analogous experiment. By using a model the plasma parameters could be optimised for each mirror, giving the most efficient etch, and with as little damage to the mirrors as possible. The investigation will use the HPEM (Hybrid Plasma Equipment Model) which will be set up
to simulate deposition removal carried out experimentally at York, and then be used to investigate further variables in other geometries. The setup of the model will include the implementation of an Ar/O/Al gas chemistry, the creation of an Al/O surface chemistry, and the creation of a Ar/Be/O gas chemistry.

1.2 Outline

This thesis is set out as follows:

Chapter 2 is a theoretical background to the fundamental plasma physics that is key in the work presented. A focus is given to capacitively-coupled plasmas, the plasma sheath, and its involvement in the process of plasma etching.

Chapter 3 discusses modelling methods within low-temperature plasma physics. The choices that must be made when deciding on a modelling approach are given and applied to this work. The hybrid model being used is then presented, along with some governing parameters and boundary conditions. The gas phase and surface chemistry reaction sets are also given.

Chapter 4 presents the experimental methods conducted at York. A description of the experimental geometry and the experimental parameters used for both deposition and erosion of Al₂O₃ is given. Results of the deposition are then presented. The atmospheric
pressure plasma jet is described and some motivation for its use given.

Chapter 5 is a benchmark of the modelling with published literature and experimental work conducted in York.

Chapter 6 presents some further modelling work with a focus towards ITER, using comparisons with previously published results from another group, and a simplification of the model geometry for parameter optimisation.

Chapter 7 discusses the generation of a beryllium gas chemistry for use within the model and presents some initial results.

Chapter 8 is a standalone chapter showing published work into surface modification of polymer films using the effluent of an atmospheric pressure plasma jet. It shows the impact of atomic oxygen from the APPJ on the surface of polypropylene, causing an increase in the hydrophilicity of the plastic.

Chapter 9 brings together the conclusions of this study and details an outlook to possible future endeavours.
Chapter 2

Plasma fundamentals

For the details of the work presented in this thesis to be understood, an initial knowledge of plasma physics is required. There must be some understanding of the general theories, the techniques used to model a simple plasma, and the difficulties faced within this process. This chapter covers the basics that should provide an understanding of those that follow. If more information is desired then the reader is directed towards more comprehensive works, for example [22, 23]

2.1 The definition of a plasma

It is often said that plasma is the fourth state of matter. By adding energy you can turn a solid into a liquid, and a liquid into a gas. When energy is added to a gas the electrons can detach from the nucleus in a process called ionisation. Most gases exhibit a small degree of ionisation but for it to be considered a plasma it must be a quasi-neutral collection of charged and neutral particles that exhibit collective behaviour [23].

2.1.1 Collective behaviour

In a gas at atmospheric pressure and room temperature, a neutral particle will drift until it collides with another particle and a transfer of momentum takes place. These collisions fully control the motion of the particles within the gas as the neutral particles do not feel any influence from any electromagnetic fields. Energy may be input into the system through sound waves or any other physical bombardment that relies on collisions. In a plasma; charged particles form local concentrations of net positive or negative charge that create
electric fields. The motion of charges also causes currents to flow which form magnetic fields. These fields have non-local interactions with other charged particles within the plasma and will have an effect on their motion. Thus we can define collective behaviour as the long-range interactions of charged particles through the Coulomb force.

2.1.2 Quasi-neutrality

Quasi-neutrality is the ability of the plasma to appear neutral on a macroscopic scale. However, this is not quite as simple as it sounds. In order to properly define this term we must first define the Debye length. If we inserted a sphere of positive charge into a plasma, in the local area the electrons would be mobilised to the sphere due to their significantly lower mass than that of the positive ions. A cloud of electrons would form around the positive sphere and shield the rest of the plasma from its effects. The Debye length, \( \lambda_D \), is the distance at which the effects of the positive charge are effectively screened by the cloud of electrons. It can be defined as:

\[
\lambda_D \equiv \left( \frac{\epsilon_0 k_b T_e}{e n} \right)^{\frac{1}{2}}
\]  

(2.1)

In (2.1), \( \epsilon_0 \) is the permittivity of free space, \( k_b \) is Boltzmann’s constant, \( T_e \) is the electron temperature in Kelvin, \( n \) is the plasma density, and \( e \) is the electric charge. It can be seen that the Debye length is dependent on the temperature of the electrons. This is because electrons with a high enough thermal energy on the edge of the cloud may escape the electrostatic force from the potential well. This decreases the effectiveness of the shielding and thus increases the Debye length.

In order for Debye shielding to take place there must be a consideration for the number of particles available to form the cloud. It is axiomatic that there must be a sufficient number of charges present around the sphere of positive charge to successfully shield it. Thus the plasma parameter, the number of electrons contained within sphere of radius \( \lambda_D \), gives a good indication of whether collisions or electrostatics are the dominant forces within a plasma and can be defined as:

\[
N_D = \frac{4}{3} \pi n \lambda_D^3
\]  

(2.2)

We are now in a position to say: If the overall dimensions of a plasma system are significantly greater than that of the Debye length, and there are sufficient charges within
the region \( N_D \gg 1 \), then any local net charge will be shielded on a length scale much smaller than that of the system. Thus there will be no electric field associated with the macroscopic system, but there may be fields on a microscopic scale in certain areas. The system can now be called quasi-neutral. Thus we can say that the plasma density, \( n \), used in equations (2.1) and (2.2), is such that there are approximately equal numbers of positive and negative charges on a macroscopic scale.

### 2.1.3 Low-temperature plasmas

Plasmas exist in many forms. From astrophysical bodies such as nebulae and stars, to those created on earth in the pursuit of nuclear fusion. In this work the studies will focus on low-temperature or non-thermal plasmas where the degree of ionisation is very low \((< 1\%)\), and the low-mass particles and high-mass particles are not in thermal equilibrium. One way of creating these plasmas is using high-frequency, time-varying electric fields, which cause the electrons to be heated and ionise surrounding particles. The high-mass particles cannot react sufficiently quickly due to their high inertia and, therefore, do not significantly heat up. This allows these plasmas to be used for many applications where the chemistry created by the electrons of a few eV can be exploited in a room-temperature background gas \(\sim 0.03\) eV).

The work presented here has used plasma systems within two pressure ranges. The main body of work has been done with low-pressure plasmas that will run within the ITER environment. Research on these types of plasmas has been done over many decades, as it is industrially relevant for computer chip manufacture. However, the limitations imposed by the ITER environment force new applications and areas of study to be developed. Some work has also been done with an atmospheric-pressure plasma source which is used primarily in biomedical applications. For this work both systems are Capacitively-Coupled Plasmas (CCP), the fundamentals of which are discussed within this chapter to form a basis of understanding of the results shown later.

### 2.2 Etching mechanisms

Plasma etching has been studied in great detail as the technology responsible for producing microprocessors \[24\], and as a replacement for wet etching using solvents. Plasma etching
can be split into two types: chemical and physical. Physical etching is also called sputtering and involves bombardment of a substrate by ions which impact the material with sufficient energy to displace and eject surface atoms [25]. This process is greatly improved through biasing the powered electrode, the surface on which the substrate is placed, in order to increase ion energy, which is the key control parameter. How this occurs will be discussed in section 2.3.1.4. Chemical etching uses the chemistry of the plasma to react with the surface and produce volatile products which are then swept away with the gas flow.

It is important to understand the stage of the process in which the plasma etching is used. The dry etching process is first described in Penn 1979 [26]: An Si substrate has an SiO$_2$ layer deposited on its surface which subsequently has a photoresist layer deposited on top. The photoresist is hardened by radiation (usually UV) through an optical mask and the softer areas removed through a bake and develop process. In the bake the volatile components of the photoresist are driven away at different rates in the exposed and unexposed areas, resulting in thinning in the unexposed areas. In the develop process a plasma is used to remove a layer of the photoresist across the entire surface and therefore expose sections of the SiO$_2$. This forms a photoresist mask that will etch at a slower rate to the SiO$_2$ and thus can hide sections to form the architecture required.

A need to reduce chemical waste was a driving force behind the progress of plasma etching [26,27]. By using plasmas in the process instead of wet chemicals the costs associated with purchasing and disposing of the industrial solvents are eliminated. Highly reactive gasses are still required for the etching process but management of these is much easier and more cost effective. Chemical etching was originally done in a radial flow reactor where the substrates were placed on the grounded electrode with the RF applied to the upper electrode [28]. Physical and chemical sputtering were then investigated in parallel, through the introduction of reactive gasses into a physical sputtering apparatus by Hosokawa et al., to investigate increased etch rates [29].

### 2.3 Capacitively coupled plasmas

CCPs are usually formed between two parallel plate electrodes where one electrode is grounded and the other is powered by a high voltage. In all of the following work the voltage is within the Radio Frequency (RF) range, because 13.56 MHz and its harmonics are reserved frequen-
2.3.1 Plasma sheath

Consider a plasma, powered by some external entity, confined within a grounded vessel. Where a plasma meets the bounding walls the ions and electrons will recombine and be lost. As the electrons have significantly lower mass than the ions they will have greater velocity and will reach the wall faster. This leaves a thin region of net positive volume charge density causing a potential valley, which is positive in the plasma but zero at the wall, as shown in figure 2.1. It accelerates any ion that enters the region towards the wall, and maintains itself so as to reflect most electrons back into the plasma such that the flux of ions and electrons to the wall is equal, i.e. the net conduction current through this space is zero. This region is called the sheath.

Now consider a plasma confined between two electrodes; one grounded and one powered by an RF supply as shown in figure 2.2. In this configuration the electrodes are separated by a distance, \( d \), and the plasma has a width, \( w \). Between the plasma and the electrodes exist the sheaths of varying thickness, \( s_a(t) \) and \( s_b(t) \), as the plasma oscillates between the two electrodes. The sheaths expand and contract over one RF cycle such that the plasma
width stays the same. For simplification it can be assumed that \( n_e \) is zero within the sheath. This is a good approximation if the electron Debye length is much smaller than the average sheath width, \( \bar{s} \), which is true if \( T_e \) is much less than the DC voltage across the sheath. As the edge of the sheath denotes the edge of the quasi-neutral plasma it must be that, at the plasma edge of the sheath and within the bulk plasma, \( n_e = n_i \).

The analysis can now be taken in multiple directions through either the homogeneous model or the inhomogeneous model. The latter, as the name would suggest, has \( n_i \) decreasing from the plasma to the wall due to their acceleration, as shown in figure 2.1. The analytical solution to this model is a very involved process and the reader is directed towards Lieberman (1988) for detailed calculations [30]. The homogeneous model assumes that the \( n_i \) is uniform and constant in time throughout both the sheath and the plasma bulk. This approach is less physically accurate in comparison with the inhomogeneous model, but it does suffice for the purposes of this explanation. The following derivations for this model are given in more detail in Lieberman and Lichtenberg (2005) [22].

The current flowing through the two sheaths is made up of displacement current and conduction current. Conduction current is a classic description of current describing the flow of charges in a circuit under the influence of an electric field. It is mainly carried by electrons in a discharge. Displacement current is not really a current, although it shares the same units, as it does not involve movement of particles, but is a time-varying electric field.
2.3.1.1 Displacement current

Poisson’s equation gives the electric field $E = \hat{x}E$ within sheath "a" as

$$\frac{dE}{dx} = \frac{en_{i,e}}{\epsilon_0}$$  \hspace{1cm} (2.3)

where $x \leq s_a(t)$. Which when integrated gives

$$E(x, t) = \frac{en_{i,e}}{\epsilon_0} (x - s_a(t))$$  \hspace{1cm} (2.4)

At $s(t)$, where the sheath meets the bulk plasma, $E \approx 0$ due to the continuous nature of the field at the boundary, and the small electric fields present in the plasma (as explained in section 2.1.2). The displacement current from sheath "a" into the plasma is defined as

$$I_{ap}(t) = \epsilon_0 A \frac{\partial E}{\partial t}$$  \hspace{1cm} (2.5)

where $A$ is the cross-sectional area of the sheath, which is also the surface area of the electrode. We can substitute (2.4) into (2.5) to get

$$I_{ap}(t) = -en_{i,e}A \frac{ds_a}{dt}$$  \hspace{1cm} (2.6)

This shows a linear relation between the oscillation of the sheath boundary and the applied current, which can now be set as $I_{RF} = I \cos \omega t$, where $\omega = 2\pi f$ and is the angular frequency (rad/s). It is inserted into (2.6) and the resulting equation integrated to obtain

$$s_a = \tilde{s} - s_0 \sin \omega t$$  \hspace{1cm} (2.7)

where

$$s_0 = \frac{I}{en_{i,e}\omega A}$$  \hspace{1cm} (2.8)

and is the amplitude of the oscillation about $\tilde{s}$. The voltage across the sheath is the integral of the electric field across the sheath as such

$$V_{ap}(t) = \int_0^{s_a} Edx = \frac{en_{i,e}s_a^2}{2\epsilon_0}$$  \hspace{1cm} (2.9)
This shows the voltage is not linearly related to the oscillation of the sheath boundary. It is also therefore not linearly related to the applied current. By inserting in $s_a$ from (2.7) into (2.9) the following is obtained

$$V_{ap} = -\frac{en_i e}{2\epsilon_0} \left( \bar{s}^2 + \frac{1}{2} s_0^2 - 2\bar{s}s_0 \sin \omega t - \frac{1}{2} s_0^2 \cos 2\omega t \right) \tag{2.10}$$

which gives us a second harmonic in the voltage with a constant average value.

Moving on to sheath "b" the process can be repeated to give

$$I_{bp}(t) = -en_i e A \frac{ds_b}{dt} \tag{2.11}$$

with a subsequent voltage of

$$V_{bp} = -\frac{en_i e s_b^2}{2\epsilon_0} \tag{2.12}$$

Current within the system must be conserved so $I_{bp} = -I_{ap}$. Adding (2.6) and (2.11) and integrating the result gives

$$s_a + s_b = 2\bar{s} \tag{2.13}$$

proving that $w = d - 2\bar{s}$ as shown in figure 2.2. As for sheath "a" the applied current is inserted as $I_{bp} = I_{RF} = I \cos \omega t$ into (2.11) and integrated to obtain

$$s_b = \bar{s} + s_0 \sin \omega t \tag{2.14}$$

which is in turn input into (2.12) to give

$$V_{bp} = -\frac{en_i e}{2\epsilon_0} \left( \bar{s}^2 + \frac{1}{2} s_0^2 + 2\bar{s}s_0 \sin \omega t - \frac{1}{2} s_0^2 \cos 2\omega t \right) \tag{2.15}$$

Taking $V_{bp}$ (2.15) from $V_{ap}$ (2.10) gives the combined voltage across the two sheaths as

$$V_{ab} = \frac{en_i e \bar{s}}{\epsilon_0} (s_b - s_a) \tag{2.16}$$

where $s_a$, (2.7), and $s_b$, (2.14), can be substituted into (2.16) to conclude with a linear voltage response to the applied current:

$$V_{ab} = \frac{2en_i e \bar{s}s_0}{\epsilon_0} \sin \omega t \tag{2.17}$$
2.3.1.2 Conduction current

The conduction current, as previously mentioned, is the flow of charged particles through the sheath. It has also been stated that the sheath thickness $s$ is determined by a balance of flux of ions and electrons. The assumption has been made that the ions respond to the time-averaged potentials, and thus we can assume that there is a constant flow of ions through the sheath. This flow will carry a steady current

$$\tilde{I}_i = e n_{i,e} u_B A$$

(2.18)

in which $u_B$ is the loss velocity set at the Bohm velocity. As the net flux of ions and electrons must be zero, and $n_e$ has been set to approximately zero in the sheath, the thickness of the sheath $s_a(t)$ must be zero at some stage during the RF cycle. This would allow electrons to pass to the electrode in an instant, and maintain the net flux. Therefore, the average sheath thickness $\bar{s}$ must be equal to the amplitude of the sheath oscillation $s_0$ in order for the sheath thickness to become zero. Therefore

$$\bar{s} = s_0 = \frac{I}{e n_{i,e} \omega A}$$

(2.19)

For the two sheaths this results in (2.10) and (2.15) becoming

$$V_{pa} = \frac{en_{i,e} s_0^2}{2 \epsilon_0} (1 - \sin \omega t)^2$$

(2.20)

and

$$V_{pb} = \frac{en_{i,e} s_0^2}{2 \epsilon_0} (1 + \sin \omega t)^2$$

(2.21)

Now circuit theory relates the capacitance to the voltage as $q(t) = CV(t)$. Differentiating this where $V(t) = V_{ab}(t)$ from (2.17) shows

$$\frac{dq}{dt} = I = C \frac{2en_{i,e} \bar{s}s_0}{\epsilon_0} \omega \cos \omega t$$

(2.22)

which we can further simplify by using $I_{RF}$ and (2.19) to find a linear sheath capacitance

$$C = \frac{\epsilon_0 A}{2s_0}$$

(2.23)
Figure 2.3: The spatial variation in potential $\varphi$ between symmetric electrodes of a CCP at different times during the RF cycle. The time averaged potential $\bar{\varphi}$ is also shown.

This is an important result as it relates the capacitance to the cross-sectional area of the sheath and therefore the surface area of the electrode. The variation of the potential between symmetrical electrodes in this example is shown in figure 2.3.

### 2.3.1.3 Electrode self bias

Consider an asymmetrical device where the grounded electrode is larger than the powered electrode. The sheaths in this system can now be modelled as capacitors. Circuit theory states that $V = I/C$ which can be used with equation (2.23) to give

$$V = \frac{2\varepsilon_0}{A} \int I dt$$  \hspace{1cm} (2.24)

where continuity of current is maintained. This relationship shows that the voltage drop across the sheaths is inversely proportional to their capacitance and surface area; the smaller the surface area of the electrode the smaller the capacitance and thus the larger the voltage drop. With large asymmetry almost all the RF potential can be corrected by the larger sheath on the smaller electrode, which can cause ions to impact the surface with energies near to the RF amplitude. The variation in the potential between the electrodes of an asymmetric discharge can be seen in figure 2.4. This is the "self bias" of the system, which is key in physical etching applications due to the increased ion energy caused by their acceleration through the larger sheath.

Another method of biasing an electrode is to float the powered electrode through the
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Figure 2.4: The spatial variation in potential $\varphi$ between asymmetric electrodes of a CCP, where the grounded electrode (b) is bigger than the powered electrode (a), at two different times during the RF cycle. The time-averaged potential $\bar{\varphi}$ and the maximum widths of the sheaths, $s_{a,m}$ and $s_{b,m}$, are also shown. The bias voltage in this case is $V_b - V_a$.

use of a "blocking" capacitor [31]. By placing a capacitor between the electrode and the power supply the AC current can still reach the electrode, but when the initial electrons are incident on the surface they cannot flow to ground through the power supply as the DC current cannot pass the capacitor. This sets up an additional DC component across the electrodes that increases the ion energy beyond that of the RF amplitude. In general most plasmas will have asymmetry, as the grounded area of the majority of vessels is much greater than that of their powered electrodes. Due to the increase in energy that can be achieved through the placing of a blocking capacitor both methods are usually used concurrently, especially in plasma etching applications.

2.3.1.4 Ion energy distribution functions

In etching applications it is the voltage drop across the sheath that dictates the ion energies and therefore is an important control parameter. Understanding the sheath dynamics is essential in order to optimise and control the etching process. In the case of this work the ion energies must be high enough to eject a particle from the surface deposit but low enough not to damage the underlying mirror. The ions are not simply mono-energetic, but distribute themselves by energy depending on the plasma parameters. Any parameter which increases the pressure or the sheath width will increase the number of collisions experienced by ions within the sheath, and decrease the average ion energy through a shift in the Ion Energy Distribution Function (IEDF).
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Figure 2.5: Typical IEDFs at various parameters. (b) shows IEDFs for collisionless sheaths. For the weakly collisional line in (a) and both lines in (b) the dip between the bimodal peaks represents the average sheath potential. For the low-frequency regime in (b) the bimodal peaks are at the sheath maximum and minimum potential. The weakly collisional IEDF is also shifted slightly along the energy axis for clarity, this is usual when there is a bias on the surface.

The collisions of the fast-moving ions with the relatively stationary neutrals can either be simply scattering or involving charge exchange. In both processes the ion will impact the neutral and transfer some energy while undergoing a change in trajectory. The result of scattering is a still-relatively-fast ion and a slow neutral. However, if there is a charge-exchange collision the ion will also neutralise whilst the initial neutral will ionise, resulting in a slow-moving ion and a relatively-fast-moving neutral. The slow-moving ion will be partially through the sheath and will be accelerated from where the collision took place, thus it will not reach the same velocity as ions that did not undergo collisions. This results in a significant decrease in ion energies at the surface due to charge-exchange collisions. Figure 2.5 shows IEDFs for collisionless, weakly-collisional, and highly-collisional sheaths.

In a collisionless sheath, usually found in pressures below 7.5 mTorr (1 Pa), the mean free path of the ions will be greater than the average sheath width. If the transit time of the ion across the sheath is much smaller than the RF period then the discharge is said to be in a low-frequency regime, where the ions can respond instantaneously to the sheath voltage. This means that the phase of the RF cycle at which the ions enter the sheath has a major impact on the velocity of the ion when it reaches the surface. As the voltage varies most
slowly at the maximum and minimum sheath voltages, more ions are accelerated through the sheath at these points than at any other time during the cycle. This gives the IEDF a bimodal structure, which is seen in figure 2.5.

Most RF CCPs operate in a higher-frequency mode where the ion transit time is greater than the RF period. The ions, due either to greater mass or higher RF frequencies, cannot respond instantaneously; taking multiple RF cycles to cross the sheath, and the phase at which they enter the sheath is not so important in determining their energy when they contact the electrode. This narrows the bimodal structure and can lead to a single peak.

IEDFs are crucially important for etching and it is clear that the plasma parameters can dramatically alter their structure. It is therefore a requirement to understand the plasma in order to control the IEDF, and subsequently etching.
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Plasma modelling

3.1 Modelling low-temperature plasmas

Experimental plasma physics is able to measure a vast range of plasma properties, however it has not reached a stage where the full characterisation of low-temperature plasmas is possible. While experimental approaches are developed the gaps in knowledge can be filled through the modelling of specific processes. This is especially true when considering certain parameter variations that are difficult to change experimentally, such as geometry.

Restrictions on the model that can be used generally depend on the information that is required in terms of the amount and the accuracy. Both of these are bounded by the computing power and memory available. If the requirements are for only general trends from a simplified system then an analytical model using a range of assumptions can be utilised. This type of model uses very broad assumptions and outputs simple descriptions of processes or properties which can be useful to interpret experimental results. The simplicity of these models can make them quick and easy to run and thus they are able to complete multiple runs over a parameter space in a relatively short period of time. If this simple description does not suffice then numerical models, which use less assumptions, can be implemented. The most accurate numerical method of modelling a plasma would be one that keeps track of every particle in a system, resolves all interactions, and subsequently tracks the products of those interactions. However, a typical system may have $\sim 10^{21}$ particles which makes this impossible due to memory and computational complexity limitations.

The rest of this section will discuss numerical models as particle-based systems, fluid-based systems, and finally hybrid systems. The hybrid system utilises a combination of
3.1.1 Particle methods

An approximation that is used in particle systems is to lump together groups of particles into macro-particles that represent $10^5$ to $10^9$ physical particles to reduce memory requirements [32–34]. These particles then have their motion determined by Newtonian laws, and collisions are stochastic, in both occurrence and type, in what is known as a Monte-Carlo Collision (MCC) scheme. This is still a large number of particles to deal with so a further approximation is made to split the system into cells of a few hundred macroparticles each, resulting in a scheme called Particle-In-Cell (PIC). PIC methods solve the equations of motion for individual macroparticles within the cell, whilst solving for magnetic and electric fields on a fixed grid of cells by averaging individual particle effects to the nearest cell boundary. By including the MCC scheme within this method the PIC-MCC simulation is created, which is a frequently used approach when dealing with non-equilibrium plasmas.

The major advantage of PIC-MCCs is the relatively small number of assumptions that need to be made. With direct treatment of particles and Maxwell’s equations there is no requirement to make any assumptions about energy distribution functions. This method is still computationally expensive, and it can become more so in any situation where macroparticle numbers or the frequency of collisions are increased, such as through system pressure or complex chemistries. A good pressure range is considered to be 1-100 Pa where effects such as collisionless heating can be successfully predicted [35]. The high computational expense has led researchers to develop further methods to improve the speed of these codes [36–38], however they remain typically slower than fluid codes. This is not to say that PIC codes are not successfully used for the higher pressure regimes, even up to atmospheric [39–41].

3.1.2 Fluid methods

Fluid methods evolve the densities and fluxes of particles on a set of grid points. They are also known as continuum methods as they model the distributions, such as energies, densities, and velocities, as a continuous function. This is usually with a variation in time and one or more spatial dimensions [42–45]. These are obtained through the first three velocity moments of the Boltzmann equation, which give the conservation equations for mass, momentum, and energy [23]. This approach avoids the large amounts of memory required
when keeping track of individual particles or macroparticles, and can have relatively fast
solution times in comparison with particle approaches. Parameters that would increase the
complexity of a particle simulation, such as increased densities or chemistries, can also be
included and studied within a reasonable time frame. One issue is that the assumption of a
specific velocity based on the local electric field means that fluid models struggle to account
for non-local particle kinetics. They are therefore suited to higher pressure systems where
collision frequency is high; the distribution functions remain close to Maxwellian, and non-
local effects are minimised. They are often used in the study of atmospheric pressure devices
such as atmospheric-pressure plasma jets [46,47].

3.1.3 Hybrid methods

Hybrid models are a combination of modelling methods, classically fluid and PIC. The philos-
ophy of the hybrid code used in this work, the Hybrid Plasma Equipment Model (HPEM), is
"to provide the maximum amount of "unprejudiced" physics that enables the user to choose
the right processes for the right problem" (M. Kushner, personal communication, March
2016). This is an approach used by all hybrid codes, as the structure of the code depends on
the physics being investigated. As a fluid code may not fully resolve some of the physics due
to the assumptions being made, it might be that certain elements could be modelled more
accurately using a PIC scheme; thus the two are convolved.

This is done through the implementation of computational modules that can address
different processes, or the same process using alternative methods. The modules then pass
information between each other in a hierarchical fashion where, regardless of method used,
the output of one module can be read by the next. Which elements are represented by
which method depends on the situation being simulated but it is possible to resolve all the
important physics and keep the computation time below that of a purely particle approach.

3.2 The hybrid plasma equipment model

HPEM is a 2D modular plasma simulation code which incorporates a range of methods to
simulate low-temperature plasma sources. This model was developed by Mark Kushner and
his collaborators. A brief explanation of the code follows but a more detailed description
can be found in [48] and [49]. The basic set up of the modules for this work is shown in
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3.1 The initial module of the code is the Electromagnetics Module (EMM), which takes inputs of currents, material properties of the geometry surrounding the plasma, and plasma conductivity to solve Maxwell’s equations. The output of the EMM are the vector components and phase of the electric and magnetic fields. These are fed to the Electron Energy Transport Module (EETM), which in turn outputs the electron impact rate coefficients and sources derived from the solution to Boltzmann’s equation. This can be done with a Monte Carlo approach, depending on the situation, but as is typical in hybrid modelling the method of calculating these outputs does not affect the modules by which they are being read. In turn these outputs go to the Fluid Kinetics Poisson Module (FKPM), which solves for electron, ion, and neutral transport, with associated fields using Poisson’s equation. These can then be fed back into the EETM in order to converge the simulation towards a solution. At this point the source functions and electric fields can be taken by the Plasma Chemistry Monte Carlo Module (PCMCMM), which outputs the energy distribution functions of the heavy particles specifically to be fed to the Surface Kinetics Module (SKM). This is where they can be used with an input surface chemistry file to give surface coverages, surface reaction probabilities, etch rates, and deposition rates, at all points along the plasma-surface boundary. Particles that leave the surface and enter the plasma can then be included in the calculations within the FKPM and evolved. More details as to the methods employed by this work within these modules are given in this chapter but, for a full description, the reader is directed towards [49–52].

3.2 Governing parameters

The equations that form the basis of the HPEM model, and specifically the FKPM, come from the first three velocity moments of the Boltzmann equation [22,23]. These conservation equations are given below in the absence of magnetic fields.

\[
\frac{\partial n}{\partial t} + \nabla \cdot (n\vec{u}) = S
\]  

(3.1)

\[
mn \left[ \frac{\partial \vec{u}}{\partial t} + (\vec{u} \cdot \nabla)\vec{u} \right] = \pmqn(\vec{E} - \nabla p - mnv\vec{u})
\]  

(3.2)

\[
\nabla \cdot \left( \frac{3}{2} p\vec{u} \right) = \frac{\partial}{\partial t} \left( \frac{3}{2} p \right)
\]  

(3.3)
In all of the above, \( \bar{u}, m, \epsilon, \) and \( q \) are the mean velocity, mass, mean energy, and charge of the specific species used in the calculation. \( p, \nu, \) and \( \bar{q} \) are the pressure, collision frequency, and heat flux within the fluid. Equation 3.1 describes the conservation of mass and is known as the *equation of continuity*. The right hand side is a source term that accounts for any mass gains or losses through particle collisions. Equation 3.2 is the *fluid equation of motion* and describes the conservation of momentum where the \( \pm \) indicates the sign of the charge of the species in question. Equation 3.3 describes the conservation of energy with the right hand side accounting for collisional processes. These include ionisation, excitation, elastic scattering, and ohmic heating. The closure of this set of equations is done by Poisson’s equation for the electric potential which is given below and where \( j \) refers to a single species.

\[
\vec{\nabla} \Phi_s = -\frac{1}{\epsilon_0} \sum_j q_j n_j
\]  

(3.4)

Within HPEM there are choices on how to include these equations within the code. As with all codes these choices depend upon the computational efficiency and the range of...
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| $(\epsilon, \vec{r}, \phi)$ | dependence of energy, position, and phase in harmonic period (or time) |
| $k_e(\vec{r}, \phi)$ | electron impact rate coefficients $(cm^3s^{-1})$ |
| $k(\vec{r}, \phi)$ | heavy particle collisional rate coefficients $(cm^3s^{-1})$ |
| $\vec{E}(\vec{r}, \phi), \vec{B}(\vec{r}, \phi)$ | electromagnetic fields $(Vcm^{-1}, G)$ |
| $n(\vec{r})$ | density $(cm^{-3})$ |
| $T(\vec{r})$ | temperature $(K$ or $eV)$ |
| $\beta_{ij}(\vec{r})$ | probability of species $i$ incident on surface producing species $j$ |
| $f(\epsilon, \vec{r}, \phi)$ | distribution function $(eV^{-3/2})$ in the gas phase or incident onto surfaces |
| $S_e(\vec{r}, \phi)$ | electron impact source functions $(cm^{-3}s^{-1})$ |
| $S(\vec{r}, \phi)$ | heavy particle collisional source functions $(cm^{-3}s^{-1})$ |
| $\vec{E}_s(\vec{r}, \phi), \vec{B}_s(\vec{r}, \phi)$ | electrostatic and magnetostatic fields $(Vcm^{-1}, G)$ |
| $\phi(\vec{r})$ | flux $(cm^{-2}s^{-1})$ |
| $\alpha(\vec{r})$ | reaction probabilities on surfaces |
| $\Phi_s(\vec{r}, \phi)$ | Electrostatic potential $(V)$ |

Table 3.1: Symbol convention used in the HPEM modules shown in figure 3.1

plasma phenomena and conditions that require simulation. In all cases the FKPM solves for conservation of mass but in the form shown in equation 3.5 where a flux term and a collisional rate term are included.

$$\frac{\partial n_{i,e}}{\partial t} = -\vec{\nabla}\phi_{i,e} + \sum_j n_{i,e} n_j k_{(i,e)j}$$

(3.5)

There are multiple ways in which the flux term in equation 3.5 can be determined for the electrons. All of the simulations within this work have been done in a low-pressure regime of $< 10$ Pa. In this region there is known to be significant amounts of non-local electron heating in CCP sources [53]. This is a weakness of a fluid based approach and thus a Monte-Carlo scheme is used to give accurate results. How this is done is discussed later in this section. For the ions a fluid approach is still appropriate and the full momentum equation is used as
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\[
\frac{\partial \vec{\phi}_i}{\partial t} = -\frac{1}{m_i} \vec{\nabla} (n_i k_b T_i) + \frac{q_i}{m_i} n_i \vec{E} - \vec{\nabla} \cdot (n_i \vec{u}_i \vec{u}_i) - \sum_j \frac{m_j}{m_i + m_j} n_i n_j (\vec{u}_i - \vec{u}_j) \nu_{ij} + D_{ij}
\]  

(3.6)

Here \( j \) is any second species and \( D \) accounts for momentum changes from collisions where the species identities change due to chemical reactions. \( \nu_{ij} \) is the collision frequency and \( k_{ij} \) corresponds to the heavy particle rate coefficient between species \( i \) and \( j \). \( m \) refers to the mass of the species resulting in \( m_{ij} / (m_i + m_j) \) as the reduced mass of the two reacting species where \( m_{ij} = m_i \times m_j \). \( \vec{u} \) is velocity. The momentum equation takes the following form in the case of neutrals where there is no charge term but a viscosity tensor, \( \vec{\nu}_n \), which takes into account the neutral gas flow.

\[
\frac{\partial \vec{\phi}_n}{\partial t} = -\frac{1}{m_n} \vec{\nabla} (n_n k_b T_n) - \vec{\nabla} \cdot (n_n \vec{u}_n \vec{u}_n) - \vec{\nabla} \cdot \vec{\nu}_n - \sum_j \frac{m_j}{m_n + m_j} n_n n_j (\vec{u}_n - \vec{u}_j) \nu_{nj} + D_{nj}
\]  

(3.7)

A term is included in both equations which describes the momentum changes due to spatial variations in the fluid velocity, \( \vec{\nabla} \cdot (n \vec{u} \vec{u}) \). Each equation is also differentiated with respect to time. This is important in the low-pressure regimes on which this work is focussed as the collision frequency drops and the mean velocity a particle may reach before a collision increases. It is therefore necessary to take into account the temporal and spatial velocity gradients.

Energy conservation is done using the full energy equation, which is an expansion of equation 3.3 and is shown here for ions:

\[
\frac{\partial (n_i c_i T_i)}{\partial t} = \vec{\nabla} \kappa_i \vec{\nabla} T_i - p_i \vec{\nabla} \vec{u}_i - \vec{\nabla} (n_i \vec{u}_i c_i T_i) + \frac{n_i q_i^2}{m_i \nu_i} E_S^2 + \sum_j 3 \frac{m_{ij}}{m_i + m_j} n_i n_j k_{ij} k_b (T_j - T_i) + \pm \sum_j 3 n_i n_j k_{ij} k_b T_j
\]  

(3.8)

In the above equation \( \kappa_i \) is the thermal conductivity, \( c_i \) is the heat capacity of the ion fluid, and \( \nu_i \) is the total collisional momentum transfer frequency. In order the terms of
this equation refer to conduction, compressive heating, convection, heating by the electric field, heating through elastic collisions, and heating through inelastic collisions. Similarly the following equation is used for neutral particles:

\[
\frac{\partial (n_n c_n T_n)}{\partial t} = \nabla \kappa_n \nabla T_n - p_n \nabla \vec{u}_n - \nabla (n_n \vec{u}_n c_n T_n) + \sum_j 3 \frac{m_{nj}}{m_n + m_{nj}} n_n n_j k_{nj} k_b (T_j - T_n) \\
\pm \sum_j 3 n_n n_j k_{nj} k_b T_j
\] (3.9)

As previously mentioned; in the pressure regime \(< 10 \text{ Pa}\) there is a significant amount of non-local electron heating and thus a fluid momentum equation is insufficient [53, 54]. In order to effectively model this the electron Monte-Carlo Simulation (eMCS) in the EETM is used for electrons. This approach is as described in section 3.1.1, whereby pseudo particles are released from random numeric cells and their paths integrated in the electric fields produced by the FKPM. The pseudo particles are distributed in space according to the electron density, which is also generated by the FKPM. Electron collision rates are determined using inputs from the gas phase chemistry file and a time step that is based on calculated collision rate is randomly assigned. The pseudo particle is then integrated through that time step and the collision is stochastically determined to have occurred or not. If the collision is determined to have not occurred then the particle repeats the process through another time step. If the collision is determined to have occurred then the collision type and scattering angle are again randomly assigned. Over a number of RF cycles statistics on this process are gathered and an Electron Energy Distribution Function (EEDF) is output for each location. From this the electron impact rate and transport coefficients are calculated and passed back to the FKPM.

The solution of Poisson’s equation closes the fluid equations, but solving 3.4 as it is would need to be done on a time step in order of the dielectric relaxation time. This could be as small as picoseconds which makes it computationally very expensive. The solution to this is to make an approximate prediction for densities of species at times in the future, which allows for larger time steps to be taken. This is done by recording recent historical values of fluxes and source functions which can then be numerically derived. Poisson’s equation must
also include the surface interactions as

\[- \nabla \cdot (\varepsilon \nabla \Phi_s(t)) = \sum_j q_j n_i(t + \Delta t) + \rho_s(t)\]  \hspace{1cm} (3.10)

where \(\rho_s\) is the charge density within the surrounding materials.

\[
\frac{d\rho_s(t)}{dt} = -\nabla \cdot \left( \sum_j q_j \phi_{si} - \sigma_m \nabla \Phi_s \right) \]  \hspace{1cm} (3.11)

In this equation \(\sigma_m\) is the conductivity of materials facing the plasma. The two terms within the brackets represent the flux of charged species into the plasma facing materials and the current density within them. Then the prediction for densities in the future can be made as follows:

\[n(t + \Delta t) = n(t) + \Delta t \left( -\nabla \cdot \left( \phi(t) + \delta t \frac{d\phi(t)}{dt} \right) + S(t) + \delta t \frac{dS(t)}{dt} \right)\]  \hspace{1cm} (3.12)

The \(d\phi(t)/dt\) and \(dS(t)/dt\) terms are derivations from previous fluxes and source terms and, as with most processes within HPEM, this process is iterated upon until convergence is reached. The choices made here have been done so in order to output the most accurate physics possible, as the computing resources available have not limited this study with the computing time being reasonable. Further information and explanations of these processes, and others, can be found in [48].

Once convergence is reached with the multiple iterations of the above processes within the FKPM and EETM, the next step is the PCMCM. This takes the species source functions and the electric fields from the FKPM and conducts a similar method to that carried out by the eMCS and produces IEDFs. The IEDFs can be chosen to be calculated on any surface in contact with the plasma. Once again pseudo particles of the ions and neutrals are created within the mesh of the bulk plasma. Their spatial position is weighted by the source functions from the FKPM and their trajectories integrated through the electric field from the FKPM. Surface collisions are dealt with through interaction with the SKM. The collision frequency of a pseudo particle is, much like the eMCS, stochastically determined but based on the total collision frequency for all possible collisions. The rate coefficients for elastic heavy-particle collisions are calculated as hard-sphere collisions using Lennard-Jones parameters [55]. Much like the eMCS, the collisions are randomly determined to have happened or not, and the iteration is complete once all of the pseudo particles are exhausted.
through losses to gas-phase or surface interactions. The incident angle and ion energy of pseudo particle collisions on surfaces data is being gathered for is recorded.

The final module used in this work is the SKM, which models the plasma-surface interface. In the case of surfaces that do not etch, the interactions are set simply where any wall interaction results in a neutralisation of the ion and reflection. For the surface for which etching reactions do take place, the surface sites are set to be chosen materials with a specific species coverage. This involves at least two materials with one as a base material, which has infinite depth, and a material in layers on top. It is this top material for which etching rates are calculated. Fluxes are then taken from the FKPM and the PCMCM which are used with a set of surface reaction mechanisms, of the form of equation 3.13, to calculate the number of populated sites and the thickness of the overlaying material with time.

\[ A_g + B_s \xrightarrow{k_i} C_s + D_g + E_g \]  

(3.13)

Where the subscripts g and s denote gas and surface phase species respectively. \( k_i \) is the reaction probability. After a specified length of time, long enough for a steady state to be achieved, the resulting coefficients \( \alpha \) (the reaction probabilities on surfaces) and \( \beta_{ij} \) (the probability of species \( i \) incident on a surface producing species \( j \)) are fed back into the FKPM to be used as fixed-boundary conditions until the next call to the SKM. At this point the etching or deposition rates are recorded based on the surface coverage and reactive fluxes. The processes are further described and the SKM input reactions are given in chapter 3.2.4. A detailed explanation of the processes executed by this module can be found in [56,57].

3.2.2 Model geometries

As a 2D code HPEM requires a 2D model geometry with three main geometries used in this work. The GEC cell geometry is based on the device used experimentally at York and is shown in figure 3.2. The B-field chamber geometry is based on the device used experimentally in Basel by Moser, is shown in figure 3.3 and discussed in 6.1. Although referred to as the B-field geometry there is no simulation work presented, or experimental work compared with, that uses the magnetic fields. These geometries allow for comparison of the simulation with experiment, which will be discussed in the following chapters. A further simple geometry for ITER-relevant work is also used in four slight variations which is shown in figure 3.4 and
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discussed in chapter 6. In order to reduce the computation time, HPEM utilises a cylindrical coordinate system with the axis of symmetry on the left hand side, shown as a dotted line in both figures. All geometries include a section referred to as the "wafer", which is the area of material defined as the deposit on the surface of the electrode. The term "wafer" is used for this area; there is no actual wafer. In the figures this wafer may appear to have a specific thickness but this is merely a single-mesh cell width from defining the geometry. The actual thickness of this wafer for the purpose of etching is input into the SKM and its material properties are input into the FKPM. The gas inlet and outlet in each geometry is an area of the metallic wall, defined as such, with the inlet having a set flow rate of gas set and the outlet maintaining a fixed pressure during the simulation. The positioning of these ports is not an exact copy of the reactors being modelled. However, the limited flow rates in both simulation and experiment means the gas flow will have negligible, if any, effect on the dynamics of the plasma and the validity of the comparison.

In these geometries there is no specific grounded electrode which is analogous to the experimental geometries and in the implementation of this method into ITER. This is unusual for most CCP experiments, where the area difference between the grounded and the powered electrode is used to control the bias voltage (as discussed in section 2.3.1.3). In this case the ground of the system is provided by the chamber walls, which means that the area of the powered electrode is much smaller than the grounded area. This gives rise to the maximum bias available, whereby nearly all of the RF potential is corrected by the powered electrode sheath, and thus gives the maximum ion energies.

3.2.3 Gas phase chemistry

ITER will have a tungsten divertor and beryllium walls. Tungsten is used for its low erosion rate under high neutral flux, and beryllium is used as a low-Z material and oxygen absorber, which improves plasma performance [58]. Both of these materials will be deposited on plasma facing mirrors during device operation, with tungsten being deposited mainly on mirrors in or around the divertor. As tungsten is resistant to erosion it is unlikely that large amounts will be deposited; $< 7.0 \times 10^{16}$ atoms cm$^{-2}$ were found on mirrors in JET after a campaign with ITER like wall [9]. For this reason, coupled with a lack of experimental data, it has not been included in this work.

Beryllium is a low-Z material that will be the main deposition on first mirrors within
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Figure 3.2: GEC geometry used in HPEM

Figure 3.3: B-field geometry used with HPEM
ITER. It is also toxic and cannot be used in many laboratories around the world, so experiments involving it are scarce. The majority of work in the field is being carried out using aluminium as a proxy. Marot et al. have shown that the similar electronegativity of both materials causes similar oxides and hydrides to form [17]. There is extremely limited experimental data available for beryllium sputtering rates as a result of argon ion bombardment, and even less for beryllium oxide. However it is known that in other gasses, such as deuterium, their threshold energies for sputtering (Be = 10 eV, BeO = 29 eV) are substantially lower than those for aluminium and aluminium oxide (Al = 36 eV, Al₂O₃ = 66 eV) [59]. In either case the sputtered material will be placed into the gas phase and a reaction mechanism must be available. For the majority of this work an argon, oxygen, and aluminium gas chemistry will be utilised, as the reactions are readily available in published work. This is not true for an argon, oxygen, and beryllium, where no full gas phase chemistry exists for beryllium. The following chapters will not therefore include beryllium, but it is later
discussed in chapter 7. The full gas chemistry used in the majority of this work is shown in table 3.2. The reaction set was provided by Mark Kushner and the set has been published and validated, both together and separately, in works such as [60–63]. It is important to point out that the Al and O are not input into the system via the inlet ports; a small amount starts within the reactor, as all species must have an initial mole fraction \(10^{-7}\) in the input file. These small initial amounts may remain in the system or may be swept out by the gas flow, but no more is added until the SKM is utilised to sputter the products from the surface.

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Rate coefficient</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>(e + Ar \leftrightarrow Ar + e)</td>
<td>(f\epsilon)</td>
<td>[64]</td>
</tr>
<tr>
<td>(e + Ar \leftrightarrow Ar(1s_5) + e)</td>
<td>(f\epsilon)</td>
<td>[65]</td>
</tr>
<tr>
<td>(e + Ar \leftrightarrow Ar(1s_4) + e)</td>
<td>(f\epsilon)</td>
<td>[65]</td>
</tr>
<tr>
<td>(e + Ar \leftrightarrow Ar(1s_3) + e)</td>
<td>(f\epsilon)</td>
<td>[65]</td>
</tr>
<tr>
<td>(e + Ar \leftrightarrow Ar(1s_2) + e)</td>
<td>(f\epsilon)</td>
<td>[65]</td>
</tr>
<tr>
<td>(e + Ar \leftrightarrow Ar(4p) + e)</td>
<td>(f\epsilon)</td>
<td>[65]</td>
</tr>
<tr>
<td>(e + Ar \leftrightarrow Ar(4d) + e)</td>
<td>(f\epsilon)</td>
<td>[65]</td>
</tr>
<tr>
<td>(e + Ar \rightarrow Ar^+ + e + e)</td>
<td>(f\epsilon)</td>
<td>[66]</td>
</tr>
<tr>
<td>(e + Ar(1s_5) \leftrightarrow Ar(1s_4) + e)</td>
<td>(f\epsilon)</td>
<td>[67]</td>
</tr>
<tr>
<td>(e + Ar(1s_5) \leftrightarrow Ar(1s_3) + e)</td>
<td>(f\epsilon)</td>
<td>[67]</td>
</tr>
<tr>
<td>(e + Ar(1s_5) \leftrightarrow Ar(1s_2) + e)</td>
<td>(f\epsilon)</td>
<td>[67]</td>
</tr>
<tr>
<td>(e + Ar(1s_5) \leftrightarrow Ar(4p) + e)</td>
<td>(f\epsilon)</td>
<td>[68]</td>
</tr>
<tr>
<td>(e + Ar(1s_5) \leftrightarrow Ar(4d) + e)</td>
<td>(f\epsilon)</td>
<td>[68]</td>
</tr>
<tr>
<td>(e + Ar(1s_5) \rightarrow Ar^+ + e + e)</td>
<td>(f\epsilon)</td>
<td>[69]</td>
</tr>
<tr>
<td>(e + Ar(1s_4) \leftrightarrow Ar(1s_3) + e)</td>
<td>(f\epsilon)</td>
<td>[67]</td>
</tr>
<tr>
<td>(e + Ar(1s_4) \leftrightarrow Ar(1s_2) + e)</td>
<td>(f\epsilon)</td>
<td>[67]</td>
</tr>
<tr>
<td>(e + Ar(1s_4) \leftrightarrow Ar(4p) + e)</td>
<td>(f\epsilon)</td>
<td>[68]</td>
</tr>
<tr>
<td>(e + Ar(1s_4) \leftrightarrow Ar(4d) + e)</td>
<td>(f\epsilon)</td>
<td>[68]</td>
</tr>
<tr>
<td>(e + Ar(1s_4) \rightarrow Ar^+ + e + e)</td>
<td>(f\epsilon)</td>
<td>[69]</td>
</tr>
<tr>
<td>(e + Ar(1s_3) \leftrightarrow Ar(1s_2) + e)</td>
<td>(f\epsilon)</td>
<td>[67]</td>
</tr>
</tbody>
</table>
\[ e + Ar(1s_3) \leftrightarrow Ar(4p) + e \]
\[ e + Ar(1s_3) \leftrightarrow Ar(4d) + e \]
\[ e + Ar(1s_3) \leftrightarrow Ar^+ + e + e \]
\[ e + Ar(1s_2) \leftrightarrow Ar(4p) + e \]
\[ e + Ar(1s_2) \leftrightarrow Ar(4d) + e \]
\[ e + Ar(1s_2) \rightarrow Ar^+ + e + e \]
\[ e + Ar(4p) \leftrightarrow Ar(4d) + e \]
\[ e + Ar(4p) \rightarrow Ar^+ + e + e \]
\[ e + Ar(4d) \rightarrow Ar^+ + e + e \]
\[ e + Ar^+ \rightarrow Ar(1s_3) \]
\[ e + Ar^+_2 \rightarrow Ar^+_2 + e + e \]
\[ e + Ar^+_2 \rightarrow Ar + Ar + e \]
\[ e + Ar^+_2 \rightarrow Ar(1s_5) + Ar \]
\[ e + Ar^+_2 \rightarrow Ar + Ar \]
\[ e + O_2 \rightarrow O_2 + e \]
\[ e + O_2 \rightarrow O^- + O \]
\[ e + O_2 \leftrightarrow O^+_2 + e \]
\[ e + O_2 \leftrightarrow O_2(1\Delta) + e \]
\[ e + O_2 \rightarrow O + O + e \]
\[ e + O_2 \rightarrow O^+_2 + e + e \]
\[ e + O_2 \rightarrow O^+ + O + e + e \]
\[ e + O_2 \rightarrow O_{2V} + e \]
\[ e + O_{2V} \rightarrow O_{2V} + e \]
\[ e + O_{2V} \rightarrow O^- + O \]
\[ e + O_{2V} \rightarrow O_2 + e \]
\[ e + O_{2V} \leftrightarrow O_2^* + e \]
\[ e + O_{2V} \leftrightarrow O_2(1\Delta) + e \]
\[ e + O_{2V} \rightarrow O + O + e \]
\[ e + O_{2V} \rightarrow O^+_2 + e + e \]
\[ e + O_{2V} \rightarrow O^+ + O + e + e \]
\[ e + O_{2V} \rightarrow O_2^* + e \]
\[ e + O_{2V} \rightarrow O^- + O \]

\[ f_\varepsilon \] [68]
\[ f_\varepsilon \] [68]
\[ f_\varepsilon \] [69]
\[ f_\varepsilon \] [68]
\[ f_\varepsilon \] [68]
\[ f_\varepsilon \] [69]
\[ f_\varepsilon \] [68]
\[ f_\varepsilon \] [69]
\[ f_\varepsilon \] [69]
\[ f_\varepsilon \] [63]
\[ 9.0 \times 10^{-8}T_e^{-0.7}\exp(-3.66/T_e) \] [70]c
\[ 1 \times 10^{-7} \] [70]c
\[ 2.69 \times 10^{-8}T_e^{-0.57} \] [71]
\[ 2.69 \times 10^{-8}T_e^{-0.57} \] [71]
\[ f_\varepsilon \] [72]
\[ f_\varepsilon \] [72]
\[ f_\varepsilon \] [72]
\[ f_\varepsilon \] [72]
\[ f_\varepsilon \] [72]
\[ f_\varepsilon \] [72]
\[ f_\varepsilon \] [72]
\[ f_\varepsilon \] [72]
\[ f_\varepsilon \] [72]
\[ f_\varepsilon \] [72]
\[ f_\varepsilon \] [75]
<table>
<thead>
<tr>
<th>Reaction</th>
<th>Rate Constant</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e + O_2^+ \leftrightarrow O_2(1\Delta) + e$</td>
<td>$f \epsilon$</td>
</tr>
<tr>
<td>$e + O_2^+ \rightarrow O + O + e$</td>
<td>$f \epsilon$</td>
</tr>
<tr>
<td>$e + O_2^- \rightarrow O^+ + O + e + e$</td>
<td>$f \epsilon$</td>
</tr>
<tr>
<td>$e + O_2(1\Delta) \rightarrow O_2(1\Delta) + e$</td>
<td>$f \epsilon$</td>
</tr>
<tr>
<td>$e + O_2(1\Delta) \rightarrow O^- + O$</td>
<td>$f \epsilon$</td>
</tr>
<tr>
<td>$e + O_2(1\Delta) \rightarrow O + O + e$</td>
<td>$f \epsilon$</td>
</tr>
<tr>
<td>$e + O_2(1\Delta) \rightarrow O^+ + O + e + e$</td>
<td>$f \epsilon$</td>
</tr>
<tr>
<td>$e + O \leftrightarrow O^* + e$</td>
<td>$f \epsilon$</td>
</tr>
<tr>
<td>$e + O \leftrightarrow O(1s) + e$</td>
<td>$f \epsilon$</td>
</tr>
<tr>
<td>$e + O \rightarrow O^+ + e + e$</td>
<td>$f \epsilon$</td>
</tr>
<tr>
<td>$e + O^* \rightarrow O^* + e$</td>
<td>$f \epsilon$</td>
</tr>
<tr>
<td>$e + O^* \rightarrow O^+ + e + e$</td>
<td>$f \epsilon$</td>
</tr>
<tr>
<td>$e + O(1s) \rightarrow O(1s) + e$</td>
<td>$f \epsilon$</td>
</tr>
<tr>
<td>$e + O(1s) \rightarrow O^+ + e + e$</td>
<td>$f \epsilon$</td>
</tr>
<tr>
<td>$e + O_3 \rightarrow O_3 + e$</td>
<td>$f \epsilon$</td>
</tr>
<tr>
<td>$e + O_3 \rightarrow O^- + O_2$</td>
<td>$f \epsilon$</td>
</tr>
<tr>
<td>$e + O_3 \rightarrow O_2^- + O$</td>
<td>$f \epsilon$</td>
</tr>
<tr>
<td>$e + O_3 \rightarrow O_2 + O + e$</td>
<td>$f \epsilon$</td>
</tr>
<tr>
<td>$e + O_3 \rightarrow O_2^+ + O + e + e$</td>
<td>$f \epsilon$</td>
</tr>
<tr>
<td>$e + O_3 \rightarrow O^+ + O^- + O + e$</td>
<td>$f \epsilon$</td>
</tr>
<tr>
<td>$e + O^+ \rightarrow O^*$</td>
<td>$5.3 \times 10^{-12} T_e^{-0.5}$</td>
</tr>
<tr>
<td>$e + O_2^- \rightarrow O_2 + e + e$</td>
<td>$f \epsilon$</td>
</tr>
<tr>
<td>$e + O^- \rightarrow O + e + e$</td>
<td>$2 \times 10^{-18} T_e^{-0.5} \exp^{-3.4/T_e}$</td>
</tr>
<tr>
<td>$e + e + Ar^+ \rightarrow Ar(1s_0) + e$</td>
<td>$5.12 \times 10^{-27} T_e^{-4.5} \text{cm}^6 \text{s}^{-1}$</td>
</tr>
<tr>
<td>$e + e + O^+ \rightarrow O^* + e$</td>
<td>$5.12 \times 10^{-27} T_e^{-4.5} \text{cm}^6 \text{s}^{-1}$</td>
</tr>
<tr>
<td>$e + O_2 + M \rightarrow O_2^- + M$</td>
<td>$f \epsilon$</td>
</tr>
<tr>
<td>$e + O_2^- + M \rightarrow O_2^+ + M$</td>
<td>$f \epsilon$</td>
</tr>
<tr>
<td>$e + Al \rightarrow Al^* + e$</td>
<td>$f \epsilon$</td>
</tr>
</tbody>
</table>
$ e + \text{Al} \rightarrow \text{Al}^+ + e + e \quad f \epsilon \quad [63]$

$ e + \text{Al}^* \rightarrow \text{Al} + e \quad f \epsilon \quad [63]$

$ e + \text{Al}^* \rightarrow \text{Al}^{**} + e \quad f \epsilon \quad [63]$

$ e + \text{Al}^* \rightarrow \text{Al}^+ + e + e \quad f \epsilon \quad [63]$

$ e + \text{Al}^{**} \rightarrow \text{Al}^+ + e + e \quad f \epsilon \quad [63]$

$ \text{Ar}_2^* \rightarrow \text{Ar} + \text{Ar} \quad 6 \times 10^7 s^{-1} \quad [70]^c$

$ \text{Ar}(1s_4) \rightarrow \text{Ar} \quad 1.2 \times 10^8 s^{-1} \quad [86]$

$ \text{Ar}(1s_2) \rightarrow \text{Ar} \quad 5.1 \times 10^8 s^{-1} \quad [86]$

$ \text{Ar}(4p) \rightarrow \text{Ar}(1s_5) \quad 1.6 \times 10^7 s^{-1} \quad [87]$

$ \text{Ar}(4p) \rightarrow \text{Ar}(1s_4) \quad 9.3 \times 10^7 s^{-1} \quad [87]$

$ \text{Ar}(4p) \rightarrow \text{Ar}(1s_3) \quad 1 \times 10^7 s^{-1} \quad [87]$

$ \text{Ar}(4p) \rightarrow \text{Ar}(1s_2) \quad 8.5 \times 10^7 s^{-1} \quad [87]$

$ \text{Ar}(4d) \rightarrow \text{Ar}(1s_5) \quad 2 \times 10^7 s^{-1} \quad [87]$

$ \text{Ar}(4d) \rightarrow \text{Ar}(1s_4) \quad 2 \times 10^7 s^{-1} \quad [87]$

$ \text{Ar}(4d) \rightarrow \text{Ar}(1s_3) \quad 2 \times 10^5 s^{-1} \quad [87]$

$ \text{Ar}(4d) \rightarrow \text{Ar}(1s_2) \quad 2 \times 10^5 s^{-1} \quad [87]$

$ \text{Ar}(4d) \rightarrow \text{Ar}(4p) \quad 1 \times 10^7 s^{-1} \quad [87]$

$ \text{Ar}(1s_5) + M \rightarrow \text{Ar}(1s_4) + M \quad 1.5 \times 10^{-15} T_n^{0.5} \exp(-881/T_g) \quad [87]$

$ \text{Ar}(1s_4) + M \rightarrow \text{Ar}(1s_5) + M \quad 2.5 \times 10^{-15} T_n^{0.5} \quad [87]$

$ \text{Ar}(1s_5) + M \rightarrow \text{Ar}(1s_3) + M \quad 0.5 \times 10^{-15} T_n^{0.5} \exp(-2029/T_g) \quad [87]$

$ \text{Ar}(1s_3) + M \rightarrow \text{Ar}(1s_5) + M \quad 2.5 \times 10^{-15} T_n^{0.5} \quad [87]$

$ \text{Ar}(1s_5) + M \rightarrow \text{Ar}(1s_2) + M \quad 1.5 \times 10^{-15} T_n^{0.5} \exp(-3246/T_g) \quad [87]$

$ \text{Ar}(1s_2) + M \rightarrow \text{Ar}(1s_5) + M \quad 2.5 \times 10^{-15} T_n^{0.5} \quad [87]$

$ \text{Ar}(1s_4) + M \rightarrow \text{Ar}(1s_3) + M \quad 0.83 \times 10^{-15} T_n^{0.5} \exp(-1148/T_g) \quad [87]$

$ \text{Ar}(1s_3) + M \rightarrow \text{Ar}(1s_4) + M \quad 2.5 \times 10^{-15} T_n^{0.5} \quad [87]$

$ \text{Ar}(1s_4) + M \rightarrow \text{Ar}(1s_2) + M \quad 2.5 \times 10^{-15} T_n^{0.5} \exp(-2365/T_g) \quad [87]$

$ \text{Ar}(1s_2) + M \rightarrow \text{Ar}(1s_4) + M \quad 2.5 \times 10^{-15} T_n^{0.5} \quad [87]$

$ \text{Ar}(1s_3) + M \rightarrow \text{Ar}(1s_2) + M \quad 7.5 \times 10^{-15} T_n^{0.5} \exp(-1217/T_g) \quad [87]$

$ \text{Ar}(1s_2) + M \rightarrow \text{Ar}(1s_3) + M \quad 2.5 \times 10^{-15} T_n^{0.5} \quad [87]$

$ \text{Ar}^* + \text{Ar}^* \rightarrow \text{Ar}^{++} + \text{Ar} + e \quad 1.2 \times 10^{-9} T_n^{0.5} \quad [87]$

$ \text{Ar}^* + \text{Ar}^* \rightarrow \text{Ar}_2^{++} + e \quad 5.7 \times 10^{-10} T_n^{0.5} \quad [67]^c$

$ \text{Ar}(4d) + \text{Ar} \rightarrow \text{Ar}_2^{++} + e \quad 1 \times 10^{-9} T_n^{0.5} \quad [88]$

$ [63], [70]^c, [86], [87], [88]$
<table>
<thead>
<tr>
<th>Reaction</th>
<th>Rate Constant</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ar$_2^+$ + Ar$_2^+$ → Ar$_2^+$ + Ar + Ar + e</td>
<td>$5 \times 10^{-10}T_n^{0.5}$</td>
<td>[70]$^c$</td>
</tr>
<tr>
<td>Ar$^* + O_2^+ → O_2^+ + Ar + e</td>
<td>$1.2 \times 10^{-9}T_n^{0.5}$</td>
<td>[87]$^{bc}$</td>
</tr>
<tr>
<td>Ar$^* + O_2 → O_2^+ + Ar + e</td>
<td>$1.2 \times 10^{-9}T_n^{0.5}$</td>
<td>[87]$^{bc}$</td>
</tr>
<tr>
<td>Ar$^* + O → O^+ + Ar + e</td>
<td>$1.2 \times 10^{-9}T_n^{0.5}$</td>
<td>[87]$^{bc}$</td>
</tr>
<tr>
<td>Ar$^* + O^* → O^+ + Ar + e</td>
<td>$1.2 \times 10^{-9}T_n^{0.5}$</td>
<td>[87]$^{bc}$</td>
</tr>
<tr>
<td>Ar$_2^* + O_2(1\Delta) → O_2^+ + Ar + Ar + e</td>
<td>$5 \times 10^{-10}T_n^{0.5}$</td>
<td>[70]$^{bc}$</td>
</tr>
<tr>
<td>Ar$_2^* + O(1s) → O^+ + Ar + Ar + e</td>
<td>$5 \times 10^{-10}T_n^{0.5}$</td>
<td>[70]$^{bc}$</td>
</tr>
<tr>
<td>O$^* + O_2 → O + O_2(1\Delta)</td>
<td>$2.56 \times 10^{-11}\exp(-67/T_g)$</td>
<td>[89]</td>
</tr>
<tr>
<td>O$^* + O_2 → O + O_2^*</td>
<td>$1.6 \times 10^{-12}\exp(-67/T_g)$</td>
<td>[89]</td>
</tr>
<tr>
<td>O$^* + O_3 → O_2 + O_2</td>
<td>$1.2 \times 10^{-10}$</td>
<td>[90]</td>
</tr>
<tr>
<td>O$^* + O_3 → O_2 + O + O</td>
<td>$1.2 \times 10^{-10}$</td>
<td>[90]</td>
</tr>
<tr>
<td>O + O_3 → O_2 + O_2</td>
<td>$8.71 \times 10^{-12}\exp(-2113/T_g)$</td>
<td>[91]</td>
</tr>
<tr>
<td>O + O_3 → O_2 + O_2</td>
<td>$1 \times 10^{-11}\exp(-2300/T_g)$</td>
<td>[92]</td>
</tr>
<tr>
<td>O(1s) + O$_2^*$ → O + O_2</td>
<td>$1.1 \times 10^{-10}$</td>
<td>[93]$^e$</td>
</tr>
<tr>
<td>O(1s) + O$_2^<em>$ → O$^</em>$ + O$_2(1\Delta)$</td>
<td>$2.9 \times 10^{-11}$</td>
<td>[93]</td>
</tr>
<tr>
<td>O(1s) + O$_2^*$ → O + O + O</td>
<td>$3.2 \times 10^{-11}$</td>
<td>[93]</td>
</tr>
<tr>
<td>O(1s) + O$_3$ → O$_2$ + O$_2$</td>
<td>$5.8 \times 10^{-10}$</td>
<td>[94]</td>
</tr>
<tr>
<td>O$_2^* + O_2 → O_2 + O_2</td>
<td>$9 \times 10^{-17}$</td>
<td>[94,95]$^e$</td>
</tr>
<tr>
<td>O$_2^* + O_2 → O_2(1\Delta) + O_2</td>
<td>$9 \times 10^{-17}$</td>
<td>[94,95]$^e$</td>
</tr>
<tr>
<td>O$_2^* + O_2 → O + O_3</td>
<td>$2.95 \times 10^{-21}$</td>
<td>[96]</td>
</tr>
<tr>
<td>O$_2^* + O$_2$ → O + O_3</td>
<td>$2.95 \times 10^{-21}$</td>
<td>[96]</td>
</tr>
<tr>
<td>O$_2^* + O_3 → O_2 + O_2 + O</td>
<td>$5.2 \times 10^{-11}\exp(2840/T_g)$</td>
<td>[92]</td>
</tr>
<tr>
<td>O$_2(1\Delta) + O_2(1\Delta) → O$_2^* + O_2</td>
<td>$3.6 \times 10^{-17}T_n^{0.5}$</td>
<td>[89]</td>
</tr>
<tr>
<td>O$_2(1\Delta) + O_3 → O + O_2 + O_2</td>
<td>$1.5 \times 10^{-11}$</td>
<td>[92]</td>
</tr>
<tr>
<td>O$_2 + O_2 → O_3 + O</td>
<td>$1.11 \times 10^{-11}\exp(49800/T_g)$</td>
<td>[97]</td>
</tr>
<tr>
<td>O$_3 + O_3 → O_2 + O_2 + O</td>
<td>$7.47 \times 10^{-12}\exp(9310/T_g)$</td>
<td>[98]</td>
</tr>
<tr>
<td>O$_2 + M → O + O + M</td>
<td>$1.31 \times 10^{-10}\exp(52740/T_g)$</td>
<td>[99]</td>
</tr>
<tr>
<td>O$_{2V} + M → O + O + M</td>
<td>$1.31 \times 10^{-10}\exp(50422/T_g)$</td>
<td>[99]$^d$</td>
</tr>
<tr>
<td>O$_2^* + M → O + O + M</td>
<td>$1.31 \times 10^{-10}\exp(41146/T_g)$</td>
<td>[99]$^d$</td>
</tr>
<tr>
<td>O$_2(1\Delta) + M → O + O + M</td>
<td>$1.31 \times 10^{-10}\exp(34190/T_g)$</td>
<td>[99]$^d$</td>
</tr>
<tr>
<td>O$_3 + M → O_2 + O + M</td>
<td>$7.17 \times 10^{-10}\exp(11170/T_g)$</td>
<td>[99]</td>
</tr>
<tr>
<td>Reaction</td>
<td>Rate Constant</td>
<td>Reference</td>
</tr>
<tr>
<td>-----------------------------------------------</td>
<td>--------------------------------</td>
<td>-----------</td>
</tr>
<tr>
<td>$\text{Ar}_2^+ + M \rightarrow \text{Ar}(*) + \text{Ar} + M$</td>
<td>$1.31 \times 10^{-10} \exp(348/T_g)$</td>
<td>[99]</td>
</tr>
<tr>
<td>$O + O + M \rightarrow O_2 + M$</td>
<td>$5.25 \times 10^{-35} \exp(-906/T_g)$</td>
<td>[91]</td>
</tr>
<tr>
<td>$O + O + M \rightarrow O_{2V} + M$</td>
<td>$5.25 \times 10^{-35}$</td>
<td>[91]</td>
</tr>
<tr>
<td>$O + O + M \rightarrow O_2^* + M$</td>
<td>$5.25 \times 10^{-35}$</td>
<td>[91]</td>
</tr>
<tr>
<td>$O + O + M \rightarrow O_2(1\Delta) + M$</td>
<td>$5.25 \times 10^{-35}$</td>
<td>[91]</td>
</tr>
<tr>
<td>$O + O_2 + M \rightarrow O_3 + M$</td>
<td>$5.25 \times 10^{-35} \exp(855/T_g)$</td>
<td>[100]</td>
</tr>
<tr>
<td>$\text{Ar}(<em>) + \text{Ar} + M \rightarrow \text{Ar}_2^</em> + M$</td>
<td>$1.14 \times 10^{-32} T_n^{-1}$</td>
<td>[70]</td>
</tr>
<tr>
<td>$O_{2V} + M \rightarrow O_2 + M$</td>
<td>$1 \times 10^{-14} T_n^{0.5}$</td>
<td>[89]</td>
</tr>
<tr>
<td>$O_2 + M \rightarrow O_{2V} + M$</td>
<td>$1.5 \times 10^{-14} \exp(2203/T_g)$</td>
<td>[60]</td>
</tr>
<tr>
<td>$O_2(1\Delta) + M \rightarrow O_2^* + M$</td>
<td>$3.6 \times 10^{-17} T_n^{0.5}$</td>
<td>[89]</td>
</tr>
<tr>
<td>$O_2(1\Delta) + M \rightarrow O_2 + M$</td>
<td>$4 \times 10^{-18} T_n^{0.5}$</td>
<td>[89]</td>
</tr>
<tr>
<td>$O_2^* + M \rightarrow O_2 + M$</td>
<td>$3 \times 10^{-18} \exp(200/T_g)$</td>
<td>[94]</td>
</tr>
<tr>
<td>$O(1s) + M \rightarrow O^* + M$</td>
<td>$3.2 \times 10^{-12} \exp(850/T_g)$</td>
<td>[101]</td>
</tr>
<tr>
<td>$O(1s) + M \rightarrow O + M$</td>
<td>$1.6 \times 10^{-12} \exp(850/T_g)$</td>
<td>[101]</td>
</tr>
<tr>
<td>$O^* + M \rightarrow O + M$</td>
<td>$4.8 \times 10^{-12}$</td>
<td>[89]</td>
</tr>
<tr>
<td>$\text{Ar}^+ + \text{Ar} \rightarrow \text{Ar}^+ + \text{Ar}$</td>
<td>$5.66 \times 10^{-10} T_n^{0.5}$</td>
<td>[102, 103]</td>
</tr>
<tr>
<td>$\text{Ar}^+ + O \rightarrow \text{O}^+ + \text{Ar}$</td>
<td>$1 \times 10^{-11}$</td>
<td>[60]</td>
</tr>
<tr>
<td>$\text{Ar}^+ + O_2 \rightarrow \text{O}_2^+ + \text{Ar}$</td>
<td>$5.1 \times 10^{-11}$</td>
<td>[104]</td>
</tr>
<tr>
<td>$\text{Ar}^+ + \text{Ar}_2^+ \rightarrow \text{Ar}_2^+ + \text{Ar}$</td>
<td>$1 \times 10^{-11}$</td>
<td>[60]</td>
</tr>
<tr>
<td>$\text{Ar}^+ + \text{Ar} + \text{Ar} \rightarrow \text{Ar}_2^+ + \text{Ar}$</td>
<td>$2.5 \times 10^{-31} T_n^{-1}$</td>
<td>[105]</td>
</tr>
<tr>
<td>$\text{Ar}_2^+ + \text{Ar}_2^+ \rightarrow \text{Ar}_2^+ + \text{Ar}^*$</td>
<td>$1 \times 10^{-9}$</td>
<td>[60]</td>
</tr>
<tr>
<td>$\text{Ar}_2^+ + O \rightarrow \text{O}^+ + \text{Ar} + \text{Ar}$</td>
<td>$1 \times 10^{-11}$</td>
<td>[60]</td>
</tr>
<tr>
<td>$\text{Ar}_2^+ + O_2 \rightarrow \text{O}_2^+ + \text{Ar} + \text{Ar}$</td>
<td>$5.1 \times 10^{-11}$</td>
<td>[104]</td>
</tr>
<tr>
<td>$\text{O}^+ + O \rightarrow \text{O}^+ + O$</td>
<td>$1 \times 10^{-9} T_n^{0.5}$</td>
<td>[95]</td>
</tr>
<tr>
<td>$\text{O}^+ + O_2 \rightarrow \text{O}_2^+ + O$</td>
<td>$2 \times 10^{-11}$</td>
<td>[106]</td>
</tr>
<tr>
<td>$\text{O}^+ + \text{Ar}_2^* \rightarrow \text{Ar}_2^+ + O$</td>
<td>$1 \times 10^{-11}$</td>
<td>[60]</td>
</tr>
<tr>
<td>$\text{O}^+ + \text{O}_3 \rightarrow \text{O}_2^+ + \text{O}_2$</td>
<td>$1 \times 10^{-10}$</td>
<td>[93]</td>
</tr>
<tr>
<td>$\text{O}_2^+ + \text{O}_2 \rightarrow \text{O}_2^+ + \text{O}_2$</td>
<td>$1 \times 10^{-9}$</td>
<td>[60]</td>
</tr>
<tr>
<td>$\text{O}_2^+ + \text{Ar}_2^* \rightarrow \text{Ar}_2^+ + \text{O}_2$</td>
<td>$1 \times 10^{-11}$</td>
<td>[60]</td>
</tr>
<tr>
<td>$\text{O}^- + \text{O}_2(1\Delta) \rightarrow \text{O} + \text{O}_2 + e$</td>
<td>$6.9 \times 10^{-10} T_n^{0.5}$</td>
<td>[93]</td>
</tr>
<tr>
<td>$\text{O}^- + \text{O}_2 \rightarrow \text{O}_2^+ + \text{O}$</td>
<td>$2.5 \times 10^{-14}$</td>
<td>[107]</td>
</tr>
</tbody>
</table>
### Chapter 3. Plasma Modelling

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Rate Constant</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>$O^- + O_2 \rightarrow O_3 + e$</td>
<td>$5 \times 10^{-15}$</td>
<td>[108]</td>
</tr>
<tr>
<td>$O^- + O_3 \rightarrow O_2 + O_2 + e$</td>
<td>$2 \times 10^{-14}$</td>
<td>[108]</td>
</tr>
<tr>
<td>$O^- + O_3 \rightarrow O_3^+ + O$</td>
<td>$5.5 \times 10^{-10}$</td>
<td>[108]</td>
</tr>
<tr>
<td>$O^- + O_3 \rightarrow O_2^+ + O_2$</td>
<td>$1 \times 10^{-11}$</td>
<td>[108]</td>
</tr>
<tr>
<td>$O^- + O \rightarrow O_2 + e$</td>
<td>$1.4 \times 10^{-10}$</td>
<td>[82]</td>
</tr>
<tr>
<td>$O^- + O_2^+ \rightarrow O_3 + e$</td>
<td>$3 \times 10^{-10}$</td>
<td>[82]</td>
</tr>
<tr>
<td>$O^- + O_2 + M \rightarrow O_3^+ + M$</td>
<td>$1.1 \times 10^{-30} \text{cm}^6 \text{s}^{-1}$</td>
<td>[108]</td>
</tr>
<tr>
<td>$O_2^- + O \rightarrow O^- + O_2$</td>
<td>$1.5 \times 10^{-10} T_n^{0.5}$</td>
<td>[104]</td>
</tr>
<tr>
<td>$O_2^- + O \rightarrow O_3 + e$</td>
<td>$1.5 \times 10^{-10} T_n^{0.5}$</td>
<td>[104]</td>
</tr>
<tr>
<td>$O_2^- + O_2 \rightarrow O_3^+ + O$</td>
<td>$3 \times 10^{-15}$</td>
<td>[109]</td>
</tr>
<tr>
<td>$O_2^- + O_2 \rightarrow e + O_2 + O_2$</td>
<td>$2 \times 10^{-10}$</td>
<td>[110]</td>
</tr>
<tr>
<td>$O_2^- + O_3 \rightarrow O_3^+ + O_2$</td>
<td>$3.2 \times 10^{-10}$</td>
<td>[108]</td>
</tr>
<tr>
<td>$O_3^- + O \rightarrow O_2^- + O_2$</td>
<td>$1 \times 10^{-11}$</td>
<td>[108]</td>
</tr>
<tr>
<td>$O_3^- + O \rightarrow O_2 + O_2 + e$</td>
<td>$1.1 \times 10^{-13}$</td>
<td>[108]</td>
</tr>
<tr>
<td>$O^- + O_2^+ \rightarrow O + O_2$</td>
<td>$2 \times 10^{-7}$</td>
<td>[95, 111, 112]</td>
</tr>
<tr>
<td>$O^- + O^+ \rightarrow O + O^*$</td>
<td>$2 \times 10^{-7}$</td>
<td>[95, 111, 112]</td>
</tr>
<tr>
<td>$O^- + Ar^+ \rightarrow O + Ar(1s_5)$</td>
<td>$1 \times 10^{-7}$</td>
<td>[95, 111, 112]</td>
</tr>
<tr>
<td>$O^- + Ar^+ \rightarrow O + Ar(1s_3)$</td>
<td>$1 \times 10^{-7}$</td>
<td>[95, 111, 112]</td>
</tr>
<tr>
<td>$O^- + Ar_2^+ \rightarrow O + Ar + Ar$</td>
<td>$2 \times 10^{-7}$</td>
<td>[95, 111, 112]</td>
</tr>
<tr>
<td>$O^- + O^+ + M \rightarrow O_2 + M$</td>
<td>$1.2 \times 10^{-25}$</td>
<td>[113]</td>
</tr>
<tr>
<td>$O^- + O_2^+ + M \rightarrow O + O_2 + M$</td>
<td>$2 \times 10^{-25} T_n^{-2.5} \text{cm}^6 \text{s}^{-1}$</td>
<td>[113]</td>
</tr>
<tr>
<td>$O_3^- + O_2^+ \rightarrow O_3 + O_2^*$</td>
<td>$2 \times 10^{-7}$</td>
<td>[95, 108, 111, 112]</td>
</tr>
<tr>
<td>$O_3^- + O^+ \rightarrow O_3 + O^*$</td>
<td>$1 \times 10^{-7} T_n^{-0.5}$</td>
<td>[95, 108, 111, 112]</td>
</tr>
<tr>
<td>$O_3^- + Ar^+ \rightarrow O_3 + Ar(1s_5)$</td>
<td>$1 \times 10^{-7}$</td>
<td>[95, 111, 112]</td>
</tr>
<tr>
<td>$O_3^- + Ar^+ \rightarrow O_3 + Ar(1s_3)$</td>
<td>$1 \times 10^{-7}$</td>
<td>[95, 111, 112]</td>
</tr>
<tr>
<td>$O_3^- + Ar_2^+ \rightarrow O_3 + Ar + Ar$</td>
<td>$2 \times 10^{-7}$</td>
<td>[95, 111, 112]</td>
</tr>
<tr>
<td>$O_2^- + O_2^+ \rightarrow O_2 + O_2^*$</td>
<td>$2 \times 10^{-7}$</td>
<td>[95, 111, 112]</td>
</tr>
<tr>
<td>$O_2^- + O^+ \rightarrow O_2 + O^*$</td>
<td>$2 \times 10^{-7}$</td>
<td>[95, 111, 112]</td>
</tr>
<tr>
<td>$O_2^- + Ar^+ \rightarrow O_2 + Ar(1s_5)$</td>
<td>$1 \times 10^{-7}$</td>
<td>[95, 111, 112]</td>
</tr>
<tr>
<td>$O_2^- + Ar^+ \rightarrow O_2 + Ar(1s_3)$</td>
<td>$1 \times 10^{-7}$</td>
<td>[95, 111, 112]</td>
</tr>
<tr>
<td>$O_2^- + Ar_2^+ \rightarrow O_2 + Ar + Ar$</td>
<td>$2 \times 10^{-7}$</td>
<td>[95, 111, 112]</td>
</tr>
</tbody>
</table>
Al$^* \rightarrow Al$ \hspace{1cm} 7.3 \times 10^5 \hspace{1cm} [63]

Al$^{**} \rightarrow Al$ \hspace{1cm} 1 \times 10^3 \hspace{1cm} [63]

Al$^{**} \rightarrow Al^*$ \hspace{1cm} 1 \times 10^3 \hspace{1cm} [63]

Al$^* + Al \rightarrow Al + Al$ \hspace{1cm} 1 \times 10^{-12} \hspace{1cm} [63]

Al$^* + Al^* \rightarrow Al^* + Al$ \hspace{1cm} 1 \times 10^{-12} \hspace{1cm} [63]

Al$^+ + Al \rightarrow Al + Al^+$ \hspace{1cm} 1 \times 10^{-9} \hspace{1cm} [63]

Al$^+ + Al^* \rightarrow Al + Al^+$ \hspace{1cm} 1 \times 10^{-9} \hspace{1cm} [63]

Al$^* + Ar \rightarrow Al + Ar$ \hspace{1cm} 1 \times 10^{-14} \hspace{1cm} [63]

Ar$(^*) + Al \rightarrow Al^+ + Ar + e$ \hspace{1cm} 5.9 \times 10^{-10} \hspace{1cm} [63]

Ar$(^*) + Al^* \rightarrow Al^+ + Ar + e$ \hspace{1cm} 5.9 \times 10^{-10} \hspace{1cm} [63]

Ar$(^*) + Al^{**} \rightarrow Al^+ + Ar + e$ \hspace{1cm} 5.9 \times 10^{-10} \hspace{1cm} [63]

Ar$^+ + Al \rightarrow Al^+ + Ar$ \hspace{1cm} 1 \times 10^{-9} \hspace{1cm} [63]

Ar$^+ + Al^* \rightarrow Al^+ + Ar$ \hspace{1cm} 1 \times 10^{-9} \hspace{1cm} [63]

Ar$^+ + Al^{**} \rightarrow Al^+ + Ar$ \hspace{1cm} 1 \times 10^{-9} \hspace{1cm} [63]

$^a$ Lumped states with Ar$(4p)$ representing Ar$(4p, 3d, 5s, 5p)$ and Ar$(4d)$ representing Ar$(4d, 6s, Rydberg)$.

$^b$ Rate coefficients are in units of cm$^3$s$^{-1}$ unless otherwise stated. $f\epsilon$ indicates that the rate coefficients have been calculated from the electron energy distribution within the eMCS. $T_g$ is the gas temperature (K), $T_n$ is the normalised gas temperature ($T_g/300K$), and $T_e$ is the electron temperature (eV).

$^c$ These rates are lumped rates where Ar$(^*)$ includes all excited states shown previously in the table and Ar$^*_2$ is Ar$^2(3\sum_u^+)$.

$^d$ Rate was estimated within the reference given using a similar reaction.

$^e$ Rate given by the reference. It assumes half branches to $O_2$ and half to $O_2(^1\Delta)$.

$^f$ Rate calculated within reference by detailed balance.

Table 3.2: Argon, oxygen, and aluminium gas phase reactions and rate coefficients

3.2.4 Plasma-surface chemistry

For the purpose of creating a plasma surface reaction chemistry only certain parameters need to be input. These are the reactions themselves of the form given in equation 3.13, the threshold energy of the process ($E_{th}$), a reference energy ($E_{ref}$) with a given probability ($p_0$), and an exponential ($m$). The ion energy ($E$) used in the reaction is fed from the FKPM and the PCMCM. To calculate the probability of a reaction occurring ($p(E)$) the following
equation is used, which is typical for this work and where the value for \( m \) is 0.5 [114]. The values of these variables and the reactions to which they apply are shown in table 3.3.

\[
p(E) = p_0 \frac{E_m^m - E_{th}^m}{E_{ref}^m - E_{th}^m}
\]  

(3.14)

This is a very simplified process that was designed around sputtering of elemental targets, which is a very well-known process that has undergone extensive study [25]. When considering a multi-component surface the complexity of the situation increases and the knowledge is limited. Complicated linear cascade models rely on the surface binding energies of the involved elements, which have been under investigation but are always limited to specific compounds [115,116]. Often these models do not match experimental results for oxide films due to a lack of understanding of the process. Kubart et al. have even shown disagreements to exist between the etching rates measured through sputter experiments and the subsequent analysis of the surface by X-ray photoelectron spectroscopy (XPS) [117]. He suggests that the surface of the \( \text{Al}_2\text{O}_3 \) has the O preferentially sputtered from it leaving a very thin Al surface which cannot be detected. This gives an increased etching rate in comparison with expected values and which has been seen in the case of ZnO [118].

The SKM itself operates on a number of sites that represent one particle each, and not all surface chemistries can be modelled owing to this and other current limitations. These sites are given a specific surface density but this can only be of one type of particle (e.g. Al, O, or a particle representing \( \text{Al}_2\text{O}_3 \)). Multiple elements or particles cannot initially share the surface. This is not such an issue if \( \text{Al}_2\text{O}_3 \) etches and deposits just as an element would as a whole, but this is not the case. The discussion in the previous paragraph suggests that the mechanism is preferential O etching, leaving an enriched Al surface, which then etches and leaves an \( \text{Al}_2\text{O}_3 \) surface to begin the process again. Then there is the further redeposition. This is a current stumbling block for experimental efforts in this work being carried out by Moser et al., as build ups of re-deposited material are seen in different places depending on rotation of a mirror within a chamber [20]. With both etching and redeposition the amount of material within the system must be conserved. The reactions involved in the SKM are only ever two body reactions, with one being a surface site and one being a gas-phase particle. This is a limitation of the code, which makes it particularly difficult to model a compound with a 2:3 ratio of elements whilst maintaining material conservation.
For the above reasons the surface reaction mechanism is simplified to a 1:1 ratio of Al and O. The surface sites are initially populated with "AlO" which can etch either as a whole and output Al and O into the gas phase, or the O can etch preferentially and leave behind an Al surface. This Al surface can then be etched and expose the "AlO" site below it or it can take on another O and reform the "AlO" site. Similarly an Al may be re-deposited and undergo the same oxidation process. Each time a lower site is exposed through a reaction this counts as an etching step. The overall thickness of the film is input into the SKM using the known mono-layer thickness of Al$_2$O$_3$, and by specifying the number of layers. The thickness and conductivity of this layer, for the purpose of the plasma, is input separately into the FKPM.

Oxygen species in the plasma produced from the Al$_2$O$_3$ surface will not only oxidise Al on the surface but should also, if ions of sufficient energy, perform etching reactions. This is an area where published data is not available, owing to oxygen only being used as a background gas in sputtering experiments in order to produce an oxide surface; it is not used as a source of ions. It is also true that the amount of oxygen species in the gas phase will be minimal; from simulations of the plasma with 2 % O$_2$ in the feed gas the flux of any oxygen ions to the surface was less than 1 % of that of the background Ar. It is for this reason that oxygen ion sputtering reactions are not included in the surface chemistry.
Gas Species: $Ar_g, Ar_g^+, Ar_{2g}^+, O_g, O_g^+, O_{2g}^+, Al_g, Al_g^+$
Surface species: $AlO_s, Al_s$

<table>
<thead>
<tr>
<th>Reaction $a,b,c,d,e$</th>
<th>$p_0$</th>
<th>$E_{th}(eV)$</th>
<th>Ref.$f$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Ar_g^+ + AlO_s \rightarrow Ar_g + Al_g + O_g + ET$</td>
<td>0.27$^g$</td>
<td>50</td>
<td>[119–121]</td>
</tr>
<tr>
<td>$Ar_g^+ + AlO_s \rightarrow Al_s + Ar_g + O_g$</td>
<td>0.33$^h$</td>
<td>50</td>
<td>[119]</td>
</tr>
<tr>
<td>$Ar_g^+ + Al_s \rightarrow Ar_g + Al_g + ET$</td>
<td>0.8</td>
<td>29</td>
<td>[122,123]</td>
</tr>
<tr>
<td>$Ar_g^+ + AlO_s \rightarrow Ar_g + Ar_g + Al_g + O_g + ET$</td>
<td>0.27</td>
<td>50</td>
<td>[124]</td>
</tr>
<tr>
<td>$Ar_{2g}^+ + AlO_s \rightarrow Al_s + Ar_g + Ar_g + O_g$</td>
<td>0.33</td>
<td>50</td>
<td>[124]</td>
</tr>
<tr>
<td>$Ar_{2g}^+ + Al_s \rightarrow Ar_g + Ar_g + Al_g + O_g + ET$</td>
<td>0.8</td>
<td>29</td>
<td>[124]</td>
</tr>
<tr>
<td>$Al_g^+ + AlO_s \rightarrow Al_g + Al_g + O_g + ET$</td>
<td>0.01$^i$</td>
<td>50</td>
<td>[125]</td>
</tr>
<tr>
<td>$Al_g^+ + AlO_s \rightarrow Al_s + Al_g + O_g$</td>
<td>0.01$^i$</td>
<td>50</td>
<td>[125]</td>
</tr>
<tr>
<td>$Al_g + Al_s \rightarrow Al_g + Al_g + ET$</td>
<td>0.5</td>
<td>10</td>
<td>[126]</td>
</tr>
<tr>
<td>$O_g^+ + Al_s \rightarrow AlO_s$</td>
<td>1$^j$</td>
<td></td>
<td>[127]</td>
</tr>
<tr>
<td>$O_{2g}^+ + Al_s \rightarrow AlO_s + O_g$</td>
<td>0.1$^j$</td>
<td></td>
<td>[128,129]</td>
</tr>
<tr>
<td>$O_g + Al_s \rightarrow AlO_s$</td>
<td>1$^i$</td>
<td></td>
<td>[127]</td>
</tr>
<tr>
<td>$Al_g + AlO_s \rightarrow Al_s + DEP$</td>
<td>0.5$^j$</td>
<td></td>
<td>[130]</td>
</tr>
<tr>
<td>$Al_g^+ + AlO_s \rightarrow Al_s + DEP$</td>
<td>0.5$^j$</td>
<td></td>
<td>[130]</td>
</tr>
</tbody>
</table>

$^a$ Subscript s and g denote surface site and gas phase species respectively.
$^b$ ET in the reaction represents an etching reaction that is used to calculate the etching rate.
$^c$ DEP in the reaction represents a deposition reaction which is used to calculate a deposition rate.
$^d$ Unless specified all ions neutralise on any surface and return as their neutral species.
$^e$ The sum of probabilities for any gas phase species on any surface site may not total 1 as the remainder will denote the probability of no reaction taking place.
$^f$ Gas phase species have units of flux ($cm^{-2}s^{-1}$). The initial surface site density for this work is $1 \times 10^{15} cm^{-2}$.
$^g$ References refer to the probability and the threshold energy used, rather than the reaction itself unless otherwise stated.
$^h$ Probability split between two processes.
$^i$ ET calculated to give a total yield of 0.54 including a subsequent Al$_s$ reaction. I.e. the referenced yield of 0.54 for Al$_2$O$_3$ requires both an O and an Al to leave the surface in two reactions in this reaction set.
$^j$ Estimated based off reference.

Table 3.3: The surface chemistry used in the SKM within HPEM
Chapter 4

Experimental methods and deposition analysis

To model the plasma responsible for the deposition removal process there must first be some benchmarking of the code against experimental results. The Gaseous Electronics Conference (GEC) cell is a reference cell design that is used all over the world and is very well understood. It is therefore a perfect device to model due to the experimental data available with which to compare. However, etching of Al₂O₃ has not been done before in this chamber so it is important to investigate the process. To do that deposits are created and their structure and composition analysed within this chapter. The experimental devices and methods used in the following chapters are also presented.

The work carried out within this thesis has used Torr as the unit of pressure, due to this being the unit required as an input for HPEM. It is also widely used in the semi-conductor industry from which the etching literature is based. The conversion to Pascal has been given in previous chapters but will not be included in the remainder of the thesis. Only a few pressures are used and conversions between Torr and Pascal are given for these pressures in appendix A.

4.1 The GEC cell

At York deposition is carried out using a variation of the Pulsed laser Deposition (PLD) technique within a 6 arm CF160 vacuum chamber, which is shown in figure 4.1 and is based on a GEC reference cell [131]. As can be seen, the geometry of the chamber is the basis of
that of the model shown in figure 3.2, as it is the same chamber used to do the erosion work although in a different set up, which will be discussed in this chapter. The chamber has a base pressure of $\approx 11$ mTorr using an Edwards nxDS 15i scroll pump; this can be reduced further with the attached turbo pump, however this is not used for either process. All gas flows are controlled by MKS Instruments thermal mass flow controllers which are calibrated for each gas using an MKS 247 meter. Specifics of each process are given in the following sections.

4.1.1 Deposition

Before deposition can begin the mirrors must be prepared. Stainless steel disks of 25 mm diameter were cut in the workshop from a 1 mm thick sheet using a plasma cutter, as opposed to traditional press cutting, in order to avoid bent disks. These disks were then hand sanded using wet sand paper in stages from 150 grit, to 300 grit, to 600 grit. They were then polished using Autoglym metal polish and a fibre cloth. This produced a mirrored surface and the polish residue was removed using isopropyl alcohol and a clean cloth. As no reflectivity measurements were taken during this process the quality of the mirrors was only visually inspected. As long as the surface is of good enough quality to be used with the thickness measurement device this is deemed to be experimentally viable.

Using the Plasma Enhanced Pulsed Laser Deposition (PE-PLD) experiment at York,
The plasma is key in this process. It is inductively coupled and pulsed such that the plasma is active during the laser ablation of the target. The ICP coil is 4 turns of copper at the top of the chamber with a 1 inch quartz shield between it and the inside of the chamber. It is run at a frequency of 13.56 MHz and 700 W input power using a 1 kW Advanced Energy Ceaser™ 1330 power supply through a impedance matching network. The oxygen is fed in to give a chamber pressure of 64 mTorr for this process. The sample is held 4 cm from the substrate, equidistant between the upper and lower electrodes, as shown in figure 4.2. The aluminium used is of 99.99 % purity and the holder can be rotated in order to spread the laser erosion around the face of the sample. Both the sample and the substrate are held secure by a series of screws and washers around their edges; the substrate holder is also water cooled. The laser is a 1064 nm Nd:YAG Continuum Minilite™ which is run at its first harmonic of 532 nm, pulsed at a rate of 10 Hz for a 5 ns pulse length, with 35 mJ of total beam energy per pulse. The focal spot size on the target, after passing through a...
focussing lens, is 1 mm in diameter. Timings of the pulsed operation are controlled using a digital delay generator in the following order: The ICP coil is powered to ignite the plasma, which typically reaches equilibrium within 1 µs [134]. The laser flash lamp is powered 8 ms after the plasma has been ignited, reaching peak energy after 150 µs, and the q-switch is triggered. The laser ablates the target and the ablated material travels across the chamber in under 2 ms [132, 133]. The plasma is then switched off and the process is held for 92 ms after which the series is repeated. The system therefore has a duty cycle of 10 %.

Thickness measurements of deposits are made using a Filmetrics F20 thin film analyser and the FILMeasure 8 software. This device shines light from 375 nm to 3000 nm from a tungsten-halogen bulb through a fibre-optic cable perpendicularly towards the surface. A spectrometer analyses the reflected light at the different wavelengths using a diffraction grating to disperse the light, and a linear photodiode array to take measurements. The software takes these measurements and compares them with calculated reflectance spectra to work out the thickness of the deposited material.

As can be seen from figure 4.3, the rate of deposition onto a stainless steel mirror substrate is linear at about 1.8 nm/min. An image comparing a clean disk with one with a 100 nm Al₂O₃ deposit is also shown. Energy-dispersive X-ray spectroscopy (EDX) has been used to analyse the deposited surface in order to determine its composition. Five sites on one deposit were measured under a 3 keV electron beam. These electrons displace inner shell electrons of atoms causing outer electrons to fall to the inner shell and release a photon, which is analysed. The results from this analysis are shown in table 4.1 and it can be seen that the atomic composition of the deposit is exactly Al₂O₃. This was performed on the JEOL 7800FPRIME scanning electron microscope using the attached X-ray detector and was analysed using the Pathfinder software.

Further composition measurements were taken using X-Ray Diffraction (XRD) with a

<table>
<thead>
<tr>
<th>Site</th>
<th>Atomic composition Al (%)</th>
<th>Atomic composition O (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>39.44</td>
<td>60.56</td>
</tr>
<tr>
<td>2</td>
<td>38.88</td>
<td>61.12</td>
</tr>
<tr>
<td>3</td>
<td>39.46</td>
<td>60.54</td>
</tr>
<tr>
<td>4</td>
<td>39.37</td>
<td>60.63</td>
</tr>
<tr>
<td>5</td>
<td>39.04</td>
<td>60.96</td>
</tr>
<tr>
<td>Average</td>
<td>39.24 ± 0.26</td>
<td>60.76 ± 0.26</td>
</tr>
</tbody>
</table>

Table 4.1: EDX analysis results of Al₂O₃ deposit
Rigaku Smartlab, which uses an X-ray beam diffracting within the crystal structure of a surface. A detector measures the interference patterns as a function of scattering angle and Bragg peaks can be identified. The raw scan shown in figure 4.4 has three fairly obvious peaks, however the counts per second are low and there is significant noise. With this deposition technique the structure of the deposited material mimics the structure of the substrate through the free energy of the deposited material being lower than that of the substrate [133]. As the Al$_2$O$_3$ is deposited on the surface it takes up the structure of the steel, which is typically of a body centred cubic structure, but the angle of these planes is unknown. This can leave the surface looking rough on the atomic scale, giving the deposited material an amorphous structure. By additionally scanning a steel mirror with no deposit and getting the same result, it is clear that we have an amorphous Al$_2$O$_3$ surface that stems from an amorphous steel substrate. It is known that PLD deposits have been shown to match the amorphous nature of deposits found within fusion devices, this result being no exception [135,136].
4.1.2 Deposition removal

By reconfiguring the chamber to power the lower electrode it can be run as a CCP reactor, as shown in figure 4.5. The steel mirror, with deposit, is then placed on this lower electrode. As discussed in section 2.2 the ions produced are attracted to the lower electrode and etch away the deposit. The switch from ICP to CCP involves swapping the cable from between the power supply and the ICP matching box and connecting it to the Advanced Energy Navio™ digital auto matching unit, which is in turn attached to the lower electrode. The lower electrode itself is 10 cm across and is surrounded by a 6 mm ring of PEEK which fully encloses it. This is subsequently held within a grounded stand and water cooling is supplied between the electrode and the PEEK housing on the back side. The water cooling allows the device to be run in continuous operation, thereby there is no requirement for a digital delay generator, so this is removed. The substrate holder is also removed, along with the flange it rests in, and is replaced with a door which allows for easier access for placing and removal of the steel mirrors. As thickness measurements cannot be made in situ the removal process is timed and the mirror removed at regular intervals in order to measure the deposit.
Figure 4.5: Diagram of the PLD GEC cell configured for deposition removal. The chamber is grounded.
4.2 Atmospheric-pressure plasma jet (APPJ)

In the initial phases of this investigation the APPJ was considered a viable deposition removal method, when carbon was still used as a first wall material. Some work on the hydrocarbon polypropylene, presented in chapter 8, was completed with the APPJ.

There are many forms of APPJ but in general there are two types; those in which the field is parallel to the gas flow (linear-field); and those in which the field is perpendicular to the gas flow (cross-field). The APPJ that is used in chapter 8, shown in figures 4.6 and 4.7, has a 1 mm square channel through which a gas can be passed, and an electric field formed across it, and is thus cross-field. It was originally taken from the designs of Schulz-von der Gathen et al. [137, 138]. The history of the APPJ is described and most variations are discussed in Winter et al. [139]. In comparison with low-pressure systems the use of APPJs mitigates the need for vacuum equipment. This benefit is one that covers both the costly installation and operation, and also the restrictions placed on treatment area. A vacuum system can only treat an area enclosed within the chamber and as a result becomes significantly more expensive, in both time and money, as you increase the volume of the system [140]. Increasing the size of the treated area with an atmospheric system is easily achieved through both 1D and 2D arrays of devices [141–154]. Replacement of current vacuum systems for treatment of large areas has certainly been a successful application of APPJs, especially in treating rolls of materials [155, 156]. However, there has also been an interest in small-scale plasma...
applications requiring focal treatment, notably in the field of biomedicine. Such utilisation
can include wound healing [157–159] and cancer treatment [160–163].

This particular jet has the channel formed between two stainless steel electrodes and two
quartz plates, allowing for good optical access to the device whilst remaining compact. The
length of the device’s plasma channel is shown in figure 4.6 and is 30 mm. The gas enters the
device through flexible pipework at a rate of litres per minute and is controlled by mass flow
controllers. A plasma is formed by driving an RF voltage from a fixed frequency generator
through a matching network and across the electrodes. Impedance matching is important
for plasma generation, as the amplifiers that supply the RF voltage are designed to couple
into a purely resistive 50 Ω load [164].

In this cross-field design the plasma recombines in the order of microseconds after exiting
the device [165], leaving only neutral species in the effluent, unlike linear-field devices where
charged particles that extend from the APPJ can form sheaths on incident surfaces and
cause unwanted ion bombardment. The APPJ is also thermally cold enough to be used on
temperature-sensitive materials, such as biological material or plastics; the neutral gas is
generally below 100 °C and RF power can be limited to keep the temperature down [166].

When first igniting a plasma the electrons that are accelerated by the applied field must
gain sufficient energy to ionise the background gas through collisions. With increased pres-
sure comes decreased mean free path, such that the frequency of collisions quenches the
Figure 4.8: The breakdown voltage as a function of the product of the inter-electrode distance and gas pressure ($pd$) for various gasses. Values taken from [167,168].

electrons before ionisation energy is reached. This then requires a higher voltage to be implemented between the electrodes to begin and sustain the discharge. This voltage can be reduced by decreasing the inter-electrode distance, such that secondary electrons (released from a surface after ion impact) become a major part of maintaining the plasma. This distance is also limited as quasi-neutrality must be maintained, with the plasma length scale remaining much larger than that of the Debye length. Consequently a relationship can be seen between the required breakdown voltage, the inter-electrode distance, and the gas pressure. This relationship, first discovered in 1889 by Friedrich Paschen, and hence called Paschen’s law [169], is presented for various gasses in figure 4.8. For the APPJ the pressure is atmospheric at 750 Torr ($10^5$ Pa); and the inter-electrode distance is $10^{-3}$ m; for the GEC the pressure is around 75 mTorr ($10^1$ Pa); and the inter-electrode distance is roughly $10^{-1}$ (although difficult to know when running the ICP geometry as a CCP). In comparison, the two devices have very different power requirements, with the APPJ only needing a few Watts from the generator and the GEC requiring tens to hundreds.
Chapter 5

GEC cell model benchmarking

5.1 Ion energy distribution functions

Plasma sputtering through ion bombardment is a well-known process. Ions are generated and accelerated towards a material with sufficient energy to eject surface atoms through collisions, detailed in section 2.3. It is therefore important to know that the proposed method of deposition removal can create ions of sufficient energy to initiate this process. Table 5.1 shows the energies required for argon ions to eject various relevant metals and metal oxides. The Al and Al$_2$O$_3$ energies are included in the plasma chemistry used within HPEM shown in table 3.3.

<table>
<thead>
<tr>
<th>Material</th>
<th>Sputtering threshold (eV)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Be</td>
<td>15</td>
<td>[170]</td>
</tr>
<tr>
<td>Al</td>
<td>29</td>
<td>[122]</td>
</tr>
<tr>
<td>Al$_2$O$_3$</td>
<td>50</td>
<td>[120,121]</td>
</tr>
<tr>
<td>Mo</td>
<td>35</td>
<td>[122]</td>
</tr>
<tr>
<td>Rh</td>
<td>29</td>
<td>[122]</td>
</tr>
</tbody>
</table>

Table 5.1: Damage threshold for various materials in Ar

A first step is to benchmark IEDFs produced by HPEM against published experiments. Work done by Liu et al. shows experimental IEDFs taken within a parallel plate CCP and they are presented here in figure 5.1. It is important to note that the work done by Liu et al. had the IEDFs measured at the grounded electrode rather than on the powered electrode. As the system is parallel plate the ion dynamics will give reasonable qualitative comparison.
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Figure 5.1: Measured IEDFs taken from Liu et al. (a) P = 10 mTorr, (b) P = 50 mTorr, and (c) P = 500 mTorr. In each graph the voltage supplied is 130 V and the frequency is 13.56 MHz. The IEDFs were measured on the grounded electrode and thus there is no applied bias [171].

due to the symmetric area of the plates and therefore symmetrical sheaths. This is not the case for the simulated data where the grounded area is much greater than the powered area and thus a self bias is formed (as described in section 2.3.1).

Figure 5.1 shows the resulting IEDFs and how their shape changes with pressure. The theoretical nature of these changes have been discussed in section 2.3.1.4 but these experimental results require further explanation. At 10 mTorr the bimodal structure is seen with a peak at very low energy corresponding to a low-frequency regime (ion transit time $\ll$ RF period). The lower energy peak is also much smaller than the higher energy peak as the plasma is only very weakly collisional, resulting in high numbers of ions passing through the sheath with no collisions from the higher ion density region. The bimodal structure is also very visible with the peaks being at the maximum and minimum sheath voltages. At 50 mTorr the plasma becomes more collisional, resulting in the majority of the ions undergoing charge exchange collisions within the sheath, creating slow moving ions that are not accelerated for the full sheath width. By 500 mTorr the plasma is highly collisional and nearly all of the ions undergo collisions within the sheath, leaving only a tail of high energy ions.

Figure 5.2 shows IEDFs produced using HPEM for the same input parameters as the IEDFs in figure 5.1. Qualitatively the simulations match the experiments by Liu et al. The differences all stem from the inclusion of a self bias within the model, which gives the electrode a negative potential thus increasing the potential difference across the sheath. At
10 mTorr the bias has pushed the IEDF structure up the energy axis with the lower peak being at the bias voltage. The higher energy peak is at the self bias plus the plasma potential. There are still some collisions within the plasma resulting in the tail towards lower energies and the increase in flux of the lower energy peak. At 50 mTorr the energies of incoming ions have not shifted up the axis, but spread. The sheath width has increased which gives further for the ions to accelerate producing higher energies, however the mean-free path of the ions remains the same and is no longer greater than the sheath width. This is also the cause of the loss of the high-energy peak, with almost no ions making it all the way through the sheath. At 500 mTorr the plasma is so collisional that the shift in energies is almost unnoticeable and qualitatively this IEDF compares extremely well with the experimental results from Liu et al.

These results show that the model can give accurate IEDFs for the given geometry. It also shows that a reduction in pressure will produce a substantial fraction of high-energy ions well above the requirements for sputtering the required materials. With pressures on published experimental work between 3.75 mTorr and 75 mTorr there should be sufficient energetic ions for the process [18,19,172,173]. The exact working pressure that will be used
for this process in situ on ITER is not known [18]. A suggested working pressure of 13 mTorr has been suggested by Moser although this is not achievable experimentally in the York GEC device and will be investigated further later on in this thesis [20].

5.2 Sheath potential

To control the IEDF there are two values that are important; the plasma potential and the bias voltage. These two parameters define the potential difference across the sheath and hence the energy that an ion may be accelerated to in that distance. When looking at the sheath, for the parameters simulated in the previous section, this relationship can be seen in more detail. Figure 5.3 shows the potentials which were taken at the the same point as the IEDFs; 2.5 cm from the centre of the lower electrode. It is evident from the graph that as the pressure increases the values of the plasma potential shift positively along the y-axis. This is not entirely a correct description as the potential at the surface of the electrode, the effective self bias, increases slightly faster with pressure than the peak plasma potential. This results in a lower potential difference as the pressure increases (125.05 V at 10 mTorr, 119.47 V at

Figure 5.3: Plasma potentials for across the sheath at various pressures. The x-axis represents the z-axis of the simulated geometry where the location of the y-axis is the surface of the powered electrode. These are from the same simulation as the results in figure 5.2.
50 mTorr, and 108.43 V at 500 mTorr) but cannot explain the shape of the IEDFs shown in figure 5.2.

This bias change is due to better confinement at higher pressures, which reduces the flow of electrons to the wall and thus a lower bias develops on the driven electrode to maintain net current. The plasma potential rises with the pressure as increased collisions, due to the reduction in mean free path, result in a greater number of ionisation events. However the likelihood of collisions means that only a small percentage, if any, of the ions achieve the maximum energy possible as the pressure increases. This explains the spread in particle energies with pressure in the IEDFs in figure 5.2. This is not to say that the ions at higher pressure neutralise, as this depends on the electron density, as is known from the Saha equation [23]:

\[
\frac{n_i}{n_n} \approx 2.4 \times 10^{21} \frac{T^{3/2}}{n_i} e^{-E_i/k_bT}
\] (5.1)

5.3 Experimental self bias

As a further comparison between the model and the experiments, the self bias obtained as a function of peak voltage was measured. This is an output of the model but experimentally the measurements were taken using a voltage probe for the peak voltage and the self bias formed was read off the power supply. Figure 5.4 shows the same trend for the bias and the model. The bias from the model is always higher, for the same peak voltage, than in the experiment but is always within 10%. The explanation for this is that there is a difference in the ratio of grounded to driven areas in the two geometries, the data showing that the grounded area is lower for the experiment. The model has the walls of the reactor, the only ground in this set up, slightly closer than that of the experiment, as the efficiency of the code is proportional to the area being modelled. Reducing this area accelerates the solution time through a reduced number of calculations required, as discussed in section 3.1. With these simulations taking upwards of a week to complete this was a compromise that was made. This should, in theory, reduce the ratio of the ground and driven electrode areas and give a smaller bias in the model. However, within the experiment there are also areas of the wall that are either pipes to pumps or dielectric windows, which are not possible to include in a cylindrical 2D geometry, and reduce the overall grounded area below that of the model. The bias difference is not very large in comparison to the surface area difference,
Figure 5.4: Experimental vs model self bias as a function of peak voltage. The error in the modelled data is not feasible to calculate and is not shown. All modelled data points sit on the fitted line. The experimental data was taken at multiple pressures from 20 mTorr to 60 mTorr. The model was run at 50 mTorr with simulated voltages of 50 V, 100 V, 200 V, 500 V, 1000 V, and 1400 V.

which suggests that the maximum self bias may have been reached within the model and that the experiment is close.

Research has been carried out into formulating the expected bias voltage given the ratio of driven to grounded electrode areas [174], this only applies for collisionless sheaths where the mean free path of the ions is greater than the thickness of the sheath, which does not apply in this case.

5.4 Etching

After investigating the dependence of the IEDFs on pressure and voltage the affects on etching were observed. Figure 5.5 shows the etching rates that have been achieved in York at (a) 24 mTorr and (b) 60 mTorr. These pressures were chosen as the minimum pressure possible in the chamber using the scroll pump, at minimal Ar flow rate, and within the capabilities of the matching unit. The higher pressure was chosen simply as a comparison that would be significantly more collisional, for which bias measurements had already been taken. The two graphs tell very different stories. Figure 5.5(a) has an exponential fit of only
Figure 5.5: Experimental etching rates achieved in York at (a) 24 mTorr and (b) 60 mTorr. In both graphs the fit is quadratic.

the first 4 data points showing a decay in the thickness of the deposit with time spent in the device. The fit is only to these points as the interferometry to measure the thickness is not possible in the Filmetrics device for films below 10 nm. This reduces the measurement error on the final two points because the measurements are at the limit of the device, and half of the measurements taken for these final 2 points saturated the device, indicating full reflection. An error is shown on the figure implying that the actual thickness may be anywhere below 10 nm. In both 5.5(a) and (b) the points are the average thickness from multiple measurements from different locations over the entire surface of the mirror. The profile of the 60 mTorr result is shown in figure 5.6 with the difference in the maximum and minimum deposit thickness accounting for the large errors.

The self bias in 5.5(a) was measured as \( \sim 420 \) V throughout, which corresponds to a \( \sim 750 \) V amplitude, which is from 30 W generator input power. The rate of etching with these parameters averages out to be between 0.18 nm/min and 0.16 nm/min depending on the inclusion of the 5th data point. It is difficult to compare these results with previously published work on deposition removal, as the "cleaning conditions" are only given as an ion energy that is calculated from the addition of the plasma potential and the self bias [20]. The rates also depend on multiple factors including the quality of the Al\(_2\)O\(_3\) film. When produced for previous experiments this has been closer to AlO; magnetron sputtering producing 47 \% Al and 53 \% O; and atomic layer deposition producing 50 \% Al and 50 \% O [18,20]. Having said this it is clear that the rate falls within these published results, which are between 0.02 and 0.4 nm/m [18]. Goshnick gives an etching rate of 0.15 nm/min for 400 eV Ar ions [119].
Figure 5.6: Thickness of Al$_2$O$_3$ across a mirror diameter after 365 minutes of exposure to 60 mTorr Ar with an electrode bias of 400 V from figure 5.5(b). The dashed green line shows the original 100 nm deposit thickness.

For figure 5.5(b) the input power was maintained, and the self bias reduced to $\sim 400$ V, which corresponds to $\sim 680$ V peak. The graph shows an exponential increase in the etching rate with time. The errors are also much larger which is a consequence of preferential sputtering towards the edge of the mirror, as detailed in the figure caption. These large errors make the fit unreliable. This preferential sputtering occurred with both pressures but for the 60 mTorr result there was not only significantly increased sputtering around the edge of the mirror, but also heavy redeposition towards the centre. As the deposition is removed the increased pressure holds a number of the atoms close to the surface allowing them to re-deposit. Some do escape into the bulk where they can be swept away by the gas flow, causing a decrease in the number of Al atoms in the system over time, hence reducing the re-deposition rate to a point where it equals, and then is taken over by, the sputtering rate. Visually this can be seen in figure 5.6, where the offset of the deposit can be attributed to the non-central placement of the mirror on the bottom electrode. Even after 365 minutes in the chamber the centre of the mirror shows 20% more deposited material on it than it had initially. This will be discussed in more detail in section 5.5.

Non-uniform etching is expected due to the increased electric field at the sharp edge of the mirror. This is not something seen in industrial processing as the wafer is usually a dielectric placed on an electrode much larger than itself. This allows for these edge effects to be neglected, which is not true for a conductor. The increased field raises the ion flux to
the surface and so produces a greater etch. This can be seen in the simulations, figure 5.7, where the flux of the ions to the surface is high at the edge of the electrode. The angle at which the ions impact the surface also plays a part in the etch rate, with studies showing that etch rates peak at an incidence angle of $\sim 70^\circ$ [175].

Figure 5.7 (a) shows the averaged density of Ar ions in the chamber. The noise for the first 66% of the time is related to the acceleration of the simulation. In order to achieve a steady state more rapidly, a linear acceleration method is used whereby densities are increased or decreased within upper and lower limits. In this case acceleration is applied twice in every iteration of the FKPM; both at the beginning of the iteration; and then any transients introduced are allowed to damp out. The noise of the simulation during the accelerated period is high and does suggest that the acceleration bounds may be too aggressive, but the resulting densities once the acceleration is switched off are steady state. This figure shows that at 10 mTorr and at 500 mTorr the densities of ions within the plasma volume are almost identical and yet the fluxes to the surface, shown in figure 5.7 (b), are vastly different.

In figure 5.7 (b) there is a distinct difference between the flux for 500 mTorr and that of the lower pressures. This results from a mode change from $\alpha$-mode to $\gamma$-mode within the plasma occurring at the sheath. There is a constant conduction current (flow of ions) through the sheath which collapses to zero during the RF cycle allowing electrons to balance the net
flux. As the ions impact the surface of the electrode they have a chance to release secondary electrons from the surface. These usually have a sufficient mean-free path to avoid causing significant ionisation events within the sheath. At the higher pressure the mean-free path reduces and the secondary electrons ionise atoms within the sheath and into the bulk plasma. In the 500 mTorr case this is driven by the increased field at the edge of the electrode. Such an increase propagates ionisation events towards the centre where the field is weaker and secondary electron emission from the surface is small. The production of ions in $\gamma$-mode at the electrode surface causes the densities of ions to be similar, on average, to those produced in the bulk at 10 mTorr and their proximity to the surface increases the flux.

For the 10 mTorr and 50 mTorr cases the sheath remains in an $\alpha$-mode. The flux across the electrode has a near identical shape for the two pressures with a maximum at the edge owing to the increased field, and a peak in the centre due to maximum plasma density. The total number of ions at 50 mTorr is smaller than at 10 mTorr and so the flux to the surface is lower. From the IEDFs in figure 5.2 it is known that the 10 mTorr ions are of a much higher energy, on average, compared to the 50 mTorr ions. This will have a dramatic effect on the sputtering rate, with the 50 mTorr case having insufficient high-energy ions to etch whilst having substantial low-energy ions that may re-deposit.

5.5 Re-deposition

Once the Al and O has been removed from the surface it travels into the plasma and can ionise; the movement of these sputtered particles are what drive re-deposition onto the surface, and are evidently the cause of the increased deposit thickness in figure 5.6. This is only discussed in a few pieces of literature in terms of experimental results [176–179]. These experiments discuss re-deposition of two different types; re-deposition has commonly been used to describe direct deposition from a sputtered surface into an adjacent surface, such as the wall of a trench; backscattered re-deposition or recondensation then refers to those particles that deposit after returning from the gas phase. For this work, re-deposition will be used freely to refer to both, however the lack of adjacent surfaces means that it can be assumed there will be no direct deposition. All four experimental methods in the referenced literature do not directly measure re-deposition, but instead use simulation or derivation based on theory. They then come to varying conclusions about the rates for different materials and
pressures. In general it can be said that redeposition is not entirely well understood and that not being able to measure it directly, as it is convolved within the sputtering rate, is a problem.

For this work the redeposition was seen experimentally in figure 5.6 and has been included in the model based off Al and O neutral and low energy ions returning from the plasma. As seen in the surface chemistry, table 3.2.4, any neutral Al returning from the plasma has a 50 % chance of re-attaching to the surface. Any low-energy ion (below the sputtering threshold) also has a 50 % chance of re-attaching. These low-energy ions can be seen in figures 5.2 and 5.7, where the peak ion flux is of low energy ions at 50 mTorr.

Simulations were run using the surface chemistry matching the experimental parameters from figure 5.5 in section 5.4. The simulated etch profiles of the Al$_2$O$_3$ surfaces for both 20 mTorr and 60 mTorr are shown in figure 5.8. In these profiles the movement of the etched material can be seen re-depositing on different areas of the electrode. At both pressures the peak of the etching is at the edge of the electrode, which is expected as the flux and energies are at their peak in that region at these low pressures. The etching then differs between the two pressures, with 20 mTorr experiencing the slowest etching just inside from the edge of the electrode, and the 60 mTorr experiencing it in the centre of the electrode. When the simulation has been run without any redeposition, at both pressures, the result is similar to the 20 mTorr profile but significantly faster. It can therefore be concluded that the change in shape between 20 mTorr and 60 mTorr in this case is purely due to redeposition. The output etch rates from the simulation, averaged across the electrode, are found to be almost the same, which is also seen in the experimental results in figure 5.5, although the errors in 5.5(b) are extremely large and the trend may not continue as the fit suggests. There is therefore a difference that is generally observed in the experimental etch profile and that which is output from the simulation, this suggests a fundamental problem with the surface kinetics in the simulation.

The rate itself for both is \( \sim 25 \) nm/min which is two orders of magnitude higher than seen in experiment; this is a combined figure of both etching and redeposition reactions. Unlike experiment the redeposition rate is never greater than the etching rate at any point across the surface at either pressure. Both of these may be an issue with the input data and the current understanding of how Al$_2$O$_3$ is thought to etch and re-deposit. Other things to consider include the flows within the experiment and the model. In the experiment the gas
flow comes from one source in the mid-plane of the reactor and exits via multiple points at various angles. In the model the mid-plane input remains but will still be dissimilar in a 2D system, as will the outlet being located around the base of the chamber, which will combine to cause a flow, even a slow-moving one, down the sides of the electrode. This will carry away some of the etched Al, leaving less to re-deposit. There is also the consideration that the model is technically etching AlO with the properties of Al_{2}O_{3}, which is not ideal.

Comparisons, aside from simple qualitative descriptions of the etch profiles and trends, cannot be made between the experiment and the surface model to any real degree of accuracy. It is clear the development of the surface chemistry is required. However, it is possible to compare the two simulations with regard to the plasma as the only variable between the two is the pressure, and the plasma modules have been well benchmarked against experiments, as previously cited. Looking into the outputs of the plasma the amount of Al being removed from the surface and staying within the plasma is five orders of magnitude lower than the background Ar in number density (10^{9} and 10^{14} cm^{-3} respectively). This has negligible effect on any of the plasma properties and this is at a flux into the plasma 20 times higher than would be seen experimentally. Any change in plasma properties is purely down to pressure differences. This is easy to differentiate from the effects of the Al as the surface module and, therefore, the flux of Al into the plasma does not initiate until 2/3 of the way through the simulation. This is an important result as although inclusion of Al in the plasma chemistry has almost no effect on the plasma properties, its inclusion is important.

Figure 5.8: Simulated etch profiles of Al_{2}O_{3} at (a) 20 mTorr and (b) 60 mTorr. In both cases the top line indicates the surface profile after one etching iteration and the bottom line is the final profile after 50 iterations. Not all iterations are shown for clarity.
5.6 Summary and conclusions

- The code has been successfully benchmarked against experiment in terms of the IEDFs and the bias voltage.

- Ion energy distributions are an important control when it comes to deposition removal which have been modelled and compare well to experimental IEDFs in the same geometry, voltage, and pressure. The inclusion of the self bias increases the energy of the ions and pushes the IEDF along the energy axis which is in turn useful for controlling the IEDF.

- The simulated bias is slightly higher than in the experiment, which is due to the GEC geometry in the model having much closer walls, reducing the ratio of ground to driven area. This is only a slight difference in bias suggesting that the model may be at the maximum self bias required to balance the current, and that the experiment is close to the required ratio.

- Experimental etching of the Al$_2$O$_3$ has been successfully giving an etch rate of 0.18 nm/m at 24 mTorr with a 420 V bias. This has compared well with previously published experimental data in similar parameters. The 60 mTorr result showed significant redeposition in the centre of the mirror. Analysis of the IEDFs gives some insight into the cause.

- The IEDFs are non uniform across the electrode surface, with considerable changes in energy with pressure and radial distance. At all pressures there are changes in the flux of ions across the electrode with peaks at the edges due to edge effects. The centre also sees a rise of flux in lower pressures owing to the plasma density being greater in the centre of the volume.

- Etching of Al$_2$O$_3$ isn’t very well understood, with suggestions that preferential etching of O leaves an Al surface which accounts for the higher-than-expected etching rates. The inclusion of redeposition is important in etching rate calculations, as the flux of ions may be similar at different pressures but their energies are not. Al ions below the
etching threshold energy are likely to re-deposit, this is also true of any Al neutrals that come into contact with the surface.

- The surface kinetics module is a simple model that cannot quantitatively describe the etching process for Al₂O₃ but has given some interesting qualitative results, showing that the profile of the etch depends heavily on re-deposited material.

- Even without the SKM it is possible to predict the quality of the etch based on the flux and energy of incoming ions.

Qualitatively, etching is a well-understood process which has been modelled successfully in terms of how the system pressure alters the IEDFs and how they impact the etching process. It is clear from this analysis that lower pressures, where the system becomes weakly collisional, provide a better environment for etching. This is especially true after identifying redeposition as an important factor to take into consideration, even in a plasma model, where the etched material has limited to no impact on the plasma itself. No quantitative results can be taken from the SKM owing to the current limitations of the model in terms of surface chemistry, the complexity of Al₂O₃, and how it etches. It may be more reasonable to attempt this same process with BeO as it is a much simpler molecule but with a lack of comparative experimental data it is not useful for benchmarking of a model. Detailed optimisation of the process is therefore unachievable; only general guidelines as to the pressure of the system and understanding of how the IEDF can be utilised to predict the etching process.
Chapter 6

Modelling towards ITER

This chapter will look at comparisons between simulations carried out here at York, along with experiments completed by Moser et al. at Basel. The experiments are detailed in multiple papers and within the thesis of Lucas Moser, which will be cited at the relevant points. The experiments were funded by the ITER organisation, have not been conducted in any collaboration with York, and were mainly completed prior to the work carried out at York. There is also a modelling investigation into geometry, voltage, and frequency changes in a simplified geometry to discover trends and guidelines for installation of this method on ITER. Results from the introduction of a static magnetic field into the system are also shown, as these will be present.

6.1 Basel B-field chamber

The B-field chamber is a vacuum vessel designed to be inserted within a re-purposed superconducting magnet at the Swiss Plasma Center, Ecole Polytechnique Federale de Lausanne. Various experiments were carried out within the chamber, some of which will be used as a comparison to modelling. The majority of the experiments were undertaken in the absence of the field. The chamber is shown in figure 6.1 and is analogous to the geometry given in figure 3.3. Three mirrors were housed within a Cu electrode for initial experiments, but this was then changed to a full, mirror-polished, Cu electrode with a 200 nm Mo coating. This is affixed to a rotatable joint, allowing for multiple magnetic field angles of incidence to be investigated. The depth of the chamber within the device can be changed in order to adjust the strength and polarity of the field. The field itself is achieved as a solenoid with the coil
6.1.1 Comparison with GEC modelling results

As a comparison with the modelling results obtained for the GEC, the IEDFs for 10 mTorr and 50 mTorr in the B-field chamber are shown in figure 6.2. They compare very well with the results from the GEC, however there is the apparent loss of the bimodal structure and a slightly lower energy for the 10 mTorr result. This result is interesting as the expectation is that a higher-grounded area would increase the self bias and thus push the IEDF up the energy axis. However, as the geometry is very different the density of ions in the plasma is increased with fewer of them being incident on an opposing electrode and neutralising. As a result of this the number of ions available to balance the current is greater, so the bias does not need to be as high as in the GEC geometry. The bimodal structure is lost as the self bias is \( \sim 20 \) V and the smaller peak is lost within the noise of the simulation.

The dashed lines in figure 6.2 are from the same simulation parameters but with a geometry 1/3 the height. As the chamber is designed such that the electrode can be moved up and down within the device, the grounded to powered ratio will also change. As the electrode is now closer to the upper wall the number of ions that get neutralised on a wall increases and the ion density drops. This shifts the ion energies for both the 10 mTorr and 50 mTorr in the 1/3 height geometry up the energy axis, as the self bias increases to attract a similar number of ions as before. This is an important result for implementation of this method onto ITER as the ratio of electrodes in complex geometries is not as simple
Figure 6.2: IEDFs for the Basel geometry at 10 mTorr and 50 mTorr for the same parameters as were run in the GEC simulation (130 V). A second geometry was run at 1/3 the height of the chamber and the results shown with the dashed lines.

as calculating the areas, without real knowledge of the extent of the plasma.

### 6.2 Simplified geometry

Looking towards ITER and the many geometries of mirrors to be used on the device it would be extremely time consuming to study each one individually. It has been seen that an important output of the simulations is the IEDF. In order to find the general trends that may be followed to reach the desired function the simulations need to be simplified and parameter scans completed. The first simplification is the geometry, shown in figures 3.4 and 6.3, which is very similar to the GEC geometry in outer shape, but the electrode has been reduced in height and simplified, and the ICP structure has been removed. Multiple versions of this geometry mesh, for input into the simulation, with different heights and widths have been created to investigate the effects of the grounded area; this will be discussed in section 6.2.1. The electrode radius changes slightly between simulations due to the edge needing to be on a cell boundary but stays within 6 mm of the 5 cm goal radius. In this geometry there is also a spatially separated "wafer", which is a requirement of the code to get ion
energy distribution functions for different locations across the electrode. The cell size of the geometries can be seen in figure 6.3 where the cells are all square and the upper and side walls are one cell thick. The number of cells increases for each geometry, and the size of the cells changes slightly to accommodate the electrode radius remaining the same.

<table>
<thead>
<tr>
<th>Geometry</th>
<th>Height and radius (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>11.8</td>
</tr>
<tr>
<td>2</td>
<td>17.7</td>
</tr>
<tr>
<td>3</td>
<td>23.6</td>
</tr>
<tr>
<td>4</td>
<td>47.2</td>
</tr>
</tbody>
</table>

Table 6.1: Values for height and radius of the simple geometry.

The ideal IEDF is homogeneous across the entire mirror, has a sufficient number of ions above the sputtering threshold of the BeO surface to ensure efficient etching, and has as few low energy ions possible in order to limit redeposition. Up to this point the work was done using multiple pressures, in comparison to experiment or previous simulations. The results
have shown that the 10 mTorr results are favourable when working towards etching due to the greater definition of the IEDF. It has also been suggested, based on experimental results by Moser, that 12 mTorr is a good working pressure for implementation on ITER [20]. For these reasons, and the fact that some simulation work has already been done at this pressure, the rest of this work will focus on 10 mTorr.

As briefly mentioned in section 3.2.3 there is no data for sputtering of BeO by Ar. The data available for BeO is mainly theoretical and is focussed on light ions, where the Bodhansky formula for sputtering yield may be used (it is only valid when the incoming ion is <0.4 the mass of the surface atom) [180]. Comparisons from Moser give BeO having about half the sputtering yield as Al₂O₃ in Ar at a 200 V bias [18], however the quoted values are based on fits from Yamamura, which has limited data at the lower energy levels [122]. It is also contrary to experimental results from the lower mass ion etching with D₂, which shows BeO having a lower threshold energy for sputtering than Al₂O₃ by more than 50 % (29 eV to 66 eV respectively) [59]. Experiments have shown that BeO does etch faster with Ar than with lighter elements, such as He and H₂, but there is no direct experimental comparison of sputtering thresholds [181]. With the limited information available the work here will assume a sputtering threshold in the region of 25 eV, which is half that of Al₂O₃ [120, 121].

6.2.1 Grounded area

Each mirror within ITER will be positioned in such a way that the grounded area available will be substantially different. The simple geometry was so used to increase the volume of the plasma whilst maintaining the electrode area. This allowed for the identification of any trends the change in reactor volume and distance of the electrode from the walls had on the plasma. The values for a (height and width of chamber) in each geometry are given in table 6.1. Figure 6.4 shows the evolution of the ion energy and flux on the powered electrode as the volume of the chamber increases.

The general trends of increasing the volume of the reactor are a decrease in maximum energy and a decrease in peak flux. The change in flux can be seen specifically in figure 6.5 where the change in the total flux across the surface doesn’t seem as disjointed as it does in figure 6.4. All of the geometries show a peak at the edge of the electrode from the effects of the increased field in that area, which then reduces to a minimum within a cm of the edge. For geometry 4 the minimum flux is actually at the centre of the electrode,
Figure 6.4: Simple geometries, as defined in table 6.1 and shown in figure 6.3, ion energies and flux as a function of radius. The pressure in all geometries was maintained at 10 mTorr and the applied voltage was 130 V. The bias voltages created were -58.8 V in geometry 1, -56.0 V in geometry 2, -51.8 V in geometry 3, and -71.1 V in geometry 4.
Figure 6.5: Flux to the powered electrode as a function of chamber volume for the simple geometries. Between the simulated geometries the size of the electrode changes slightly due to the mesh cells which accounts for the differing radii.

<table>
<thead>
<tr>
<th>Geometry</th>
<th>Plasma potential and self bias (V)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>24.7, -58.8</td>
</tr>
<tr>
<td>2</td>
<td>23.0, -56.0</td>
</tr>
<tr>
<td>3</td>
<td>20.6, -51.8</td>
</tr>
<tr>
<td>4</td>
<td>8.8, -71.1</td>
</tr>
</tbody>
</table>

Table 6.2: Values for measured plasma potential and self bias in the simple geometries.

which is completely contrary to that desired for etching purposes, especially considering the number of low-energy ions that make up that flux. The number of these low-energy ions is also clearly increasing with reactor volume, where in geometry 1 and 2 there is a clear single peak of ion energies across the electrode but spread over a wide range. Geometry 3 begins to have more of a bimodal structure with a smaller peak forming at about 50 eV, which corresponds to the minimum sheath potential with some collisions, as discussed in section 2.3.1.4. By geometry 4 the ion energies have lost a significant amount of structure across the electrode and it is not a stable or homogeneous system.

In table 6.2 the plasma potential and the self bias can be seen to be decreasing very slightly for the first three geometries, which appears contrary to the theory that as the
grounded area increases in relation to the powered area the bias should increase to balance the current. What the result shows is that in this simple geometry the bias for this particular input voltage is already at the maximum required to balance the current; no further increase in the ratio of grounded to powered electrode area will change the bias voltage. However, what is also shown is what occurs when the grounded area goes to the extreme.

The plasma in each of these first three geometries forms sheaths on the upper and side walls. However, by geometry 4 the walls are such a distance away that the plasma does not exist at these extremities. A disconnection of the plasma to the geometry size has occurred and the only ground nearby is from the lower wall. This has caused the electric field to be purely confined to the region immediately around the electrode, shown in figure 6.6, which has given rise to the dramatic edge effects seen in figure 6.4. In all of the cases the ion energies are taken from the upper surface of the electrode, but it is possible that in geometry 4 that the current flow to the ground is now no longer from that upper surface but from the side, which is actually taking the vast majority of the flow. Clearly at some point it doesn’t matter how big the ground is if it is too far away to be in contact with the plasma. Whether this is an issue for any of the mirrors within ITER is unknown and will depend on the specific layout of each individual optical system.
6.2.2 Voltage variation

The self bias is also dependent on the input voltage of the system, as shown in figure 5.4 in the previous chapter. Figure 6.7 shows how the ion energies and flux change with the given voltage and show the evolution of the plasma potential and the bias voltage with this change. The voltages used were 50 V, 200 V, 300 V, 500 V, and 1000 V, and were all run within geometry 1 at 10 mTorr. In each case the link between the bias voltage, the plasma potential, and the ion energy distribution can be seen. The maximum energy ions are at the sum of the bias voltage and the plasma potential, the bottom of the main band of ions is at the bias voltage. Ions with energies below this were created within the sheath. These low energy ions would be attracted to the surface but a number of them are below the $\sim 25$ eV sputtering threshold of BeO.

In figure 6.8 the overall flux of the ions at the different voltages is shown. From figure 6.8(a) the increase in the edge effects with the voltage can be observed more clearly, especially in the case of 1000 V, where the spread of energies masks this increase in the contour plots of figure 6.7. Increasing the voltage would give a faster etch due to the higher energies and flux but the non-uniformity of the etch would also substantially increase. This is detrimental for the underlying mirror as erosion of the mirror, if non-uniform, will cause the surface to become misshapen and mirror shape is significantly linked to its function. Figure 6.8 (b) shows that the average increase in flux is not linear with the voltage. Although not shown here, the difference between the maximum and minimum flux for each voltage follows the exact same trend, showing that the non-uniformity change is also non-linear. From the voltage variation there is a clear trade off between energy and etch uniformity. Higher voltages mean higher energy and flux which increases the etch rate and also reduces redeposition. This is only useful if the uniformity of the etch is unimportant, however, with etching thresholds for the mirrors themselves being only 35 eV (for Mo) any ions above this energy would begin to etch the mirror once the deposit has been removed. With a non-uniform etch the mirror itself would become non-uniform and could, as a result, no longer be fit for purpose. From this the only recommendation would be to keep voltages low, 50 V keeps all ions below 35 eV and hence is the voltage of choice for this specific geometry.
Figure 6.7: Ion energies and flux as a function of radius for varying voltages at 10 mTorr in geometry 1 with the plasma potential and electrode bias as a function of input voltage also shown.
6.2.3 Alternative frequency

It is known that increasing the driving voltage frequency of a discharge increases the plasma density and ion current, while maintaining the maximum ion energy (assuming the geometry, pressure, and voltage remain the same) [182]. The simulation was, therefore, run at various harmonics of 13.56 MHz in geometry 1 at 130 V; the ion energy and flux as a function of electrode radius are shown in figure 6.9. The results are as expected, with the higher frequencies increasing the flux, which can be seen more easily in figure 6.10. The ion energies themselves decrease very slightly and are spread over a much smaller range due to the decrease in the sheath width. This is good for etching as having a finer band of energetic ions would lead to better tuning of the system. The number of low energy ions also decreases as the frequency rises as the sheath gets narrower leaving less path length for collisions, this would decrease re-deposition.

The flux changes in figure 6.10 (a) also show that the increase with frequency is greater in the centre of the electrode than it is towards the edge. This is attributable to the overall increase of the plasma density, shown in figure 6.11 (a), which can be seen as a multiplication that increases the areas of high density more than it increases in areas where it is low. The greater number of ions in these locations gives rise to a higher flux. This will give a less uniform etch with higher frequencies, which is not ideal when the threshold energies for the deposit and the mirror itself are so close (25 eV presumed for BeO and 35 eV given for Mo).

The range of energies at 60 MHz is between \( \sim 50 \text{ eV} \) and 65 eV with the main flux across...
Figure 6.9: Geometry 1 ion flux and energy as a function of electrode radius for various frequencies. The pressure was set at 10 mTorr and the voltage at 130 V.

most of the electrode being between $\sim 58$ eV and 65 eV. Reducing the voltage could bring the maximum energy below the 35 eV threshold energy of Mo etching while maintaining the vast majority of the flux above the assumed 25 eV BeO etching threshold. This removes the necessity to have a uniform etch, assuming there is no etching below the threshold energy for Mo, as there will never be any damage to the mirror itself. This is potentially not a valid assumption to make as it has been shown that metals, such as Mo, have much higher sputtering yields compared to metal oxides when compared at higher energies, with the yield increasing by an order of magnitude after initial sputter cleaning of any oxide layers [183]. This could mean that the yield of Mo below the threshold, where some sputtering may still take place, could be as fast that the BeO surface that has been removed.

The flux increase with frequency is different from that seen with voltage, as shown in figures 6.8 (b) and 6.10 (b). The increase is very slightly sub-linear with frequency and is
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Figure 6.10: Total ion flux vs electrode radius with varying frequencies (a) and average ion flux as a function of frequency (b).

Figure 6.11: Plasma density as a function of (a) frequency with a fixed voltage of 130 V and (b) voltage with a fixed frequency of 13.56 MHz.
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super-linear with voltage, which is expected. Figure 6.11 shows that as both voltage and frequency increase, the plasma density increases and, that being so, there are more ions in the plasma in general. With the increase in frequency the bias voltage decreases only by a few volts but with an increase in voltage the bias increases significantly.

6.2.4 Optimisation

The geometry variation indicated that the geometrical changes were significant. This is already set within ITER and, thus, optimisation is not something that is reasonably achieved through geometrical changes. Some conclusions regarding geometry will be discussed in the summary of this chapter. From the voltage and frequency variation some optimisation can be made. The number of low-energy ions striking the surface is linked to the sheath width. However, it appears that the number of these ions being produced within the sheath is relatively independent of the voltage but not of the frequency. To reduce the redeposition the number of ions below the threshold etching energy should be kept as low as possible, so increasing the frequency appears to be an obvious choice. As discussed in section 6.2.3 the frequency increase can even keep the majority of the range of energies between the threshold energies of the BeO deposit and the Mo mirror, negating the need for a uniform etch rate across the mirror. However, the low energy ions would cause redeposition to some extent, which will decrease the already experimentally-slow overall etching rate (\(< 0.2 \text{ nm/m at 130 V and 13.56 MHz for the Al}_2\text{O}_3\) proxy in chapter 5).

Figure 6.12: Ion energy and flux as a function of electrode radius for 75 V at 60 MHz in geometry 1.
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From the voltage variation shown in figure 6.7 the 50 V example showed that the highest flux was in the 25 eV to 35 eV region of interest. A simulation was run at 50 V and 60 MHz in an attempt to narrow the spread of energies, this showed the densities of ions decreasing with time and it was clear that the plasma was not sustainable for these parameters. For this reason the voltage was increased and attempts were run at 5 V intervals until the plasma was sustainable at 75 V. The ion energy and flux from this simulation are shown in figure 6.12. The energy distribution is thin with the main flux between $\sim 38$ eV and $\sim 47$ eV over the majority of the electrode. Almost the entirety of the ions are above the 25 eV etching threshold for BeO, which should limit redeposition, nevertheless the flux is very inhomogeneous and with the energies high enough to etch the underlying mirror this would not be acceptable. The 50 V case not being sustainable indicates that the voltage and frequency parameters are not independent of each other, hence following both trends to obtain a perfect result is not possible; only general guidelines can be given. Again this points to optimisation only being possible when considering individual cases.

6.3 Influence of a magnetic field

Within ITER a principal challenge will be the magnetic fields, which are ever present within the device. As discussed in the introduction, the field magnitude at the edge of the reactor, where the first mirrors are to be located, is about 3.5 T. Simulating plasmas within magnetic fields is problematic as the cyclotron motion requires small-time steps, which increase the overall simulation time. In order to keep the run time of the simulation acceptable, the magnetic field simulated was kept at 100 G (0.01 T). This may be in excess of two orders of magnitude smaller than expected in practice but it still shows the significant changes that even a small static homogeneous vertical field induces.

Figure 6.13 (a) shows the reduction in energy of $\sim 20$ eV for the ions across the electrode but the spread of energies remains almost the same as without a magnetic field (if comparing with the 13.56 MHz result in figure 6.9). The ion flux is completely different with the magnetic field, as is shown in figure 6.13 (b). Overall it is reduced to less than half of its non-magnetic field value, but the shape is also different. The peak in the centre of the electrode no longer exists and only the edge effects appear to remain. This is a consequence of a complete change in the distribution of the plasma, as shown in 6.14. A proposed
Figure 6.13: (a) Flux and energy as a function of radial distance from the centre of the electrode in geometry 1 at 13.56 MHz, 130 V, and 10 mTorr with a 100 G (0.01 T) vertical magnetic field. (b) The total ion flux on the lower electrode with and without the magnetic field. (c) Flux and energy as a function of radial distance for the same parameters but with no magnetic field.

Figure 6.14: Ion densities in geometry 1 at 13.56 MHz, 130 V, and 10 mTorr. (a) Shows the densities with an applied 100 G magnetic field and (b) shows the same simulation without the applied field.

explanation for this is that the electrons cannot spread throughout the volume away from the areas of high density, as a result of being constrained to the magnetic field lines. The ions are still able to move but are strongly impeded and move outwards away from the higher densities, which has been shown at field strengths of up to 2.3 T [184].

In high fields and low pressures the formation of filamentary structures within the plasma is reported [184–186]. These are not seen in these simulations as they have not been encountered at low field strengths (< 0.9 T), but the cited works are significantly below the field strength within which the deposition removal process will be required to work. Moser has
also shown a single filamentary structure in the B-field chamber which brought about a massive peak in etch rate at the location of the filament [20]. A further important factor to consider is the direction of the field. Although not analysed in this work the angle of the field to the mirror will also change the plasma dynamics. This is important for ITER as the field orientation will be different for each first mirror.

Clearly a small vertical static B-field is able to cause significant changes in the plasma which are detrimental to etching. There are also indications that higher field strengths will induce filamentary structures which have been shown to cause localised etching. A detailed model is therefore needed to understand the effect of high magnetic fields in these low-temperature plasmas.

6.4 Summary and conclusions

- Experiments into the deposition removal are useful to determine the energies required to remove deposits, yet they cannot reasonably be used for all ITER geometries. Even the simple height change of the mirrors within the B-field geometry causes significant changes to the IEDFs.

- Maximum bias has been achieved in even the smallest of the simple geometries tested, nevertheless the bias cannot be the sole basis for determining the etch rates. Depending on distance and orientation of the ground, the homogeneity of the etch across the surface will change. Any plasma ignited above an appropriately biased surface will etch but there needs to be an appropriate ground for the field to bring the ions in.

- Edge effects are clearly an issue, and optimisation of this technique would depend heavily on the mirror assembly.

- Increasing the voltage would increase the etch but decrease uniformity.

- It is the same story for frequency although to a lesser extent as the bias voltage for a given input voltage would remain almost the same.

- 60 MHz is promising as a working frequency but there are engineering issues that must be considered. Higher frequencies cause heating in cables and the 1/4 wavelength installation option must be considered.
• It is possible to optimise the system for a given geometry but not possible to get a
perfect homogeneous etch, thus keeping the ions below the etching threshold of the
mirror is a good option. This would, however, reduce the etch rate significantly and
could be an issue for the availability of the machine. Trends in frequency and voltage
are not independent and would need to be calculated for individual geometries in order
to reach optimal performance.

• Magnetic fields within ITER are an issue. Not withstanding the consideration that
these fields will all be at different angles to the surface of the mirror, there is little
understanding of the filamentary structures seen experimentally. Thomas et al. at
the University of Auburn are currently working on simulating these structures using
models, but no publication in relation to this has been published so far.

Modelling is certainly the correct direction for the prediction of reflectivity recovery through
deposition removal. The tools currently available need development in order to fully under-
stand the processes taking place. In their current state some qualitative analysis is possible
and has been carried out. Fully quantitative optimisation may only be achieved through
model development and individual analysis of each mirror. This is also true should at-
tempts be made experimentally, individual analysis of every mirror would still be required
and general trends from single experiments cannot be applied globally.
Chapter 7

Beryllium

7.1 Beryllium plasma chemistry

In order to simulate the effects of sputtering beryllium its gas chemistry must be formulated in order that once removed from the surface its behaviour within the plasma can be analysed. HPEM has never been used to study beryllium and so the gas chemistry data needed to be created as an input file in the correct format. Experimental data for beryllium cross sections does not exist in any ample quantity; this is due to its high toxicity and chemical reactivity, making it incredibly difficult to work with. The relevance of beryllium within fusion has caused an increase in activity surrounding the need for accurate modelling data. Cross sections for electron excitation [187–191], ionisation [191,192], and momentum transfer [191], have all been calculated through various methods. The most recent and demonstrably accurate data is from Zatsarinny and has been utilised in this work [191]. The full raw data provided through personal communication with Zatsirinny appears as plots in appendix B. In this chapter the supplied electron data is processed and heavy particle interactions are then calculated separately to form a Be gas chemistry set for inclusion within HPEM.

7.1.1 Lumping of energy levels

The Zatsirinny data consists of elastic cross sections for the first 19 states; the excitation cross sections from all of those states to all higher states (up to 4p 1P); ionisation cross sections for ground and the 2p 3P state; and momentum transfer for the ground state. This is a substantial amount of data and to optimise computational efficiency some of the energy levels that are very close can be lumped together. This is a common technique used within
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Lumped state | Original states
---|---
BE | Ground
BE1 | 2p 3P
BE2 | 2p 1P
BE3 | 3s 3S, 3s 1S
BE4 | 1D2
BE5 | 3p 3P, 3p 1P
BE6 | 3P2
BE7 | 3d 3D, 3d 1D, 4d 3D, 4d 1D, 4f 3F, 4f 1F
BE8 | 4s 3S, 4s 1S
BE9 | 4p 3P, 4p 1P

Table 7.1: How the first 19 excited state cross sections of beryllium have been lumped for efficiency in the HPEM input file

low-temperature plasma modelling and was used to create the Ar, O, and Al chemistry sets previously used in this thesis [60–63]. In order to do this the cross sections for each level are simply summed to create a cross section for the lumped state; the threshold energy of the lumped state is the lowest threshold energy of the states that are lumped; the statistical weight \( g = 2j + 1 \) of the lumped state is the sum of the statistical weights of all the summed states; and for all the excited states there must be a super-elastic cross section to all lower states. Analysis of the Grotrian diagram for beryllium clearly shows which states can be lumped by proximity in energy level, and this has been done, as shown in table 7.1. The statistical weights of each state were taken from Fuhr [193].

### 7.1.2 Ionisation and momentum transfer

Also needed are the ionisation cross sections for each level. The data provided by Zatsirinny has these calculated for the first three states but not for any higher state. In order to account for ionisation from higher states the classical approach of Gryzinski was used [79, 194–197]. This method is built into the HPEM code as shown in equation 7.1.

\[
\text{Cross-section} = \pi a_0^2 \times N_{eq} \times \left( \frac{E_{H,\text{Thresh}}}{E_{\text{Thresh}}} \right)^2 \times \frac{1}{U} \times \left( \frac{U - 1}{U + 1} \right)^{\frac{2}{3}}
\times \left( 1 + \frac{2}{3} \times \left( 1 - \frac{1}{2U} \right) \times \log(2.7 + \sqrt{U - 1}) \right)
\]  

(7.1)

In this equation \( U = E/E_{\text{Thresh}} \) which is the incoming electron energy \( (E) \) over the threshold energy of ionisation for beryllium in its current excited state \( (E_{\text{Thresh}}) \); \( E_{H,\text{Thresh}} \) is the
threshold ionisation energy of hydrogen; $N_{eq}$ is the number of equivalent electrons that could undergo the reaction; and $\pi a_0^2$ is the area of the electron cloud of a hydrogen atom as seen by an incoming electron. As this approach is only being used for higher excited states, $N_{eq}$ is set to 1 as only one electron is likely to be in the excited state and have this cross section. Threshold energies for ionisation for each excited state are the differences between the ionisation energy for the ground state and the energy of the current excited state. The $\pi a_0^2$ value is $8.79 \times 10^{-17} \text{cm}^{-2}$ and represents a conversion factor of the cross section.

Momentum transfer was given for the ground state but not for any of the higher states. There is no simple analytical method for calculating this cross section for these states but the elastic cross sections are given. With the assumption that the scattering is isotropic the elastic cross section can be used as the momentum transfer cross section.

7.1.3 Extrapolation to higher energies

Data for the cross sections has been given up to 110 eV and, as such, the higher energies must be accounted for through extrapolation of the data. It is known that dipole allowed transitions scale as $\log(E)/E$ and this is the slowest at which these cross sections should decay with increasing energy [198]. For transitions that become less dipole like, the scaling first loses the $\log(E)$ and becomes $1/E$, it then begins to pick up exponents and follows the trend $1/E^2$, $1/E^3$, $1/E^4$, etc... In order to extend the cross sections up into higher energies the final 20% of the data was fitted with a straight line on a log-log plot, under the assumption that the decay will have begun by about 80 eV. In most cases the fits matched the data in the overlapping areas and merged well into the cross sections. In other cases the number of data points in the raw data was very small ($\sim 40$ points) and the final few points had significant variation. For these cases it was impossible to get a completely smooth raw data to fit transition, but the difference in the fit and data is still very small. The final function of the fits was of the form $E^a + \exp(b)$, where $a$ and $b$ are constants, and was done in the curve fitting toolbox within Matlab. In order to check that the decays were in fact in line with the above decay rate they were checked for intercepts with $\log(E)/E$. The lumped and fitted data is all shown in figures 7.1 to 7.10. These graphs show both the lumped data and the extrapolation fits for each of the cross sections that are input into the HPEM code.
Figure 7.1: BE lumped state excitation cross sections

Figure 7.2: BE1 lumped state excitation cross sections

Figure 7.3: BE2 lumped state excitation cross sections

Figure 7.4: BE3 lumped state excitation cross sections

Figure 7.5: BE4 lumped state excitation cross sections

Figure 7.6: BE5 lumped state excitation cross sections
Figure 7.7: BE6 lumped state excitation cross sections

Figure 7.8: BE7 lumped state excitation cross sections

Figure 7.9: BE8 lumped state excitation cross sections

Figure 7.10: BE9 lumped state elastic cross section
7.1.4 Heavy particle interactions

With the electron interactions dealt with, the further task of heavy particle interaction was considered. Usually this would mean turning to chemical kinetics databases, such as NIST [199], or the recent QuantemolDB database [200], but only one reaction exists for Be in either database. To decide which reactions to include the Al chemistry was used as a template and the Langevin cross section $\sigma_L$ for ion-neutral interactions was used [22].

$$\sigma_L = \left( \frac{\pi \alpha_p q^2}{\epsilon_0 m_R} \right)^{1/2} \frac{1}{v_R}$$  \hfill (7.2)

Within this $\alpha_p$ is the polarizability of the target atom which is a measure of how readily an electric field can distort the atom’s charge distribution [201]; $q$ is the charge of the incoming atom; $m_R$ is the reduced mass of the two atoms ($m_1m_2/m_1 + m_2$); and $v_R$ is the relative velocity ($|v_1 - v_2|$). This cross section assumes that the ion is a point charge which can be considered accurate in most cases as the movement of the ion averages the charge to the centre [202]. For ionisation transfer reactions the cross section is halved giving a 50% chance that either atom comes away from the reaction ionised. The rate of the reaction as a function of the temperature is

$$K(T) = \int_0^\infty f_m v_R \sigma_L(v_R) 4\pi v_R^2 dv_R$$  \hfill (7.3)

which includes the Maxwellian velocity distribution $f_m$ as

$$f_m = \left( \frac{m_R}{2\pi kT} \right)^{3/2} e^{\frac{m_R v_R^2}{2kT}}$$  \hfill (7.4)

This can then be fit as a power function and the coefficients can be used as inputs in Arrhenius form, shown in the Be/Ar/O gas chemistry reactions in table 7.2.

A further reaction to be calculated was the Penning ionisation rate. This involves an interaction between an excited atom and neutral in which the excited atom is quenched, the target atom is ionised, and an electron is released. The general form of the reaction is

$$A^* + B \rightarrow A + B^+ + e$$

The Langevin cross section cannot be used as it is only applicable for charge transfer from
already-ionised atoms to neutrals. Instead the cross section is calculated as follows.

\[ \sigma_P = \pi R_0^2 n \exp\left(-\frac{d\sqrt{E_i}}{\sqrt{E_i}v_B^2}\right) 10^7 \]  

(7.5)

The above equation, formulated by Hotop and Niehaus [203], is a simplified "billiard ball" collision of A* and B. \( R_0 \) is the combined radius of A and B \((r_A + r_B)\) in Å, \( E_i \) is the ionisation potential of B in eV, \( v \) is the relative velocity in cm/s, \( n \) is the number of equivalent electrons in the outer shell of B, and \( d \) is the effective wall thickness if \( R = R_0 \) in Å. This effective wall thickness, \( d \), is a measure of the potential barrier that an electron tunnels through from B to A. When compared with experiment the cross section of a reaction when A remains the same species the value of \( d \) does not change regardless of the target atom. So the value for \( d \) depends almost entirely on A, which is useful as it can be fixed and used to calculate cross sections between any target atom. That being the case, Be has no Penning cross section measurements and so the value of \( d \) cannot be gained from comparison. For the purposes of this work the value for \( d \) has been set at 60% of \( R_0 \), which is through comparison of \( d \) for other species [204]. The process following the calculation of the cross section to output a rate is exactly the same as above using equations 7.3 and 7.4.

<table>
<thead>
<tr>
<th>Species:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Be, Ar, O, O₂, O₃, Ar⁺, Be⁺, O⁺, O⁻, O₂⁻, O₃⁻, Be1 to Be9⁺, Ar⁺, O⁺, e</td>
</tr>
<tr>
<td>Reaction</td>
</tr>
<tr>
<td>---</td>
</tr>
<tr>
<td>( e + Be \leftrightarrow Be1 + e )</td>
</tr>
<tr>
<td>( e + Be \leftrightarrow Be2 + e )</td>
</tr>
<tr>
<td>( e + Be \leftrightarrow Be3 + e )</td>
</tr>
<tr>
<td>( e + Be \leftrightarrow Be4 + e )</td>
</tr>
<tr>
<td>( e + Be \leftrightarrow Be5 + e )</td>
</tr>
<tr>
<td>( e + Be \leftrightarrow Be6 + e )</td>
</tr>
<tr>
<td>( e + Be \leftrightarrow Be7 + e )</td>
</tr>
<tr>
<td>( e + Be \leftrightarrow Be8 + e )</td>
</tr>
<tr>
<td>( e + Be \leftrightarrow Be9 + e )</td>
</tr>
<tr>
<td>( e + Be \rightarrow Be⁺ + e + e )</td>
</tr>
<tr>
<td>( e + Be1 \leftrightarrow Be1 + e )</td>
</tr>
</tbody>
</table>
\begin{align*}
e + \text{Be}1 & \leftrightarrow \text{Be}2 + e & \text{fe} & \text{[191]} \\
e + \text{Be}1 & \leftrightarrow \text{Be}3 + e & \text{fe} & \text{[191]} \\
e + \text{Be}1 & \leftrightarrow \text{Be}4 + e & \text{fe} & \text{[191]} \\
e + \text{Be}1 & \leftrightarrow \text{Be}5 + e & \text{fe} & \text{[191]} \\
e + \text{Be}1 & \leftrightarrow \text{Be}6 + e & \text{fe} & \text{[191]} \\
e + \text{Be}1 & \leftrightarrow \text{Be}7 + e & \text{fe} & \text{[191]} \\
e + \text{Be}1 & \leftrightarrow \text{Be}8 + e & \text{fe} & \text{[191]} \\
e + \text{Be}1 & \leftrightarrow \text{Be}9 + e & \text{fe} & \text{[191]} \\
e + \text{Be}1 & \rightarrow \text{Be}^{+} + e + e & \text{fe} & \text{[191]} \\
e + \text{Be}2 & \leftrightarrow \text{Be}2 + e & \text{fe} & \text{[191]} \\
e + \text{Be}2 & \leftrightarrow \text{Be}3 + e & \text{fe} & \text{[191]} \\
e + \text{Be}2 & \leftrightarrow \text{Be}4 + e & \text{fe} & \text{[191]} \\
e + \text{Be}2 & \leftrightarrow \text{Be}5 + e & \text{fe} & \text{[191]} \\
e + \text{Be}2 & \leftrightarrow \text{Be}6 + e & \text{fe} & \text{[191]} \\
e + \text{Be}2 & \leftrightarrow \text{Be}7 + e & \text{fe} & \text{[191]} \\
e + \text{Be}2 & \leftrightarrow \text{Be}8 + e & \text{fe} & \text{[191]} \\
e + \text{Be}2 & \leftrightarrow \text{Be}9 + e & \text{fe} & \text{[191]} \\
e + \text{Be}2 & \rightarrow \text{Be}^{+} + e + e & \text{fe} & \text{[191]} \\
e + \text{Be}3 & \leftrightarrow \text{Be}3 + e & \text{fe} & \text{[191]} \\
e + \text{Be}3 & \leftrightarrow \text{Be}4 + e & \text{fe} & \text{[191]} \\
e + \text{Be}3 & \leftrightarrow \text{Be}5 + e & \text{fe} & \text{[191]} \\
e + \text{Be}3 & \leftrightarrow \text{Be}6 + e & \text{fe} & \text{[191]} \\
e + \text{Be}3 & \leftrightarrow \text{Be}7 + e & \text{fe} & \text{[191]} \\
e + \text{Be}3 & \leftrightarrow \text{Be}8 + e & \text{fe} & \text{[191]} \\
e + \text{Be}3 & \leftrightarrow \text{Be}9 + e & \text{fe} & \text{[191]} \\
e + \text{Be}3 & \rightarrow \text{Be}^{+} + e + e & \text{fe} & \text{[191]} \\
e + \text{Be}4 & \leftrightarrow \text{Be}4 + e & \text{fe} & \text{[191]} \\
e + \text{Be}4 & \leftrightarrow \text{Be}5 + e & \text{fe} & \text{[191]} \\
e + \text{Be}4 & \leftrightarrow \text{Be}6 + e & \text{fe} & \text{[191]} \\
e + \text{Be}4 & \leftrightarrow \text{Be}7 + e & \text{fe} & \text{[191]} \\
e + \text{Be}4 & \leftrightarrow \text{Be}8 + e & \text{fe} & \text{[191]} \\
e + \text{Be}4 & \leftrightarrow \text{Be}9 + e & \text{fe} & \text{[191]} \end{align*}
\[ e + Be_4 \rightarrow Be^+ + e + e \quad f\epsilon \quad [191] \]
\[ e + Be_5 \leftrightarrow Be_5 + e \quad f\epsilon \quad [191] \]
\[ e + Be_5 \leftrightarrow Be_6 + e \quad f\epsilon \quad [191] \]
\[ e + Be_5 \leftrightarrow Be_7 + e \quad f\epsilon \quad [191] \]
\[ e + Be_5 \leftrightarrow Be_8 + e \quad f\epsilon \quad [191] \]
\[ e + Be_5 \leftrightarrow Be_9 + e \quad f\epsilon \quad [191] \]
\[ e + Be_5 \rightarrow Be^+ + e + e \quad f\epsilon \quad [191] \]
\[ e + Be_6 \leftrightarrow Be_6 + e \quad f\epsilon \quad [191] \]
\[ e + Be_6 \leftrightarrow Be_7 + e \quad f\epsilon \quad [191] \]
\[ e + Be_6 \leftrightarrow Be_8 + e \quad f\epsilon \quad [191] \]
\[ e + Be_6 \leftrightarrow Be_9 + e \quad f\epsilon \quad [191] \]
\[ e + Be_6 \rightarrow Be^+ + e + e \quad f\epsilon \quad [191] \]
\[ e + Be_7 \leftrightarrow Be_7 + e \quad f\epsilon \quad [191] \]
\[ e + Be_7 \leftrightarrow Be_8 + e \quad f\epsilon \quad [191] \]
\[ e + Be_7 \leftrightarrow Be_9 + e \quad f\epsilon \quad [191] \]
\[ e + Be_7 \rightarrow Be^+ + e + e \quad f\epsilon \quad [191] \]
\[ e + Be_8 \leftrightarrow Be_8 + e \quad f\epsilon \quad [191] \]
\[ e + Be_8 \leftrightarrow Be_9 + e \quad f\epsilon \quad [191] \]
\[ e + Be_8 \rightarrow Be^+ + e + e \quad f\epsilon \quad [191] \]
\[ e + Be_9 \leftrightarrow Be_9 + e \quad f\epsilon \quad [191] \]
\[ e + Be_9 \rightarrow Be^+ + e + e \quad f\epsilon \quad [191] \]
\[ Be^1 \rightarrow Be \quad 4.2 \times 10^{-1} \quad [199] \]
\[ Be^2 \rightarrow Be^1 \quad 1 \times 10^{-6} \quad [199] \]
\[ Be^2 \rightarrow Be \quad 5.52 \times 10^8 \quad [199] \]
\[ Be^3 \rightarrow Be^2 \quad 1 \times 10^7 \quad [199] \]
\[ Be^3 \rightarrow Be^1 \quad 1 \times 10^7 \quad [199] \]
\[ Be^3 \rightarrow Be \quad 1 \times 10^{-6} \quad [199] \]
\[ Be^4 \rightarrow Be^3 \quad 1 \times 10^{-6} \quad [199] \]
\[ Be^4 \rightarrow Be^2 \quad 1 \times 10^5 \quad [199] \]
\[ Be^4 \rightarrow Be^1 \quad 1 \times 10^{-6} \quad [199] \]
\[ Be^4 \rightarrow Be \quad 1 \times 10^{-6} \quad [199] \]
\[ Be^5 \rightarrow Be^4 \quad 1 \times 10^5 \quad [199] \]
<table>
<thead>
<tr>
<th>Reaction</th>
<th>10^7</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{7}\text{Be} \rightarrow ^{5}\text{Be}$</td>
<td>1</td>
<td>[199]</td>
</tr>
<tr>
<td>$^{7}\text{Be} \rightarrow ^{6}\text{Be}$</td>
<td>$1 \times 10^{-6}$</td>
<td>[199]</td>
</tr>
<tr>
<td>$^{7}\text{Be} \rightarrow ^{5}\text{Be}$</td>
<td>$1 \times 10^{-6}$</td>
<td>[199]</td>
</tr>
<tr>
<td>$^{7}\text{Be} \rightarrow ^{3}\text{Be}$</td>
<td>$1 \times 10^{-6}$</td>
<td>[199]</td>
</tr>
<tr>
<td>$^{8}\text{Be} \rightarrow ^{6}\text{Be}$</td>
<td>$1 \times 10^{-6}$</td>
<td>[199]</td>
</tr>
<tr>
<td>$^{8}\text{Be} \rightarrow ^{5}\text{Be}$</td>
<td>$1 \times 10^{-6}$</td>
<td>[199]</td>
</tr>
<tr>
<td>$^{8}\text{Be} \rightarrow ^{3}\text{Be}$</td>
<td>$1 \times 10^{-6}$</td>
<td>[199]</td>
</tr>
<tr>
<td>$^{8}\text{Be} \rightarrow ^{2}\text{Be}$</td>
<td>$1 \times 10^{-6}$</td>
<td>[199]</td>
</tr>
<tr>
<td>$^{9}\text{Be} \rightarrow ^{7}\text{Be}$</td>
<td>$1 \times 10^{-6}$</td>
<td>[199]</td>
</tr>
<tr>
<td>$^{9}\text{Be} \rightarrow ^{6}\text{Be}$</td>
<td>$1 \times 10^{-6}$</td>
<td>[199]</td>
</tr>
<tr>
<td>$^{9}\text{Be} \rightarrow ^{5}\text{Be}$</td>
<td>$1 \times 10^{-6}$</td>
<td>[199]</td>
</tr>
<tr>
<td>$^{9}\text{Be} \rightarrow ^{3}\text{Be}$</td>
<td>$1 \times 10^{-6}$</td>
<td>[199]</td>
</tr>
<tr>
<td>$^{9}\text{Be} \rightarrow ^{2}\text{Be}$</td>
<td>$1 \times 10^{-6}$</td>
<td>[199]</td>
</tr>
<tr>
<td>Reaction</td>
<td>Rate Constant</td>
<td>Reference</td>
</tr>
<tr>
<td>----------------------------------------</td>
<td>---------------</td>
<td>-----------------</td>
</tr>
<tr>
<td>$\text{Be}^0 \rightarrow \text{Be}^1$</td>
<td>$1 \times 10^{-6}$</td>
<td>[199]</td>
</tr>
<tr>
<td>$\text{Be}^0 \rightarrow \text{Be}$</td>
<td>$1.2 \times 10^5$</td>
<td>[199]</td>
</tr>
<tr>
<td>$\text{Be}^* + \text{Be} \rightarrow \text{Be} + \text{Be}$</td>
<td>$2.4 \times 10^{-11}$</td>
<td>[22,199,201]</td>
</tr>
<tr>
<td>$\text{Be}^* + \text{Be} \rightarrow \text{Be} + \text{Be}^*$</td>
<td>$1.2 \times 10^{-11}$</td>
<td>[22,199,201]</td>
</tr>
<tr>
<td>$\text{Be}^+ + \text{Be} \rightarrow \text{Be} + \text{Be}^+$</td>
<td>$1.2 \times 10^{-11}$</td>
<td>[22,199,201]</td>
</tr>
<tr>
<td>$\text{Be}^+ + \text{Be}^1 \rightarrow \text{Be} + \text{Be}^+$</td>
<td>$1.2 \times 10^{-11}$</td>
<td>[22,199,201]</td>
</tr>
<tr>
<td>$\text{Be}^+ + \text{Be}^2 \rightarrow \text{Be} + \text{Be}^+$</td>
<td>$1.2 \times 10^{-11}$</td>
<td>[22,199,201]</td>
</tr>
<tr>
<td>$\text{Be}^+ + \text{Be}^3 \rightarrow \text{Be} + \text{Be}^+$</td>
<td>$1.2 \times 10^{-11}$</td>
<td>[22,199,201]</td>
</tr>
<tr>
<td>$\text{Be}^+ + \text{Be}^4 \rightarrow \text{Be} + \text{Be}^+$</td>
<td>$1.2 \times 10^{-11}$</td>
<td>[22,199,201]</td>
</tr>
<tr>
<td>$\text{Be}^+ + \text{Be}^5 \rightarrow \text{Be} + \text{Be}^+$</td>
<td>$1.2 \times 10^{-11}$</td>
<td>[22,199,201]</td>
</tr>
<tr>
<td>$\text{Be}^+ + \text{Be}^6 \rightarrow \text{Be} + \text{Be}^+$</td>
<td>$1.2 \times 10^{-11}$</td>
<td>[22,199,201]</td>
</tr>
<tr>
<td>$\text{Be}^+ + \text{Be}^7 \rightarrow \text{Be} + \text{Be}^+$</td>
<td>$1.2 \times 10^{-11}$</td>
<td>[22,199,201]</td>
</tr>
<tr>
<td>$\text{Be}^+ + \text{Be}^8 \rightarrow \text{Be} + \text{Be}^+$</td>
<td>$1.2 \times 10^{-11}$</td>
<td>[22,199,201]</td>
</tr>
<tr>
<td>$\text{Be}^+ + \text{Be}^9 \rightarrow \text{Be} + \text{Be}^+$</td>
<td>$1.2 \times 10^{-11}$</td>
<td>[22,199,201]</td>
</tr>
<tr>
<td>$\text{Be}^+ + \text{Ar} \rightarrow \text{Be} + \text{Ar}^+$</td>
<td>$1.59 \times 10^{-11} \exp(7498/T_g)$</td>
<td>[22,199,201]</td>
</tr>
<tr>
<td>$\text{Be}^1 + \text{Ar} \rightarrow \text{Ar}^+ + \text{Be} + e$</td>
<td>$1.59 \times 10^{-11} \exp(150858/T_g)$</td>
<td>[22,199,201]</td>
</tr>
<tr>
<td>$\text{Be}^2 + \text{Ar} \rightarrow \text{Ar}^+ + \text{Be} + e$</td>
<td>$1.59 \times 10^{-11} \exp(121847/T_g)$</td>
<td>[22,199,201]</td>
</tr>
<tr>
<td>$\text{Be}^3 + \text{Ar} \rightarrow \text{Ar}^+ + \text{Be} + e$</td>
<td>$1.59 \times 10^{-11} \exp(107922/T_g)$</td>
<td>[22,199,201]</td>
</tr>
<tr>
<td>$\text{Be}^4 + \text{Ar} \rightarrow \text{Ar}^+ + \text{Be} + e$</td>
<td>$1.59 \times 10^{-11} \exp(100959/T_g)$</td>
<td>[22,199,201]</td>
</tr>
<tr>
<td>$\text{Be}^5 + \text{Ar} \rightarrow \text{Ar}^+ + \text{Be} + e$</td>
<td>$1.59 \times 10^{-11} \exp(98638/T_g)$</td>
<td>[22,199,201]</td>
</tr>
<tr>
<td>$\text{Be}^6 + \text{Ar} \rightarrow \text{Ar}^+ + \text{Be} + e$</td>
<td>$1.59 \times 10^{-11} \exp(97478/T_g)$</td>
<td>[22,199,201]</td>
</tr>
<tr>
<td>$\text{Be}^7 + \text{Ar} \rightarrow \text{Ar}^+ + \text{Be} + e$</td>
<td>$1.59 \times 10^{-11} \exp(93996/T_g)$</td>
<td>[22,199,201]</td>
</tr>
<tr>
<td>$\text{Be}^8 + \text{Ar} \rightarrow \text{Ar}^+ + \text{Be} + e$</td>
<td>$1.59 \times 10^{-11} \exp(90515/T_g)$</td>
<td>[22,199,201]</td>
</tr>
<tr>
<td>$\text{Be}^9 + \text{Ar} \rightarrow \text{Ar}^+ + \text{Be} + e$</td>
<td>$1.59 \times 10^{-11} \exp(87033/T_g)$</td>
<td>[22,199,201]</td>
</tr>
<tr>
<td>$\text{Be}^+ + O \rightarrow \text{Be} + O^+$</td>
<td>$9.2 \times 10^{-12} \exp(49847/T_g)$</td>
<td>[22,199,201]</td>
</tr>
<tr>
<td>$\text{Ar}^+ + \text{Be} \rightarrow \text{Ar} + \text{Be}^+$</td>
<td>$1.2 \times 10^{-11}$</td>
<td>[22,199,201]</td>
</tr>
<tr>
<td>$\text{Ar}^+ + \text{Be}^* \rightarrow \text{Ar} + \text{Be}^+$</td>
<td>$1.2 \times 10^{-11}$</td>
<td>[22,199,201]</td>
</tr>
<tr>
<td>$O^+ + \text{Be} \rightarrow O + \text{Be}^+$</td>
<td>$1.2 \times 10^{-11}$</td>
<td>[22,199,201]</td>
</tr>
<tr>
<td>$O^+ + \text{Be}^* \rightarrow O + \text{Be}^+$</td>
<td>$1.2 \times 10^{-11}$</td>
<td>[22,199,201]</td>
</tr>
<tr>
<td>$O_2^+ + \text{Be} \rightarrow O + O + \text{Be}^+$</td>
<td>$9.17 \times 10^{-12}$</td>
<td>[22,199,201]</td>
</tr>
<tr>
<td>$O_2^+ + \text{Be}^* \rightarrow O + O + \text{Be}^+$</td>
<td>$9.17 \times 10^{-12}$</td>
<td>[22,199,201]</td>
</tr>
</tbody>
</table>
\[ \text{Ar}^+ + 2 \rightarrow \text{Ar} + \text{Ar} + \text{Be}^+ \quad 4.58 \times 10^{-11} \quad [22,199,201]^d \]
\[ \text{Ar}^* + \text{Be} \rightarrow \text{Be}^+ + \text{Ar} + e \quad 1.59 \times 10^{-11} \quad [22,199,201,203]^{ed} \]
\[ \text{Be}^+ + \text{Be} \rightarrow \text{Be}^+ + \text{Ar} + e \quad 2.75 \times 10^{-12} \quad [22,199,201,203]^{ed} \]
\[ \text{Ar}^* + \text{Be} \rightarrow \text{Be}^+ + \text{Ar} + e \quad 2.75 \times 10^{-12} \quad [22,199,201,203]^{ed} \]

\[ \text{O}^- + \text{Be}^+ \rightarrow \text{O} + \text{Be} \quad 1 \times 10^{-7} \quad \text{EST}^{ed} \]
\[ \text{O}_2^- + \text{Be}^+ \rightarrow \text{O}_2 + \text{Be} \quad 1 \times 10^{-7} \quad \text{EST}^{ed} \]
\[ \text{O}_3^- + \text{Be}^+ \rightarrow \text{O}_3 + \text{Be} \quad 1 \times 10^{-7} \quad \text{EST}^{ed} \]

\[ a \] The lumped excited states of Be are detailed in table 7.1. \( \text{Be}^* \) is representative of any excited state.

\[ b \] Rate coefficients are in units of \( \text{cm}^3 \text{s}^{-1} \) unless otherwise stated. \( f \) indicates that the rate coefficients have been calculated from the electron energy distribution within the eMCS. \( T_g \) is the gas temperature (K).

\[ c \] References for the heavy particle reactions refer to the sources for the atomic properties used within the calculation for the Arrhenius coefficient and the threshold energy.

\[ d \] Adjusted to gas temperature by \( T_g^{0.5} \).

Table 7.2: Argon, oxygen, and beryllium gas phase reactions and rate coefficients. These are only the reactions involving beryllium as the argon and oxygen chemistry remain the same as in table 3.2.

In the reaction rates there is a threshold energy at which the reaction can take place which is dependent on the ionisation potential of the two involved atoms. If the incoming ion has a lower ionisation potential than the target neutral, then the threshold energy is the gap between the two potentials. If the incoming ion has a higher ionisation potential than the target neutral, then there is no threshold energy. Be has a low ionisation potential so there is a high threshold energy for it to ionise the Ar or O atoms in the gas. The reactions shown in table 7.2 replace the Al reactions used in the Al/Ar/O gas chemistry from table 3.2, yet the Ar/O reactions remain the same and are not shown.

### 7.2 Modelling comparisons with aluminium

How changing from Al to Be will influence the plasma is important to investigate, so two almost identical simulations were run. Geometry 1 was run in Ar with a 130 V 13.56 MHz supply, no B-field, and at 10 mTorr. These parameters were the same for both simulations, though for one simulation the electrode provided a flux of Al and in the other it provided a
Figure 7.11: Reactor averaged densities of (a) Be and (b) Al showing steady state has been reached.

flux of Be. This was achieved simply through adding a 20% probability of any ion impacting the surface releasing Al/Be or an O. The ion itself also came back neutralised. Comparisons of the plasma parameters showed identical results, indicating that regardless of the element being produced the plasma remained the same owing to the comparatively small number of particles. In both cases Ar densities were $10^{14}$, and maximum Ar$^+$ densities were $10^{10}$, both being four orders of magnitude higher than the comparative Be or Al densities as shown in figure 7.11.

From figure 7.12 the densities of the neutral, highest density excited state, and ionised state are shown for Be and Al. From this it can be seen that although Al has not diffused into the reactor to the same degree as the Be, it does have a slightly higher density of ions. This is due to the lower energy required to ionise Al (9.3 eV for Be and 6 eV for Al). In figure 7.11 the overall total density of Be is greater than that of Al. With the surface of the electrode being the only production mechanism and the gas outlet being the only destruction mechanism, one or both of these must be responsible. The flux of total ions to the surface in the simulations is exactly the same and the flux of Be and Al from the surface is also the same. This rules out the production mechanism as being the root cause of the density differences, it must be the gas outlet. From figure 7.12 it can be seen that the neutral Al remains close to the surface of the electrode as a result of to the mass of Al being much greater than that of Be and the diffusion coefficient being proportional to $\sqrt{1/M_{Ar} + 1/M_{Al}/Be}$ (0.25 for Al in Ar, 0.37 for Be in Ar). With the neutral Al remaining near the electrode surface and the bottom of the reactor, the neutral Al is more likely to swept out of the reactor through the
Figure 7.12: Densities of Be and Al states within otherwise identical plasmas. In both cases the flux of particles from the surface is exactly the same. The system is at 10 mTorr, 130 V, 13.56 MHz, in geometry 1 with no B-field.
outlet. It is important to mention here that in these simulations the pressure is maintained through the flow of the gas exiting the reactor. Both the flow in and the pressure are set variables within the input files; the outlet varies its flow to maintain pressure.

7.3 Summary and conclusions

- Electron impact cross sections have been lumped and extrapolated to be inserted within HPEM.

- The heavy particle interactions have been calculated using theoretical equations for cross sections and subsequently the rate equations.

- The full Be chemistry set has been incorporated into the Ar/O chemistry set used in previous chapters of this thesis. This has been used to run a Be simulation in comparison with an identical Al simulation, which has shown various differences in the way Al and Be behave within a plasma. Minimal effect on the overall plasma has been seen but overall densities of Al and Be differ by an order of magnitude. This has been tied to the diffusion of the two within the gas and the location of the gas outlet.

- As the SKM was shown to be giving poor results in chapter 5 any future modelling work should remove the SKM as a module and instead use a table of energy dependant sputtering rates. This would both speed up the simulation, with the SKM being the most computationally expensive element, and also potentially give more physically accurate results.

How the Al and Be behave within the plasma will change how the etching process occurs. With the higher density of neutrals near the surface for Al there may be significant redeposition, in comparison with the Be which diffuses more completely into the plasma bulk. With the gas flow in this simple reactor proven to be important, as shown by the overall densities, this must be taken into consideration when this method is employed on ITER. It could also be that only the increased residence time of Be within the chamber allows more opportunities for it to re-deposit. These are all variables that must be considered to gain a full working understanding of the method.
Chapter 8

Atmospheric modification of a polymer surface

The following chapter stands alone from the rest of this thesis. It is work that was carried out during the initial stages of the Ph.D as a continuation of work that had beginnings in a masters thesis. This new work was begun when the atmospheric pressure plasma jet was still seen as a possible deposition removal tool. When it became clear that the atomic oxygen produced by the jet would not be welcome within a fusion device, in any quantity, the plasma jet method was disregarded. However interest in the treatment of polymer films remained and hence this investigation was completed and published in Plasma Sources Science and Technology in 2016 [1].

As four authors are listed it is important to distinguish between my work and that of the other authors, and is as follows: E. Wagenaars supervised the project; A. West assisted with the set up and use of the laboratory equipment in the initial stages of the investigation; J. Bredin produced the TALIF results shown in figure 8.7; and I obtained and analysed all other results.

8.1 Introduction

Polypropylene (PP) is a thermoplastic with good heat, fatigue, and chemical resistance. It also remains translucent while being semi-rigid. This makes it very useful in applications such as food containment, textiles, packaging, and surgical implants [205]. The drawback, for some manufacturers that wish to adhere inks or glues to the polymer surface, is that these
polymers have low wettability. To combat this; the industries involved are operating non-thermal plasmas to improve the polymers surface properties and allow for better adhesion or biocompatibility [206, 207]. The plasma treatment only has an effect on the surface, and thus does not change the useful bulk properties of the material.

Over the years, many different plasma sources, operated under a range of conditions, have been used for surface modification of polymer films. Despite the significant differences that exist between these plasma sources, and more importantly their plasma properties, similar treatment effects can be achieved in terms of change in wettability. It has been suggested that the reason why polymer films have such low adhesion is due to a lack of surface polar groups [208]. So the plasmas increase the surface energy by either breaking polar bonds and leaving polar end groups, or by adding polar groups to the surface. This is an established general concept, however, there has been very little work that has linked the properties of the plasma with surface energy changes. Therefore, details on how the plasma breaks and adds bonds on the polymer surface are largely unknown, making optimisation of the plasma device an empirical and time-consuming process. Traditionally there have been low pressure treatments [209–212], but more recently there has been a focus on atmospheric pressure devices such as dielectric barrier discharge [213–216], coronal discharge [217], atmospheric glow discharge [218], or Atmospheric-Pressure Plasma Jets (APPJs) [219–224]. It is worth noting that all of this work has been done with devices where the plasma is in contact with the polymer surface. In this work we aim to study the mechanisms underpinning the modification of PP surface using atmospheric-pressure plasmas. For this we reduce the complexity of the plasma that is treating the sample by using the effluent of a cross-field APPJ device. Here, there is no direct contact between the active plasma and the PP surface. Only the neutral radical-rich effluent reaches the polymer, there are no charged particles or electric fields impinging on the surface. We are therefore able to isolate effects on the PP surface arising from radical species, excluding ion bombardment, charging and electric field effects.
8.2 Methods

8.2.1 Treatment of polypropylene films

The plasma device used in this investigation was an atmospheric-pressure plasma jet (APPJ) shown in figure 4.6 and generally discussed in section 4.2. It consists of two stainless steel electrodes and two quartz glass plates that form a 1 x 1 x 30 mm channel. A mixture of helium at 1 standard litre per minute, and oxygen at varying admixture percentages from 0.2 % up to 1 %, flows down the channel. One of the electrodes is driven via a matching network with radio frequency voltage of 13.56 MHz. The other electrode is grounded and plasma is formed across the channel. It is worth noting that the electric field created between the electrodes is perpendicular to the gas flow, meaning there are no significant electric fields present in the effluent of the APPJ. When the plasma leaves the end of the device and enters into open air it recombines very close to the nozzle due to the highly collisional environment at atmospheric pressure and the cross-field arrangement of the driving electric field. This leaves only a neutral, radical rich effluent for the surface treatments. For the experiments the APPJ is mounted on three axis motorised stages (Zaber T-LSM050A), and is pointed vertically downwards towards a polymer sample causing the effluent to impinge on the surface. Along with the O\textsubscript{2} percentage, the distance between the exit of the APPJ and the sample surface was varied, as was treatment time. The input power from the generator was kept constant at 30 W\textsubscript{net}, though with losses through the matching network, the power dissipated in the plasma is much smaller, in the order of a few Watts.

The polymer films used throughout this investigation were PP with a thickness of 100 µm (Goodfellow Cambridge Ltd). A jig was constructed to hold the polymer beneath the APPJ for consistent location of treatment. For short treatment times (< 2 s) the APPJ was scanned along the surface at a calculated constant speed using the aforementioned motorised axial stages.

The density of atomic oxygen in the APPJ effluent was measured using two-photon absorption laser-induced fluorescence (TALIF) spectroscopy. The atomic oxygen TALIF scheme used for the measurements is discussed in detail by Niemi et al. [225] In short, two UV-photons at 225.65 nm are simultaneously absorbed to excite oxygen atoms from the 2p\textsuperscript{4} 3P\textsubscript{2} ground state into the 3p 3P\textsubscript{1,2,0} excited state. This subsequently decays, partially through optical transitions to the 3s 3S state by emitting a near-infrared photon at 844.87 nm
as described by Niemi et al. and Knake et al. [226] The effective collisional-induced quenching rate is estimated using radiative lifetimes and quenching coefficients from [225], assuming the feedstock gases are the sole quenching partners at 300 K. This provides estimates of relative ground state atomic oxygen density.

8.2.2 Surface characterisation

The surface modification was monitored using a contact angle analyser (Dyne Technology, Theta Lite) which measures changes in wettability through the static sessile drop method. It consists of a camera that looks across the treated surface, and a needle syringe that creates controlled volume droplets which are placed onto the surface from above. The camera records images of the droplet which are used to calculate the contact angle between the liquid and the treated surface. Each recorded droplet consisted of 24 individual images which were individually analysed for their contact angles. An average result was obtained per droplet with the standard deviation. Each treatment was repeated and analysed a minimum of three times and weighted mean was calculated. The standard deviation of the mean is given as the error and is propagated through further calculations. Two liquids were used; deionised water, and diiodomethane (Sigma-Aldrich). The calculation of the surface energy was performed using the Owens-Wendt-Rabel-Kaelble (OWRK) method [227]. This method uses the difference between the polar and dispersive components of the two liquids. All liquids have a dispersive component, deionised water is a polar liquid and thus it also has available polar bonds. Diiodomethane is non-polar and thus has no available polar bonds. The dispersive component is mechanical and based around the van der Waals force. The polar component is chemical and reveals polar end bonds available for the liquid on the surface. This allows us to characterise whether the changes in contact angle being seen are due to a mechanical roughening, or a molecular scale chemical reaction on the surface.

To analyse the chemistry on the surface Attenuated Total Reflectance Fourier Transform Infrared spectroscopy (ATR-FTIR, Thermo Scientific Nicolet iS50) was used. The sample is mounted on a diamond holder and a beam of IR light is totally internally reflected within the crystal. An evanescent wave extends beyond the interface and into the sample and is attenuated by regions that absorb the energy of the wave. This is then passed into the internally reflected beam and on to an IR spectrometer for analysis.
8.3 Results

8.3.1 APPJ operational parameter variations

In order to investigate the underpinning physics of the APPJ treatment of a PP surface, we measured contact angle while varying three operational parameters of the APPJ, oxygen admixture, treatment time, and distance.

Figure 8.1: Contact angle changes as a function of percentage of $O_2$ admixture in the feed gas after 30 seconds of treatment time. The untreated PP was measured to have a contact angle of 93.9°.

When varying the oxygen admixture in the feed gas the APPJ was placed at 15 mm above the sample surface. Figure 8.1 shows the measured contact angle after the treatment for various oxygen admixtures. For all admixtures there is a significant reduction in contact angle compared to the untreated PP, which has a contact angle of 93.9°. Despite the fact that our plasma jet only provides neutral radicals and no charged particles or electric fields, we observe changes in contact angle from 93.9° to 51.9° in 30 s. This is similar to other APPJ treatments such as the 52.0° achieved by Kostov [220]. Nevertheless, there is a clear difference in the treatment effect with the largest change in contact angle, after 30 seconds of treatment time, with 0.5% oxygen. Increasing the oxygen percentage above 0.5% leads to a reduced effect of the treatment.

Figure 8.2 shows the measured contact angle as a function of treatment time while keeping
the distance and oxygen percentage constant. It is clear that there is a very rapid decrease in contact angle during the first 10 seconds, with a further, much slower reduction in contact angle between 20 and 120 seconds. The decreasing trend suggests that a further reduction can be expected for treatment times beyond 120 sec. To investigate the initial, sharp decrease in contact angle further, we performed plasma treatments between 0.2 and 2 seconds as shown in figure 8.3. Here we observe a very fast drop in contact angle from 93.9° to 70.1° in only 1.5 seconds. This means 40% of the total contact angle reduction happens in the first 1.5 seconds. It seems that there are two processes at play that both result in a reduction of contact angle. One is fast, reaching its maximum effect after 1.5 sec, while the second is much slower but continues for at least 120 seconds.

The final operational parameter that was investigated was the distance between the nozzle of the APPJ and the surface of the PP film. The O₂ admixture was kept at the optimum of 0.5 %, while for various distances we recorded the treatment effect as function of time. The results are shown in figure 8.4. For short distances, 3 to 15 mm, we again observe a two-stage decrease in contact angle, a rapid decrease < 10 seconds and a more gradual, continuing decrease 20 - 120 seconds. For larger distances 30 and 50 mm, there appears to only be the slow, gradual decrease. It is interesting to note that all distances below 15 mm have a very similar effect for each treatment time while for distances larger than 15 mm...
there is a clear decrease in effect for increasing distance at any given treatment time.

Figure 8.3: Contact angle changes with short APPJ treatment time for PP with 0.5 % $\text{O}_2$ in the feed gas and a distance of 15 mm between the APPJ and the PP surface

Figure 8.4: Contact angle changes with APPJ treatment time and distance. Errors are not included for clarity but are similar to those presented in previous figures
8.3.2 Surface energy

Using the aforementioned OWRK method it is possible to use contact angle measurements to calculate surface energy and split it into its two component parts. Taking contact angle measurements for the original 0.5 % O₂ admixture with diiodomethane showed a similar drop in contact angle with treatment time to that of water. However, when the OWRK method is used, the polar and dispersive elements of the surface energy of the PP are revealed. These results are shown in figure 8.5. There is a total increase in surface energy that matches the drop in contact angle previously shown in figure 8.2. The dispersive component appears invariant in time, with a value of around 30 mN/m, whereas the polar component shows an increase in energy from 10 mN/m to 55 mN/m after 30 seconds of treatment.

![Figure 8.5: Surface energy of PP treated with an APPJ at 15 mm with 30 W net power and 0.5 % O₂ admixture in the He feed gas. Errors are shown only for the total surface energy for clarity as they are propagated from original measurements](image_url)

8.3.3 Surface analysis

The ATR-FTIR measurements of the surface showed an area of interest between wavenumbers 1500 and 1900 cm⁻¹ shown in Figure 8.6. These could be absorption of water, however there is no corresponding peak in the data between 3000 and 4000 wavenumbers making this unlikely. Thus this area shows carbonyl stretching bands being formed on the surface of the PP. The increase in absorption with treatment time is due to a carbon oxygen double
bond (C = O), the details of which depend on the exact location of the dip [228]. The large dip on the 2 min treatment time at about 1720 cm\(^{-1}\), that does not exist in the untreated spectrum, could be due to one of two possibilities. Either it is carboxylic acid (RC(=O)OH), or it is another similar ketone (an organic compound with a structure RC(=O)R') [229]. The dip around 1650 cm\(^{-1}\) can be attributed to conjugated ketones, which are similar to regular ketones apart from the alternating double and single bonds that allow for more freedom of movement of electrons. Another dip grows through treatment at 1670 cm\(^{-1}\) which is most likely an increase in the amide functional group. Amides can be produced from carboxylic acids, but do involve the inclusion of a nitrogen atom [230]. It is important to note, for comparison between this atmospheric method and low-pressure methods, that the increase in the amide functional group can only be achieved with the inclusion of nitrogen. This has only been possible in this work due to the nitrogen in the atmosphere.

Figure 8.6: ATR-FTIR spectrum of PP before and after treatment at 15 mm, 0.5 % O\(_2\) in the He feed gas, and an input power of 30 W\(_{net}\).

### 8.3.4 Surface modification pathways

From these measurements we attempt to obtain insight into the reaction pathways of the surface modification. The FTIR measurements show the well-known and well understood signs of oxidation of the PP, this suggests oxygen species from the plasma are dominant in observed modifications. However, the plasma chemistry of APPJs is well characterised and
there are several reactive oxygen species produced, e.g. atomic oxygen, singlet delta oxygen, and ozone. We performed TALIF experiments to measure the atomic oxygen densities at the exit of the APPJ as a function of oxygen admixture. The results in figure 8.7 show a strong correlation with the observed changes in contact angle. I.e. a maximum treatment effect at 0.5 % oxygen, when the concentration of O is maximum. The TALIF measurements agree with the O density measurements done by Knake [226]. Other reactive oxygen species have been measured in the same device. Sousa et al measured singlet delta oxygen [231], and Ellerweg et al ozone [232]. Singlet delta oxygen was shown to decrease with increasing oxygen admixture between 0.1 % and 0.7 %, and ozone was shown to increase over the same range. Furthermore, it is known that the density of atomic oxygen decreases exponentially with increased distance from the APPJ nozzle [225,226], whereas ozone is a long-lived radical species. All of this suggests a direct link between the production of atomic oxygen in the APPJ and the observed modification of the PP surface.

The results in figure 8.4 suggest that the observed fast change in contact angle is dependent on the number of reactive species at the PP surface, i.e. for large distances, the radical density is lower and therefore the observed effect is less. The slow change that is observed for all distances appears to depend on flux to the surface. The same change in contact angle can be achieved for larger distances (smaller radical concentrations) by increasing the treatment
time, resulting in similar fluxes. The pathways linked to the two observed surface processes can be explained with the FTIR measurements. The initial reaction shows production of carboxylic acid, or a similar ketone, and some conjugated ketones. The pathways of which are well understood [233]. This is a fast reaction that takes depends highly on the density of the atomic oxygen reaching the surface. The slow reaction is in part due to the inclusion of the nitrogen in the atmosphere which produces amides from the ketones created by the atomic oxygen. In addition ozone could also be involved within the slow reaction at the longer distances. It is clear that in both the fast and slow processes atomic oxygen from the APPJ plays a key role.

8.4 Conclusion

Using the radical-only effluent of an APPJ we were able to induce rapid and large increases in surface energy of PP films; a decrease in contact angle from 93.9° to 70.1° in 1.4 s and to 35° in 120 s, corresponding to an increase in surface energy from 36.4 mN/m to 66.5 mN/m in 1.4 s. These treatment effects are similar in scale to what is achieved with other devices, highlighting the importance of neutral radicals in plasma-induced PP modification. Further investigations using TALIF identify atomic oxygen as the dominant radical in these treatments. Unlike other radicals such as singlet delta oxygen and ozone, the measured O densities as a function of oxygen admixture match the observed changes in surface energy. Finally, FTIR surface analysis reveals a two stage mechanism for the production of polar bonds on the PP surface: A fast reaction producing carboxylic acid, or a similar ketone. Followed by a slower reaction which is likely to be a combination of ozone producing ketones, and nitrogen forming amides from the ketones.
Chapter 9

Conclusions and outlook

The work in this document focussed on the investigation of removal of deposits from first mirrors in a fusion device, such as ITER. The main investigation probed using the mirror as a powered electrode to form a CCP with a self bias that would attract energetic ions and sputter away the unwanted deposit. Prior to this some experimental work was conducted which was used alongside a simulation to predict trends for optimisation of the process. A Be plasma chemistry for the model was also developed to more-accurately vaticinate the conditions within ITER. In addition to this, work using an APPJ to modify polymer surfaces and investigate the mechanism has been shown.

HPEM, the model used in this work, was successfully benchmarked against published experimental work; slight variances in the results being consistent with the inclusion of the self bias that is integral to the operation of the deposition removal technique. The ion energies were shown to be controllable using the self bias which matched the experimental measurements taken within the laboratory at York; to within 10%. The minor difference in results was shown to be due to the geometric differences in model and experiment causing a change in the grounded area to powered area ratio. This causes a change in bias required to balance the current in the reactor.

Al₂O₃, a proxy for the BeO deposits expected on ITER was etched experimentally at a rate of 0.18 nm/min at 24 mTorr with a 420 V bias. The deposit, post etching, was shown to be below the measurement threshold of the Filmetrics thin film analyser of 10 nm. Under the same conditions, at 60 mTorr the etching was found to be less successful, with significant redeposition in the centre of the mirror. This demonstrated the importance of considering redeposition when calculating etching rates. Using the SKM within HPEM to simulate these
conditions was attempted but was hampered by the use of Al₂O₃, the etching of which is poorly understood, and the simplicity of the model itself. Although good results were shown for simulating the plasma, the SKM did not give reasonable quantitative results for the surface. Comparing the modelled plasma and the experimental etching highlighted the link between the flux and energy of the ions to the surface. Also evident was the importance of the collision frequency of ions within the plasma, which needs to be minimal in order for the ions to achieve sufficient energy to etch; this is known to be optimum at lower pressures.

Moving towards ITER-relevant scenarios, the B-field chamber at Basel was modelled and briefly compared with results from the GEC reactor. Significant differences in the IEDF were noted for the geometry changes, including the shortening of the chamber to 1/3 of its original height, intended to be done experimentally in order to investigate varying magnetic fields. Geometry changes were further investigated using a simple mesh of varying volumes, although with constant powered electrode surface area. This increased the grounded area, but results for the self bias, which were expected to increase with powered to grounded ratio, showed minimal changes. This suggested that even the smallest geometry was already at maximum bias. The largest geometry gave interesting results with a complete disconnect between the electrode and the top and side walls of the reactor, instead limiting the electric field to the area immediately around the electrode, which could be considered a different geometry altogether. From this it is clear that geometrical differences are very important to consider with different energies and fluxes of ions for each change. Geometries for the first mirrors on ITER are already set, hence giving recommendations for size or shape is moot. Rather the only real recommendation can be that each individual geometry should be considered when optimising the system, which is possible, this is not an unsolvable problem. Not investigated in this work was the position of the ground in relation to the mirror and the consequences of this in relation to the IEDF and flux. This is something that can only be addressed on an individual case basis.

Voltage and frequency variations were also modelled in the smallest of the simple geometries. General trends showed that raising either resulted in an increase of ion flux to the surface. This was linked to a general increase in plasma density, but the location of the density increase is important. The flux rise with frequency was primarily in the centre of the electrode where the bulk plasma was most dense, however for the rise in voltage the edge effects became more prevalent, leaving the flux in the centre of the reactor more homogeneous.
Ultimately the homogeneity of the flux can be ignored, to an extent, if the ion energies are kept between the etching threshold of the BeO surface and the underlying mirror. Trends in the voltage and frequency changes suggested that 50 V at 60 MHz would be optimal in geometry 1. This was found to be impossible, with the plasma quenching within the simulation. The lowest voltage that sustained a plasma at 60 MHz was 75 V. The results from this did follow the trends but almost all the ions were above the Mo etching threshold of 35 eV. The frequency and voltage changes are therefore not independent and a plasma may not be sustainable at the values suggested by non-convolved trends. Again, these are issues that need to be addressed for each mirror individually, and it is possible that there is no perfect solution for every mirror. If generalisations must be made then the voltage and frequency changes are a trade off between etch homogeneity and etching rate. Increased flux of high energy ions through greater voltage or frequency will accelerate the etching, nevertheless the flux increases will always be higher in specific areas, which decreases the uniformity of the etch.

Even at low strengths magnetic fields were shown to be significant (in comparison to ITER). At the simulated strength of 100 G the flux profile change is dramatic, which is caused by large changes in the location of the bulk plasma density. The main bulk of the plasma shifts to the edge of the electrode where the edge effects create ions unable to travel easily across the magnetic field lines. It is known that at higher field strengths, within an order of magnitude of those that will be encountered on ITER, the plasma forms filamentary structures that are currently not well understood. In the B-field chamber at Basel a single filament formed that produced enhanced etching in that location and no etching anywhere else. It can therefore be concluded that these filaments will form if this deposition removal method is installed on ITER and that they will cause significant non-uniformity in the etching profile. Understanding these filaments is key in mitigating their effect, or even using them to improve the performance of the system. Further complications arise regarding the orientation of the fields in relation to the mirrors, but it seems prudent to attempt to understand the most basic case first.

Individual mirrors and their immediate environment clearly require individual solutions. This is unlikely to be achieved through an experimental campaign, as it is just not practical. General trends have been shown to not necessarily give achievable parameters for each specific case. Modelling these geometries is possible within HPSEM, which has shown to give accurate
results for the plasma, leading to useful predictions regarding the etch of deposits. It is a far more reasonable endeavour to enhance the abilities of the SKM, form a working surface chemistry, and approach these individual problems in the form of simulations. This could be achieved within time frame that could give useful results for the implementation of this method prior to the predicted first plasma in ITER in 2025.

In an attempt to provide the tools, the Be plasma chemistry has been created, allowing the simulations to be closer to the working environment than when using the Al proxy. This chemistry set has shown differences between Al and Be within the plasma that are likely to have significant effects on the etching rates and results. The main difference has come from simple diffusion of the Be and Al, which has opened up the importance of the method of removing the sputtered material in order for it not to redeposit. With the Al being heavier it resides around the electrode and flows from the reactor with the outlet being nearby. However, it also ionises at a lower energy, resulting in nearly twice as much of it ionising and remaining in the bulk plasma in comparison to Be. Without a working surface model it isn’t clear what effect the differences between the two will have on the surface interactions, but the differences in the plasma are significant enough to conclude that there will be some implications on the etching. With no experiments placing Al\(_2\)O\(_3\) and BeO deposits in the same geometry it is impossible to currently conclude that experiments done with Al\(_2\)O\(_3\) will accurately predict BeO etching.

Modelling should be the focus for further work in this area. Efforts should be made to create an accurate BeO surface chemistry for use within the SKM, which can be benchmarked against the limited experiments that have been carried out. Further experiments will be required in order to confirm the accuracy of the Be gas chemistry, which would prove useful in other areas of fusion research, where the plasma enters a lower state of ionisation and neutrals become important, such as in the divertor. The research being carried out on the effects of high-strength magnetic fields should be incorporated into the model, such that all variables could be accounted for, the goal being to investigate the individual mirror geometries and optimise the parameters on a case-by-case basis.
Although the APPJ was discarded as a possible deposition removal tool, the work carried out in the modification of polypropylene led to an understanding of the underlying mechanism and the importance of neutral radicals. Atomic oxygen is clearly responsible for the surface changes through a two-stage mechanism to create amides, which can only be possible with the inclusion of nitrogen from the atmosphere.
Appendix A

Pressures

<table>
<thead>
<tr>
<th>Pressure (mTorr)</th>
<th>Pressure (Pa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.75</td>
<td>0.5</td>
</tr>
<tr>
<td>7.5</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>1.3</td>
</tr>
<tr>
<td>13</td>
<td>1.7</td>
</tr>
<tr>
<td>20</td>
<td>2.7</td>
</tr>
<tr>
<td>24</td>
<td>3.2</td>
</tr>
<tr>
<td>50</td>
<td>6.7</td>
</tr>
<tr>
<td>60</td>
<td>8</td>
</tr>
<tr>
<td>64</td>
<td>8.5</td>
</tr>
<tr>
<td>75</td>
<td>10</td>
</tr>
<tr>
<td>500</td>
<td>66.7</td>
</tr>
</tbody>
</table>

Table A.1: Pressures used in this work in mTorr and Pa.
Appendix B

Beryllium cross sections

The following data was provided by Dr Oleg Zatsirinney through private communication upon request in reference to his paper detailing the calculations [191].

<table>
<thead>
<tr>
<th>Energy (eV)</th>
<th>Excitation cross-section (cm$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10$^{-22}$</td>
<td>Ground -&gt; Elastic</td>
</tr>
<tr>
<td>10$^{-21}$</td>
<td>Ground -&gt; 2p 3P</td>
</tr>
<tr>
<td>10$^{-20}$</td>
<td>Ground -&gt; 2p 1P</td>
</tr>
<tr>
<td>10$^{-19}$</td>
<td>Ground -&gt; 3s 3S</td>
</tr>
<tr>
<td>10$^{-18}$</td>
<td>Ground -&gt; 3s 1S</td>
</tr>
<tr>
<td>10$^{-17}$</td>
<td>Ground -&gt; 1D$^2$</td>
</tr>
<tr>
<td>10$^{-16}$</td>
<td>Ground -&gt; 3p 3P</td>
</tr>
<tr>
<td>10$^{-15}$</td>
<td>Ground -&gt; 3p 1P</td>
</tr>
<tr>
<td>10$^{-14}$</td>
<td>Ground -&gt; 3P$^2$</td>
</tr>
<tr>
<td>10$^{-13}$</td>
<td>Ground -&gt; 3d 3D</td>
</tr>
<tr>
<td>10$^{-12}$</td>
<td>Ground -&gt; 3d 1D</td>
</tr>
<tr>
<td>10$^{-11}$</td>
<td>Ground -&gt; 4d 3D</td>
</tr>
<tr>
<td>10$^{-10}$</td>
<td>Ground -&gt; 4d 1D</td>
</tr>
<tr>
<td>10$^{-9}$</td>
<td>Ground -&gt; 4f 3F</td>
</tr>
<tr>
<td>10$^{-8}$</td>
<td>Ground -&gt; 4f 1F</td>
</tr>
<tr>
<td>10$^{-7}$</td>
<td>Ground -&gt; 4s 3S</td>
</tr>
<tr>
<td>10$^{-6}$</td>
<td>Ground -&gt; 4s 1S</td>
</tr>
<tr>
<td>10$^{-5}$</td>
<td>Ground -&gt; 4p 3P</td>
</tr>
</tbody>
</table>

![Figure B.1: Beryllium ground state excitation cross sections](image1)

![Figure B.2: Beryllium 2p 3P state excitation cross sections](image2)
Figure B.3: Beryllium 2p 1P state excitation cross sections

Figure B.4: Beryllium 3s 3S state excitation cross sections

Figure B.5: Beryllium 3s 1S state excitation cross sections

Figure B.6: Beryllium 1D2 state excitation cross sections

Figure B.7: Beryllium 3p 3P state excitation cross sections

Figure B.8: Beryllium 3p 1P state excitation cross sections
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Figure B.9: Beryllium 3P2 state excitation cross sections

Figure B.10: Beryllium 3d 3D state excitation cross sections

Figure B.11: Beryllium 3d 1D state excitation cross sections

Figure B.12: Beryllium 4d 3D state excitation cross sections

Figure B.13: Beryllium 4d 1D state excitation cross sections

Figure B.14: Beryllium 4f 3F state excitation cross sections
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Figure B.15: Beryllium 4f 1F state excitation cross sections

Figure B.16: Beryllium 4s 3S state excitation cross sections

Figure B.17: Beryllium 4s 1S state excitation cross sections

Figure B.18: Beryllium 4p 3P state excitation cross sections

Figure B.19: Beryllium 4p 1P elastic cross section
Appendix C

List of publications and communications

Publications


Oral presentations


• D. Shaw, A. Gibson, M. Kushner, & E. Wagenaars, (2017). Deposition removal from fusion optics. *Technological Plasma Workshop*

• D. Shaw, M. Kushner, & E. Wagenaars, (2017). Modelling deposition removal from fusion mirrors. *6th Workshop on Radio-frequency Plasmas*

• D. Shaw, A. Gibson, M. Kushner, & E. Wagenaars, (2017). Deposition removal from fusion optics. *IOP Early Career Researchers Meeting*


• D. Shaw, A. West, & E. Wagenaars, (2015). Surface modification of polymer films using atmospheric-pressure plasma jet. *Technological Plasma Workshop*


**Poster presentations**

• D. Shaw, P. M. Gyuk, & E. Wagenaars (2014). Surface Modification of Polymer Films Using an Atmospheric-Pressure Plasma Jet. *IOP Early Career Researchers Meeting*

**Prizes**

• IOP Ion and Plasma Surface Interactions Group Poster Prize (2014). *IOP Early Career Researchers Meeting*
List of References


LIST OF REFERENCES


[200] Quantemol. Quantemol DB.


