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Nowadays, the global environmental pollution regulations drives the increase in the use of low-carbon sources as an alternative to conventional power generation. Moreover, the UK current energy policy, the Electricity Market Reform (EMR), has a strong focus on the security, affordability and decarbonisation of the energy system. 
In order to determine the optimal operation strategy from a techno-economics aspect under the EMR in the energy system, a Combined Economic and Emission Dispatch (CEED) model is investigated to solve the optimization problem in the energy system. This is able to find a security and affordability solution for the energy system. In addition, a wind-storage combined system (WSCS) is incorporated in the model. Furthermore, the Carbon Price Floor (CPF) and an Emission Performance Standard (EPS) are applied to model the support of EMR.
The research in this thesis is progressive. The CEED model is investigated for a steady state energy system with conventional and wind power. Then the investigated model is developed to a dynamic state model; additionally, the dynamic model takes into account WSCS, which is in order to reduce renewable power uncertainty and the possible cost of waste and reserve power; finally, practical cases are studied using the model. 
To conclude, increasing the CPF at a low emission limit leads to an increase in the cost of an electrical system, but the increasing cost rate is mitigated by decreasing the emission limit. Furthermore, the CPF is able to dominate the dispatch at high emission limits. Nevertheless, at low emission limits, the EPS has a high impact on the dispatch. In addition, the renewable power has the superiority in both the economics and environment for a mid to long-term strategy for the UK. Moreover, the benefit of the WSCS is noticeable in economics, emissions and robustness. 
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Abbreviations
	AARO
	Affine adjustable robust optimal 

	AD
	Anaerobic digestion 

	BEIS
	Department for business, energy & industrial strategy

	BESS
	Battery energy storage system

	BFA
	Bacterial foraging algorithm 

	CAS
	Compressed air storage 

	CCGT
	Combined cycle gas turbine

	CCS
	Carbon capture and storage

	cdf
	Cumulative distribution function 

	CEED
	Combined economic and emission dispatch

	CfD
	Contracts for difference 

	CHP
	Combined heat and power

	CPF
	Carbon price floor

	CPS
	Carbon price support

	DBESS
	Distributed battery energy storage system

	DDM
	Dynamic dispatch model 

	DE
	Differential evolution

	DECC
	Department of energy and climate change

	DED
	Dynamic economic dispatch

	DEED
	Dynamic economic and emission dispatch

	DIT
	Department for International Trade 

	DSM
	Demand side management 

	DUKES
	Digest of UK energy statistics

	ED
	Economic dispatch

	EIA
	Energy information administration 

	EMR
	Electricity market reform 

	EPAct
	Energy Policy Act

	EPS
	Emission performance standard

	ESS
	Energy storage system 

	EP
	Evolutionary programming 

	EU ETS
	European Union emissions trading system 

	FIT
	Feed-in Tariffs

	GA
	Genetic algorithm 

	GHG
	Greenhouse gases

	GMM
	Gaussian mixture model 

	GPNBI-MOSDE
	Generalized piecewise normal boundary intersection inspired multi-objective strength differential evolution 

	HFPA
	Hybrid flower pollination algorithm 

	IPCC
	Intergovernmental panel on climate change 

	IPP
	Independent power producer

	LCOE
	Levelized cost of electricity 

	LHV
	Lower heating value, namely the net calorific value

	LLC
	Limited liability company 

	NSP
	National service provider

	pdf
	Probability density function

	PE
	Percentage error

	PEVs
	Plug-in electric vehicles 

	PF
	Pareto front

	PFCs
	perfluorocarbons 

	PHS
	Pumped hydro storage 

	PSO
	Particle swarm optimization

	PV
	Photovoltaics

	SoC
	State of charge 

	SQP
	Sequential quadratic programming

	SRMC
	Short run marginal cost 

	STOR
	Short term operating reserves 

	SWT
	Stochastic weight trade-off 

	VRE
	Variable renewable energy 

	V2G
	Vehicle-to-grid

	WSCS
	Wind-storage combined system

	WSM
	Weighted sum method 
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	wr/(vr-vi) (MWs/m)

	ai, bi, ci 
	Coefficients in the cost function of the ith conventional generator (£/MW3h, £/MW2h, £/MWh)

	b
	wr× vi /(vr-vi) (MW)

	B
	The power flow in the energy storage system (MW)

	c
	Scale factor of Weibull distribution (m/s)

	cfNOx, cfSO2
	CO2e conversion factor of NOx and SO2, respectively (CO2e)

	C
	Total fuel cost in the electrical system (£/h)

	Cfp
	Cost of fuel at the power output P (£/h)

	COW,j, CUW,j
	Overestimation and underestimation in the cost of jth wind powered generator respectively (£/h)

	CP,i
	Cost of the ith conventional generator (£/h)

	CW,j
	Direct cost of the jth wind powered generator (£/h)

	D
	Total demand on the electrical system at time step t (MW)

	diNOx, eiNOx, fiNOx,   diSO2, eiSO2, fiSO2,  diCO2, eiCO2, fiCO2
	Coefficients in the emission function of the ith conventional generator of NOx, SO2, CO2, respectively (t/MW3h, t/MW2h, t/MWh)

	E
	Total emission in the electrical system (tCO2e/h)

	EB,t
	The energy stored in the energy storage system at time step t (MWh)

	EBcap
	The capacity of energy storage (MWh)

	EP,iNOx, EP,iSO2, EP,iCO2
	Emission of NOx, SO2 CO2 of the ith conventional generator, respectively (tCO2e/h)

	EElimit
	The emission limits of each conventional generator (tCO2e/h)

	F
	Fitness function (£/h)

	gj
	Coefficient of the cost function of the jth wind powered generator (£/h)

	hi
	Price penalty factor of the emission of the ith conventional generator (£/t)

	k
	Dimensionless shape factor of Weibull distribution

	kO,j, kU,j
	Coefficient of the overestimation/underestimation cost function of the th wind powered generator (£/h)

	l
	(vr-vi)/vi

	M
	Number of wind powered generators

	MX
	Molar mass of C, S and N (kg/mol)

	m
	Mass of the fuel (t/h)

	mp
	Mass of the fuel required at the power output P (t/h)

	mXO2
	Mass of the CO2, SO2 and NO (t/h)

	N
	Number of conventional powered generators

	P100%
	Power of the fuel burnt at 100% (MW)

	Pcg, Pdcg
	Charging /discharging power flow to the ESS in the grid (MW)

	Pcgcap, Pdcgcap
	ESS charging and discharging power capacity (MW)

	Pcost
	Power output from the cost function (MW)

	Pi
	Power output of the th conventional generator (MW)

	Pi,min, Pi,max
	Minimum and maximum power output of the ith conventional generator (MW)

	Pr
	Unit price of fuel (£/t)

	RRDi, RRUi
	Ramp rate down/up of the ith conventional generator (MW/h)

	r
	Carbon price (£/tCO2e)

	SR
	Spinning reserve (MW)

	Tt
	Time of time step t (h)

	UAX
	Ultimate analysis of C, S and N (%)

	V
	Wind speed random variable (m/s)

	W
	Wind power random variable (MW)

	Wj
	Scheduled power output of the jth wind powered generator (MW)

	Wr,j
	Rated wind power of the jth wind powered generator (MW)

	WA,j
	Available power output of the jth wind powered generator (MW)

	w
	Wind power (the wind power random variable) (MW)

	w1, w2, w3
	Weighted factors of the emission

	wr
	Rated wind power (MW)

	z
	Height (m)

	zref 
	Observe altitude (m)

	z0
	Roughness length (m)



Greek alphabet
	αi
	Coefficients in the cost function of the ith conventional generator (£/h)

	βiNOx, βiSO2, βiCO2
	Coefficients in the emission function of the ith conventional generator of NOx, SO2, CO2, respectively (t/h)

	η
	General efficiency (%)

	ηcg, ηdcg
	The efficiency of the energy storage charging/discharging between the electrical grid and energy storage (%)

	ηX
	Removal efficiency of C, S and N in coumbustion process (%)

	v
	Wind speed (the wind speed random variable) (m/s)

	vavg
	Average wind speed (m/s)

	vi
	Cut-in wind speed (m/s)

	vr
	Rated wind speed (m/s)

	vo
	Cut-out wind speed (m/s)

	vref
	Wind speed at the observed altitude zref (m/s)

	vz
	Wind speed at height z (m/s)

	ρ
	w/wrated	



Subscripts
	A
	Available

	B
	Energy storage system

	cap
	Capacity

	cg
	Charge

	CO2
	Carbon dioxide

	dcg
	Discharge

	i
	Number of conventional powered generator

	j
	Number of wind powered generator

	max
	Maximum 

	min
	Minimum

	NOx
	Nitrogen oxides

	O
	Overestimation of wind power 

	P
	Conventional power

	p
	Power output P of the conventional power

	r
	Rated

	SO2
	Sulphur dioxide

	t
	Time dimension at time step t

	U
	Underestimation of wind power 

	W
	Wind power

	z
	Height 



Mathematical Symbols
	exp()
	Exponential operator 

	ln()
	Natural logarithm operator

	min()
	Minimization operator 

	Pr{}
	The probability of an event 

	T()
	A transformation

	Γ()
	Gamma function

	∑i()
	Summation operator 

	σ
	Standard deviation

	σ2
	Variance 

	∫i f(x)dx
	Integration operator for the integration of a function f as a function of variable x
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[bookmark: _Toc420596676][bookmark: _Toc310605571][bookmark: _Toc310605866][bookmark: _Toc523347704]Introduction
Summary
This chapter introduces the thesis motivation. With the rise in global development, energy is playing an increasingly more important role in the world. Increasing pollutants and greenhouse gas (GHG) emissions are driving a replacement of conventional power sources with renewables. In the UK, the energy market has been and is being reformed and the security, affordability and decarbonisation has become the first priority in all energy systems. Therefore, the optimization dispatch of the UK energy system should consider the new energy policies and the new energy resources and the aims, contributions and outline of this thesis are described and discussed in this chapter.


[bookmark: _Toc523347705]The role of energy systems
Since the second Industrial Revolution, electricity and energy has become widely used [1, 2]. In general, an energy system consists of energy generation, transmission, distribution and energy demand aspects [3]. Moreover, in the context of energy economics, an energy system is a technical and economic system that meets the energy demand [4]. 
Nowadays, the electricity generation in the energy systems of the world was 23536 TWh in 2014 [5] and the widely used energy resources are coal, oil, natural gas, nuclear, biomass and other renewables, such as hydro, solar PV and wind [3], but with a growing emphasis on wind. 
[bookmark: _Toc523347706]Energy systems in the UK
In the UK, the electricity generation was 357 TWh in 2016 and the major power producers are coal, gas, nuclear, oil, wind, hydro, solar and bioenergy [6, 7].
[bookmark: _Toc523347707]Conventional energy
Conventional energy is the power resources that use fossil fuels, such as natural gas, oil and coal [8, 9]. At present, over 50% of the UK’s electricity is produced by fossil fuels. In 2015, natural gas generated 42% of the electricity, coal produced 9% and oil supplied a very small amount, which was under 1% [7]. 
Coal was the largest source of electricity generation in the UK until the mid 1990s [10]. However, in order to reduce the emissions, the UK government announced that it will close coal-fired power generations without Carbon Capture and Storage (CCS), in Great Britain by 2025 [11]. 
Gas-fired power generation usage has risen in the UK since the early 1990s [12]. In 2016, there was about 32 GW Combined Cycle Gas Turbine (CCGT) capacity in the UK and 26 GW extra will be deployed by 2030 [7, 12], which is an increment by over 80%. Therefore, although the coal-fired generation will be reduced, conventional power will still dominate the energy generation in the UK in the near future.
[bookmark: _Toc523347708]Renewable energy
More stringent environmental pollution regulations urges drives the increase in the use of renewable resources as alternatives to conventional power generations and one of these renewable sources, which is widely used in the UK, is wind energy. The Department of Energy and Climate Change (DECC, now Department for Business, Energy & Industrial Strategy, namely BEIS) indicated that in 2020, the UK can deliver 234 TWh of renewable energy overall, which is 15% of the forecasted energy consumption. In 2014, 20.3% of the renewable energy in the UK was supplied by wind [13], and by 2020, wind energy will supply 57 to 90 TWh, which is between 24% to 38% of the total renewable energy in the UK.
[bookmark: _Toc523347709]Energy storage in renewable energy systems
[bookmark: _Toc420596678][bookmark: _Toc310605573][bookmark: _Toc310605868]With the increasing installed renewable power into power grids, especially the variable renewable energy (VRE) with low dispatchability, high variability and low predictability, such as wind and solar PV with inherent intermittent nature [13-15], the grid-connected VRE may cause power fluctuation and voltage instability. Therefore, the reliability and stability of the power grid has been reduced [16-20]. However, the Energy Storage System (ESS) in renewable energy systems increases the robustness of the energy system and mitigates the renewable power variations by absorbing and releasing energy when VRE is required and provides ancillary service for voltage and frequency stability in the grid [18, 19, 21].  
Up to 2015, there was 33 GWh of ESS capacity and 27 ESS projects in the UK and 15 of these projects were used for renewable energy time shift [18]. 
[bookmark: _Toc523347710]Energy policy in the UK
The current energy policy in the UK is the Energy Act 2013 [22], which sets a decarbonisation target for the UK energy system. Moreover, the UK government is committed to the Climate Change Act by reducing emissions by 80% from their 1990 levels by 2050 [23-25]. In order to achieve this carbon target, the Electricity Market Reform (EMR) is stated in the Energy Act 2013 and it is supported by the Carbon Price Floor (CPF) and an Emission Performance Standard (EPS) [22, 26].
[bookmark: _Ref502256521][bookmark: _Toc523347711]Electricity Market Reform (EMR)
EMR was  introduced by the UK government for three objectives, which are to keep the lights on (security), to keep energy bills affordable (affordability), and to decarbonise energy generation (sustainability) [26, 27]. 
The key elements of EMR are as follows:  
· A mechanism to support investment in low-carbon generation: Feed-in Tariffs with Contracts for Difference (CfD). 
· A mechanism to support security of supply.
· The institutional arrangements to support the reform.     
And these mechanisms will be supported by following:  
· The Carbon Price Floor (CPF).
· The Emissions Performance Standard (EPS).
· Electricity Demand Reduction.
· Measures to support market liquidity and access to market for independent generators.
· Effective transitional arrangements.
[bookmark: _Ref502257491][bookmark: _Toc523347712]Carbon Price Floor (CPF)
In order to improve the environmental conditions and reduce the greenhouse gases (GHG), the European Union Emissions Trading System (EU ETS) provides a market for the carbon allowances trading and sets the carbon price [28]. The carbon price is a tax rate on the emission of one tonne of CO2 or the equivalent GHG [29].
The CPF consists of the EU ETS allowances price and the Carbon Price Support (CPS), which is a UK-only tax [30]. According to the Fourth Carbon Budget of the Committee on Climate Change [24], the CPF in the UK from 2010 to 2050 are shown in Figure 1.1. The carbon price in 2010 was zero because the CPF started from 2013 [30]. It can be observed from Figure 1.1 that the CPF value increases dramatically from 2010 to 2050. 
[bookmark: _Toc523347713]Emissions Performance Standard (EPS)
EPS is a regulatory component of the National Planning policy. It provides a limit on the emissions of new fossil fuel power stations, namely 450 gCO2/kWh, which is about half of the  emissions of coal-fired power generation without CCS [26, 31].  BEIS stated that one of the options to place the closure of unabated coal into effect is to modify the existing EPS on the emission limit per unit of generated electricity at any point in time, rather than have an annual limit [10]. Therefore, an emission limit of per unit of generated electricity at any point in time will be considered in this thesis in order to contain this new feature of the EPS.
[image: C:\Users\admin\Desktop\CPF.tif]
[bookmark: _Ref502327318][bookmark: _Toc523347868]Figure 1.1 The CPF in the UK from 2010 to 2050.
[bookmark: _Toc523347714]The role of economic dispatch 
According to the EMR, sufficient energy supply is required in the system in order to secure the energy system. At the same time, the affordable electricity bill requires a low supply cost in the power generations. Therefore, the balance between the demand and supply in the energy system should be found and the cost of the supply should be minimized.
[bookmark: _Toc523347715]Economic dispatch (ED)
To determine the optimal operation strategy of the energy system under the EMR, the balance of the demand and supply and the minimization of the supply cost should be considered. Therefore the economic dispatch (ED) is introduced and this is defined by the EPAct section 1234, namely ‘The operation of generation facilities to produce energy at the lowest cost to reliably serve consumers, recognizing any operational limits of generation and transmission facilities’ [32]. Initially, to consider the electricity grid balance in techno-economic terms, the ED is introduced and the ED of thermal power generating units has been proposed since 1920, or even earlier [33]. 
[bookmark: _Toc523347716]Combined economic and emission dispatch (CEED)
With the growing concern for the environment, CEED models have been developed for an electrical system consisting of fossil-fired power plants in the 1990s [34-36]. Initially, the CEED considered only conventional powered generators [34-39]. With the ever-increasing use of renewable power, the power system network now is not only allocating system power from conventional generators but also from renewable power plants, such as wind farms [40, 41], solar PV plants [42, 43] and hydro power stations [44, 45]. Due to the negligible emissions in renewable power generation, the dispatch of renewable resources does not have emission dispatch [33, 46]. Nowadays, wind power is in the top two of the renewable energies in the UK and it is still increasing [47], and therefore in this thesis, the wind power is a representation of the renewable energy. Nonetheless, in the ED model that incorporates wind power, the unpredictable wind power outputs become a non-negligible problem. Uncertainty in the conventional energy sources, such as the cost and fuel inputs, are much lower and controllable than that of the wind power output.
Moreover, low carbon resources, such as renewable power, can help with the decarbonisation in EMR and in the future it will be more widely applied to the energy system in the UK.  Nevertheless, most of the low carbon resources are high in cost [48]. Further, the CPF also leads a high cost of the GHG emissions from conventional power resources. Thus the balance between fuel and emission cost is important to the future energy market and the CEED should be introduced into the UK energy system.
Therefore, it is very important to investigate a CEED model that is useful when researching the optimal operation strategy in the energy system under the current UK energy policies when considering the conventional power, renewable power and ESS.
[bookmark: _Toc523347717]Thesis structure
The research aims, contribution and outline of the thesis is described in this section. 
[bookmark: _Toc523347718]Research proposal 
The research aims of this thesis are as follows:
· To develop a dispatch model in order to determine the optimal operation strategy of the future UK energy system under the current UK energy policies, specifically, the EMR. Therefore, three objectives should be achieved in the model: the security of the energy system, namely the demand and supply balancing and reserve power; the affordability, namely minimizing the cost; and the decarbonisation, which is able to be achieved by the renewable power and its ESS for time shifting, the CPF for the GHG emission and an emission limit level from the EPS.
· To develop a novel approach for building a model of ESS in WSCS that is for the renewable energy time shift. This method is based on the uncertainty of the renewable power and the waste and reserve of the renewable power. 
[bookmark: _Toc523347719]Contribution of the thesis
Firstly, a novel steady state CEED model that involves conventional and wind power in an energy system, and considers the EMR has been investigated by studying the UK energy system between 2010 to 2050. A new CEED model that determines the optimal operation strategy for the given system on the power dispatching with the inclusion of wind power waste and reserve and the environmental aspect, especially the CPF of GHG and the emission limits of EPS in decarbonisation scenarios has been developed and accomplished. Moreover, the wind power is modelled by the Weibull distribution and takes into account the waste and reserve power.
Secondly, a dynamic EED (DEED) model that incorporates conventional power and wind power in an energy system and includes the CPF and emission limits of EPS has been developed based on the investigated CEED model. It has been investigated in this study with a daily half-hourly to hourly optimization dispatch in the UK energy system between 2010 and 2050. A  typical daily half-hourly demand profile in the Sheffield region under the UK decarbonisation policies of a given system in several possible scenarios from 2010 to 2050.
Thirdly, a novel DEED that incorporates conventional power and a WSCS, which consists wind power and an ESS that is used for renewable power time shifting in an energy system, and takes into account the CPF and emission limit of EPS has been developed. The ESS has been modelled and the state of charge (SoC) has been decided by considering the optimization of the waste and reserve of the wind power using the uncertainty of the wind power that employs the Weibull distribution.
Finally, a practical case study has been applied to the DEED model that incorporates conventional power, wind power and an ESS and takes into account the CPF and emission limits of EPS. The practical data for the conventional generators have been collected from the experiment results. The data for the wind farm, wind speed profile, ESS of the wind farm and the demand have been collected from open resource databases. Moreover, the practical data from the available experimented data has been fitted to find the variables that occurs in the objective and constraints functions in the model. 
[bookmark: _Toc523347720]Outline of the thesis
· In Chapter 1, a general introduction to the motivation for the CEED model that determines the operation strategy of the future UK energy system is introduced. 
· In Chapter 2, a detailed historical and critical literature review of the energy dispatch is presented. Further, the knowledge gaps in the energy dispatch are discussed.
· In Chapter 3, a novel CEED model for a combined conventional and wind power system that incorporates CPF and emission limits of EPS is developed. The uncertainty of the wind power is modelled by the Weibull distribution and the value of the waste power penalty and reserve power cost are considered according to the uncertainty in the wind power. Also, two case studies are presented and discussed. 
· Chapter 4 investigates a DEED model which incorporates conventional and wind power and considers CPF and the limit of the EPS on the emissions aspect, and this is based on the CEED model presented in Chapter 3. A case study with the demand profile of the Sheffield region is presented and discussed.
· In Chapter 5, a novel DEED model for a dynamic energy system that involves conventional, wind power and an ESS that incorporates CPF and emission limits of EPS is developed. The proposed model is based on the DEED model presented in Chapter 4 and the ESS in the model aims to reduce the costs of waste and reserve power and the uncertainty of the wind power. Two case studies are presented and discussed.
· Chapter 6 presents a practical case study to the DEED model of an electrical grid with conventional and wind power and with an ESS incorporating CPF and emission limits of EPS based on the UK energy policies. The practical case study investigates a hypothetical off-grid electrical system in Wales by applying the appropriate practical experimental data for the conventional power, the wind farm that includes wind turbines, wind speed profiles and ESS, and the demand to the DEED model as given in Chapter 5. 
· In Chapter 7, the key findings and conclusions in the research are presented. Moreover, the limitations of the thesis and some suggestions for the possible future investigations are discussed.
[bookmark: _Toc420596681]

Chapter 1
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[bookmark: _Toc310605576][bookmark: _Toc310605871][bookmark: _Toc523347721]Literature review
[bookmark: _Toc420596682]Summary
This chapter presents a historical and critical literature review of economic dispatch. Firstly, a general review of the different models in electrical energy systems are introduced. Secondly, a historical review on the economic and emission dispatch is presented. Moreover, a critical review of the current economic dispatch models that takes into account wind power uncertainty and ESS is discussed. Finally, some of the knowledge gap and the aim of the thesis are addressed.


1. [bookmark: _Toc310605577][bookmark: _Toc310605872]
[bookmark: _Toc523347722]Overview of the models for electrical energy system
There are several different types of models that can be used to analyse the electricity energy system, such as the dispatch model, investment model, electricity market model and power system model. All these models may be combined produce just one model that includes all their features [49-51].   
[bookmark: _Toc523347723]Dispatch model
A dispatch model is a short-term utility planning model for minimizing the operational cost in an energy system with a set of portfolios for the resources that balance the power demand for electricity [49, 52, 53]. 
[bookmark: _Toc523347724]Unit commitment model
The unit commitment model is a type of dispatch model that is used to optimize the operation schedule of different generation units with the power [51, 54-57]. Different generation units have their own specific properties, such as type of resources, costs, power output range and ramp rate [49, 51, 54-57]. Most of the generation properties are considered as operation constraints in this model.
[bookmark: _Toc523347725]Investment model
The investment model is a long-term planning model for an optimal portfolio of power plants and transmission [52]. Typically, it aims to minimize the levelized cost of electricity (LCOE), which includes capital costs, fuel costs, operations and maintenance costs, financing costs, and an assumed utilization rate for different plant types [58]. It is able to evaluate the outcomes of the different policies [49]. 
[bookmark: _Toc523347726]Electricity market model
The electricity market model considers the market behaviours in an optimization model. It is able to be either short, mid or long term [52, 59, 60]. The electricity market model is able to be included in the dispatch model and takes into account the market feature in the dispatch optimization. For instance, a price-based ED model is to maximize the profit of the generation companies, which means maximizing the difference between the revenue and cost of generation [61] and a bid-based ED model that aims to maximize the social benefits, i.e. to maximize the difference between the benefit to the customer and the cost of the generator to the system operator [62].
[bookmark: _Toc523347727]Power system model
The power system model is a simulation model that analyses and visualizes the power flow of the given load and the generation at each bus in an electrical power transmission system [49]. The long-term planning power system models are designed for electrical system planning purposes and the short-term and real-time ones are used for operational network management for an electrical energy system [63].
The short-term and real-time models are able to be optimized by taking into account the dispatch model [64-67]. In general, a dispatch model can be a black-box problem; however, it can also combine a dispatch model and a power system model to a white-box problem with a given transmission system [49, 50, 68, 69].
Table 2.1 lists a summary of the different types of electrical energy system models that have been introduced in this section.
[bookmark: _Ref503385535][bookmark: _Toc523347921]Table 2.1 A summary of the models employed for the analysis of electricity systems.
	Model type
	Planning horizon
	Proposal

	Dispatch model
	Short-term
	Minimizing running costs

	Investment model
	Long-term
	Minimizing LCOE

	Electricity market model
	Short, mid or long-term
	Maximizing profits

	Power system model
	Short or long-term
	Simulating and optimizing power flow 



[bookmark: _Toc523347728]National level dispatch model in the UK
In recent years, there are two national level dispatch models in the UK, one is called the Dispatch Model by the National Grid [70], and the other is the Dynamic Dispatch Model (DDM) by DECC [71]. 
The Dispatch Model by the National Grid [70] was investigated in order to minimize the generation costs of the UK electrical systems by taking into account the electricity transmission and generation mix within the Gone Green and Slow Progression scenarios [72]. In addition, this model gives an hourly solution of a one-year horizon using linear programing.  
The DDM by DECC [71] is a model that mixes with the dispatch, investment and electricity market models. It takes into account the dispatch module, investment decisions and the new plant module in the dispatch. The DDM model aims to analyse the electricity dispatch and the investment decisions in the GB power generation market from 2010 to 2050.  Further, this model gives a half-hourly solution of a day horizon. 
As these two models are national level modelling, the generations and their capacities were modelled at the national fuel type level and consider the short run marginal cost (SRMC) [73], for the power plants. Moreover, they do not take into account the unit commitment and power system model [70, 71].
[bookmark: _Toc523347729]Overview of economic dispatch
In general, the optimal dispatch model of generation, also called the economic dispatch (ED) of generation, is a method to balance the demand and supply in energy with minimum fuel costs by employing optimization procedures. Due to the fuel costs of the different generators being different, the generation of different resources will vary [65]. 
[bookmark: _Toc523347730]Economic dispatch
In order to balance the fuel and emission costs, an improved dispatch in the electricity grid is proposed. Initially, this considers the electricity grid balance in economic terms, and the economic dispatch (ED) is introduced. The ED of thermal power generating units have been proposed since 1920, or even earlier [33, 69]. 
Further, the ED model is a short-term planning model, which normally requires a day-ahead forecast through real-time delivery. For day-ahead scheduling, hourly or sub-hourly forecasts are necessary [52]. Therefore, in most of the research on this topic, the ED model is used for the dispatch strategy on a 24 hours’ time horizon with an hourly time interval [39, 74-76].
Most of the ED models consider unit commitment [45, 46, 49, 51, 54-57, 77-80]. As the ED models are able to combine with other models, some of the models involve features in the power flow [50, 64-69] and electricity market [52, 61, 62, 79, 81-85] in the ED model. 
The basic generation dispatch is steady dispatch.  However, it is difficult to deal with real-time demand because it cannot process large variations in the demand according to the ramp rate limitation of the generators [86-88].  
[bookmark: _Toc523347731]Dynamic economic dispatch
In order to minimize instantaneous operating cost of an electrical power system over a certain period, the dynamic economic dispatch (DED) was proposed since the 1980s [86, 88-90]. The DED models the power system generation as a control system. The variables are the electrical power outputs of the generators. The DED is solved by a breakdown of the dispatch period into small time intervals. In each time interval, the power system is assumed to be in a steady state and the electricity demand is assumed a constant in that state. The steady dispatch problem is solved under static constraints at each time interval and the ramp rate constraints are solved between consecutive intervals in time [88, 89, 91]. 
There are three steps in the formulation of a DED problem [91]:
i. Select an appropriate objective function. The aim of an objective function is to minimize the total cost [89, 92]. In industry, the standard practice is that the fuel cost as a function of the power output of a conventional generator in the ED is handled by a polynomial [93]. Usually, the cost objective function of the power output is expressed by a smooth quadratic function [46, 88, 94, 95], a cubic function [93, 96, 97], or a quadratic function with the non-smooth valve-point effects, which takes into account the valve control of the steam turbine and different valves open sequentially for a given output [41, 76, 98-100]. Figure 2.1 indicates the fuel cost variation of a typical conventional generator unit with valve-point effects [101].
ii. Determine the constraints that fit the problem. In the DED problem, the following constraints may be considered in the demand-supply power balance, ramp rate limits, generation capacity, spinning reserve, emission limits, security constraints, transmission limits, transmission loss, prohibited operating zones and demand side management [51, 91]. 
These constraints affect the generators, demand of electricity system, and network. Moreover, they are classified into three aspects: equality, inequality, and dynamic due to their data state. Table 2.2 lists the constraints of the DED that effect the different aspects and equation that are classified in different aspects.
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[bookmark: _Ref503641782][bookmark: _Toc523347869]Figure 2.1 Fuel cost as a function of power output of a typical conventional generator unit with valve-point effects [101].
iii. Choose a suitable optimization algorithm that gives a good optimal solution within an acceptable computing time. There are three types of algorithms that  commonly can be used to solve economic dispatch problems, namely:
· Traditional mathematical iterative algorithms, such as dynamic programming [92], interior point methods [102] and linear programming [70, 82, 88]; 
[bookmark: _Ref503555418][bookmark: _Toc523347922]Table 2.2 The constraints of DED that effect the different aspects and equation classified in different aspects.
	Constraints
	Effect on
	Equation classify
	Related research

	Demand-supply power balance
	Demand 
	Equality and dynamic
	All

	Generation capacity
	Generator
	Inequality
	All

	Ramp rate limits
	Generator
	Inequality and dynamic
	All

	Spinning reserve
	Generator
	Inequality
	[86, 103, 104]

	Emission limits
	Generator
	Inequality
	[85, 105, 106]

	Security constraints
	Network 
	Inequality
	[107-109]

	Transmission limits
	Network
	Inequality
	[104, 110]

	Transmission losses
	Network
	Equality
	[98, 99, 104]

	Prohibited operating zones
	Generator
	Inequality
	[111-113]

	Demand side management
	Demand
	Inequality and dynamic
	[75, 114]



· Artificial intelligence techniques, e.g. genetic algorithm (GA) [76, 115, 116], evolutionary programming (EP) [38, 62, 117, 118] and differential evolution (DE) [98, 119-121]; 
· Hybrid methods, e.g. particle swarm optimization with sequential quadratic programming (PSO-SQP) [122, 123], GA-SQP [77] and EP-PSO-SQP [124].
[bookmark: _Ref503611278][bookmark: _Toc523347732]Overview of combined economic and emission dispatch
With the growing environmental problems, combined economic and emission dispatch (CEED) models have been developed for an electrical system consisting of fossil-fired power plants in the 1990s [34-36, 125]. Then the dynamic economic and emission dispatch (DEED) model was developed in the 2000s [126]. It deals with the schedule of the generator outputs with the predicted load demands over a certain period of time in order to minimize the costs and the emissions simultaneously [76]. 
The most commonly considered emissions in the dispatch are CO2, SO2 and NOx [93, 95, 127-129]. Moreover, researchers have used the same form of the emission objective function as for the cost function. Therefore, the DEED model normally has 2 to 4 objective functions, and this gives rise to a multi-objective optimization problem and some of these functions may conflict with each other in optimization. Therefore, two methods are developed in order to solve the governing multi-objective DEED problem, namely the price penalty factor technique and the weighted sum method (WSM) [125].
[bookmark: _Toc523347733]Price penalty factor technique
One of the methods to solve the governing multi-objective DEED problem is the price penalty factor technique, which converts the multi-objectives into a single objective by multiplying a price penalty factor with the unit ($/kg) to the emission objective function. The penalty factor normally is expressed as a ratio of the fuel cost to the emission at different generators power output as follows [93, 127, 130, 131]: 
	
	(2.1)


where hi is the price penalty factor, C(Pi,a) is the fuel cost of the conventional generator i at a power output a and E(Pi,b) is the emission cost of the conventional generator i at a power output b.
The price penalty factor can be a max-max price penalty factor, min-min price penalty factor, min-max price penalty factor, max-min price penalty factor, average price penalty factor and common price penalty factor [93, 127, 130, 131].
[bookmark: _Toc523347734]Weighted sum method
Another method is the weighted sum method (WSM), which is a trade-off between all the objective functions. Each objective function is multiplied by an artificial unitless weight factor from 0 to 1, which normally accords to the importance of the objective, and the sum of all the weight factors is 1 [93, 125, 131, 132]. The CEED problem with a weight factor can be expressed as follows:
	

	(2.2)

	
	


where F is the fitness of the objective function, w1, w2 and w3 are the weight factors and ,  and  are the emissions of the CO2, SO2 and NOx, respectively.
In addition, these two methods can be combined to give one CEED model [93, 131] and they are user-defined factors to evaluate the cost of the emissions.
[bookmark: _Toc523347735]Economic dispatch taking into account wind power 
Initially, the ED took into account only conventional powered generators [34-39]. Although the optimization algorithms are different, most of these studies used multi-objective optimization to accomplish the balance between the cost and emission minimizations. With the ever-increasing use of renewable power, the power system network now is not only allocating system power from conventional generators but also from renewable power plants, such as wind farms [40, 41], solar PV plants [42, 43] and hydro power stations [44, 45]. Due to the negligible emissions in renewable power generations, the dispatch of renewable resources does not have emission dispatch [33, 46]. Nowadays, wind power is in the top two of the renewable energies in the UK and it is still increasing [47]. Nonetheless, in the ED model that incorporates wind power, the unpredictable wind power outputs become a non-negligible problem. Uncertainty in conventional energy sources, such as cost and fuel inputs, are much lower and controllable than that of the wind power output.
[bookmark: _Toc523347736]Uncertainty model in wind power 
In order to determine the uncertainty in wind power, some researchers have investigated the modelling of the stochastic nature of the wind speed. Almost all the researchers have modelled the wind power stochastic by employing the probability density function (pdf) [41, 46, 99, 133-137]. 
There are many different uncertainty models in wind power that have been employed by the ED model and these are as follows (the order is listed by the time of the research published):
· Wang and Singh [138] used a fuzzy quadratic membership function where the wind penetration is defined in order to indicate the system security level.
· Hetzer et al. [46] created an ED model that takes into account the uncertain nature of the wind power by employing the Weibull distribution. Peng et al. [98] used the same model using a different optimisation algorithm. These researches transformed the wind power to a linear relationship with the wind speed. 
· Cheung and Rios-Zalapa [139] took into account wind power as a random variable when taking into account the confidence interval in the demand. 
· Elshahed et al. [140] and Alham et al. [75] modelled the wind power uncertainty by employing the Weibull distribution and taking into account the tolerance of the demand that cannot be satisfied. 
· Liu et al. [133] investigated a general pdf for the wind power with a given probabilistic forecasting of the wind farm. 
· Cheng and Zhang [134] developed a chance constraint of the wind power, which sets an upper bound for the wind power generation and the probability where this upper bound can be realized is no less than a given confidence level. Moreover, they applied the beta distribution to model the wind power pdf. 
· Jin et al. [41] modelled the wind power output using the Weibull-Gamma distribution.
· Ran et al. [135] applied the Gaussian distribution to the wind and solar power probabilistic model. 
· Roy et al. [136] used the Weibull distribution with a cubic relationship between the wind speed and wind power. This relationship has a smoother wind power output but is more complex in the wind power transform.
· Geetha et al. [78] designed a fuzzy logic model for the cost of wind power in the ED model, and this is based on the Mamdani method [141]. If the demand is low, the wind cost coefficient is low; if the demand is medium and the wind velocity is high, the wind cost coefficient is low; if the wind velocity is low but the demand is high, the wind cost coefficient is high. In addition, the wind power cost varies linearly with the cost coefficient.
It can be found from these investigations that the wind power uncertainty model is a good probability distribution of the stochastic nature of the wind speed and wind power and there are many suitable models that can describe an acceptable estimation of the wind speed data. 
Although there are many different models that are suitable for the uncertainty in the wind power in the ED model, the two-parameter Weibull distribution, which takes into account the shape and scale parameters, is still one of the most widely used and highly appropriate probability distribution function for the analysis of wind speed data and wind power [142-146]. The probability distribution function of the wind speed is expressed as follows [46, 147]: 
	
	(2.3)


where v is the random variable of wind speed, k is the dimensionless shape factor of the Weibull distribution and c is the scale factor with the unit m/s. Figure 2.2 shows the Weibull distribution with varying k [148].
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[bookmark: _Ref521507778][bookmark: _Toc523347870]Figure 2.2 Weibull distribution with different k values [148].
[bookmark: _Ref503643509][bookmark: _Toc523347737]ED model taking into account waste and reserve of wind power
Some research has been performed on modelling the stochastic uncertainty nature of the wind speed and waste penalty and reserve costs of wind power, where the waste penalty appears when the system not using all the available wind power and the reserve costs relate to the requirement of the reserve power when the available wind power is not enough [41, 46, 99, 136, 137].
This has become a popular model when dealing with the wind power in the ED problems and it is still well used [149]. The development of this model is described as follows:
· First of all, Hetzer et al. [46] created a new ED model of the conventional power generators and wind-powered generators. They introduced direct, waste penalties and reserves costs of wind power into the ED problem. They also considered the uncertain nature of the wind speed by the Weibull distribution in order to solve the stochastic dispatch problem. In this model, the wind power scheduled from a particular generator is strongly dependent on the value of the reserves and penalty cost factors associated with that generator. 
· Mondal et al. [137] introduced the emission dispatch to the ED model by Hetzer et al. [46] using a gravitational search algorithm. They used price penalty factors to blend the emissions with the normal fuel cost. However, they did not consider the penalty and reserve emissions of the wind power in their research. 
· Jin et al. [41] added an environmental objective function for the emission as well as the penalty and reserves wind power costs. Also, they modelled the wind power output by the Weibull-Gamma distribution. 
· Azizipanah-Abarghooee et al. [150] improved this CEED model to a system with both wind and solar power and also thay cosidered the chance constraint of wind power.
· Dubey et al. [99] applied a hybrid flower pollination algorithm (HFPA) to the CEED model by Jin et al. [41] with the time dimension. 
· Supingklad et al. [151] considered the BESS in the research of Mondal et al. [137]. The BESS for the system is gird-connected and it is not wind farm connected. Also, they used stochastic weight trade-off PSO (SWT-PSO) as the optimization algorithm.
· Wang et al. [152] developed a chance-constrained limit of the power flow for the CEED model and used the Gaussian Mixture Model (GMM) for the wind power uncertainty.
· The latest research on this model was published by Zhang et al. [149] in January 2018. This research has an improved optimization algorithm, which is a generalized piecewise normal boundary intersection (GPNBI) approach and it was inspired by the multi-objective strength differential evolution (MOSDE).
Table 2.3 lists and compares some of the models that take into account waste penalty and reserve costs of wind power in order of the time of the research published.
[bookmark: _Ref503633906][bookmark: _Toc523347923]Table 2.3 The ED model taking into account the waste penalty and reserve costs of wind power.
	Research
	Dispatch model
	Wind power model
	Investigation

	Hetzer et al. [46]
	ED
	Weibull distribution
	First created 

	Mondal et al. [137]
	CEED
	Weibull distribution
	Investigated emission of NOx with price penalty factor

	Jin et al. [41]
	CEED
	Weibull-Gamma distribution
	Investigated emission of waste penalty and reserve charge

	Azizipanah-Abarghooee et al. [150]
	CEED
	Weibull distribution
	Waste penalty and reserve charge for solar power 

	Dubey et al. [99]
	DEED
	Weibull distribution
	Using HFPA

	Supingklad et al. [151]
	DEED
	Weibull distribution
	Investigated BESS and using SWT-PSO

	Wang et al. [152]
	CEED
	GMM
	Investigated chance-constrained limits of power flow 

	Zhang et al. [149]
	CEED
	Gaussian distribution
	Using GPNBI inspired MOSDE



[bookmark: _Ref503647115][bookmark: _Toc523347924]Table 2.4 The roles of ESS with different technologies installed in energy storage projects in the UK up to 2016.
	ESS technology category
	Rated power (kW)
	Energy capacity (kWh)
	Role of the ESS

	Electro-chemical 
	5 – 20,000
	25 – 10,000
	Distributes upgrade due to wind

	
	
	
	Renewables energy time shift

	
	
	
	Renewables capacity firming 

	
	
	
	Onsite renewable generation shifting

	
	
	
	Electric supply reserve capacity - spinning

	
	
	
	Electric supply reserve capacity – non-spinning

	
	
	
	Electric supply capacity

	
	
	
	Electric energy time shift

	
	
	
	Voltage support

	
	
	
	Grid-connected commercial (reliability and quality)

	
	
	
	Frequency regulation

	
	
	
	Electric bill management

	
	
	
	Stationary transmission/distribution upgrade deferral

	
	
	
	Transmission congestion relief

	
	
	
	Transmission upgrades due to solar

	Pumped Hydro Storage (PHS)
	49,900 – 1,728,000
	600,000 - 8,640,000
	Electric supply reserve capacity - spinning

	
	
	
	Electric energy time shift

	
	
	
	Electric supply capacity

	
	
	
	Load following (tertiary balancing)

	
	
	
	Frequency regulation

	Thermal storage 
	630 – 24,255
	5,600
	Stationary transmission/distribution upgrade deferral

	
	
	
	Renewables energy time shift

	
	
	
	Electric energy time shift

	
	
	
	Onsite renewable generation shifting

	
	
	
	Thermal & electric energy time shift

	
	
	
	Micro CHP with heat pump charging

	
	
	
	District heating 

	
	
	
	Provision of domestic hot water

	
	
	
	PV self-consumption

	
	
	
	Voltage support

	Electro-mechanical 
	350 - 400,000
	2,450 – 1,980,000
	On-site power

	
	
	
	Frequency regulation

	
	
	
	Renewables energy time shift

	
	
	
	Renewables capacity firming

	
	
	
	Electric energy time shift

	
	
	
	Electric bill management



[bookmark: _Toc523347738]Economic dispatch including an energy storage system
With the increasing use of renewable resources, the energy storage system (ESS) has become more and more important in the ED model. 
[bookmark: _Toc523347739]Role of ESS in the UK
The ESS with different technologies has played different roles in the UK energy system. The role of the ESS depends on its size and the technology [153-156]. Table 2.4 lists the roles of ESS with different technologies installed in energy storage projects in the UK up to 2016 [18, 19]. 
In addition, there are 39 installed operational, announced or contracted energy storage projects in the UK up to 2016 [19] with 5 PHSes, 5 electro-mechanical storage (such as flywheel, compressed air storage and liquid air storage), 3 thermal storage (such as phase change material heat battery and heat thermal storage) and the rest of them are all electro-chemical storage (battery).
[bookmark: _Toc523347740]ESS for renewable power in ED 
In general, the ESS takes into account DED problems because the charge and discharge are a dynamic process. 
[bookmark: _Toc523347741]ESS modelling
The energy conservation of the ESS is usually modelled as a part of the constraint in the ED model. The different aspects that can be considered in the ESS modelling are described as follows [75, 151, 157]:
· Power flow. Different to other resources, the ESS is able to flow in and out of the total supply. 
· Conservation loss of charge and discharge. 
· Standby loss of the ESS.
· The current energy state of the ESS. For a battery ESS (BESS), this can also be expressed as the State of Charge (SoC). The current energy state is influenced by the last energy state, the charging state and the size of the ESS.
· The rated power and energy capacity of the ESS, which is the size of an ESS.
· Sometime the ESS has a limit on the usage of its total capacity to protect the ESS, which means that the ESS cannot fully charge or discharge and can only be used between some rated percentages of the capacity.  
· Charging status of the ESS, which means that the ESS can either be charging or discharging at any one time.
Further, the response time normally is not taken into account because it is too short compared to the time interval of the ED dispatch, normally milliseconds to minutes depending on the ESS technologies [158]. 
[bookmark: _Toc523347742]ED models with ESS and wind power 
According to the IEEE Xplore digital library [159], publications on the ED model that takes into account wind power incorporating ESS were initiated in the 2010s and increased rapidly from 2015. Some researchers have taken into account ESS and wind power in the ED model, see for example (the order is listed by the time of research published): 
· Yao et al. [40] designed a DED model of a wind power-energy storage generating station in order to maximize the income by taking into account the prediction of the variable tariff in the spot market. 
· Khatamianfar et al. [160] investigated a dispatch for a wind farm with BESS to make more profit in the Australia national electric market. 
· Yan et al. [161] proposed a steady-state unit commitment ED model with wind power and ESS only. This research aimed to reduce the total cost. The wind power at different confidence levels were analysed with a normal distribution uncertainty model. 
· Zheng et al. [162] developed an energy loss minimizing dispatch model for a grid-connected wind farm with BESS using a differential evolution (DE) algorithm.
· Alham et al. [75] investigated a DEED model incorporating wind power and ESS and took into account the demand side management (DSM). According to the ESS modelling, the role of the ESS in the model is to charge from, and discharge to, the energy system directly, and it is not for wind power specifically. 
· Chen et al. [163] proposed a DED model for the wind-storage combined system (WSCS) with compensation cost for wind power curtailment using a combined bacterial foraging algorithm (BFA) and PSO technique. 
· Supingklad et al. [151] developed a DEED model that takes into account the waste and reserve wind power. They included the battery utilization costs. As in Alham et al. [75], the role of the ESS in the model is to charge from, and discharge to, the energy system and it does not deal with wind power. 
· Zhao et al. [164] proposed an ED model for a micro-grid with wind power, ESS and diesel generators. This model takes into account affine adjustable robust optimal (AARO) dispatch by determining the dispatch plan for the next day with the expected power output and its uncertainty.
· Wang et al. [165] investigated a rolling DED model for a wind–distributed BESS (DBESS) composite system. This research was constrained by the forecast day-ahead power generation plan.
· Some researchers [166-169] have developed models in order to optimise the size of the BESS in a short-term power dispatch incorporating wind power.
To conclude, there are two types of electrical energy systems that combines wind power generators and ESS, one is the WSCS and the other is the grid-connected ESS. Figure 2.3 shows the main differences between these two systems. 
The WSCS is, as its name suggests, a system where the wind power generator and the ESS are interconnected and then they are connected to the electrical grid together. This model is employed for advanced wind farms. The aim of the WSCS in the ED model is to increase the robustness and reduce the curtailment of the wind power, namely onsite renewable generation shifting, renewable energy time shifting and renewables capacity firming, see Table 2.4.  
[image: ]
[bookmark: _Ref503730681][bookmark: _Ref503730671][bookmark: _Toc523347871]Figure 2.3 The scheme for two types of electrical energy systems that combine with wind power generators and ESS. The left hand side is the WSCS and the right hand side is the grid-connected ESS.
On the other hand, the grid-connected ESS is a stand-alone storage system in the electrical grid, and it is not connected to any of the renewable energy. It is proposed for the total cost reduction, renewable energy time shifting, electric supply capacity and electric energy time shifting in the ED model. 
[bookmark: _Ref503640658][bookmark: _Toc523347743]Knowledge gaps
According to the review on the research of the ED model presented in this chapter, there are some knowledge gaps that need to be filled and some of these are discussed in this section.
[bookmark: _Toc523347744]EMR in CEED model
EMR is supported by CPF, EPS and Contracts for Difference (CfD).
[bookmark: _Toc523347745]CPF in CEED model
As discussed in Section 2.3 , the CEED model is a multi-objective optimization problem. Normally, it is converted to a single-objective problem by the price penalty factor technique or the weight sum method. However, either the price penalty factor technique or the weight sum method is an artificial quantity that is used to evaluate the cost of the emissions, which is not the real cost of the emissions. 
The practical cost of the pollution, especially the GHG, in the UK, is priced by CPF, which is the tax rate on the emission of one tonne of CO2 or the equivalent GHG [29]. Therefore, this thesis develops the emission objective function in the CEED model to an emission-constrained cost by CPF, and this is able to indicate the real cost and the influence of the emissions in the UK. 
[bookmark: _Toc523347746]EPS in the CEED model
In the recent researches on the ED, there are very few of them that have included the emission limitation as a constraint [85, 105, 106], especially after 2010. However, as a support of the EMR, BEIS is planned to modify the emission limit of the existing EPS to the per unit of generated electricity at any point in time [10]. The emission level and the emission cap [28, 29] are very significant regulations in the EU ETS and the UK energy policy. Therefore, an emission limit constraint of generated electricity at any point in time will be considered in the CEED model in order to contain this new feature of the EPS. 
[bookmark: _Toc523347747]CfD in the CEED model 
In this research, the objective is to minimize the generation and emission costs for a given electrical system for the National Service Provider (NSP), who is the system owner. In the given system, assuming the conventional generators belong to the NSP and the renewable generators are owned by the Independent Power Producer (IPP) (if the wind farm belongs to the NSP, there is no running cost). The system owner NSP needs to buy renewable power from IPP.
In the UK electricity market, the CfD [48] is specifically for the low carbon technology. The selling price of a low carbon electricity generator is split into the strike price of the technology and the reference price of the electricity market. In the UK electricity system, the NSP only needs to pay a fixed buying price (strike price) for the renewable power. Figure 2.4 illustrates the description of the CfD given by Department for International Trade (DIT) [170].
It can be seen from the Figure 2.4 that if the reference price is higher than the strike price, the IPP pay the difference back, and vice versa, the compensation is paid to the IPP. Therefore, the fixed wind power price in the UK [171] is applied to this research.
[image: C:\Users\admin\Desktop\cfd.jpg]
[bookmark: _Ref503967916][bookmark: _Toc523347872]Figure 2.4 The principle of the CfD [170].
[bookmark: _Toc523347748]Energy storage in a DEED model considering waste penalty and reserve costs of wind power
According to the review of the ED model including waste penalty and reserve costs in Section 2.4.2, there is no ESS that connects to the wind power (WSCS) that has been taken, as yet, into account in this type of model. Therefore, the ESS is integrated into the proposed CEED model. This is connected to the wind power, and this is in order to improve the robustness of the energy system with a high penetration of renewable energy resource, the shift in the renewable generation time and the reduction in the waste penalty, the reserve costs and the emissions in the system. 
[bookmark: _Toc523347749]Summary
Due to the knowledge gaps described in Section 2.6, the aim of the thesis is to investigate a CEED model that optimizes the operation strategy of an energy system under the UK energy policy, EMR. This is supported by taking into account the CPF for the emission objective function, emission limit of EPS for the emission limitation constraint and CfD for the cost of the wind power. In addition, the uncertainty of the wind power is modelled by the Weibull distribution and the waste penalty and reserve cost of the wind power is taken into account. Moreover, the ESS modelling for a DEED model that includes the waste penalty and reserve costs of wind power is also be developed in this thesis in order to reduce the renewable power uncertainty and the waste penalty and reserve costs of wind power.
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[bookmark: _Toc523347750][bookmark: _Toc420596701]Steady state dispatch model of an electrical grid with conventional and wind power under the UK energy policies
Summary
This chapter develops a CEED model for a combined conventional and wind power electrical system incorporating CPF and emission allowances by EPS according to the UK energy policies. The proposed model aims to determine the optimal operation strategy for the given system on the power dispatching with the consideration of waste and reserve of the wind power and also the environmental aspect, especially the carbon price of GHG and emission limits of decarbonisation scenarios. Two cases are studied in this section.
Chapter 1:  


[bookmark: _Toc523347751]Introduction
This research develops a novel short-term CEED model according to the UK energy policies, based on a one-hour time interval that can handle CPF, emission limits of EPS at any point in time and wind penetration level in future UK electrical system in order to determine the optimal operation strategy. The proposed model aims to minimize the fuel cost and emission for a system by considering the reservation and waste wind power cost and the carbon price of GHG. Moreover, the emission level is considered as the emission constraint to obtain the optimal results for different levels of decarbonisation scenarios. In order to better analyse the effect of the carbon prices and emission levels for practical scenarios, three major emissions pollutants of the fossil fuel, namely CO2, SO2 and NOx, will be considered in the model developed in this research [95]. 
Two cases for each of the two electrical systems with six and nine conventional generators, respectively, and a large-scale wind farm have been considered. Different levels of wind energy penetration are investigated, and the results demonstrated the interactions between carbon price, emission limits and wind penetration. 
[bookmark: _Toc523347752]Methodologies  
This research is to investigate a CEED model that considers the emission allowances and carbon prices in a CEED problem incorporating conventional power and wind power generations, and investigate the influence of carbon price and emission limit on the dispatch in the power system.
[bookmark: _Toc523347753]Objective functions
The aim of the CEED is to operate the system under the minimum fuel cost and pollution conditions within the emission allowance. Thus, two types of objective function should be considered. One of the objective functions is the cost function that is used to obtain the optimal power output with the minimal costs. As a short term ED, only fuel cost as a function of the generator power output is required for the conventional power generation. For wind power, in addition to the direct cost of wind powered generators, the costs for the overestimation and the underestimation of wind power generation have to be considered due to the uncertainty of the wind power.
The other type of the objective functions are emission functions that are used to obtain the minimal emission costs. Three objective functions will be used focusing on the minimization of the emissions of CO2, SO2 and NOx. By suitable manipulations, the generation cost and emissions can be placed on a comparable basis leading to a single fitness function encapsulating both costs and emissions. No contribution to the emission from wind power is considered.
[bookmark: _Toc523347754]Cost functions
The cost function C aims to minimize the running cost of the generators in the electrical power system. Both the conventional and the wind-powered generators need to pay an operational cost. Therefore this cost function consists of four terms: the cost of conventional powered generators, the direct cost of wind powered generators, the overestimation in the cost of the wind powered generators and the underestimation  in the cost of the wind powered generators [46]. It is defined as follows:
	
	[bookmark: _Ref484093455](3.1)


where C is total fuel cost, CP,i is fuel cost function of the ith conventional generator, CW,j is fuel cost function of the jth wind powered generator, COW,j is fuel cost function of overestimated wind power of the jth wind powered generator,  CUW,j is fuel cost function of underestimated wind power of the jth wind powered generator, Pi is the conventional power output of the ith conventional generator, Wj is the wind power output of the jth wind powered generator, and WA,j is the available wind power of the jth wind powered generator.
The cost function of the conventional generator is usually assumed to be a cubic or quadratic function, consistent with the input-output curves of the particular types of fuel generators [93, 97, 172]. The universal expression of the cost function is given as follows:
	
	[bookmark: _Ref484087911](3.2)


where ai, bi,  ci and αi are the coefficients of the conventional power cost function. 
The direct cost function of the wind powered generator is calculated from the scheduled wind power used in the electrical network. It is assumed to be a linear function of the scheduled wind power and reflects the payment to the wind farm operator for the wind power [46]. It is defined as follows
	
	(3.3)


where gj is the coefficient, which is also the strike price, of the wind power. If the wind farm is owned by the system operator, there is no wind power cost and gj is 0 [46].
The overestimation cost function of the wind powered generator is due to the available wind power being less than the scheduled wind power. The available wind power is the wind power available from the wind farm without any manipulations. This cost is for the reserve requirement related to the difference between the available wind power and the scheduled wind power [46], namely
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where w is random variable of the wind power, kO,j is the coefficient of the overestimation of the wind power, which is also the price of the reserve power, fW(w) is the Weibull distribution of the wind power and Pr{w = 0} is the probability of wind power being zero. This equation is used to find the cost when the available wind power is less than the scheduled wind power. 
Similar to the overestimation cost function, the underestimation cost function of the wind powered generator is due to the penalty cost for not using all the available wind power [46], namely
	

	[bookmark: _Ref484093460](3.5)


where Wj,r is the rated wind power of the jth wind powered generator, kU,j is the coefficient of the underestimation of the wind power, which is also the price of the waste penalty of the wind power and Pr{w = Wr,j} is the probability that the wind power is rated. Similar to Equation (3.4), this equation is used to find the cost when the available wind power is higher than the scheduled wind power. 
[bookmark: _Toc523347755]Emission functions
The emission function purpose is to minimize the pollution from conventional powered generation including the oxides of carbon, sulphur and nitrogen. Assuming that the wind turbines do not produce these pollutants, and the reserve power is from energy storage that also do not produce pollutants, the emission function contains the conventional powered generators term only [95], namely
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where E is the emission function and  ,,  are the emission of the NOx, SO2 and CO2, respectively.
The emission function of the conventional powered generator is related to the cost function with the emission rate of the energy output for a given type of fuel generator [95, 97], namely 
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where cfNOx and cfSO2 are the CO2e conversion factor of NOx and SO2, respectively, and diNOx, eiNOx, fiNOx, βiNOx, diSO2, eiSO2, fiSO2,  βiSO2, diCO2, eiCO2, fiCO2, βiCO2 are coefficients of the emission functions of the NOx, SO2 and CO2, respectively.
In this research, carbon dioxide equivalent (CO2e) is used to measure all three types of emissions. CO2e describes the term of the different type of pollutant gases that creates the equivalent global warming impact of a unit of CO2 [28].
The greenhouse gases covered by EU ETS are CO2, N2O and perfluorocarbons (PFCs) only [30].  However, according to Intergovernmental Panel on Climate Change (IPCC), the SO2 and NOx affect climate indirectly. Although they do not have a direct radiative forcing effect on the global warming, they still influence the global radiation [173, 174]. Therefore, in this research, assuming the conversion factors of NOx and SO2 are 1. 
[bookmark: _Toc523347756]Emission constrained costs 
According to the EU ETS, there is no free emission allowance for power generators [29]. Thus all the emissions need to pay for the carbon price, which is the amount that must be paid to emit one tonne of CO2e.
It is noted that the number of variables is greater than the number of the objective functions. Therefore, the multi-objective function system can have several optimal solutions. To solve this multi-objective problem and find one of the reasonable results for each case being investigated, normally the multi-objective problem is transferred to a single-objective function [175].  
In this research, an emission constrained cost function F is employed that consists of the generation cost C and emission cost r × E as follows:
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where r is the carbon price. With the carbon price, the effect of the emissions can be related to the cost. In this research, in order to illustrate the proposed model, the carbon price in the UK from 2010 to 2050 are used in the model according to the Fourth Carbon Budget by the Committee on Climate Change [24], which are shown in Table 3.1. The carbon price in 2010 is 0 because the carbon price floor policy start from 2013.
[bookmark: _Ref484085350][bookmark: _Ref484085344][bookmark: _Ref496620004][bookmark: _Toc523347925]Table 3.1 The carbon price floor (CPF) in the UK [24].
	Year
	2010
	2020
	2030
	2040
	2050

	Carbon price (£/tCO2e)
	0
	27
	70
	135
	200



[bookmark: _Toc523347757]Constraints
Constraints in this model are considered in several aspects due to the operational security of the power network and the system components. 
[bookmark: _Toc523347758]Real power balance
The first constraint is the real power balance, which is relevant to the system security and the minimization of the cost. In a power network, the load and supply must be equal and this system power balance equation may be expressed as follows [46]:
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where D is the total demand of the system.
[bookmark: _Toc523347759]Power output limit
The second constraint is the generator limit. The output limit for the conventional generator and the limit of the wind turbine may be expressed as follows [46]:
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where Pimin and Pimax are the minimum and maximum power output of the ith conventional generator.
[bookmark: _Toc523347760]Emission limit
The last constraint is the emission allowance, which gives the emission levels of each generator or the total emission limits at each time stamp. The emission allowance is an important constraint to satisfy the Emission Performance Standard (EPS) [31] in the UK electricity system. The emission allowances of the conventional generators are given by
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where EElimit is the emission limit of the whole system.
[bookmark: _Ref499468461][bookmark: _Toc523347761]Wind power uncertainty modelling
To deal with the accurate solution of the CEED problem in an electrical system with conventional and wind resources, the stochastic nature of the wind speed and wind power can be modelled by the Weibull distribution [41, 46]. 
The probability density function (pdf) for a Weibull distribution of wind speed can be mathematically expressed as [41, 46]:
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where v is the random variable of wind speed, k is the dimensionless shape factor of Weibull distribution and c is the scale factor with the unit m/s.
The Weibull cumulative distribution function (cdf) of wind speed can be expressed as [41]:
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Because of the uncertainty in the wind speed, the power output of a wind turbine is unpredictable. For simplicity, the power output for a given wind speed is categorized as follows [41]:
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where vi is the cut-in wind speed of the wind turbine, vo is cut-out speed and vr is rated speed.
It can be seen that when wind speed is less than cut-in wind speed or higher than cut-out wind speed, there is no power output. Then, if wind speed is between cut-in and rated wind speed, the power output is linear to the rated power. Otherwise, if the wind speed is between rated and cut-out wind speed, the power output is equal to the rated power. 
[bookmark: _Toc523347762]Discrete portions of the wind power Weibull cdf 
For the discrete portions of the power output, the probability of  can be calculated with equation (3.16) and (3.17), as follows [136]: 
	


	(3.18)


Similarly, the probability of  can be expressed by [136]:  
	


	(3.19)


[bookmark: _Toc523347763]Continuous portion of the wind power Weibull pdf 
And for the continuous portion, the wind speed distribution should be converted to the wind power distribution. This transform can be expressed by a linear relationship from the second line in equation (3.17), namely [41]
	
	(3.20)

	
	


where T(V) is a transform of the V.
The wind power Weibull probability density function (pdf) can be expressed as follows [136]:  
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[bookmark: _Toc523347764]Optimization Algorithm
The optimization problem here is a bounded and constrained one, requiring some kind of constraint handling technique to be resolved. 
[bookmark: _Toc523347765]Genetic algorithm
The genetic algorithm (GA) is a stochastic method to solve global optimization problems. GA is a good technique to avoid local optimization due to its crossover operator and it has good converge ability [176]. Also, it can be noted that a number of other researchers have used GA in their dispatch models, such as [36, 39, 94, 113, 133, 176-178].
The implementation of the GA contains five main stages: 
i. An initial generation population t is generated randomly. In this model, the generation population consists of the outputs of all power generators.
ii. The fitness of the population t is formed and it is determined by the objective functions. The fitness of this model is the emission constrained costs, which is shown in equation (3.10). 
iii. The selection of parent generation from the population t. The better individuals, which have a better fitness, are selected to be parents of the next generation. 
iv. The use of a crossover operator on the population t is employed to create the next generation population t+1. The crossover choses two parents from the population t using the selection operator and the values of the two bit strings are exchanged at randomly chosen points. Therefore, the two new created individuals are the next generation population t+1. This stage aims to create better individuals. 
v. Perform mutation of the population t+1 for low probability. The mutation operator flips some bits in the population t+1 to generate the next generation. This step makes GA a noise-tolerant algorithm. 
Repeat stages ii to v until the individuals are good enough. Results become more and more optimal with time because only better individuals survive. Thus, the balance between optimization and simulation time is considered.
[bookmark: _Toc523347766]Sequential quadratic programming
The sequential quadratic programming (SQP) method is one of the state-of-the-art iterative algorithms for solving smooth nonlinear optimization problems. The SQP method mimics Newton's method closely for constrained optimization problems. Then an approximation is made of the Hessian matrix of the Lagrangian function by using the quasi-Newton method at each iteration. Therefore, subproblems of the quadratic programming (QP) are generated to form the original search direction to a line search procedure [179-181]. Theoretically, the resolution of the constrained smooth nonlinear optimization problem is very accurate through SQP, especially when the Karush-Kuhn-Tucker (KKT) conditions are applied [176, 182-186].
[bookmark: _Toc523347767]Hybrid GA-SQP algorithm
The GA algorithm is good for the global search. However, it needs a long simulation time and may not be very accurate in the local search [181]. Moreover, from previous research [176, 182-187], the SQP is a very accurate technique but it is very sensitive to its initial points. A hybrid GA-SQP algorithm can reduce the computational time and ensure the accuracy and it is applied in the present paper [176, 181, 187]. 
Firstly, using GA as a first stage global optimizer, in order to obtain some decent starting points, by exploiting GA's global search ability. Secondly, use the obtained solution as found by GA as a starting point to the second stage local searching method SQP in order to refine the first stage result. Figure 3.1 indicates the flow chart of the hybrid GA-SQP optimisation algorithm.  
[image: ]
[bookmark: _Ref523333377][bookmark: _Toc523347873]Figure 3.1 Flow chart of hybrid GA-SQP optimisation algorithm.
A MATLAB program that is based on the CEED model is developed for various scenarios investigated using the GA with an additive form penalty function for constraint handling. If no violation occurs, the penalty term will be zero. Otherwise, the penalty term will be a very large positive number to the epsilon in Matlab, which is 2‑52 [188]. Then a constrained nonlinear optimization algorithm, SQP solver, is applied by using the result found by GA as a starting point.
[bookmark: _Toc523347768]Model validation
Without the carbon price and emission limits approach, the CEED model mainly consists of two types that have been investigated by previous researches, one is the CEED of conventional generators with three emissions, another is the ED of conventional and wind generators. Therefore, there is no validation case for the entirety of the model. Thus the validation will be split into two parts, namely an electrical system of conventional generators with three emissions to validate the total cost and an electrical system of conventional and wind power generators to validated the wind power cost. The carbon price can be validated as a part of the weight factors and the emission limit can be a constraint in the validation scenario of the CEED of conventional generators with three emissions.
[bookmark: _Ref456215049][bookmark: _Toc523347769]The CEED of conventional generators with three emissions
From AlRashidi [189], a CEED model of conventional generators with three emissions was proposed and the optimization algorithm was the partial swarm optimization (PSO). Assuming there is no wind power in the system, the proposed CEED model employed in this research is similar to the AlRashidi model, which has a quadratic cost objective function and three quadratic emission objective functions of NOx, SO2 and CO2. 
Slightly different from the proposed CEED model, the AlRashidi model did not consider the carbon price and emission limit. However, it had weight factors  of each cost and emission functions to order the priority of the effect of the cost and emissions. Therefore its fitness is a sum of the weighted fuel cost and emissions. The weight factors are different from the carbon prices, but they lead to similar results, which is increasing the emission weight factors or the carbon prices increases the proportion of emissions in the fitness. 
In addition, the constraints in the AlRashidi model considers only the real power balance and generators limit. In this validation, the emission limit will be considered as a constraint, which is 80t/h according to AlRashidi model.
Therefore the total cost of the proposed CEED model can be validated by the AlRashidi model. In [189], two scenarios of an IEEE 30 buses system with six thermal generators, but different weight factors, are used to validate the proposed CEED model. 
The objective functions are equation (3.2) and (3.6) to (3.9). In order to get the fitness function, namely equation (3.10), assuming that there is a penalty factor r = 1 $/kg in equation (3.10), which can convert the emission to the cost. Also, multiply the weight factors w1 to w4 by equation (3.2), (3.7), (3.8) and (3.9), respectively. The sum of the weight factors are 1, namely 
	
	(3.22)


There are three constraints in this scenario, namely equation (3.11), (3.12)  and (3.14), where the demand D is 1800 MW. 
The coefficients in the cost functions and the constraints in the power outputs of the IEEE 30 buses system with 6 thermal generators are shown in Table 3.2 and the coefficients for the emission functions are shown in Table 3.3. 
[bookmark: _Ref474765545][bookmark: _Ref484089273][bookmark: _Toc523347926]Table 3.2 Coefficients in the cost functions and constraints of power outputs of the IEEE 30 buses system with 6 thermal generators [189].
	Cost function
	bi ($/MW2h)
	ci ($/MWh)
	αi 
($/h)
	Pi,min (MW)
	Pi,max (MW)

	P1
	2.035×10-3 
	8.43205
	85.6348
	150
	400

	P2
	3.866×10-3
	6.41031
	303.7780
	200
	400

	P3
	2.182×10-3
	7.42890
	841.1484
	350
	600

	P4
	1.345×10-3
	8.30154
	274.2241
	5
	400

	P5
	2.162×10-3
	7.42890
	841.1484
	270
	500

	P6
	5.963×10-3
	6.91559
	202.0258
	170
	300



[bookmark: _Ref484089285]

[bookmark: _Ref505890322][bookmark: _Toc523347927]Table 3.3 The coefficients in the emission functions [189].
	Emission functions
	ei (kg/MW2h)
	fi (kg/MWh)
	βi (kg/h)

	NOx
	P1
	6.323×10-3
	-0.38128
	80.9019

	
	P2
	6.483×10-3
	-0.79027
	28.8249

	
	P3
	3.174×10-3
	-1.36061
	324.1775

	
	P4
	6.732×10-3
	-2.39928
	610.2535

	
	P5
	3.174×10-3
	-1.36061
	324.1775

	
	P6
	6.181×10-3
	-0.39077
	50.3808

	SO2
	P1
	1.206×10-3
	5.05928
	51.3778

	
	P2
	2.320×10-3
	3.84624
	182.2605

	
	P3
	1.284×10-3
	4.45647
	508.5207

	
	P4
	0.110813
	4.97641
	165.3433

	
	P5
	1.284×10-3
	4.45647
	508.5207

	
	P6
	3.578×10-3
	4.14938
	121.2133

	CO2
	P1
	0.265110
	-61.01945
	5080.1480

	
	P2
	0.140053
	-29.95221
	3824.7700

	
	P3
	0.105929
	-9.55279
	1342.8510

	
	P4
	0.106409
	-12.73642
	1819.6250

	
	P5
	0.105929
	-9.55279
	1342.8510

	
	P6
	0.403144
	-121.98120
	11381.070



[bookmark: _Toc523347770]Scenario 1: w1 = w2 = w3 = w4 = 0.25.
The scenario 1 is to optimize the dispatch in an IEEE 30 buses system with 6 thermal generators. The weight factors are equal in this scenario, w1 = w2 = w3 = w4 = 0.25. This means that the fuel cost and each type of emissions assumes the same effect on the dispatch. 
[bookmark: _Ref484090386][bookmark: _Toc523347928]Table 3.4 Validation result of scenario 1: w1 = w2 = w3 = w4 = 0.25.
	Variables
	CEED with GA-SQP
	AlRashidi’s PSO
	PE (%)

	C ($/h)
	18620.84
	18639.30
	-0.10

	ENOx (kg/h)
	2396.19
	2360.12
	1.53

	ESO2(kg/h)
	16179.62
	16837.94
	-3.91

	ECO2 (kg/h)
	60247.19
	59983.19
	0.44

	Fitness
	21577.46
	24455.14
	-0.39


Table 3.4 shows that the comparisons of the minimisation costs, minimisation emissions and minimisation fitness of the CEED model and the AlRashidi model. It can be seen from Table 3.4 that the total costs are about 18.6 k$/h, the emission of NOx are approximate by 2.4 t/h, which is about 3% of the total emissions, the emissions of SO2 are about 16.5 t/h, which is about 21% of the total emissions, and the emissions of CO2 are approximate by 60.0 t/h, which is about 76% of the total emissions. From these results, the emission of CO2 is the most dominated and NOx is the least. This is a reasonable emission of a mixed conventional power system [190, 191]. The total emission in scenario 1 is about 78.8 t/h, which is less than the emission limit.
In addition, it can be observed in Table 3.4 that the percentage errors in the cost, emissions and fitness are very small between the proposed CEED model and the AlRashidi model. The negative symbol means that the value of the proposed CEED model is lower. The cost of the proposed model is 0.04% higher than that predicted by AlRashidi. The proposed NOx emission is also higher by about 1.51%. Meanwhile, the proposed SO2 is 3.89% less than the AlRashidi model and the CO2 emission is 0.43% higher. However, the fitness of the proposed CEED model is 0.36% lower than that of the AlRashidi model. Therefore the proposed model has less fitness. It can be concluded that there is a very little difference between these two models, which means that in the scenario 1, the proposed CEED model works well in optimizing the total cost and emissions.
[bookmark: _Toc523347771]Scenario 2: w1 = 0.4, w2 = 0.3, w3 = 0.2, w4 = 0.1
The electrical system of scenario 2 is the same as with scenario 1, but the weight factors are 0.4, 0.3, 0.2 and 0.1, respectively. Thus the cost dominates this scenario, but the CO2 emissions is the least considered. A small change in the cost can lead to a large effect in the optimization result. The costs, emissions and fitnesses of the proposed CEED model and the AlRashidi model in scenario 2 are shown in Table 3.5. 
[bookmark: _Ref484092501][bookmark: _Toc523347929]Table 3.5 Validation result of scenario 2: w1 = 0.4, w2 = 0.3, w3 = 0.2, w4 = 0.1.
	Variables
	CEED with GA-SQP
	AlRashidi’s PSO
	PE (%)

	C ($/h)
	18668.86
	18689.01
	-0.11

	ENOx (kg/h)
	2475.44
	2432.25
	1.77

	ESO2 (kg/h)
	14012.75
	14620.07
	-4.15

	ECO2 (kg/h)
	63279.44
	62856.00
	0.67

	Fitness
	17340.67
	17414.89
	-0.43


In this scenario, it is observed that the costs are more stable compared to scenario 1. On the other hand, the total emissions is higher than that in scenario 1 and this is due to the smaller weight factors of the emissions, however, it is still less than the emission limit. Moreover, similar to scenario 1, the percentage errors in the cost, emissions and fitness are very small between the proposed CEED model and the AlRashidi model. Therefore, the proposed model has less fitness but the difference between the results obtained by the two models are small. In addition, the proposed CEED model works smoothly in optimizing the total cost and emission in the scenario 2.
Therefore, the total cost and emission optimization of the proposed CEED model of the conventional generators with three emissions can be validated. Due to the weight factors, the carbon price can lead to a reasonable effect in the proposed CEED model and the emission limit can also be constrained by the emission limit constraint.
[bookmark: _Ref496536558][bookmark: _Toc523347772]The ED of conventional and wind generators
Secondly, wind power is considered in the CEED model. However, in this model, the wind power only effects the economics of the dispatch. As in the proposed model, the Hetzer model [46] considers the conventional power generators and wind-powered generators. The wind power has a direct, overestimation and underestimation of the wind power costs. The cost function for the conventional generators are quadratic and the cost function for the direct wind power is linear. The overestimation and underestimation of the wind power costs are calculated by the difference between the available wind power and the scheduled wind power. The available wind power considers the stochastic nature of the wind speed and wind power, which is modelled by the Weibull distribution. In this research, the wind power is assumed to vary linearly with wind speed. Thus with the no emission assumption, the Hetzer model can be used to validate the economic dispatch considering the wind power of the proposed CEED model.
There are two scenarios investigated by Hetzer et al. [46] in their validation. One scenario considers optimal outputs as a function of conventional power cost, direct and overestimation wind power cost and the other one considers the optimal outputs as a function of the conventional power cost, direct and underestimation wind power cost. In these scenarios, the electrical system has two different conventional generators and two different wind power generators. In both of these two scenarios, the cost coefficients and the power output ranges of the conventional generators and wind turbines are listed in Table 3.6. The critical cut-in, rated and cut-out wind speeds are vi = 5 m/s, vr = 15 m/s, and vo = 45 m/s, respectively. The Weibull distribution factors are k = 2 and c = 15 m/s and the total demand is 1 MW.
[bookmark: _Ref484092771][bookmark: _Toc523347930]Table 3.6 The cost coefficients and the power output ranges of generators [46].
	Cost function
	bi ($/MW2h)
	ci ($/MWh)
	αi 
($/h)
	Pi,min (MW)
	Pi,max (MW)

	P1
	0.05
	1.25
	1
	0.2
	1

	P2
	0.625
	1
	1.25
	0.2
	1

	G1
	n/a
	1
	n/a
	0
	1

	G2
	n/a
	1.05
	n/a
	0
	1


In the first scenario, optimal outputs are a function of conventional power cost, direct and overestimation wind power cost. In this scenario, no underestimation in the wind power cost is considered. Therefore, the overestimated amount in the scheduled wind power is offset by the purchasing power from outside of this electrical system and a reserve cost has to be paid. 
[bookmark: _Toc523347773]Power system considering overestimation cost
According to equations (3.1) to (3.5) and (3.21), vary the overestimation coefficient from 0 $/MWh to 10 $/MWh, namely 0 to 10 times of the direct wind power cost coefficient. The conventional and wind power outputs of scenario 1 are shown in Figure 3.2. The solid line is the outputs of the proposed model and the dashed line is the Hetzer model. These solid and dashed lines of the same generators are almost identical. Therefore the proposed model is validated as it works smoothly in the scenario without underestimating the wind power cost. 
It can be seen from Figure 3.2 that at 0 $/MWh overestimation coefficient, the conventional generators are at their minimum and the wind power generator 1, which is the lower cost wind generator, supplies the rest of the power. Increasing the overestimation coefficient to 0.5 $/MWh, the conventional outputs are still at their minimum and the output of the wind generator 1 decreases and this leads to an increase in the wind generator 2. From the overestimation coefficient of 1 $/MWh outputs from the wind generators decrease while the conventional generator 2 increases. The conventional generator 1 is at its minimum. On increasing the overestimation coefficient from 2 to 7 $/MWh, the outputs from wind generators keep falling until there is no output and the conventional generators keep increasing. For the overestimation coefficients that are larger than 7 $/MWh, all of the generators are constant, where wind generators are 0 MW, conventional generator 1 is 0.45 MW and conventional generator 2 is 0.55 MW. The total cost is stable at 3.57 $/h. 
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[bookmark: _Ref484093958][bookmark: _Ref484093901][bookmark: _Toc523347874]Figure 3.2 Optimal outputs as a function of conventional power cost, direct and overestimation wind power cost.
The higher the overestimation in the wind power cost coefficient, the more cost is required to be paid for the same amount of reserved power. As expected, increases in the overestimation wind power cost coefficient leads to the reduction in the wind power output, in that in the high overestimation cost coefficient leads to a high total wind power cost and the wind power becomes less cost competitive.
[bookmark: _Toc523347774]Power system considering underestimation cost
Vice versa, the model works effectively with various underestimation in the wind power costs but zero overestimation cost in the second scenario, which can be observed in Figure 3.3. In this scenario, the penalty cost needs to be paid for the wasted wind power. The conventional generators remain at their minimum, which are the same at 0.2 MW. Similar to the first scenario, the wind power generator 1 supplies the rest of the power at  0 $/MWh underestimation coefficient and the wind power generator 2 has 0 power output. With the increasing in the underestimation coefficient, the wind power outputs converge is about 0.3 MW, which is in the middle of the initial wind power outputs. 
Different from scenario 1, the wind power outputs of the proposed model converges much faster than the Hetzer model before the underestimation coefficient 2 $/MWh. Then the wind power outputs after coefficient 2 $/MWh are gentle and close to 0.3 MW. The methodologies and parameters of the validation model and the Hetzer model are the same. The differences in the results could be caused by the optimisation algorithms and the accuracy of the optimization. However, the Hetzer model did not give their algorithms and the accuracy. Therefore, the fitness of the models are compared in order to determine how accurate the results are.  
Figure 3.4 gives percentage error of the total costs of the proposed and the Hetzer models in the different underestimation coefficients. The negative percentage error means that the cost of the proposed model is higher than that of the Hetzer model. From Figure 3.4, it can be seen that at the start point 0 $/MWh, the cost of the proposed and the Hetzer models are the same. Afterward, the cost of the proposed model are all less than that predicted by Hetzer. Also the errors are within a reasonable range, which is less than 1%. In addition, the proposed model has been validated and works well in the scenario without any overestimation in the wind power cost.
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[bookmark: _Ref484095576][bookmark: _Toc523347875]Figure 3.3 Optimal outputs as a function of conventional power cost, direct and underestimation wind power cost.
From these two scenarios, the prospered ED model with conventional generators and wind powers have been validated. Thus the prospered CEED model, that considers conventional and wind powers, and has three emission functions and uncertainty wind powers with carbon prices and emission limits have been validated to work well and effectively.
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[bookmark: _Ref484976225][bookmark: _Toc523347876]Figure 3.4 Percentage errors of Hetzer’s research and proposed CEED with vary underestimation wind power cost coefficients. 
[bookmark: _Toc523347775]Case study 
In addition to proposing a CEED model that deals with both the conventional and wind powered generators considering carbon prices and emission allowances, the other objectives of this research are to investigate the effect of carbon prices and emission allowances on the cost of power generation using the proposed model. In the future electrical grid, conventional power, renewable power and nuclear power will supply most of the electricity [25]. The nuclear power is stable in the system in the short-term, therefore it is not necessary to be considered in a dispatch model. In this paper, two power grid systems have been considered. One consists of an IEEE 30 bus system with six thermal generators and one large-scale wind farm and the other consists of an electrical system with nine thermal generators and one large-scale wind farm. Different levels of wind power penetration, carbon price and emission allowances have been investigated on the effect of the optimal solutions and how the future energy and costs could behave, both with and without wind power.
[bookmark: _Toc504513226][bookmark: _Toc523347776]Case 1: Electric system with 6 generation units and a wind farm
In this scenario we consider the IEEE 30 bus system which consists of 6 fossil fuel powered generators with a total capacity of 2600 MW, and total demand of 1800 MW. The capacity and power limits of each individual conventional power generator can be found in [189]. The coefficients in the cost and emission functions and constraints of power outputs of the IEEE 30 buses system with 6 thermal generators are shown in Tables 3.2 and 

3.3. The capacity of the wind farm between 180 - 540 MW has been considered, which represents a 10-30% penetration of total demand. In the IEEE 30 bus system, coefficients in the quadratic cost and emission functions and constraints of power outputs of the IEEE 30 buses system with 6 thermal generators are collected from case study 4 in [189].
There are a number of wind turbines of the same type in the investigated wind farm. For different scenarios, the wind farm is considered to have different numbers of wind turbines. The wind turbine’s rated power is 1.5 MW and the critical wind speeds are vi = 5 m/s, vr = 15 m/s and vo = 25 m/s. The direct wind power cost coefficient is g = 30 $/MWh, the overestimation coefficient is kO = 4.0 $/MWh  and the underestimation coefficient is kU = 2.2 $/MWh [175]. The resulting costs are converted to sterling in the model with the exchange rate £1 = $1.40. However, the decrease in the exchange rate after Brexit leads to an increase in the cost. Assuming that the wind site is flat, then the wind speed can be expressed by the Weibull distribution. The Weibull distribution factors are k = 2 and c = 15 m/s [98] and the demand D is 1800 MW [189]. Furthermore, the system presumes no power loss. 
According to the Fifth Carbon Budget, wind power will have a capacity of about 35% of the UK’s overall electricity power capacity in the go green scenario in 2030 [25] and the carbon budget level will be reduced to 50% of the baseline in 2025 and 80% in 2050, where the baseline is the 1990 level [24]. Hence, assuming two scenarios in this case with various wind power penetrations. Scenario 1 is no wind power, so the IEEE 30 bus system is supplied by conventional power only, and therefore there is no emission limit. According to Table 3.2, the minimum total conventional power generation of this electrical system is 1145 MW. Therefore, the demand that can be supplied by wind power is a maximum of 655 MW in this system, which is about 36% of the total demand. Scenario 2 is the same IEEE 30 
[bookmark: _Ref483998671][bookmark: _Toc523347931]Table 3.7 Costs and emissions of the IEEE 30 buses electrical system with conventional power and different wind power capacities at 1800 MW demand.
	Wind power capacity (MW)
	Conve-ntional power demand (MW)
	Costs and emissions
	Carbon price (£/tCO2e)

	
	
	
	0
	27
	70
	135
	200

	0
	1800
	Conventional power cost (£/h)
	12,463
	12,483
	12,489
	12,491
	12,492

	
	
	Total emission (tCO2e/h)
	74.26
	69.00
	68.86
	68.83
	68.83

	
	
	Emission cost (£/h)
	0
	1,863
	4,820
	9,292
	13,765

	
	
	Total cost (£/h)
	12,463
	14,348
	17,310
	21,788
	26,271

	180
	1620
	Conventional power cost (£/h)
	11,298
	11,317
	11,322
	11,325
	11,326

	
	
	Total emission (tCO2e/h)
	59.94
	55.88
	55.74
	55.72
	55.71

	
	
	Emission cost (£/h)
	0
	1,509
	3,902
	7,521
	11,142

	
	
	Total wind power cost (£/h)
	4,371
	4,371
	4,371
	4,371
	4,371

	
	
	Total cost (£/h)
	15,669
	17,197
	19,596
	23,218
	26,839

	360
	1440
	Conventional power cost (£/h)
	10,157
	10,172
	10,180
	10,183
	10,185

	
	
	Total emission (tCO2e/h)
	46.58
	45.13
	44.94
	44.90
	44.89

	
	
	Emission cost (£/h)
	0
	1,218
	3,146
	6,062
	8,978

	
	
	Total wind power cost (£/h)
	8,742
	8,742
	8,742
	8,742
	8,742

	
	
	Total cost (£/h)
	18,900
	20,134
	22,069
	24,988
	27,906

	540
	1260
	Conventional power cost (£/h)
	9,050
	9,054
	9,062
	9,067
	9,069

	
	
	Total emission (tCO2e/h)
	38.24
	37.40
	37.24
	37.19
	37.17

	
	
	Emission cost (£/h)
	0
	1,010
	2,607
	5,021
	7,435

	
	
	Total wind power cost (£/h)
	13,114
	13,114
	13,114
	13,114
	13,114

	
	
	Total cost (£/h)
	22,164
	23,178
	24,782
	27,201
	29,618



bus system as with Scenario 1 but with varying wind power capacity of 180 MW,  360 MW and 540 MW, which represent 10%, 20% and 30% wind energy penetration, respectively.
In addition, the emission limits in Scenario 2 vary with the wind energy penetration. The minimum emission limits of each of the scenarios are computed when all the wind power capacity are used in the system, and simulating the model at every 5 tCO2e/h emission limits between the optimized emission of Scenario 1 and the minimum emission limits. 
Moreover, with the decarbonisation objective in the EMR and the increasing renewable power planned for the future, the different scenarios consider the varying wind power capacities, emission allowances and carbon prices; with the carbon prices being listed in Table 3.1. Also, the minimum emission that may be achieved for each case are computed when all the wind power capacity is used in the system.
[bookmark: _Toc523347777]IEEE 30 bus system without wind power
As a baseline case, we considered a scenario with no wind power (0% penetration) and there is no emission limit to the power generation. Therefore, all the power demand is met by the conventional power. Table 3.7 lists the optimized costs and emissions of the IEEE 30 bus electrical system with conventional power at different wind power capacities to meet a demand of 1800 MW. The influence of varying the carbon price from 0 to 200 £/tCO2e is also shown in the Table 3.7. It can be seen in Table 3.7 that with a zero wind power penetration the optimized conventional power costs have a negligible increase by only £30 in the carbon price range of 0 and 200 £/tCO2e. The total emission falls significantly initially from a carbon price of zero to a price of 27 £/tCO2e, after which the emissions only marginally decrease as the carbon price increases further to 200 £/tCO2e. 
In this scenario, the total cost at a carbon price of 200 £/tCO2e is approximately 2.1 times higher than at the zero carbon price mainly because of the emission charges. For an electrical system with conventional resources only, this increase is high. As one of the aims of EMR is to ‘keep energy bills affordable’, renewable resources should be considered to reduce the emission charges. 
[bookmark: _Toc523347778]IEEE 30 bus system with a wind farm 
It can be seen in Table 3.7, when an installed wind farm with three different capacities of 10 %, 20 % and 30 % penetration are considered at zero carbon price the system emission level reduced to 60, 50 and 40 tCO2e/h, respectively, from approximately 73 tCO2e/h with no wind power at the lowest costs. 
Figure 3.5 shows the total costs of the IEEE 30 bus electrical system with 10 %, 20 % and 30 %  penetration installed wind power capacity as a function of carbon price and for various emission allowances from no wind power to the use of all wind power. With rising carbon price from 0 to 200 £/tCO2e, it can be observed from the first subplot in Figure 3.4 that the total costs increase significantly. The costs at high emission allowances of 70 tCO2e/h is very similar to the costs when without wind power. This is because the wind power is rarely used at these emission limits. At zero carbon price, as the emission limits reduce to the point where wind power does begin to play a role, as illustrated by the 60 tCO2e/h data, the total cost increases, by 16% in this instance. Only the fuel costs can affect the total costs at zero carbon price, thus the wind power with higher costs than conventional power are responsible for these increases, although it reduce the emissions.
However, Figure 3.5 exhibits that when the carbon price goes up to 200 £/tCO2e, the total costs of all the emission levels converge. This is because the emission cost dominates at high carbon prices scenarios. With the increasing carbon price, in order to satisfy the ‘keep energy bills affordable’ objective, increasing the renewable resources capacities are necessary. Thus within the EU ETS, the drive is for the renewable resources to become the economic choice for an electrical system owner.
Comparing to other scenarios, the scenarios using all the wind power have a higher wind power cost and a lower emission, and the effect of the emission cost in these scenarios is not as large. Thus, they have a much higher cost and not converged with the others.
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[bookmark: _Ref484096322][bookmark: _Toc523347877]Figure 3.5 Total costs of IEEE 30 bus electrical system installed (a) 10%, (b) 20%, and (c) 30% wind power capacity with different emission limits.
As the emission limits reduce, a higher proportion of the power demand is supplied by wind power, and a manifestation of the higher wind power costs in relation to conventional power is that although the total cost does still increase with increasing carbon price. However, it’s relative change is reduced in comparison to the no wind scenario, for example, at the 60 tCO2e/h emission limit, the factor in total cost from zero to maximum carbon price is about 1.8, compared to the factor of 2.1 in scenario 1. 
Similarly, the second and third subplots of Figure 3.5, which give the total costs of proposed power systems installed with a 360 MW and 540 MW wind power capacity, demonstrate that the total costs increase significantly with the increase in the carbon prices. At the 50 tCO2e/h emission limit of the power system with 360 MW wind power capacity, the total cost of 200 £/tCO2e in the carbon price is about 1.6 times that at the zero carbon price. In addition, the cost in the system with 540 MW wind power capacity with the 40 tCO2e/h emission limit is approximately 1.4 times that at the zero carbon price. However, the total costs of these systems are higher than the costs when there is no wind, and this is due to the high wind power cost in this case. The more wind power used, the less cost difference between the different carbon prices and this is because the emission costs are reduced due to the lower emissions with the higher wind power. 
As expected, it can be seen that the total cost of the proposed system without wind power is the cheapest at zero carbon price. However, the most expensive carbon price more than doubles the cost of the system without wind power. Introducing wind power along with emission limits affects the total cost in two ways. Firstly, wind power itself is more expensive than the conventional power solutions, so the total cost does increase with increasing wind power, but this total cost is then less sensitive to carbon price increases as the total emissions are reduced by the fraction of the demand supplied from the wind power that is emission free.
Figure 3.6 shows the emissions of the various cases. At zero carbon price, the system with the 70 tCO2e/h emission limit is lower than that of no emission limit. This illustrates that without the effect of carbon price, the emission limits have a strong effect on the emissions. The emissions of the systems using all of the wind power have the same trends as the emission with no wind power in the system. They are at their maximum at zero carbon price and then initially decrease as the carbon price rises, but once the carbon price is above 27 £/tCO2e they only marginally decrease with further carbon price increase. The emission of the 70 tCO2e/h emission limit is very similar over the carbon price range from 27 to 135 £/tCO2e. However, at the 200 £/tCO2e carbon price, the emission of the 70 tCO2e/h emission limit drops, while the system without wind power is unchanged from that of the lower carbon price range. This indicates that the wind power costs become lower than the emission costs with the 135 £/tCO2e carbon price. This case depicts the carbon price effects on the system effectively without an emission limit. Also, the emissions of the lower emission limit cases are steady, and this is because the governable wind power is reduced at the lower emission limits. Furthermore, the emission of the system without wind power, and using all of the wind power, are still high at the zero carbon price due to no emission optimization.
The emission costs with different wind and emission limits are shown in Figure 3.7. As expected, the emission costs increase with an increasing carbon price, and the greatest difference is between “all wind power” and “no wind power” at the maximum carbon price, equating to a 19% decrease in the 180 MW wind power scenario, rising to a 45% decrease in the 540 MW wind power scenario. In those cases with a defined emission limit, it can be seen that for the lower emission limits, the costs increase linearly with increasing carbon price, and hence the cost changes between different emissions limits that follow a linear trend. This is because in these cases, as can also be seen from Figure 3.6, the emissions are almost constant with carbon price, being very close to the defined emission limits. A divergence from a purely linear trend can be seen in the 70 tCO2e/h case because at the highest carbon price, the optimal emission is significantly less than the emission limit.
In addition, from the optimal results in the emissions and emission costs, it can be observed that the carbon price can dominate the dispatch at high emission allowance levels. Since the emissions do not reach their minimum to obtain a minimum cost in those cases, and the wind power cost is higher than the conventional power cost and emission cost. In the high emission allowance scenarios with low carbon price, the optimal choice is to use low cost conventional power with low cost emissions. However, with the increase in the carbon price, the emission costs become dominant and the wind power with no air pollution showed that it is benefited in the emission costs. In the proposed system, the wind power only shows its benefit at very high carbon price and this is due to the high wind power price. 
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[bookmark: _Ref484096372][bookmark: _Toc523347878]Figure 3.6 Total emissions of IEEE 30 bus electrical system installed (a) 10%, (b) 20%, and (c) 30% wind power capacity with different emission limits.
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[bookmark: _Ref484096392][bookmark: _Toc523347879]Figure 3.7 Total emission costs of IEEE 30 bus electrical system installed (a) 10%, (b) 20%, and (c) 30% wind power capacity with different emission limits.
Moreover, the emission allowances dominate the dispatch in this model at low emission allowances condition. In order to decarbonise energy generation, when the renewable capacity is increased , the reduction in the emission allowances leads to a significant decrease in the emission costs, nevertheless, there is an increase in the total costs due to the high cost of the renewable resources used. Therefore, the wind power with a high cost is used as little as possible in order to reduce the total cost and the wind power becomes less flexible. Thus, the lower emission allowance is highly dominant in the electrical system. 
[bookmark: _Toc523347779]Case 2: Electrical system with 9 generation units and a wind farm
In order to test the proposed model for a larger system, in this section, a large electrical system with nine conventional generation units and a large wind farm is considered. The coefficients in the cubic cost and emission functions and constraints in the power outputs of the nine conventional generation units in Tables 3.8 and 3.9 are collected from [97]. Due to the availability of the data, the emission in this system considers NOx and SO2 only. The total demand of the system is 2500 MW and it is equal to the installed capacity in Northern Ireland excluding wind and solar power [192]. The model of wind turbines are the same as discussed earlier and the capacity of wind farm is assumed to be 750 MW, which is equivalent to a 30% wind power penetration. It can be seen in Table 3.8 that the cost functions of the generators P1, P2 and P9 are very similar. However, their SO2 emission functions in Table 3.9 are different. This could be caused by the use of the same type of generators with different desulphurization technologies.
[bookmark: _Ref484963222][bookmark: _Toc523347932]Table 3.8 Coefficients in the cost functions and constraints of power outputs of the electrical system with 9 thermal generators [97].
	Cost function
	ai 
($/MW3h)
	ci ($/MWh)
	αi 
($/h)
	Pi,min (MW)
	Pi,max (MW)

	P1
	4.75855 × 10-6
	8.693548
	7.59211 × 10
	45
	240

	P2
	4.55527 × 10-6
	8.693540
	8.60796 × 10
	45
	240

	P3
	1.31540 × 10-6
	8.751800
	2.24940 × 102
	275
	450

	P4
	5.15577 × 10-6
	7.345180
	2.31141 × 102
	150
	350

	P5
	6.11535 × 10-6
	7.232970
	2.30881 × 102
	150
	350

	P6
	1.30000 × 10-6
	8.570000
	6.50000 × 102
	350
	750

	P7
	4.41090 × 10-6
	9.526910
	5.32498 × 10
	35
	175

	P8
	7.62027 × 10-6
	9.287460
	5.82490 × 10
	35
	175

	P9
	1.39491 × 10-6
	7.684840
	1.73124 × 102
	45
	240


[bookmark: _Ref484963225]
The emission levels investigated for this case are between the lowest cost emission of the system without the wind power and that when all the wind power is used, namely about 22 to 16 tCO2e/h emission. Therefore, a mid-level, 19 tCO2e/h emission allowance case is illustrated.  Furthermore, the carbon price range is the same as before, i.e. from 0 to 200 £/tCO2e.
Figure 3.8 shows the model predicted optimal (a) total cost, (b) total emission and (c) emission cost of the electrical system as a function of the carbon price. It can be seen that the trends of the total cost, emission and emission cost are similar to the IEEE 30 bus system discussed earlier at low carbon price. The difference in the result between this and the IEEE 30 bus system are the emission and emission cost at high carbon price, which is due to the amount of emission considered. In this scenario, the CO2 emission is not considered, thus the total emission is about one sixth of the system emission considering CO2 from the result for the IEEE 30 bus system. The low emission leads to less domination of the emission in the dispatch.
[bookmark: _Ref504512625][bookmark: _Toc523347933]Table 3.9 Coefficients of emission function [97].
	Emission functions
	di (t/MW3h)
	fi (t/MWh)
	βi (t/h)

	NOx
	P1
	1.47897 × 10-8
	4.31109 × 10-4
	5.07318 × 10-2

	
	P2
	1.47897 × 10-8
	4.31109 × 10-4
	5.07318 × 10-2

	
	P3
	6.14709 × 10-9
	2.99660 × 10-5
	3.21630 × 10-1

	
	P4
	8.64334 × 10-9
	7.77628 × 10-4
	-9.30240 × 10-2

	
	P5
	8.64334 × 10-9
	7.77628 × 10-4
	-9.30240 × 10-2

	
	P6
	1.92622 × 10-9
	3.36485 × 10-3
	3.03952 × 10-2

	
	P7
	1.48810 × 10-9
	1.30298 × 10-3
	1.05714 × 10-1

	
	P8
	1.48810 × 10-9
	1.30298 × 10-3
	1.05714 × 10-1

	
	P9
	1.44581 × 10-8
	4.06670 × 10-3
	2.04166 × 10-2

	SO2
	P1
	2.85514 × 10-9
	5.21612 × 10-3
	4.55526 × 10-2

	
	P2
	2.73316 × 10-9
	5.20986 × 10-3
	5.16478 × 10-2

	
	P3
	7.89240 × 10-10
	5.25090 × 10-3
	1.34964 × 10-1

	
	P4
	3.09346 × 10-9
	4.40710 × 10-3
	1.38685 × 10-1

	
	P5
	3.66920 × 10-9
	4.33978 × 10-3
	1.38529 × 10-1

	
	P6
	7.80000 × 10-10
	5.14200 × 10-3
	3.90000 × 10-1

	
	P7
	2.20546 × 10-9
	4.76346 × 10-3
	2.66250 × 10-2

	
	P8
	3.81014 × 10-9
	4.64374 × 10-3
	2.91246 × 10-2

	
	P9
	8.36946 × 10-9
	4.61090 × 10-3
	1.03874 × 10-1
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[bookmark: _Ref484096476][bookmark: _Toc523347880]Figure 3.8 Optimal result. (a) Total cost, (b) Total emission and (c) Emission cost of an electrical system with nine conventional generators and installed 30% wind power capacity with different emission limits.
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[bookmark: _Ref504512776][bookmark: _Toc523347881]Figure 3.9 Optimal result (a) Total cost, (b) Total emission and (c) Emission cost of an electrical system with nine conventional generators and installed 30% wind power capacity considering CO2 emission.
For the IEEE 30 bus system, the CO2 emission in CO2e is 3.8 times of NOx and SO2 on average. Figure 3.9 indicates the optimized cost and emissions of this system if the CO2 emission is considered with this ratio in this scenario. The emission and cost increase, but the trends are still same. It is noticed that the CEED model developed can be applied to different sizes of the system with the conventional and wind power resources effectively.
[bookmark: _Toc523347780]Discussion 
There are some interesting observations that are worth discussing according to the scenarios 1 and 2 of the CEED model for the power system with conventional generators and a wind farm.
Firstly, this CEED model is constrained by the demand. Further, it supplies a balancing condition in order to reduce the energy waste and minimize the power supply to satisfy the objective ‘keep the lights on’. The proposed model minimizes the fuel and emission costs of an electrical system with both conventional and wind powers taking the carbon price and emission limits into account. In addition, the model considers conventional and wind powers, which have three emission functions and uncertainty wind powers that are properly and effectively in scenarios 1 and 2. 
Secondly, it can be seen that the total price of the IEEE 30 buses system without wind power is the cheapest at 0 carbon price. However, the expensive carbon price makes the cost of the system without wind power double. With an increase in carbon price, the total price of the IEEE 30 buses system considering wind power with lower emission limits increase. However, the cost increasing with carbon price reduces due to the decrease in the emission limits. It drops to approximate 1.4 times that at the 40t CO2e/hr emission limit. Since wind power supplies more demand, the emission costs reduce at lower emission limits in this IEEE 30 buses system. According to Table 3.7, the emission cost reduces by more than 45% at 200 £/tCO2e carbon price from no wind power to the use of 540 MW wind power. Although the wind power cost increases with increasing wind power supply, the conventional power cost and emission cost reduces dramatically. Thus it can be seen from Figure 3.5 that the total costs at high carbon price, with different emission levels, are similar in this system. With the increasing carbon price, in order to satisfy ‘keep energy bill affordable’ objective of the EMR, increasing the renewable resources capacities are necessary. Thus within the EU emissions trading system, the renewable resources are decarbonized and the economic choice for an electrical system owner.
In addition, from the optimal results in the wind power outputs, emissions and emission costs, it can be observed that the carbon price can dominate the dispatch at high emission allowance levels. Since the emissions do not reach their minimum to obtain a minimum cost in that cases, and the wind power cost is higher than the conventional power cost and emission cost. In the high emission allowance scenarios with low carbon price, the optimal choice to use low cost conventional power with low cost emissions. However, with the increase in the carbon price, the emission costs becomes dominant and the wind power with no air pollution showed that it is benefited in the emission costs. In this IEEE 30 buses system, the wind power only shows its benefit at very high carbon price and this is due to the high wind power price. 
Moreover, the emission allowances dominate the dispatch in this model. In order to decarbonise energy generation, the renewable capacity is increased from scenario 1 and 2. The reduction in the emission allowances leads to a significant decrease in the emission costs, nevertheless, there is an increase in the total costs due to the high cost of the renewable resources is used. Therefore, the wind power with a high cost is used as little as possible in order to reduce the total cost and the wind power becomes less flexible. Thus, the lower emission allowance is highly dominant in the electrical system. 
It should also noticed from scenario 2 that the CEED model developed can be applied to different sizes of the system with the conventional and wind power resources effectively.
[bookmark: _Toc523347781]Conclusions 
This research develops an optimally combined economic and emission dispatch model taking in to account fossil fuel-powered generators and wind-powered generators by considering wind power waste and reservation and carbon price of GHG and emission levels of decarbonisation scenarios according to the UK energy policies. This CEED model considers both the economic and environmental aspects in the electrical system. It minimizes the total fuel cost and the emission cost of the system while satisfying the demand and power system constraints, which determines the optimal operation strategy in the economics aspect for the given system. This novel model introduces the carbon price and emission levels in the optimization in order to model the future decarbonised electrical system scenarios. Two case studies of an electrical system with six and nine conventional-powered generators, respectively, and a large-scale wind farm are performed for demonstrating the interactions between carbon price, emission levels and renewable power penetration. It is observed from the computational results that the proposed CEED model has the ability to effectively generate solutions. Moreover, on increasing the carbon price at a low emission limit leads to an increase in the total cost of an electrical system with renewable resources, but the increasing cost rate is mitigated by decreasing the emission limits. Furthermore, the carbon price is able to dominate the dispatch at high emission allowance levels in this model with renewable energy penetration. Nevertheless, at low emission allowances, the emission allowance has a high impact in the power dispatch. 

[bookmark: _Toc523347782]DEED model of an electrical system with conventional and wind power under the UK energy policies 
Summary
This chapter develops a novel DEED model for a combined conventional and wind power system incorporating carbon price and emission allowances according to the UK energy policies, especially the emission aspect. The proposed model aims to determine the optimal operation strategy for the given system on power dispatch taking into account wind power waste and reservation and also the environmental aspect, especially the CPF of GHG and the emission limit of the EPS of different decarbonisation scenarios. A case study for the demand profile of Sheffield region is presented.


Chapter 2:  [bookmark: _Toc310605615][bookmark: _Toc310605910]
[bookmark: _Toc523347783]Introduction
This chapter aims to investigate a novel DEED model under UK energy policies, especially the emission aspect, and an analysis of the practical results based on the influence of the energy policies. Thus, this model considers CPF and EPS in the classical DEED problem incorporating wind power. Further, it deals with the dispatch in a power system with conventional power plants and wind farms. The aim of the dispatch is to operate the system under the minimum fuel cost and pollution conditions within the emission allowances. Thus, two objective functions for the minimal economic cost and emissions should be considered. As the dispatch problem aims at finding the optimal power outputs for each generator, this function investigates the relationship between the power outputs and the pollution. The emission function can be costed by CPF, which is the charge in the emissions by the UK and EU [24, 28]. 
This novel model aims to simulate different scenarios in the UK from 2010 to 2050 and a distributed grid in the Sheffield region is investigated as a case study. According to the distributed generation data by Northern Powergrid [193], the power stations supplying the Sheffield region currently consists mainly of coal-fired power plants, with some contribution from other very small generators, such as biomass and combined heat and power (CHP). However, wind power is already the largest capacity of renewable power in Yorkshire. As a part of Yorkshire, and from the Fifth Carbon Budget [25], Sheffield may start to use wind power in the near future. Therefore, this model considers conventional and wind powered generators.
The proposed DEED model has the ability to effectively generate solutions for different time intervals in real-time dynamic dispatch. Moreover, this research uses current practical data in the UK to obtain the DEED solutions for the Sheffield region. Furthermore, the case study in the Sheffield region indicates that the renewable power is superior in both the economics and emissions in a mid to long-term energy strategy for the UK.
[bookmark: _Toc523347784]Methodologies  
The aim of a DEED is to operate the system under the minimum fuel cost and pollution conditions within the emission allowances in a time period. The methodology of the DEED model is very similar to the CEED model presented in Chapter 3. In the DEED model, the time dimension and the constraints that are effected by time are included in the model.  
[bookmark: _Toc523347785]Objective functions
[bookmark: _Toc523347786]Cost functions
The cost function C(t) aims to minimize the running cost of the generators in the electrical power system over a certain period of time t. Thus, the governing equation is similar to equation (3.1) but with a time dimension and it is given as follows:
	
	[bookmark: _Ref496023500](4.1)


where C(t) is the total cost at the time step t,   is the conventional power cost of the ith generator at time step t,  is the wind power cost of the jth wind turbine at time step t,  is the overestimation cost of the jth wind turbine at time step t,  is the underestimation cost of the jth wind turbine at time step t, Pit is the power output of the ith generator at time step t, Wjt is the required power output of the jth wind turbine at time step t and  is the available power output of the jth wind turbine. 
The cost function of the conventional generators is similar to equation (3.2) but with the inclusion of the time dimension, namely
	
	[bookmark: _Ref496023594](4.2)


where ai, bi, ci and αi are the coefficients in the cost function of the ith conventional generator. 
The direct cost function of the wind-powered generator is given as follows:
	
	[bookmark: _Ref496023599](4.3)


where gj is the coefficient of the cost function of the jth wind turbine. 
The overestimation cost function of the wind-powered generator is given as follows:
	
	[bookmark: _Ref500161134](4.4)


where kO,j is the coefficient of the overestimation cost function of the jth wind turbine. 
The underestimation cost function of the wind-powered generator is given as follows:
	
	[bookmark: _Ref500161135](4.5)


where kU,j is the coefficient of the underestimation cost function of the jth wind turbine. 
[bookmark: _Toc523347787]Emission functions
The emission function is similar to the equation (3.6) but including the time dimension, namely
	
	[bookmark: _Ref496040484](4.6)


where E(t) is the total cost at time step t and  is the emission of the ith generator at time step t. 
The conventional powered generators emission function is similar to the cost function, which is also formulated from practical cases, namely
	
	[bookmark: _Ref496040486](4.7)


where di, ei, fi and βi  are the coefficients in the emission function of the ith generator.
[bookmark: _Toc523347788]Emission constrained costs 
On considering the time dimension in equation (3.10), the cost equation is constrained by the emission equation as follows:
	
	[bookmark: _Ref496040638](4.8)


where r is the CPF.
[bookmark: _Toc523347789]Constraints
Constraints in this model are considered in several aspects due to the operational security of the power network and the system components. 
[bookmark: _Toc523347790]Real power balance
In a power network, the load and supply must be equal and this system power balance equation may be expressed as follows:
	
	(4.9)


where Dt is the total demand on the electrical system at time stamp t. 
[bookmark: _Toc523347791]Power output limit
The output limit for the conventional generator and the limit of the wind turbine may be expressed as follows:
	
	[bookmark: _Ref496045769](4.10)

	
	[bookmark: _Ref496045772](4.11)


where Pi,min and Pi,max are the minimum and maximum power output of the ith conventional generator and Wr,j is the rated wind power of the jth wind powered generator. 
[bookmark: _Toc523347792]Ramp rate
In addition, the ramp rate is a dynamic constraint of the conventional generators. In a dynamic system, a conventional powered generator has a ramp rate which shows how fast it changes its output and how the ramp rates limit the output changes between time stamps. Further, it effects the changes in a generator in the next time stamp. Therefore, the generator cannot reach the higher power output due to the ramping limit even if the output is within its limit and it is given by
	
	[bookmark: _Ref423897883](4.12)


where Tt and Tt-1 are the time of the current time stamp t and the previous time stamp t-1, respectively, and RRDi and RRUi are the ramp rate down and ramp rate up of the ith conventional generator, respectively.
[bookmark: _Toc523347793]Emission limit
The emission allowances of each conventional generator at each time stamp and the emission limits of all the conventional generators at each time stamp are given by
	
	[bookmark: _Ref496045961](4.13)


where EElimit is the emission limit of each conventional generator at each time stamp.
[bookmark: _Toc523347794]Spinning reserve
Spinning reserve, also known as synchronized reserve, is the online but unloaded reserve capacity. It can respond rapidly for grid security and reliability [194-196] and it is given by [99]:
	
	[bookmark: _Ref488940531](4.14)


where SRt is the spinning reserve at time step t.
Figure 4.1 shows a flowchart to describe the DEED model.
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[bookmark: _Ref523335517][bookmark: _Toc523347882]Figure 4.1 Flow chart of DEED model.
[bookmark: _Toc523347795]Model validation
In order to validate the proposed dynamic state of the model, the data from an existing dynamic model, which has similar methodologies, has been investigated. In particular, both Liao [117] and Dubey [99] have investigated a similar DEED model with an integrated wind power. However, they did not provide the data for the wind power cost and therefore it is difficult to validate the proposed model with existing research work.
However, as the model proposed in this chapter is based on the steady state model of Chapter 3, the validation of the optimization procedure in each step has been already been performed in Chapter 3. In this chapter, the ramp rate (4.12) becomes the constraint that changes between each time step. In addition, recently there has been research work focused on the ramp rate in ED [55]. However, in the models of most of the recent papers [43, 75, 76, 86, 89, 92, 98, 99, 117, 118, 134, 140, 197-200], the time interval is 1 hour in general, which is much longer than the time that the conventional power output actually needs to commit its steady optimization with the given ramp rate. Therefore, in Case 2 in this chapter the time interval is reduced to 10 minutes in order to validate the effect of the ramp rate in this new proposed dynamic model.
[bookmark: _Ref496618672][bookmark: _Toc523347796]Case study
This research aims to simulate and analyse a dispatch model under the UK policies. 
It should be noted that the starting time step of the model is that obtained from the optimal steady state prediction of the first time step.
In Case 1, an IEEE 30 bus system with six conventional-powered generators and a large scale wind farm is used to illustrate the proposed model for the Sheffield region. Figure 4.2 shows the demand in the Sheffield region on a typical weekday in March 2015. The red line in Figure 4.2 is a real half-hourly demand in the Sheffield region as provided by Northern Powergrid [201]. The results of inter-day and intra-day will be involved in this case. The inter-day result shows the optimization of a day in total and the intra-day result is the optimization of every time step per half an hour.
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[bookmark: _Ref489264695][bookmark: _Toc523347883]Figure 4.2 Demand in the Sheffield region on a typical weekday in March 2015.
As a dynamic model, the main difference between the DEED and CEED models is the impact of the ramp rate. In Case 1, with half-hourly time interval demand, the changes in each step are less than the ramp rate of a single generator. Therefore, it is unable to illustrate the impact of the ramp rate. However, in the real-time dispatch, the time needed to react may be less than half an hour. Therefore, Case 2 is a DEED model with a 10 minute time interval (1/3 of the given half-hourly demand) to find the impact of the time interval. In this case, it is assumed that the changes in the demand within each half hour occurred within that last 10 minutes. The demand in Case 2 is shown as the black line in Figure 4.2. This demand is modified from the half hourly time interval demand. 
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[bookmark: _Ref495506807][bookmark: _Toc523347884]Figure 4.3 Illumination of the first three steps in the Figure 4.2.
It is estimated to remain constant in the following 20 minutes from the time step in Case 1 and start changing after the 20th minute. Figure 4.3 illustrates the demands theoretically predicted by focussing on the first three steps in the Figure 4.2.
[bookmark: _Toc523347797]Data modification
In order to model a system that has practical significance and considers the current and future carbon price and emission standard performance, also the fuel cost and the demand should have been converted to the current value.
The wind power cost is the strike price in the delivery year at 105 £/MWh for 2021/22  [171, 202]. The under and over estimation wind power cost are linear functions according to the wind turbine in Case 1 of Chapter 3, where the overestimation coefficient is 14 £/MWh and the underestimation coefficient is 7.7 £/MWh.
The coefficients and constraints of the conventional power are collected from the IEEE 30 bus test system [203, 204]. This data is a practical data set of the American Electric Power (AEP) System in the Midwestern US in 1961. Table 4.1 to Table 4.3 list the coefficients of the cost and emission functions and ramp rates of the 6 thermal generators in the IEEE 30 buses system, respectively. 
Furthermore, the spinning reserve in the UK is operated as Short Term Operating Reserves (STOR) [205]. It is 4 GW in 2010 and will double by 2020 due to the rapidly increasing wind power capacity [196, 206]. Further, the reserve capacity is about 9.4% of the total capacity in 2020 and thus the spinning reserve is applied to equation (4.14) below.
[bookmark: _Ref488853412][bookmark: _Toc523347934]Table 4.1 Coefficients in the cost functions and constraints of power outputs of the IEEE 30 buses system with 6 thermal generators.
	Cost function
	bi ($/MW2h)
	ci ($/MWh)
	αi
 ($/h)
	Pi,min (MW)
	Pi,max (MW)

	P1
	0.00375
	2.00
	0
	50
	200

	P2
	0.01750
	1.75
	0
	20
	80

	P3
	0.06250
	1.00
	0
	15
	50

	P4
	0.00834
	3.25
	0
	10
	35

	P5
	0.02500
	3.00
	0
	10
	30

	P6
	0.02500
	3.00
	0
	12
	40



[bookmark: _Ref496086844][bookmark: _Ref505005282][bookmark: _Toc523347935]Table 4.2 Coefficients in the emission functions and constraints of power outputs of the IEEE 30 buses system with 6 thermal generators.
	Emission functions
	ei (t/MW2h)
	fi (t/MWh)
	βi (t/h)

	P1
	0.0126
	-1.2000
	22.983

	P2
	0.0200
	-0.1000
	25.313

	P3
	0.0270
	-0.0100
	25.505

	P4
	0.0291
	-0.0050
	24.900

	P5
	0.0290
	-0.0040
	24.700

	P6
	0.0271
	-0.0055
	25.300



[bookmark: _Ref488853416][bookmark: _Toc523347936]Table 4.3 Ramp rates of the IEEE 30 buses system with 6 thermal generators.
	Ramp rate
	RRU (MW/h)
	RRD (MW/h)

	P1
	65
	85

	P2
	12
	22

	P3
	12
	15

	P4
	8
	16

	P5
	6
	9

	P6
	8
	16



Although the system is a practical system, the cost function is based on the cost in 1961. In order to consider the current generation cost, the type of fuel needs to be known as only the generator has been stated in [12, 13] and it is a fossil-fired generator. According to the size of the generators, the possible fuel types are coal and natural gas. From an analysis of the coal and gas properties, it was apparent that the generators were coal. 
[bookmark: _Ref496618663][bookmark: _Toc523347798]Case 1
Two types of analysis will be applied to this case, one is inter-day and another is intra-day. Inter-day analysis gives the optimization results in different scenarios of the whole day and intra-day analysis indicates the hourly optimization results in different scenarios in the typical day.
[bookmark: _Ref499638654][bookmark: _Toc523347799]Inter-day results
For an inter-day analysis, 60 scenarios using 3 different factors, namely wind power penetration, CPF and EPS, are considered. The scenarios are under 3 different wind power penetrations, 10%, 20% and 30% of the peak demand of the typical day in the Sheffield region, respectively, namely 21 MW, 42 MW and 64 MW, and 5 CPF, see Table 3.1. 
From the calculation of the unlimited emission scenarios, the minimum emission level is about 200 tCO2e/h at 10% wind power penetration, 180 tCO2e/h at 20% penetration and 160 tCO2e/h at 30% penetration. Therefore 5 different emission limit of EPS are undertaken, namely unlimited, 230 tCO2e/h and 210 tCO2e/h for all wind penetrations, 190 tCO2e/h for 20% and 30% penetration and 170 tCO2e/h for 30% penetration only.
Moreover, as the demand in Figure 4.2 is given every half an hour, in order to analyse inter-day results, the optimized results at each time step will be approximately multiplied by 0.5 h in order to obtain the total cost and emission of the typical day.
Figure 4.4 shows the Pareto Front (PF) of the emission and total cost on a typical day for the given system for a day with 10% to 30% wind power penetration, different CPF and unlimited to highly restricted emission limit of EPS.
As shown in Figure 4.4, for the given electrical system with the constant fuel and wind power cost (without considering inflation), the total cost of the Sheffield region in the typical day increases by over 6 times from 2010 to 2050 due to the CPF applied. 
[image: ]
[bookmark: _Ref488941326][bookmark: _Toc523347885]Figure 4.4 PF for the given system of a day with (a) no emission limit, (b) 230 tCO2e/h, (c) 210 tCO2e/h, (d) 190 tCO2e/h, and (e) 170 tCO2e/h emission limit of EPS.
From Figure 4.4, it can be seen that the EPS dominates the cost and the emissions before 2020 and the wind power penetration does not significantly affect the cost and emission. This is because the wind power cost is higher than the fuel and emissions costs. In 2020, the emissions under 190 tCO2e/h emission limit in (d) reduces by 6.7% compared to the no EPS model (a) in the system with 20% wind power penetration. However, the cost only increases 2.0%. Further, the emission under 170 tCO2e/h emission limit (e) reduces to 8.7% with 30% wind power penetration and the cost increases by 5.4%. 
Moreover, according to (a) to (d), the wind power penetration becomes a high impact factor on the cost and emissions due to the high CPF after 2020. In 2050, high wind power penetration shows its superiority in both the cost and emissions. The cost of the scenarios with 30% wind penetration are 5.6% and 3.5% less than the cost for the 10% and 20% wind penetration, respectively, at the same EPS conditions. Meanwhile, the emissions in the scenarios with 30% wind penetration are 12.0% and 7.0% less than the cost of the 10% and 20% wind penetration, respectively.
[bookmark: _Toc523347800]Intra-day results
[bookmark: _Ref505691398]In the intra-day analysis, 2 scenarios are considered, namely the Go Green scenario and the No Progression scenario [72], see Table 4.5. Go Green is a scenario where the energy policies and innovations are effective in reducing the emissions to achieve the 2050 carbon reduction target, which is 80% of the 1990 level. In addition, No Progression is a scenario where the power activities are as at present. Fossil fuels dominate the power generation, little renewable resources are installed, and the energy policies are as at present. The two scenarios are modelled according to the data provided by [24, 72, 206, 207], but the data has been slightly modified because the resources in the Sheffield region are less than the supply over all the UK. 
[bookmark: _Ref505890413][bookmark: _Toc523347937]Table 4.5 Future energy scenarios for the Go Green and No Progression. 
	Year
	Go Green
	No Progression

	
	Wind power penetration (%)
	Emission limit of EPS (tCO2e/h)
	Wind power penetration (%)
	Emission limit of EPS (tCO2e/h)

	2010
	10
	n/a
	10
	n/a

	2020
	10
	230
	10
	230

	2030
	20
	210
	10
	230

	2040
	30
	190
	10
	210

	2050
	30
	170
	20
	210


[bookmark: _Ref489190145][bookmark: _Ref489190138][image: C:\Users\admin\Desktop\deed_chap2\20170723chap2_sqp\cgo-4.4.tif]
[bookmark: _Ref500688338][bookmark: _Toc523347886]Figure 4.5 Cost of the Go Green scenario from 2010 to 2050.
Figures 4.5 and 4.6 are the cost of the Go Green and No Progression scenarios, respectively, and it can be seen that the cost increases exponentially from 2010 to 2050. Further, the cost increases in the Go Green scenario is 5% less than that in the No Progression scenario in this model because of the high CPF and wind power penetration.
[image: C:\Users\admin\Desktop\deed_chap2\20170723chap2_sqp\cno-4.5.tif]
[bookmark: _Ref489190147][bookmark: _Ref489190140][bookmark: _Toc523347887]Figure 4.6 Cost of the No Progression scenario from 2010 to 2050.
Meanwhile, the cost difference within a day becomes not that significant. In 2010, the cost at the peak time is about 1.8 times that at the off peak time. However, this value becomes 1.3 in the Go Green scenario and 1.4 in the No Progression scenario in 2050. This is because of the emission differences in these two scenarios as shown in Figures 4.7 and 4.8.
[image: C:\Users\admin\Desktop\deed_chap2\20170723chap2_sqp\ego-4.6.tif]
[bookmark: _Ref489197895][bookmark: _Toc523347888]Figure 4.7 Emissions in the Go Green scenario from 2010 to 2050.
Figures 4.7 and 4.8 show the emission of the Go Green and No Progression scenarios, respectively, from 2010 to 2050. Clearly, it can be seen that the emissions in the Go Green scenario are much lower than in the No Progression from 6:00 to 17:00 after 2030. Further, the emissions in the Go Green scenario are 9% less than in the No Progression scenario. 
In the Go Green scenario, the emissions are reduced by 36% at the peak time and by 24% on average from 2010 to 2050. However, in the No Progression scenario, the emissions are reduced by 29% at the peak time and by 20% on average.
[image: C:\Users\admin\Desktop\deed_chap2\20170723chap2_sqp\ego-4.7.tif]
[bookmark: _Ref489197898][bookmark: _Toc523347889]Figure 4.8 Emissions in the No Progression scenario from 2010 to 2050.
[bookmark: _Toc523347801]Case 2
As mentioned previously, in this case, it is assumed that the half-hourly changes in the demand occurred within the last 10 minutes and model results will be compared with the Case 1, where demand changes linearly within half hour. Further, the model is in the scenario with 20% wind power penetration and no EPS and zero CPF. This is because the maximum demand difference between two continuous time steps is higher than the 10% wind penetration but less than 20%. In addition, in the scenario with no EPS and zero CPF, the impact of the change in the ramp rate can be seen more clearly.
[image: C:\Users\admin\Desktop\deed_chap2\20170719vali_t\p-4.8.tif]
[bookmark: _Ref489273841][bookmark: _Toc523347890]Figure 4.9 Power output at (a) 30 min time interval, and (b) 10 min time interval, where P1 to P6 are conventional generators 1 to 6 and W is the scheduled wind power.
It can be seen clearly from Figure 4.9 that the power output changes between each time step, but in (b) it is sharper. In addition, it is noticeable that at about 6:00 am, there is a high requirement in demand. In (a), as the conventional power generators have enough time to increase, the wind power is not used due to the high price in the no EPS and CPF scenario. Moreover, in (b), the conventional power generators are unable to supply enough power in that short time interval. Therefore, the wind power is used around this time step, which is shown under the red colour area. 
Figure 4.10 indicates the cost as a function of the power outputs from Table 4.1. It can be seen from Figure 4.10 that at different power output ranges, different generators have their benefit in cost at different power outputs. It can be seen that P1 is cheap below 100 MW power output. However, each generator has its minimum power output. The other generators have to provide at least 67 MW. Moreover, when the power output of P1 is above 100 MW, then it becomes the highest cost. 
Similar to Figure 4.10, Figure 4.11 indicates the emission as a function of the power outputs from Table 4.1. Different generators have their benefit in the emission at different power outputs. In Figure 4.11, P1 has the lowest emission below 100 MW. Then it becomes the highest emission when the power output is above 150 MW. 
Also, it can be seen in Figure 4.9 (a) that before about 8:00, P1 provides most of the power output and the other generators remain at their minimum. From about 8:00, P1 remains about 100 MW and P2 supplies more power. P1 never reaches 150 MW.
[image: C:\Users\admin\Desktop\hft_THESIS_correction\thesis plot\fig4.10.tif]
[bookmark: _Ref523342365][bookmark: _Toc523347891]Figure 4.10 Cost as a function of power outputs from Table 4.1.
[image: C:\Users\admin\Desktop\hft_THESIS_correction\thesis plot\fig4.11.tif]
[bookmark: _Ref523345114][bookmark: _Toc523347892]Figure 4.11 Emission as a function of power outputs from Table 4.1.
[image: C:\Users\admin\Desktop\deed_chap2\20170719vali_t\cost-4.9.tif]
[bookmark: _Ref489275457][bookmark: _Toc523347893]Figure 4.12 Total cost at each time step of a typical day in the Sheffield region with the 10 min and 30 min time intervals, respectively.
Figure 4.12 is the total cost at each time step of a typical day in the Sheffield region with the 10 min and 30 min time intervals, respectively. It is observed that the costs are slightly different at the same instant of time. This is because the different previous stage leads to different generator usage in the current stage, and this is especially clear at about 6:00 am, where the wind power is used in Figure 4.9 (b), which is under the red colour area, the cost increases dramatically. 
Figure 4.13 shows the emissions at each time step on the typical day in the Sheffield region with the 10 min and 30 min time intervals, respectively. In Figure 4.13, the emissions at 6:00 with the 10 min time interval is less than that of the 30 min time interval and this is because the use of the wind power leads to less emissions. 

[image: C:\Users\admin\Desktop\deed_chap2\20170719vali_t\e-4.10.tif]
[bookmark: _Ref489278298][bookmark: _Toc523347894]Figure 4.13 Emissions at each time step on the typical day in the Sheffield region with the 10 min and 30 min time intervals, respectively.
[bookmark: _Toc523347802]Discussion
From the inter-day results for the Case 1, it can be seen that the total cost increases dramatically due to the carbon price applied for the given electrical system with the constant fuel and wind power cost (without considering inflation). This causes the increase in the electricity price or the reduction in the profit for the system owner.
In addition, the EPS dominates the cost and emissions from 2010 to 2020 as the wind power costs are higher than the fuel and emissions costs. After 2020, the wind power penetration has a high impact factor on the cost and emissions due to the high carbon price. By 2050, the high wind power penetration shows its superiority in both cost and emissions. 
Moreover, the intra-day results of Case 1 describe the cost and emissions of the Go Green and No Progression scenarios. Comparing the Go Green scenario to the No Progression scenario, the emissions reduction is greater than the cost increase for the given electrical system.
[bookmark: _GoBack]However, this model does not consider the reduction in the wind power strike price and the application of Carbon Capture and Storage (CCS) technologies for the future scenarios. According to [48, 202, 208, 209], the strike price of wind power will keep on reducing. The offshore wind power price was reduced from 155 £/MWh in 2014/2015 to 140 £/MWh in 2018/2019 delivery years [48]. Then the strike prices in the delivery years are £105/MWh for 2021/22 and 100 £/MWh for 2022/23 [171]. However, as yet, the far future strike price is not given. In addition, CCS can reduce by 90% the emissions from the generator [210]. However, the coal CCS strike price will increase to above 140 £/MWh by 2020 [211, 212], which is even higher than the strike price of the wind power. Further, it is important to note that there will be no CCS applied to industry in the UK until the 2020s and there are no planned projects in the Sheffield region before 2030 [211-214]. 
In the Case 2, when the demand changes greatly, the model can supply the demand by using only the cheapest generators. However, if the model has a shorter time interval, or changes dramatically, then more generators and the rapid response resources will be used to supply the demand. Of course, this increases the total cost. Furthermore, this model can work effectively and satisfy different time intervals in real-time dynamic dispatch.
To conclude, the benefit to the system owner of using renewable power may not be that significant as in recent years. However, under the current UK policy, installation of every 10% renewable power penetration will result in an approximate 3% cost reduction for the given system. In a mid to long-term strategy, renewable power will have its superiority in both the economic and emissions aspects. 
[bookmark: _Toc523347803]Conclusions 
In this chapter, a DEED model has been developed under current UK energy policies, which considers coal-powered generators and wind-powered generators with emission allowances. This DEED model considers both the economic and environmental aspects in the dynamic electrical system. It minimizes the total fuel cost and the emission cost of the system while satisfying the demand and power system constraints over a dispatch period. It introduces EPS and CPF constraints and considers the UK energy policies in the model. Two case studies in the Sheffield region are supplied by an IEEE 30-bus system with six coal-powered generators and a wind-powered generator at different scenarios are performed.  
It observed from the results obtained that the proposed DEED model has the ability to effectively generate solutions for different time intervals in the real-time dynamic dispatch. Moreover, this research uses current practical data in the UK to obtain solutions. Furthermore, the results from the studies indicates that the renewable power has the superiority in both the economics and emissions to a mid to long-term energy strategy to the UK.
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[bookmark: _Toc523347804]DEED model of an electrical system with conventional and wind-storage combined system under UK energy policies
Summary
This chapter develops a novel DEED model for a dynamic system considering conventional power and a wind-storage combined system (WSCS) incorporating carbon price and emission allowances according to UK energy policies. Similar to Chapter 3 and 4, the proposed model aims to optimize the operation strategy for the given system taking into account waste and reserve of the wind power and the environmental aspect with considering the CPF of GHG and emission limit of the EPS of different decarbonisation scenarios. Innovatively, the ESS in the model aims to reduce the waste and reservation costs and uncertainty of the wind power. Two case studies are presented.

Chapter 3:  [bookmark: _Toc310605632][bookmark: _Toc310605927]
[bookmark: _Toc523347805]Introduction	
This chapter investigates a novel DEED model incorporating ESS under UK energy policies, especially the emission aspect, and an analysis of the practical results based on the influence of the energy policies. Thus, this model considers CPF and EPS in the classical DEED problem incorporating a wind-storage combined system, which consists of wind power and Energy Storage System (ESS). The aim of the dispatch is to operate the system under the minimum fuel cost and pollution conditions within the emission allowances. The ESS in the model aims to minimize the cost in the system and increase the reliability of the wind power. Therefore, the objective of the ESS is to reduce the waste penalty and reserve power costs of the wind power.
In the previous DEED problems investigated that incorporate wind power with ESS [40, 41, 46, 75, 98, 99, 215-218], there appears to be no model that considers the waste and reserve of the wind power and the UK energy policies of a system including a WSCS. 
In order to increase wind power reliability and reduce the fuel cost and emission, a DEED model for a system with conventional power and wind power with an energy storage system that can handle CPF, EPS and wind penetration level are investigated in this research. Moreover, a general type of the energy storage system is modelled. Two case studies are performed that demonstrates the dispatch with the ESS and the interactions between CPF, emission limit of EPS, wind power penetration, under/over estimation wind power cost coefficients and energy change in the ESS. One is an ED problem for the system from [46], another is a DEED model for an electrical system with the demand in the Sheffield region.
[bookmark: _Toc523347806]Methodologies
The objective of this research is to investigate a novel DEED model that considers the emission allowances and carbon prices in a classical DEED problem incorporating wind power and ESS with consideration of the uncertainty of the wind power. The ESS in this model charges when the available wind power is wasted and discharges when there is a lack of wind power. Also observing the energy stored in the ESS, the CPF and EPS, it deals with the dispatch in a power system with conventional power plants and WSCS that consists of wind farm and ESS. 
The methodology employed in this Chapter is the same as that employed in Chapter 4. However, in order to make the thesis more readable, the equations used in both Chapters 4 and 5 are reproduced in Table 5.1.
[bookmark: _Toc523347807]Objective functions
The aim of a DEED is to operate the system under the minimum fuel cost and pollution conditions within the emission allowances in a time period. Thus, similar to the model present in Chapter 4, fuel cost and emission cost objective functions should be considered. 
[bookmark: _Ref502960585][bookmark: _Toc523347938]Table 5.1 Objectives and constraints equations employed Chapter 4.
	Fuel costs objective
	
	(4.1)

	Conventional costs
	
	(4.2)

	Scheduled wind power costs
	
	(4.3)

	Emission objective
	
	(4.6)

	Conventional emissions
	
	(4.7)

	Emission constrained costs
	
	(4.8)

	Power output limit
	
	(4.10)

	
	
	(4.11)

	Ramp rate
	
	(4.12)

	Emission limit
	
	(4.13)

	Spinning reserve
	
	(4.14)



[bookmark: _Toc523347808]Cost functions
The cost function C(t) aims to minimize the running cost of the generators in the electrical power system during a period of time, and this is given in Equation (4.1). The conventional power cost and direct wind power cost are as given in Equations (4.2) and (4.3), respectively.
The overestimation cost function of the wind-powered generator is due to the available wind power being less than the scheduled wind power, where the reserved power is required to meet the deficiency in the scheduled wind power for the demand. The available wind power is the wind power available from the wind farm without any manipulations, such as a throttle, or being curtailed due to the grid load. This cost is for the reserve requirement related to the difference between the available wind power and the scheduled wind power. 
Moreover, in this WSCS model, the ESS can discharge stored energy to replenish the scheduled wind power to reduce the overestimate cost compared to the model without ESS, namely
	
	[bookmark: _Ref423883746](5.1)

	
	 


where Pr{ = 0} is the probability of the wind power being zero,  is the overestimation cost of the jtth wind turbine at time step t, Wjt is the required power output of the jth wind turbine at time step t,  is the available power output of the jth wind turbine and kO,j is the overestimation cost coefficient, which is the overestimation price. 
Similar to the overestimation cost, see Equation (5.1), the underestimation cost function of the wind powered generator is due to the penalty cost for not using all the available wind power [41, 46]. 
Furthermore, the ESS can be charged by the excess available wind power to reduce the underestimate cost compared to the model without energy storage in this model. The underestimation cost is expressed as follows: 
	
	[bookmark: _Ref423883756](5.2)

	
	


where Pr{ wt = Wr,j} is the probability that the wind power is rated,  is the underestimation cost of the jth wind turbine at time step t and kU,j is the overestimation cost coefficient, which is the overestimation price. 
[bookmark: _Toc523347809]Emission functions
The purpose of the emission function is to minimize the pollution from the conventional powered generation. Therefore, the emission functions are the same as those given in Equations (4.6) and (4.7).
[bookmark: _Toc523347810]Emission constrained costs 
To solve this multi-objective DEED problem, the cost equation is constrained by the emission equation as given by Equation (4.8). 
[bookmark: _Toc523347811]ESS control strategy 
The ESS in the WSCS of this proposed dispatch model aims to increase the wind power reliability and reduce the wind power cost. Therefore this chapter develops a DEED model that is able to solve the ESS charge/discharge solution for a system with an unpredicted renewable resource. In this model, the ESS system is assumed to be in an ideal situation, which is able to be fully charged and discharged.
Figure 5.1 indicates a flowchart of the proposed DEED control scheme to dispatch ESS, where CUW and COW are the under/over estimated wind power cost, t is the current time step and T is the total number of time steps.
The proposed DEED control strategy to dispatch ESS is as follows:
· The model starts from the first time step t=1.
· Input all the constraints and demand at time step t; the status of ESS and the generators outputs from the previous time step t-1.
· If CUW > COW and ESS is not full, the ESS is charged. This is because in this scenario, the CUW is more probable to be costed by a relevant high waste penalty. Therefore charging wasted power into the ESS is the best choice to minimize the total cost; 
· If CUW < COW and ESS is not empty, the ESS is discharged. Similar to the reason to charge the ESS, the COW is more probable to be costed in a high reserve power cost. Therefore discharging reserve power from the ESS is the best choice to minimize the total cost; 
[image: ]
[bookmark: _Ref496541904][bookmark: _Toc523347895]Figure 5.1 Flowchart of the proposed DEED control scheme to dispatch ESS.
· Otherwise, the ESS is idle. Then the probability of charge in the waste penalty and reserve power cost is the same amount. Thus, leaving the ESS idle reduces the charge cycles and saves the ESS lifetime. In addition, if the ESS is fully charged or discharged, then idle is the best choice so as not to increase the cost.
· Then the power output is optimized and the ESS is on stand-by for the next time step.
· The procedure for t=t+1 is repeated until the duration T is achieved and then the process is complete.
[bookmark: _Toc523347812]Constraints
Constraints in this model are considered in several aspects due to the operational security of the power network and the system components. 
[bookmark: _Toc523347813]Real power balance
The first constraint is the real power balance, which is relevant to the system security and the minimization of the cost. In a power network, the load and supply must be equal. In addition, the ESS is charging from the wasted wind power in this model, which is not inclusive in the power supply. The power flow balance equation in the system may be expressed as follows [46]:
	
	[bookmark: _Ref423896971](5.3)


where  is the power discharge from the ESS into the power system.
[bookmark: _Toc523347814]Power output limit
The second constraint is the generator limit. The output limit for the conventional generator and the limit of the wind turbine may be expressed by the Equations (4.10) and (4.11) in Table 5.1.
[bookmark: _Toc523347815]Ramp rate
The third constraint is the ramp rate for the conventional generation units, which is given by Equation (4.12) in Table 5.1.
[bookmark: _Toc523347816]Emission limit
The forth constraint is the emission limit, which is the emission limit of EPS and it is given by Equation (4.13) in Table 5.1.
[bookmark: _Toc523347817]Spinning reserve
The last constraint is the spinning reserve, which is given by Equation (4.14) in Table 5.1.
[bookmark: _Toc523347818]Energy conservation
In the ESS, the energy stored at the current time step is defined by the current power flow into it, and the ESS state at the previous time step, as given in Equation (5.4) [75, 215, 216]:
	
	[bookmark: _Ref500259626](5.4)


where   and   are the energy stored in the EES at time step t and t-1, respectively, B is the power flow into the ESS and Tt and Tt-1 are the time of time step t and t-1, respectively.
[bookmark: _Toc523347819]Power flow
The relationship between the power flow in the EES and the power flow in the gird, which is charging into or discharging from the ESS, can be expressed as follows [75, 215, 216]:
	
	[bookmark: _Ref502961671](5.5)


where  is the power flow charging into the EES from the power system, ηcg and ηdcg are the EES charging and discharging conversion efficiency, respectively.
[bookmark: _Toc523347820]Power capacity
There are three constraints of the energy storage. Firstly, the charging and discharging power can't exceed the maximum charging and discharging power capacity as given by [215, 216]:
	
	[bookmark: _Ref502961676](5.6)

	
	[bookmark: _Ref502961680](5.7)


where and  are the ESS charging and discharging power capacity, respectively.
[bookmark: _Toc523347821]Energy capacity
Secondly, the energy stored in the storage cannot exceed the maximum capacity of the energy storage and this is expressed as follows [75, 215, 216]:
	
	[bookmark: _Ref502961685](5.8)


where  is the ESS charging and discharging power capacity
[bookmark: _Toc523347822]Charging status
Finally, in an ESS, the charge and discharge cannot take place at the same time as shown in the following expression [75, 215, 216]:
	
	[bookmark: _Ref500259630](5.9)


[bookmark: _Ref497053542][bookmark: _Toc523347823]Validation
In Chapters 3 and 4, the effect of the EPS, CPF and the wind energy penetration in the model have been investigated and validated. Thus, the validation and research in this Chapter focusses on the effect of the ESS in the electrical system.
In order to validate the proposed model, the relation between demand, and especially wind power and ESS charging is investigated. This is because the ESS in this model aims to increase the wind power reliability and it is used to reduce the waste wind power and the reserved power requirement.
The validation of the model is applied to an electrical network of an IEEE 30 bus system as shown in Figure 5.2, which is modified from [219]. In an IEEE 30 bus system, the coefficients in the cost and emission functions and the constraints in the power outputs with 6 thermal generators are taken from Tables 4.1 and 4.2 of Case 1 of Chapter 4. Moreover, the ramp rate of the conventional power are taken from Table 4.3, and in addition, the wind turbines are the same as the types employed in Case 1 of Chapter 4. The time interval is 0.5 h.
In the validation, the wind power capacities is 30% of the peak demand of a typical day in the Sheffield region, i.e. 64 MW , which is a reasonable renewable power penetration in the UK power system [13, 24], as shown in Figure 4.1. The emission limit of EPS is 230 t/h and the CPF is 0. In addition, the wind power capacities with a 10% in the peak demand of a typical day in the Sheffield region is considered in order to compare with the 30% penetration. 
[image: http://tu.sioe.cn/gj/ruihua_pinghua/pic/38083309.png]
[bookmark: _Ref474765512][bookmark: _Toc523347896]Figure 5.2 An IEEE 30 bus system with 6 conventional generators, a wind farm and an ESS [219]. 
The ESS is assumed to be a Li-ion Battery Energy Storage System (BESS) in this model. The applied BESS capacity in the validation model is 128 MWh with a 64 MW power output, which is the same as the large wind power penetration and large enough to charge any amount of waste/reserved wind power in one time step. The charging and discharging conversion efficiency are assumed to be 90% [18, 75, 220, 221]. Furthermore, the system presumes no transmission power loss. At the initial time step, the BESS is half charged, which is 64 MWh, in order to observe both charging and discharging in the BESS. 
Constant demands lasting for 8 hours with half an hour time intervals are assumed from 210 MW to 300 MW, where the optimized scheduled wind power is from zero to all used. In this validation model, the dispatch and energy storage at different demand levels and scheduled wind powers of an energy system with conventional power, renewable power and energy storage is studied.
[bookmark: _Toc523347824]BESS status as a function of time step
Figure 5.3 shows the energy stored in the BESS as a function of the demand from 210 to 300 MW at 30% wind power penetration of the peak demand. It can be observed that the results show linear behaviours of the energy stored in the BESS as a function of the time for each scenario before the BESS becomes fully charged/discharged, which means that the model approaches the same set of optimization results at each time step. In addition, the BESS charges when the demand is less than 240 MW and discharges when the demand is higher than 250 MW. This is because, with an increase in the demand, the scheduled wind power increases. Therefore, the possibility of wind power waste reduces and the BESS charging reduces. Vice versa, the possibility of the reserve power requirement increases then the BESS discharging increases. Moreover, when the BESS is full or empty, it stops charging/discharging. 
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[bookmark: _Ref496452995][bookmark: _Toc523347897]Figure 5.3 Energy stored in the BESS as a function of the constant demand from 210 to 300 MW at 30% wind power penetration of the peak demand.
[bookmark: _Toc523347825]BESS status as a function of demand
Figure 5.4 shows the BESS charging gradient of the BESS charging as a function of the demand before it is fully charged/discharged in Figure 5.3 along with the system demand at 30% wind power penetration of the peak demand, where in the positive domain is charging and in the negative domain it is discharging. 
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[bookmark: _Ref496454367][bookmark: _Toc523347898]Figure 5.4 BESS charging gradient as a function of the demand at 30% wind power penetration of the peak demand.
From Figure 5.4, it can be seen that the gradient before 210 MW is a constant, which is about 33 MW, because the scheduled wind power is 0. This value is due to the overestimation in the cost, see Figure 5.5. Then the gradient reduces very rapidly until the demand is about 245 MW. The gradient reduces rapidly as the underestimated wind power (waste wind power) is reduced following the wind distribution. 
Further, the gradient drops from about 13 MW to -9 MW very quickly at around 245 MW demand. This is because the cost of under- and over-estimation of the wind power are the same at 245 MW, and therefore there is no charge and discharge at this demand. In addition, the energy stored in the BESS depends on the maximum possible probability of the charge/discharge into the BESS, which comes from the wind power uncertainty. However, the change in BESS charging may be not that dramatic in practical systems. Moreover, the values of the gradient at 245 MW are different because the under- and over-estimation prices (cost coefficient) are different, see Figure 5.5. 
Furthermore, the gradient reduces very rapidly as the overestimated wind power (reserved power) is reduced following the wind power pdf, see equation (3.4) and Figure 5.5. Finally, the gradient remains almost constant at approximately -30 MW when the demand is higher than 300 MW in Figure 5.4.
[bookmark: _Toc523347826]BESS status as a function of scheduled wind power
From the results presented in Figure 5.4, it can be seen that the BESS charging status and the values are impacted by the scheduled wind power and the under- and over-estimated wind power. By comparing the model study at 10% and 30% wind power penetration, the impact of the scheduled wind power can be demonstrated, and is illustrated in Figure 5.5 which shows the BESS charging power and the under- and over-estimation wind power as a function of the scheduled wind power at 10% and 30%.
The solid lines in Figure 5.5 are the BESS charging power, which in the positive domain are charging and in the negative domain are discharging. In addition, the dashed lines in the positive domain are underestimations of the wind power and in the negative domain are the negative overestimations of the wind power, and they are from the wind power part of the equations (3.4) and (3.5). 
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[bookmark: _Ref496460217][bookmark: _Ref496704667][bookmark: _Toc523347899]Figure 5.5 The BESS charging power and the under- and over-estimation wind power as a function of the scheduled wind power at 10% and 30% of the daily peak demand in the Sheffield region.
It can be seen from Figure 5.5 that in both the 10% and 30% wind power penetration cases, that the power charging overlaps the underestimation in the wind power when the BESS is charging and overlaps the negative overestimation of the wind power when the BESS is discharging. This is because the BESS power capacity is large enough for the wind farm in this system, and in order to minimize the under- and over-estimation wind power cost, the BESS tends to charge all the waste wind power or discharge all the required reserved power to the system according to Equations (4.1) and (4.2). 
Moreover, Figure 5.5 is slightly different with Figure 5.4 at the same scheduled wind power (for instance at 0 MW, 64 MW and about 30 MW); this is because the Figure 5.5 shows the charge and discharge power while Figure 5.4 shows the change in energy. It can be seen from Equations (5.4) and (5.5) that there is conversion efficiency during changing and discharging from or into the BESS.
To conclude, the proposed DEED model with ESS is able to find the optimized BESS status to minimize the wind power, also the total cost, and the process works very well and effectively. 
[bookmark: _Toc523347827]Case studies
The proposed DEED model that deals with wind powered generators and ESS in this research is also used to observe the energy in the ESS and the effect of the scheduled wind power, and the under- and over-estimation coefficients, CPF and ESP of the electrical system, which are specified at different levels in order to satisfy emission in the UK. 
Two cases are applied to this research. Case 1 is similar to the electrical system used by Hetzer [46] and it incorporates a BESS to solve an ED problem. This case is investigated in order to determine the effect of scheduled wind power, and the under- and over-estimation coefficients.
Case 2, which is an electrical system with a various number of thermal generators, and various numbers of wind powered generators and one ESS, is installed in the grid in order to investigated for the proposed DEED model. It is investigated to study how the CPF and EPS affect the optimal solutions and how the future energy system behaves in different scenarios. 
There are many possible optimization methods and therefore in this research the focus is not on novel optimization methods. Therefore, a MATLAB program that is based on the DEED model, is developed for various scenarios using a hybrid GA-SQP algorithm. It should be noted that the starting time step of the model is that obtained from the optimal steady state prediction of the 1st time step.
[bookmark: _Toc523347828]Case 1
In this case, the system consists of 2 conventional generators, 2 wind powered generators and an ESS. The model of conventional and wind powered generators are taken from the research of Hetzer [46], which is the same reference as the validation performed in Section 3.3.2 and the parameters employed in this model are the same as those used in Table 3.6. The demand is retained to be 1 MW and the model is in a steady state in this case. 
The ESS in this model has 0.1 MW power capacity and 1 MWh energy capacity. This size of the battery is not too large; even it is fully charged or discharged, the feature and changes in the generators are still able to observe. The charging/discharging conversion efficiency is 90% and the time interval is 1 hour. At the initial time step, the ESS is half charged, which is 0.5 MWh. 
[bookmark: _Toc523347829]Power outputs as a function of kO
Figure 5.6 compares the optimized power outputs of the model with and without an ESS when considering only the conventional power cost, along with the scheduled and the overestimation wind power cost and excluding any emissions and the underestimation wind power cost. Here P1 and P2 are conventional powered generators, W1 and W2 are wind power powered generators and CG and DCG are charge and discharge power, respectively. 
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[bookmark: _Ref497075467][bookmark: _Toc523347900]Figure 5.6 Optimized power outputs as a function of the overestimation coefficient.
It can be seen from Figure 5.6 that the system with ESS converges to a stable state from a lower overestimation coefficient, which is 0.3 $/MWh, compared to the system without ESS. Both the conventional powered generators P1 and P2 remain at 0.2 MW, which is the same as the low coefficient scenarios of the system without ESS. The wind powered generators W1 and W2 start from 0.6 MW and 0 MW, respectively and remain at approximately by 0.45 MW and 0.05 MW, respectively, which is the same as the low coefficient scenarios of the system without BESS. There is no ESS charging CG in this scenario because there is no underestimation cost. The ESS discharge DCG is zero at an overestimation coefficient value of zero, and then it increases to 0.1 MW at higher overestimation coefficient values, which is the ESS power capacity, and this is because at a coefficient value of zero, under- and over-estimation costs are both equal to zero.
As a result, the system with ESS shows the same general features as the system without ESS at low overestimation cost coefficients; however, with an increase in the coefficients, the system with the ESS still converges as it does at the low coefficients of the system without ESS. Therefore, the ESS reduces the impact of the overestimation cost coefficient and the uncertainty in the scheduled wind power.
[bookmark: _Toc523347830]Power outputs as a function of kU
Figure 5.7 compares the optimized power outputs of the model with and without an ESS, when considering the conventional power cost, scheduled and the underestimation wind power cost only, and excluding the emissions and the overestimation wind power cost.
It can be clearly observed from Figure 5.7 that the P1, P1, W1 and W2 of the system with ESS are overlapped with these power outputs of the system without ESS. The CG is zero at an underestimation cost coefficient of zero, and then increases immediately to 0.1 MW. There is no DCG in this scenario due to there being no overestimation cost. 
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[bookmark: _Ref497133039][bookmark: _Toc523347901]Figure 5.7 Optimized power outputs as a function of the underestimation coefficient.
The performance of the system with ESS is very similar to the system without ESS and this is because the ESS charges from the wasted wind power and it is not considered in the system demand. Therefore the demand still comes from the P1, P1, W1 and W2, which is the same as in the system without ESS. In addition, the difference in the total cost is due to the reduction in the underestimation in the wind power cost.
[bookmark: _Toc523347831]The total cost 
Figure 5.8 shows the total cost of the system for both under- and over-estimation wind power cost and shows the surface of the cost with kU and kO varying from 0 to 10 $/MWh.
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[bookmark: _Ref497136054][bookmark: _Toc523347902]Figure 5.8 The total cost with different under- and over-estimation coefficients that vary from 0 to 10 $/MWh.
 The behaviour illustrated in Figure 5.8 is dominated by the value of the underestimation coefficient, with an approximate linear dependence of the total cost on this coefficient. The influence of increasing the overestimation coefficient is more subtle, having no effect at an underestimation coefficient of zero, and having a slight negative dependence of cost at low values of the underestimation coefficient. It then switches to a positive dependence of cost at higher underestimation coefficients that becomes more pronounced the higher is the underestimation coefficient.
[bookmark: _Toc523347832]ESS charging status
In addition, Figure 5.9 shows the ESS charging status when varying the under- and over-estimation coefficients from 0 to 10 $/MWh. The negative in the charging status is a discharge.
From Figure 5.9, it can be seen that for the vast majority of the combinations of under-estimation and over-estimation coefficients, that the ESS charges at a constant rate of 0.1 MW. There is a single point with both coefficient values of zero, where the ESS is idle, and a narrow range at or close to an under-estimation coefficient of zero, where if the over-estimation coefficient is non-zero, the ESS discharges at a constant rate of 0.1 MW. Thus the actual values of the under and overestimation coefficients determine the behaviour, but only between 3 distinct states of uniform charge, idle, and uniform discharge.
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[bookmark: _Ref497138224][bookmark: _Toc523347903]Figure 5.9 ESS charging status with different under- and over-estimation coefficients that vary from 0 to 10 $/MWh.
[bookmark: _Toc523347833]Scheduled wind power 
Figures 5.10 and 5.12 show the surface of the scheduled power outputs of W1 and W2, respectively, as a function of varying the under- and over-estimation wind power coefficients.
According to the conclusion drawn from Figures 5.6 and 5.7, the power outputs of the system with ESS are only different to the system without ESS when the ESS is discharging. Moreover, from Figure 5.9, it can be seen that the ESS only discharges when the underestimation coefficient is less than about 0.3 $/MWh. 
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[bookmark: _Ref497148070][bookmark: _Toc523347904]Figure 5.10 Scheduled power output of W1 as a function of the under- and over-estimation coefficients.
Thus, on  comparing Figure 5.10 with the scheduled power of W1 in the model without ESS in [46] (see Figure 5.11), it can be seen that the power output is the same, which is 0.6 MW, at the zero under- and over-estimation coefficient and it is stable at about 0.3 MW when the underestimation coefficient is 2 $/MWh or greater. In addition, the power is down to zero at high overestimation but low underestimation coefficient values. The difference between the system without ESS is that the scheduled power at zero underestimation coefficient remains constant after the overestimation coefficient reaches 0.3 $/MWh, as shown in Figure 5.6.
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[bookmark: _Ref506286990][bookmark: _Toc523347905][bookmark: _Ref505888740]Figure 5.11 Scheduled power output of W1 as a function of the under- and over-estimation coefficients without ESS given in [46].
Furthermore, on comparing Figure 5.12 with the scheduled power of W2 in the model without ESS in [46] (see Figure 5.13), it can be seen that similar to Figure 5.10, the power output is the same, which is zero, at the point where  the under and over estimation coefficient is zero. In addition, it is stable at about 0.3 MW once the underestimation coefficient reaches approximately 2 $/MWh. In addition, the power is again down to zero at high overestimation but low underestimation coefficient values.
The W2 value at an underestimation cost coefficient of zero is the same as those shown in Figure 5.6. Also, the scheduled output increases to approximately 0.05 MW when the ESS discharges and the underestimation coefficient is less than 0.3 $/MWh. 
[image: C:\Users\admin\Desktop\thesis\thesis plot\chap5\storage_hetzer\5.11.tif]
[bookmark: _Ref497148106][bookmark: _Toc523347906]Figure 5.12 Scheduled power output of W2 as a function of the under- and over-estimation coefficients.
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[bookmark: _Ref506287218][bookmark: _Toc523347907]Figure 5.13 Scheduled power output of W2 as a function of the under- and over-estimation coefficients without ESS given in [46].
As a conclusion, the cost of the system with ESS is less than without ESS. In addition, when the ESS discharges, the power outputs with higher overestimation cost coefficients at low underestimation coefficient tend to show similar features as at the low overestimation coefficients, and this reduces the uncertainty in the scheduled wind power. Furthermore, the system at high underestimation coefficient shows similar results as the system without ESS. Moreover, although the charging of the ESS does not impact the power outputs, it reduces the cost. 
[bookmark: _Toc523347834]Case 2
This research was preformed in order to study a case with a practical demand on a typical weekday in the Sheffield region with half an hour time intervals. The demand of this day is given in Figure 4.1. In this case, an electrical system with 6 conventional powered generators, a wind farm and an EES is investigated. The 6 conventional powered generators and the wind farm are the same as those investigated in the model in Section 4.4 , and the capacity of the wind farm is 30% of the peak demand shown in Figure 4.1. 
Ideally, the ESS with a size of 15% to 25% of the wind farm capacity to have an effective hourly dispatch [222]. Therefore, the ESS is assumed to be the Lithium-ion BESS that operates in Leighton Buzzard, Bedfordshire. This is because it is the BESS in the UK most close to the effective size that is used for the time shift in the electrical system and the electrical supply reserve capacity. The capacity of the BESS is 10 MWh with a 6 MW power output [18] and the charging/discharging conversion efficiency is about 90%.  
This dynamic dispatch is proposed to apply to an electrical system for a day-ahead planning horizon with half an hour time intervals. The CPS is given in Table 3.1 and the emission limit is considered to be 210 tCO2e/h, 190 tCO2e/h and 170 tCO2e/h. Above an emission limit of 210 t/h the system becomes independent of the EPS.
[bookmark: _Toc523347835]Energy stored in the ESS
Figure 5.14 indicates that the energy stored in the BESS and the scheduled wind power on a typical day in the Sheffield region under CPF of 2010 to 2050 years and a different EPS conditions and a wind power penetration of 30% peak demand. Figures 5.14 (a) and (b) are the energy and scheduled wind power at 210 tCO2e/h, respectively, (c) and (d) are the energy and scheduled wind power at 190 tCO2e/h, respectively and (e) and (f) are the energy and scheduled wind power at 170 tCO2e/h, respectively.
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[bookmark: _Ref496630021][bookmark: _Toc523347908]Figure 5.14  Energy stored in the BESS and scheduled wind power on a typical weekday in the Sheffield region under CPF of 2010 to 2050 and for different EPS conditions. The left column is energy stored in the BESS and right column is the wind power. (a) and (b) are results at 210 tCO2e/h, (c) and (d) are results at 190 tCO2e/h and (e) and (f) are results at 170 tCO2e/h.
In Figure 5.14, the following can be observed:
i. The BESS starts charging at 0:00 and then in some scenarios discharges at about 5:00 to 8:00 and then charges again at about 20:00 in (a), (c) and (e). Since the scheduled wind power in (b), (d) and (f) is low before 4:00 and rises rapidly from 4:00 to 8:00, then the scheduled wind power is highly in demand and it reduces rapidly at about 18:00 to 22:00.
ii. It can be seen that the BESS starts discharging earlier and charging later in the  2040 and 2050 scenarios in (a), (c) and (e), which overlap, but the 2030 scenario is distinct. This is because the scheduled wind power in (b), (d) and (f) in the 2040 and 2050 scenarios supply more when the demand is the same in 2040 and 2050, since the CPF is higher. At high scheduled wind power, the probability of a reserved power request is high and the waste of power is low. Therefore the probability of discharging the BESS is high and that of charging is low.
iii. The energy charging/discharging in the model is almost the same in each charging/discharging states in (a), (c) and (e), which is approximately 3.33 MWh in charging and 2.70 MW in discharging at each step. The reason for this is because the power output of the BESS is 6 MW, which is much less than the BESS in the validation Section 5.3 and also smaller than in most of the optimization charging/discharging powers presented in Figure 5.5, which is 8 to 27 MW in discharging and 15 to 36 MW in charging. Thus, the BESS power output rate dominates the BESS charging/discharging in this model. 
iv. In addition, the BESS in the 2010 and 2020 scenarios in (a) is idle after approximately 1:00, and this is because there is no or only a little scheduled wind power required at that time step in (b). And as a result, the wasted wind power charges the BESS, whereas there is no chance to use the energy in the BESS as no reserved power is required. 
v. The BESS in the 2010 and 2020 scenarios in (c) is also idle after approximately 1:00. Nevertheless, the reason for the BESS being idle in some time steps are slightly different. In this EPS condition, the scheduled wind power in the 2010 and 2020 scenarios in (d) is greater than that in (b) but the BESS is still idle at that time, and this is because the scheduled wind power at 8:00 and 9:00 are very close to 30 MW, where the under- and over-estimation wind power costs are the same. 
vi. Moreover, the BESS in the 2010 and 2020 scenarios in (e) overlap with the 2030 scenario, and this is because in this emission limit of EPS, the scheduled wind power in (f) is much higher than the 210 tCO2e/h and 190 tCO2e/h in (b) and (d), respectively. Also, the scheduled wind power in these scenarios are very close to those for 2030.
To conclude, as shown in Figure 5.5, the BESS charging/discharging is directly affected by the scheduled wind power. However, the results presented in Chapters 3 and 4 show that the scheduled wind power is effected by the CPF and EPS. Therefore, with the increase in the CPF and the more restricted emission limit of EPS, the ESS will become more useful in increasing the wind power stability. 
[bookmark: _Toc523347836]Scenario in 2050 with restricted emission limit of EPS 
Figures 5.15, 5.16 and 5.17 show comparisons between the total cost, emissions and under- and over-estimation costs both with and without the BESS on a typical day in the Sheffield region under a CPF in 2050 and emission limit of 170 t/h. In addition, the wind power penetration 30% of the peak demand, which is the same scenario as the 2050 in (e) and (f) in Figure 5.14.
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[bookmark: _Ref497060851][bookmark: _Toc523347909]Figure 5.15 The total cost on a typical day in the Sheffield region under a CPF in 2050 and emission limit of 170 t/h with a 30% wind power penetration. 
It can be seen from Figure 5.15 that there is a significant reduction when the BESS is discharging between 5:00 to 7:00, with a maximum reduction of about 728 £/h, namely 1.8% of the total cost without BESS. Nevertheless, there is only a very slight reduction at the beginning and the end of the total cost, which is approximately 46 £/h. This is because the charging only reduces the overestimation wind power cost. However, the discharge reduces the fuel, emissions and underestimates the wind power costs. 
Moreover, the size of the BESS restricts the reduction in the cost. However, in the practical UK power system, the size of the BESS for renewable generation shifting and storage usage is currently up to 6 MW / 10 MWh [18, 19].
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[bookmark: _Ref497060855][bookmark: _Toc523347910]Figure 5.16 The total emissions on a typical day in the Sheffield region under a CPF in 2050 and emission limit of 170 t/h with a 30% wind power penetration.
Figure 5.16 shows that the emissions reduce when the BESS discharges between 5:00 to 7:00, which reduces about 1 t/h. As only the discharge is considered in the total demand, the BESS charging does not take part in the total demand; it only deals with the wasted wind power, and not the whole demand. Therefore, the BESS charging will not either increase or reduce the total emissions.
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[bookmark: _Ref497060858][bookmark: _Toc523347911]Figure 5.17 The under/over estimation cost on a typical day in the Sheffield region under a CPF of 2050 and emission limit of 170 t/h with a 30% wind power penetration.
Figure 5.17 shows the under/over estimation costs decrease in the given system. The underestimation cost reduces when the BESS is charging and the overestimation cost reduces when the BESS is discharging. At the beginning of the day, the underestimation cost with BESS is reduced by about 22% compared to the underestimation cost without BESS, and the overestimation cost reduces between 22% to 54%. By the end of the day, the underestimation cost is reduced by about 10% to 30%.
As a conclusion, when the ESS is discharging, the cost and emissions will be reduced siginificantly. While when the ESS is charging, only the underestimation cost decreases.
[bookmark: _Toc523347837][bookmark: _Toc310605644][bookmark: _Toc310605939]Discussion 
There are some interesting observations that are worth discussing according to the two cases of the DEED model investigated for an electrical system with wind power and ESS.
Firstly, this DEED model considers conventional power, wind power and an ESS. The proposed model minimizes the fuel and emission costs of an electrical system with both conventional and wind power and takes into account the CPF and EPS. Furthermore, the ESS in this model is proposed to reduce the wind power waste and reserve power requirement in order to increase the wind power reliability. If the probability of cost of the waste wind power is higher than that of the use of the reserve power, the ESS will charge, and vice versa, discharge. The ESS is idle if the probability of cost of the waste wind power is the same as that for use in the reserve power, or the ESS is full or empty. Also the model works well and effectively in the validation and case studies. 
Secondly, the energy stored in the ESS depends on the maximum possible charge/discharge from the ESS, which accords to the maximum possible under- and over-estimated wind power in this model. Thus, without being restricted by the ESS power and energy capacity, the charging/discharging power of the ESS trends to be the same as the under- and over-estimated wind power, which depends on the scheduled wind power and the wind distribution. In addition, the wind power penetration is able to restrict the charging/discharging power by the wind distribution. Furthermore, the ESS is able to reduce the uncertainty in the scheduled wind power.
Thirdly, the total cost is reduced when employing the proposed model, and this is because the ESS reduces the wind power waste penalty by the charging and the reserve power cost by discharging. The use of reserve power can also reduce the emission and fuel costs. Therefore, the cost reduction is more significant when discharging.
Moreover, the ESS charging/discharging is directly impacted upon the scheduled wind power, wind power penetration, the ESS power and energy capacity, wind distribution and under- and over-estimation cost coefficient. Whereas from Chapters 3 and 4, it was shown that the increase in demand and CPF and the reduction in emission limit of EPS increases the scheduled wind power, and therefore the demand, CPF and EPS are able to affect the ESS. Additionally, the increase in the CPF and the decrease in the emission limit of EPS increases the frequency of the usage of the ESS.
In addition, the power outputs with higher overestimation cost coefficients at low underestimation coefficients tend to show similar features at the low overestimation coefficients, which reduces the uncertainty in the scheduled wind power. Whereas, the system power outputs at high underestimation coefficients, which is higher than the wind power price, shows similar results as the system without ESS. 
Furthermore, the emissions in the system reduce when the ESS is discharging. This is due to the model design; the ESS charging does not take part in the total demand, it only deals with the wasted wind power.
[bookmark: _Toc310605651][bookmark: _Toc310605946][bookmark: _Toc523347838]Conclusions
This chapter proposes an optimal dynamic dispatch model with ESS for better integration of the wind power resource. The proposed method has been effectively validated by the case studies, which demonstrate the optimal plan of the ESS charging and discharging processes and the wind power and conventional power to meet the system demand. From the case studies, the system fuel and emission costs can be optimized by employing the dispatch planning procedures. In addition, the total cost and emissions are reduced compared to the system without ESS. Along with increasing the CPF and decreasing the emission limit of EPS, the benefit of the ESS and renewable resources is more noticeable. With the ESS in the wind farm, the system reserve power requirement, the wasted wind power and the wind power uncertainty may be reduced. 
Chapter 5

[bookmark: _Toc523347839]A practical case study for a DEED model incorporating a wind-storage combined system under UK energy policies
Summary
This chapter employs a practical case study to the DEED model of an electrical grid with conventional and WSCS incorporating CPF and EPS based on the UK energy policies. The practical case study investigates a hypothetical off-grid electrical system in Wales by applying the appropriate practical experimental data of the conventional power, wind farm, wind speeds, BESS and the demand to the DEED model presented in Chapter 5. 
Chapter 4:  



[bookmark: _Toc523347840]Introduction
In Chapters 3, 4 and 5, there are some case studies and validations of the DEED model with an electrical grid with both conventional and wind power and with an ESS incorporating CPF and EPS that is based on the theoretical data from published research papers and researches [46, 97, 98, 175, 189]. These results give some good results from which there are derived some very interesting conclusions. 
In addition, in most of the research papers on the DEED model, the data of the generators are hypothetical [41, 46, 75, 98], and only a few researches have investigated with real power systems [62, 223-225]. Of these, some only use the local load profile, and not the actual grid data [223] and most of them only consider conventional power [62, 223, 225]. Moreover, it appears that none of the DEED models use an actual data case study that takes the ESS into account. Further, there appears to be no DEED model that incorporates the actual conventional power and WSCS in the UK, or in any part of the UK, especially taking into account the CPF and EPS, which is based on the UK energy policies. Thus, this chapter aims to investigate the DEED model that was developed in Chapter 5, employing actual data for the demand and generators in a hypothetical local large off-grid electrical system in Wales. 
However, most of the medium to large scale power plants and wind farms are on-grid in the UK. Therefore, assumptions are made by using actual data for the generators from different electrical systems. Similar to the DEED model in Chapter 5, the electrical system in this chapter consists of a conventional power plant, a WSCS including a wind farm and a BESS. The data for the WSCS is from an on-shore wind farm and its co-located BESS in Wales [226-229] and assumes that the renewable power in this system is all supplied by wind power. The wind speed data are from the nearest weather station to this wind farm [230]. Further, the wind power share is 12.8% of the electricity generation in 2016, where the total renewable share is about 25% [231]. Therefore, this wind farm should be able to produce between these 2 percentages. Moreover, as the data of the generator in Wales is very difficult to find and since the fuel-power output curve for the same type of generators are similar [232],then a typical coal-fired power plant in China is assumed to supply the conventional power to the electrical system [233, 234]. The capacity of this power plant is suitable for the wind farm in Wales according to the UK decarbonisation strategy [13, 24]. Furthermore, as the hourly demand in Wales is not given in any published governmental documents, the demand of another European country, namely, Estonia, is employed in this study. This is because the peak demand in a typical weekday in Estonia is less than the capacity of the conventional power plant but the minimum demand is not less than the minimum power output of the power system [235]. In addition, it is assumed that there is no power loss in this system. Figure 6.1 shows a schematic of a hypothetical local off-grid electrical system that consists of a conventional power station and a WSCS including an on-shore wind farm and a BESS for this case study and the power flow in this system that is investigated in this chapter.
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[bookmark: _Ref500259022][bookmark: _Toc523347912]Figure 6.1 A schematic of a hypothetical local off-grid electrical system that consists of a conventional power station and a WSCS including an on-shore wind farm and a BESS and the power flow in the system.
To conclude, in this chapter, the experimental data for the demand, the conventional power station, the wind farm and its co-located BESS of a hypothetical local off-grid electrical system in Wales are obtained and modified. This is in order to apply the proposed DEED model, that takes into account the conventional power, wind power and ESS incorporating CPF and EPS based on UK energy policies.
[bookmark: _Ref500261767][bookmark: _Toc523347841]Data and modifications
In order to build a DEED model that takes into account the conventional and wind power and ESS, as in Chapter 5, the required coefficients are as follows:
· The costs functions: see Equations (4.1) to (4.3), (5.1) and (5.2)
· The emission functions: see Equations (4.6) to (4.8)
· The constraints of real power in the system: see Equation (5.3)
· The constraints of generator limit: see Equations (4.10) and (4.11)
· The constraints of ramp rate: see Equation (4.12)
· The constraints of emission limit: see Equation (4.13)
· The energy conservation: shown in Equations (5.4) to (5.9)
These equations are reproduced in Table 6.1 in order to make the thesis more readable.
Thus, this section processes and modifies the required input data from the raw experimental data for the proposed DEED model.
[bookmark: _Ref499466312][bookmark: _Toc523347842]Conventional power
The conventional generators applied to this proposed DEED model are typical of the type of coal-fired generators supplied by the Tianjin Huaneng Yangliuqing Co-generation LLC [233]. The constraints of the power output limit and ramp rate of the generators are given in the section. Moreover, the fuel cost and the emission function is fitted to the experimental data. 
[bookmark: _Ref502961342][bookmark: _Toc523347939]Table 6.1 Objectives and constraints equations of Chapter 5.
	Fuel costs objective
	
	(4.1)

	Conventional costs
	
	(4.2)

	Scheduled wind power costs
	
	(4.3)

	Overestimation wind power costs
	
	(5.1)

	Underestimation wind power costs
	
	(5.2)

	Emission objective
	
	(4.6)

	Conventional emissions
	
	(4.7)

	Emission constrained costs
	
	(4.8)

	Power flow of the system
	
	(5.3)

	Power output limit
	
	(4.10)

	
	
	(4.11)

	Ramp rate
	
	(4.12)

	Emission limit
	
	(4.13)

	Spinning reserve
	
	(4.14)

	Energy conservation in ESS
	
	(5.4)

	Power flow into ESS
	
	(5.5)

	ESS power capacity
	
	(5.6)

	
	
	(5.7)

	ESS energy capacity
	
	(5.8)

	Charging status
	
	(5.9)



[bookmark: _Toc523347843]Power output limit and ramp rate
[bookmark: _Ref499040012]The power output limit and the ramp rate are shown for the typical type of coal generators in Table 6.2 [233]. According to Table 6.2, the total capacity of this power station is 1200 MW.
[bookmark: _Ref506286521][bookmark: _Toc523347940]Table 6.2 Power output limit and ramp rate of the typical type of coal-fired generators [233]. 
	Number of generators
	4

	Minimum output of each generator (MW)
	120

	Maximum output of each generator (MW)
	300

	Ramp rate (MW/min)
	6



[bookmark: _Ref499413745][bookmark: _Toc523347844]Cost function
The fuel cost function is given in equation (4.1), where the cost is a function of the power output. The coefficients in the equation are calculated from the experimental data of the typical type of coal-fired generators.
[bookmark: _Ref499043548][bookmark: _Toc523347941]Table 6.3 Experimental power output combustion rate and the efficiency of the typical type of coal-fired generators [233]. 
	Power output (MW)
	Coal  combustion rate (g/kWh)
	Efficiency (%)

	150
	332.41
	36.95

	180
	325.92
	37.69

	230
	315.09
	38.98

	250
	313.42
	39.19

	307
	309.24
	39.72



Table 6.3 lists the experimental data of the power output combustion rate and the efficiency of the typical type of coal-fired generators [233]. The fuel used by the Tianjin Huaneng Yangliuqing Co-generation LLC is one of the Shenhua coals, which is a high quality charcoal in China. Its price was 650 CNY/ton in May 2017 [234]. 
The mass of the fuel used in the combustion may be expressed as the product of the power output and the combustion rate of the fuel at that power output and it is given as follows:
	
	[bookmark: _Ref499126612](6.1)


where P is the power output of the generator, mp is the mass of the fuel required at the power output P and  is the coal  combustion rate at the power output P. 
In addition, the cost of the fuel can be expressed as the price of the fuel times the mass of the fuel, which is given as follows:
	
	[bookmark: _Ref499126613](6.2)


where CP is the cost of fuel at the power output P and Pr2017 is the price of the coal in May 2017. 
Table 6.4 shows the fuel mass and its cost at specific power outputs for the typical type of coal-fired generators according to Table 6.3 and Equations (6.1) and (6.2). In Table 6.4, the currency conversion rate from Sterling to the China Yuan was 8.7 in May 2017 [236] and this value is used in this model.
[bookmark: _Ref499122304][bookmark: _Toc523347942]Table 6.4 Fuel mass and its cost of combustion at different power outputs [234].  
	Power output (MW)
	Fuel mass (t/h)
	Fuel cost (£/h)

	150
	49.86
	3725.28

	180
	58.67
	4383.06

	230
	72.47
	5414.48

	250
	78.36
	5854.11

	307
	94.94
	7092.97



Moreover, generator fuel costs are approximated by a polynomial equation of the power output in a classic ED problem [237-239], most frequently a smooth quadratic function [46, 88, 94, 95]. Therefore, the costs in Table 6.4 were fitted to a parabolic function by Origin. Figure 6.2 and Table 6.5 are the fitted result.
Table 6.5 shows the coefficients and the variance of the parabolic fit equations for the results presented in Table 6.4.
[bookmark: _Ref500681135][bookmark: _Toc523347943]Table 6.5 Coefficients and variance of the parabolic fit equation for the fuel cost of the typical charcoal and generators.
	Cost function
	bi (£/MW2h)
	ci (£/MWh)
	αi (£/h)
	σ2

	Parabolic fit
	3.10×10-3
	19.96
	671.40
	0.99992



It can be seen in Table 6.5 that all the variance of the parabolic fit for the cost function present with a very good fitness, which is very close to 1. 
Figure 6.2 shows the fuel cost from experimental data from Table 6.4 and the fitted cost curve from Table 6.5 where it can be seen that the quadratic cost function gives a very good fit to the experimental data.
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[bookmark: _Ref504507197][bookmark: _Toc523347913]Figure 6.2 Parabolic fit for the cost as a function of the power output.
[bookmark: _Toc523347845]Emission function
The emission function is fitted to the emissions as a function of the power output using the typical Shenhua coal that is fired in this plant [234] and the 3 emissions considered in this model are CO2, SO2 and NO.
Table 6.6 gives the experimental data of the typical Shenhua coal sample as received (AR), which includes the ash and moisture. The desulphurization and denitration efficiency presented in Table 6.6 is the measurement of the elements left in the emission after all the combustion and removal processes and assuming that the charcoal has complete combustion (in industry, there is vary amount of residual carbon depending on the type of coal [240]). In the complete combustion, we assume that there is enough oxygen and every carbon atom in the fuel is combined with two oxygen atoms to form one CO2 molecule [241]. Also all the sulphur atoms convert to SO2 molecule [242].
[bookmark: _Ref499382426][bookmark: _Toc523347944]Table 6.6 The ultimate analysis and removal efficiency of the typical Shenhua coal AR [234].
	Element
	Ultimate analysis in charcoal (%)
	Removal efficiency (%)

	C
	64.90
	0

	S
	0.40
	98

	N
	0.75
	30

	H
	3.55
	n/a

	O
	8.99
	n/a

	H2O
	8.45
	n/a

	Ash
	12.96
	n/a

	Total
	100
	n/a



[bookmark: _Ref499385591]It can be seen from Table 6.6 that C, S and N are the elements in the sample that may produce pollution. 
In complete combustion, almost all the C and S are converted to CO2 and SO2. The major emission of N is N2 and NOx, which consists of NO and NO2  and the NO is over 90% in the NOx [243]. However, it will convert to NO2 in the atmosphere [244]. Therefore, CO2, SO2 and NOx (measured as NO2) are taken as the emissions in this model and assuming that N is about 60% converted to NOx [245] before denitration. 
Therefore, the emission of CO2, SO2 and NO2 may be found as follows:
	
	[bookmark: _Ref500092450](6.3)


where the  is the mass of the CO2, SO2 and NO2, MX is the molar mass of C, S and N (see Table 6.7), UAX is the ultimate analysis of C, S and N and ηX is the removal efficiency of C, S and N (see Table 6.6).
Table 6.7 lists the molar mass of C, S, N and their oxidised emissions. 
[bookmark: _Ref504513318][bookmark: _Toc523347945]Table 6.7 Molar mass of C, S, N and their oxidised emissions.
	Molar mass (g/mol)
	C
	S
	N

	Element
	12
	32
	14

	Deoxidised of element
	44
	64
	46



Table 6.8 gives the mass of the emissions at different power outputs according to equation (6.3). According to the results presented Table 6.8, the fit of CO2, SO2 and NOx can be obtained. Similar to the cost function, the emission functions are smooth quadratic functions as well. The coefficients and variance of the parabolic fit equations for the emissions, namely CO2, SO2 and NO, of the typical charcoal and generators are presented in Table 6.9.
[bookmark: _Ref506286601][bookmark: _Toc523347946]Table 6.8 Mass of the emissions at different power outputs.
	Power output (MW)
	Emission (t/h)

	
	CO2
	SO2
	NOx

	150
	118.65
	7.98 × 10-3
	0.52

	180
	139.60
	9.39 × 10-3
	0.61

	230
	172.46
	11.60 × 10-3
	0.75

	250
	186.46
	12.53 × 10-3
	0.81

	307
	225.92
	15.19 × 10-3
	0.98



[bookmark: _Ref499413120][bookmark: _Toc523347947]Table 6.9 Coefficients and variance of the parabolic fit equation for CO2, SO2 and NOx for the typical charcoal and generators.
	Emission functions
	ei (kg/MW2h)
	fi (kg/MWh)
	βi (kg/h)
	σ2

	CO2
	9.87 × 10-5
	0.64
	21.38
	0.99992

	SO2
	6.63 × 10-9
	4.27 × 10-5
	1.44 × 10-3
	0.99992

	NOx
	4.29× 10-7
	2.76 × 10-3
	0.09
	0.99992



Similar to the cost function in Table 6.5, the variance of the emission functions in Table 6.9 shows very good fitness with the parabolic fit. 
[bookmark: _Toc523347846]Wind power
The wind power share is 12.8% of the electricity generation in 2016, where the total renewable share is about 25% [231]. Therefore, this wind farm should be able to produce between these percentages in the generation. Therefore, the Pen y Cymoedd wind farm is considered as the wind power in this proposed model since this is an onshore wind farm with 228 MW capacity [227], which is about 16% of the total capacity when there is 1200 MW conventional power as described in Section 6.2.1. 
This section provides the wind power capacity, wind turbine technical specifications, wind power uncertainty model and the wind power price.
[bookmark: _Toc523347847]Wind farm
The Pen y Cymoedd wind farm contains 76 Siemens wind turbines SWT-3.0-113 [226-229] and the technical specifications of these wind turbines are listed in Table 6.10.
[bookmark: _Ref499467902][bookmark: _Toc523347948]Table 6.10 Technical specification of the Siemens wind turbines SWT-3.0-113 installed in the Pen y Cymoedd wind farm.  
	Cut-in speed 
	(m/s)
	5

	Rated speed 
	(m/s)
	12

	Cut-out speed 
	(m/s)
	25

	Hub height 
	(m)
	90

	Capacity 
	(MW)
	3



[bookmark: _Toc523347848]Wind power uncertainty model
According to Section 3.2.3, the wind power uncertainty model is expressed by the Weibull distribution.
The wind speed data used in this model is modified from the daily wind dataset from 1st January 2016 to 1st January 2017 at the closest weather station, which is about 20 mile  to the Pen y Cymoedd wind farm, that captures daily wind data [230]. 
However, the altitude of this weather station is 49 m [230] and the wind farm is at an altitude 470 m [246] and assumes that all the wind turbines are at the same altitude and the wind speeds up when flowing over hills [247]. In order to obtain the wind speed at the altitude of the wind turbines, assuming that they are in a neutral condition, then the logarithmic wind profile log law is applied to theoretically estimate the wind speed at different altitudes [248]:
	
	[bookmark: _Ref499493007](6.4)


where vz is the wind speed at height z, vref is the wind speed at the observed altitude zref, and z0 is the roughness length. In this scenario, the roughness length is 0.03 m for grass, open flat terrain and with a few isolated obstacles [249].
The Weibull distribution of the wind speed, see equation (3.15), is applied to this model and the scale parameter c and the shape parameter k can be obtained from the wind speed data. Thus values of k and c can be derived from the following approximations [250, 251]:
	
	[bookmark: _Ref499493009](6.5)

	
	[bookmark: _Ref499493584](6.6)


where σ is the standard deviation of the wind speed, vavg is the average wind speed during the observation time period and Γ is the Gamma function.
Table 6.11 shows the Weibull parameters for the weather station and the wind turbine. It can be seen from Table 6.11 that with an increase in the altitude, the shape parameter k is almost the same. This is because, based on equations (6.4) and (6.5), the average wind speed and the sample wind speed all increase logarithmically with the altitude. Meanwhile the shape parameter c increases because in equation (6.6), the average wind speed increases logarithmically.
[bookmark: _Ref499492014][bookmark: _Toc523347949]Table 6.11 Weibull parameters for the weather station and the wind farm. 
	Weibull parameter
	Weather station
	Wind farm

	k
	2.39
	2.39

	c (m/s)
	10.36
	13.77



According to the wind speed dataset from the weather station and the Weibull parameters in Table 6.11, Figure 6.3 shows the wind speed distribution and the Weibull distribution of the weather station and the Weibull distribution of the wind farm.
[bookmark: _Ref499492546][image: C:\Users\admin\Desktop\thesis\thesis plot\chap6\20171111wind\6.3.tif]
[bookmark: _Ref500683509][bookmark: _Toc523347914]Figure 6.3 The wind speed distribution and Weibull distribution at the weather station and the Weibull distribution of the wind farm.
It can be observed from Figure 6.3 that with an increase in the altitude, the highest frequency that occurs changes from about 8 m/s to 11 m/s and the range of the wind speeds with high frequency expands from 3 to 16 m/s to 5 to 20 m/s. 
[bookmark: _Toc523347849]Wind power price
As declared by DECC, the wind power price in 2021/22 in the Contracts for Difference (CfD) Allocation Round 2 is 105 £/MWh [171, 202], see Equation (4.3). 
Moreover, assuming that the reserved power is bought from the wholesale electricity, therefore the reserve power price is about 50 £/MWh, which is the average wholesale electricity price in the first quarter of 2017 [252] and this price is a coefficient in the overestimation wind power cost, see Equation (4.4).
In addition, there will be a penalty cost for the waste in the available wind power. This value cannot be higher than the electricity price, while it cannot be too small, which may reduce the charging probability of the battery. Therefore we assume that there will be a 20 £/MWh penalty charge and this is a coefficient in the underestimation wind power cost, see Equation (4.5).
[bookmark: _Toc523347850]BESS
A lithium-ion battery storage facility is an energy storage system for the Pen y Cymoedd wind farm and this BESS consists of 1000 batteries and its capacity is in a discharge/charging power of 22 MW and capacity of 33 MWh in total [253, 254]. The charging and discharging conversion efficiency of this BESS are assumed to be 90% [18, 75, 220, 221].
[bookmark: _Toc523347851]Demand 
Figure 6.4 shows the hourly power demand data in Estonia on 3rd May 2017, which is a typical weekday [235]. This data is a suitable demand size to the supply of conventional and wind power to the hypothetical system in Wales. The reason for using the demand in Estonia is that it has suitable characteristics for the conventional and wind power capacities in the model. The peak demand in this typical weekday is less than the capacity of the conventional power plant but the minimum demand is not less than the minimum power output of the power system. In general, the capacity factor of a coal fired power plant is about 60% [EIA, 2017 #554] and wind power is about 30% [13], which is not large enough for the peak demand shown in Figure 6.4. This is because the capacity factor is an average load factor for mid- to long-term, however, the proposed model is a short-term. Therefore, we assume that the capacity can be fully operated in the short-term.  
[image: C:\Users\admin\Desktop\data_chap6\demand.tif]
[bookmark: _Ref498789292][bookmark: _Toc523347915]Figure 6.4 Hourly demand data in Estonia on a typical weekday.
On this typical day in Estonia, the lowest demand was at 4:00 and this is followed by a rapid increase in demand. The peak demand appeared at about 8:00, and then the demand decreased slowly until 19:00, and there were small increases at 12:00 and 20:00, respectively. After 20:00, the demand declined more rapidly until midnight.
[bookmark: _Toc523347852]Case study
In this case study, a hypothetical electrical system with a conventional power plant, a wind farm and a co-located BESS with the wind farm and the power flow in the system is shown in Figure 6.1. Moreover, the parameters for the objective functions and the constraints in the proposed DEED model when considering conventional power, wind power and an ESS incorporating CPF and emission limit of EPS as given in Section 6.2 namely the data and its modification.
Two types of analysis is applied to this case, one is inter-day and another is intra-day. The inter-day analysis gives the optimized results in different scenarios for the whole day and the intra-day analysis indicates the hourly optimization results in different scenarios on a typical day. 
It is assumed that the BESS is half charged at the start and the starting time step of the model is that obtained from the optimal steady state prediction for the first time step. In addition, it is assumed that there are no new constructed power station and generators in this system from 2010 to 2050.
[bookmark: _Toc523347853]Inter-day analysis
The inter-day analysis is focused on the fuel cost and the emissions in 30 different scenarios with 2 different factors, namely CPF and EPS. The scenarios consider 5 CPF values, which range from those in 2010 to 2050, and over this timespan, the CPF increases from 0 to 200 £/tCO2e, see Table 3.1. Moreover, with an unlimited emissions scenario, the maximum emission on a typical day is about 800 tCO2e/h in 2010 and 660 tCO2e/h in 2050. Therefore 6 different emission limit are undertaken between 800 and 660 tCO2e/h, namely unlimited, 775 tCO2e/h, 750 tCO2e/h, 725 tCO2e/h, 700 tCO2e/h and 675 tCO2e/h. 
In the inter-day analysis, we assume that the demand does not change in the following hour. Thus, the energy in that hour is the value of the power multiplied by one hour. Further, the result for the scheduled wind power is not taken into account in this section since the emissions are only produced by conventional power output. Therefore, the trend in the scheduled wind power can be represented by an invert of the emissions, and the trend of the conventional power output can also be represented by the emissions. This is because the more scheduled wind power output supplied, the less conventional power required and less emissions.
Figure 6.5 shows the PF for the given electrical system on the typical day with different emission limits.
The PF shown in Figure 6.5 shows similar results to those presented in Figure 4.4 in Section 4.4.2.1. Under the same EPS condition, the emissions are constant before 2030 and reduce dramatically from 2030 to 2050. 
[image: C:\Users\admin\Desktop\thesis\thesis plot\chap6\20171126sqp\6.5.tif]
[bookmark: _Ref499632672][bookmark: _Ref499632668][bookmark: _Toc523347916]Figure 6.5 The PF for the given electrical system on the typical day with different emission limits of EPS.
Moreover, with a reduced EPS from 2010 to 2030, both the cost and emissions reduce, and clearly it can be seen that the emissions reduce faster at the more restricted emission limit. Figure 6.6 indicates the emission reduction when compared to the unlimited emission level in the CPF from 2010 to 2030 as a function of the EPS condition.
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[bookmark: _Ref499650968][bookmark: _Toc523347917]Figure 6.6 Emission reduction compared to the unlimited emission level of the CPF from 2010 to 2030 as a function of the emission limit of EPS.
For 2040 and 2050, Figure 6.5 shows that at a higher CPF, the cost and the emissions no longer dominate the emission limit value, and the CPF has the largest effect on the optimization. The reason can be found in Figure 6.7, which shows the emission cost in the total cost as a function of the CPF with different emission limit of EPS. This figure assists in providing a better understanding of the Figure 6.5. 
It can be seen from the emission cost in the total cost of the system shown in Figure 6.7 that the emission cost is zero in 2010 due to no CPF being considered and the emission proportion increases rapidly to about 60% by 2030. Then the increase of the emission cost slows and finally it reaches approximately 70% of the total cost in 2050. Thus, the CPF, which may lead to a high emission cost, has its largest effects in 2040 and 2050. Further, at high CPF, the emission cost is much higher than the fuel cost. The reduced emission cost means reduced emissions and an increase in the scheduled wind power. In addition, this can be observed from the scheduled wind power of the intra-day analysis next section that is shown in Figure 6.8. In 2040 and 2050, the wind power capacity is highly demanded to achieve the minimum emission cost and this is due to the high CPF. As a result, there is no significant difference in the cost and emissions at the different EPS conditions.
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[bookmark: _Ref500265564][bookmark: _Toc523347918]Figure 6.7 Emission cost in the total cost as a function of the CPF for the given electrical system on the typical day with different emission limits of EPS.
Moreover, the emission proportion is less with low emission limits. This is intuitive because the EPS is used to restrict the emissions in the system and it shows the affect due to EPS before 2030. This result gives the same features of the domination in the system in the different scenarios when using CPF and EPS as found in Chapters 3, 4 and 5. 
In addition, compared to the results presented in Section 4.4.2.1, namely the inter-day analysis of a DEED model considering conventional and wind power, the way to reduce the emissions and cost after 2040 is to increase the capacity of the renewable power. 
[bookmark: _Toc523347854]Intra-day analysis
In the intra-day analysis, the scheduled wind power and the energy stored in the BESS with 30 different scenarios resulting from the different CPF and EPS are considered.
Figures 6.8 and 6.9 shows the scheduled wind power and energy stored in the BESS on a typical weekday under the CPF values from 2010 to 2050 and for different emission limits of EPS. 
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[bookmark: _Ref499678312][bookmark: _Toc523347919]Figure 6.8 Scheduled wind power on a typical weekday under CPF of 2010 to 2050 and for different emission limits of EPS. (a) no EPS, (b) 775 tCO2e/h emission limit, (c) 750 tCO2e/h, (d) 725 tCO2e/h, (e) 700 tCO2e/h, and (f) 675 tCO2e/h.
From Figures 6.8 and 6.9 it can observe the following:
i. The scheduled wind power and energy stored in the stored BESS overlap from 2010 to 2030. It can be found from this result that the scheduled wind power is not affected by the low CPF in this scenario. This is because the emission cost is not large enough compared to the conventional and wind power cost. Further, it can be found that the emission cost is less than 60% of the total cost, see Figure 6.7. Moreover, the energy stored in the stored BESS is dominated by the scheduled wind power.
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[bookmark: _Ref504510502][bookmark: _Toc523347920]Figure 6.9 Energy stored in the BESS on a typical weekday under CPF of 2010 to 2050 and for different emission limits of EPS. (a) no EPS, (b) 775 tCO2e/h emission limit, (c) 750 tCO2e/h, (d) 725 tCO2e/h, (e) 700 tCO2e/h, and (f) 675 tCO2e/h.
ii. The scheduled wind power in 2050 always fully uses all the wind power capacity and this can be seen from Figure 6.8. This is because the very high CPF in 2050 leads to very high emissions cost, which is over 70% of the fuel cost in that year. Therefore, the BESS is always fully discharged since no waste wind power can be charged into the BESS, see Figure 6.9. This indicates that this BESS size is not sufficiently large in such a scenario where there is a high scheduled wind power.
iii. In 2040, the scheduled wind power remains the same at different emission limits of EPS, except under the emission limit of 675 tCO2e/h, see Figure 6.8. This is because only under this emission limit does the system require more scheduled wind power to meet the given EPS. Moreover, the BESS is also fully discharged since the probability of the reserve power requirement is high.
iv. From 2010 to 2030, the requirement of the scheduled wind power increases as the emission limit reduces. Moreover, when the emission limit is higher than 725 tCO2e/h, the BESS remains fully charged, see Figure 6.9, and this is because of the low scheduled wind powers and the high probability of the waste penalty. This indicates that the size of this BESS is too large in these scenarios when there is a very little scheduled wind power.
v. As the scheduled wind power from 2010 to 2030 is under a strict emission limit of EPS, being below 725 tCO2e/h and this requires more wind power to reduce the emissions from about 6:00 to 16:00, and the high scheduled wind power has a high probability in the required of the reserve power. Thus, the BESS under the same emission limit of EPS has the probability of discharging. Then the BESS charges after about 16:00, when the demand reduces sufficiently, and the requirement of the scheduled wind power decreases. 
vi. It can be observed from the scheduled wind power, that for the CPF in 2040 and the emission limit of 675 tCO2e/h, then the scheduled wind power at about 8:00 is higher than that in 2010 to 2030. This is because the BESS discharges the power into the system in 2010 to 2030, while it remains empty in 2040 and cannot supply any power to the system. This illustrates how the change in the BESS causes the differences in the scheduled wind power.
[bookmark: _Toc523347855]Discussion
There are some very interesting observations according to the practical case study of the DEED model that is being investigated for an electrical system with wind power and ESS.
Firstly, this DEED model is applied to a case study of a hypothetical off-grid system in Wales with a practical power demand, conventional power and a WSCS including wind power and an ESS. The proposed model aims to minimize the fuel and emission costs of an electrical system with both conventional wind powers and ESS and taking into account the CPF and EPS. In addition, the model works well and effectively in this case study. Moreover, this case study indicates the practical significance of the DEED model.
Secondly, the model investigated in this case study, which includes practical data, shows the same general features as those presented in the Chapters 3, 4 and 5. The CPF is able to dominate the dispatch after 2040, but, at low CPF, the emission limit of the EPS has a high impact in the power dispatch. Furthermore, the emissions do not change significantly at low CPF but reduce dramatically at high CPF. Moreover, the scheduled wind power and ESS interact with each other.
Thirdly, it can be seen from the intra-day analysis that there is an increasing demand in the size of the ESS. With a proper size of the ESS compared to the value of the scheduled wind power, the ESS is able to be charged/discharged more frequently to reduce the emissions and the wind power cost. The size of the ESS needs to increase, along with an increase in the CPF and scheduled wind power, also the decrease in emission limit in order to obtain a more effective usage of the ESS. In the specific case of the Pen y Cymoedd wind farm, in 2040 and 2050, the recent size of the ESS will be insufficient for an off-grid system or an island model as it infrequently charges. However, as this model is based on the probability of the wind power, it is unable to obtain the exact size of the ESS.
Furthermore, all the renewable powers are supplied by the wind in this system. As the wind power is the cheapest renewable resource [24, 171, 208], the cost of the renewable power in this system is less than the realist energy system in the UK. Thus in a real power grid in the UK that has many different types of renewable resources, the proportion of the emission cost should be less than that in this system. Hence the domination of the EPS will last longer and the CPF may not dominate the dispatch that early. Meantime, the total cost of the system may increase.
In addition, if the fraction of the renewable power increases to 30%, as in Section 4.4.2, the total cost and emissions may reduce more after 2030. This is because there may be more usage of the renewable power and less emission costs.
[bookmark: _Toc523347856]Conclusions
In this chapter, a case study of a proposed DEED model that takes into account the wind power and ESS and uses practical data has been investigated. From the case study, the proposed model shows its practical significance. Also, the optimization results show the same general features as those in the ED model in Chapters 3, 4 and 5. These include the CPF being able to dominate the dispatch after 2040; the EPS has a high impact in the power dispatch at low CPF; the emissions do not changes significantly at low CPF but decreases dramatically at high CPF; the scheduled wind power and ESS interact. Furthermore, a proper size ESS is able to be charged/discharged more frequently, this reduces the emissions, and the wind power cost. It should be noted that with the increasing of CPF, and the decreasing of the emission limit of EPS, then the size of the ESS is required to be even larger, especially for the off-grid system.
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[bookmark: _Toc310605653][bookmark: _Toc310605948][bookmark: _Toc523347857]Conclusions and future work
In recent years, renewable power resources have played a significant role in electrical systems worldwide because of the awareness of environmental issues and this has had an important impact on both industry and the public [255]. With the development of renewable power, an ESS becomes a very important component in the energy system to reduce the uncertainty of the renewable resources. In addition, the techno-economics based technique of the power dispatch, namely CEED, shows its importance in the power grid [70, 134]. Therefore, development of the CEED taking into account renewable power is very useful in order to obtain a cleaner and a more economical power system dispatch on the supply side. 
The work in this thesis has focused on developing CEED and DEED models in a power system by considering different power sources, for instance conventional and wind power, and taking into account the energy policies in the UK. Further, the ESS for the wind power has also been modelled in the energy system. Moreover, a hypothetical practical off-grid energy system in the UK is investigated by using the DEED model.
A summary of the conclusions of this thesis are presented in Section 7.1, the limitations and a critical assessment of this work are assessed in Section 7.2 and the recommendations for future work are discussed in Section 7.3.
Chapter 5:  
[bookmark: _Toc523347858]Summary of the main contributions
This thesis raises problems of modelling the economic and emission dispatch taking into consideration different types of power sources and the energy policies in the UK. This thesis contains four research chapters, namely the CEED model of an electrical grid with conventional and wind power under the UK energy policies, a DEED model with conventional and wind power, a DEED model with conventional power and WSCS, and a practical case study for a DEED model of an electrical grid with conventional power and WSCS.
[bookmark: _Toc523347859]CEED model of an electrical grid with conventional and wind power under the UK energy policies
The first research chapter investigates a novel CEED model for a combined conventional and wind power system incorporating the carbon price floor (CPF) and emission allowances, namely emission limitation of emission performance standard (EPS), which is in line with UK energy policies. This proposed model aims to determine the optimal operation strategy from an economics aspect for the power dispatch of the given electrical system considering the waste and reservation in the wind power by the employed wind power uncertainty, and also the environmental aspect, especially the CPF of GHG and emission limit of EPS of the decarbonisation scenarios. Two case studies are performed for demonstrating the interactions between carbon price, emission levels, and renewable power penetration.
It is concluded from this chapter that the proposed CEED model has the ability to obtain generate solutions effectively by GA-SQP algorithm in validation. Moreover, increasing the CPF at a low emission limit leads to an increase in the total cost of an electrical system with renewable resources, but the increasing cost rate is mitigated by decreasing the emission limit. Furthermore, the CPF is able to dominate the dispatch at high EPS conditions in this model with renewable energy penetration. Nevertheless, at low emission limits, the EPS has a high impact on the power dispatch.
[bookmark: _Toc523347860]DEED model of an electrical grid with conventional and wind power under UK energy policies
In the second research chapter, a novel dynamic CEED model is developed for an electrical system with conventional and wind power incorporating CPF and EPS. The proposed model aims to determine the optimal operation strategy for the given system on the power dispatch during a typical day in both the economics and environmental aspects and also taking into account the cost of waste and reserve power of the wind power in decarbonisation scenarios with different CPFs and emission limits of EPS. Two case studies for the demand profile in the Sheffield region with different time intervals are presented and the results are discussed in an inter-day and intra-day analysis.
From the results, it was observed that the proposed DEED model has the ability to effectively generate solutions for different time intervals in the real-time dynamic dispatch. In addition, this research uses current practical demand and CPF data in the UK to obtain solutions. Furthermore, the results from the studies indicate that renewable power has the superiority in both the economics and emissions for a mid to long-term energy strategy to the UK.
[bookmark: _Toc523347861]DEED model of an electrical grid with conventional power and wind-storage combined system under UK energy policies
The third research chapter develops a novel DEED model for an electrical system considering conventional power and WSCS including wind power and ESS and also incorporating CPF and EPS. The proposed model optimizes the operation strategy for the given system in both the economics and environmental aspects on the dynamic power dispatch taking into account the cost of waste and reserve power of the wind power and considering the CPF and emission limit of EPS as decarbonisation factors. The ESS in the model aims to reduce the waste and reservation costs and uncertainty of the wind power. Two case studies with different sizes of the system are presented in order to demonstrate the benefits and features of an electrical system in which there is an ESS linked with the renewable power resource.
It is observed from this chapter that the fuel and emission costs in the system can be optimized by employing the dispatch planning procedures. Moreover, the total cost and emissions are reduced compared to the system without ESS. Along with increasing the CPF and decreasing the emission limit of the EPS, the benefit of the ESS and renewable resources is more noticeable. In addition, with the ESS in the wind farm, the system reserve power requirement, the wasted wind power and wind power uncertainty may be reduced.
[bookmark: _Toc523347862]A practical case study for DEED model incorporating conventional power and wind-storage combined system under UK energy policies
The fourth research chapter investigates a practical case study of the DEED model of an electrical grid with conventional power and with a WSCS and incorporating CPF and EPS based on UK energy policies. The practical case study involves a hypothetical off-grid electrical system in Wales by applying the appropriate practical experimental data of the conventional power, wind farm, wind speeds, BESS and the demand to the DEED model of Chapter 5. 
From this case study, when applying the practical data, the proposed model shows its practical significance. Moreover, the optimization results show the same general features as the ED model in Chapters 3, 4 and 5. In particular the high CPF being able to dominate the dispatch; the EPS has a high impact in the power dispatch at low CPF; the emissions do not change significantly at low CPF but decrease dramatically at high CPF; the scheduled wind power and ESS interact. Furthermore, an optimally sized ESS is able to be charged/discharged more frequently, this reduces the emissions, and the wind power cost. It should be noted that with the increasing of CPF, and the decreasing of the emission limit, then the size of the ESS is required to be even larger, especially for an off-grid system.
[bookmark: _Toc523347863]Research limitations 
In this thesis, there are some limitations and hypotheses in the work as follows:
i. The energy system is stated as no power loss in the system transmission.
ii. The reactive power is assumed between the limits 0.85 power factor lagging and 0.95 power factor leading and under steady state conditions, in order to obtain a constant frequency and voltage in the energy system [256].
iii. Intermittency of renewable energy resources such as hydro [44, 232], solar PV [198, 257], wave and tidal [74, 258] are not considered in this research. These energy resources are distributed over a large geographical scale across the UK [259]. 
iv. By assessing the simulation time and the thoroughness, the iteration of GA is limited to 3000. In the SQP algorithm, the maximum number of function evaluations allowed are 50000 and the termination tolerance on the function value and the current point are 2-52, which is floating-point relative accuracy of Matlab. Therefore, the average simulation time for one daily demand with an hour interval is approximately 400 s. The proposed dispatch model was developed and implemented on a 3.5 GHz processor with a 16 GB RAM using Matlab R2017a.
v. The scope of EPS in the case studies in this thesis is not exactly the same as that in the UK at present. It is set at a level equivalent to emissions of 450 gCO2/kWh for all new fossil fuel electricity generation plants that are above 50 MWe [260]. The EPS requires that any new coal fired power stations need to be equipped with CCS [260], however, the CCS is not considered in this thesis. 
vi. This model uses the uncertainty wind power model, which is not the physical wind power in reality. Therefore, this model is only able to obtain the maximum probability of the waste wind power and the reserved power. In addition, the charging, discharging and idle status of the ESS are also at their maximum probability.
[bookmark: _Toc523347864]Future prospects
The DEED model is capable of being developed in two different aspects, namely the power system and the economics and emissions.
[bookmark: _Toc523347865]Power systems 
With the expedited proceedings in deploying smart grids in the UK, some new components may be employed in the energy systems [261, 262].
i. This thesis only considers the dispatch with the constraints on the supply side. However, the demand side management is a possibility in smart grids by the installation of smart meters [75]. In the smart grid, not only the generation, but also the two way communications from the demand side can operate and control the strategy of the power requirement [263]. 
ii. In addition, in order to obtain a complete DEED model in accordance with the smart grids in the UK, hydro, solar PV, wave and tidal, and Combined Heat and Power (CHP) power resources bay all be considered in a power system model [261, 262]. The uncertainty in the different power resources are able to be modelled and their corresponding waste and reserve power are possible to be simulated. 
iii. The electricity generation in the UK could remain dominated by conventional powers before the 2030s under the current policy developments [13, 255]. However, the increasing penetration of renewable power into power systems will require large ESS. In principle, Plug-In Electric Vehicles (PEVs) are capable of acting as a dynamic ESS using Vehicle-to-Grid (V2G) technologies [264-268]. Therefore, the PEVs could be modelled as a type of ESS in the dispatch system in order to reduce the contribution cost of the battery and the levelized energy cost. However, PEVs are a relative uncontrollable and unpredictable ESS.
iv. In order to reduce emissions, the UK are using a combination of gas, nuclear, renewables and demand-reduction to replace coal. However, the UK is still unable to achieve its 2030 to 2050 targets without CCS [269]. However, the CCS in coal and gas generators could be applied to future DEED models. 
[bookmark: _Toc523347866]Economics and emissions
i. The DEED model presented in this thesis aims to find the optimized strategy for the system operator. However, by considering the Contract for Difference (CfD) [208] in the system, the price-based DEED model can be employed to maximise the profit for the renewable power suppliers [61].
ii. In order to encourage the generation of renewable and low-carbon power, the UK government has developed a scheme of Feed-in Tariffs (FIT). The owner of the small-scale generators, such as solar PV, wind, hydro, CHP and anaerobic digestion (AD), could sell their surplus energy to the grid [270, 271]. This programme is able to be considered in a price-based DEED model that maximise the profit for the consumers by including the real-time or forecast fuel and electricity price. 
iii. Some large ESS in the UK power system, for instance the Pumped Hydro Storage (PHS) and Compressed Air Storage (CAS) [19, 272], are able to release and store the power to obtain the maximum profit arising from the difference between the highest and lowest electricity price in a day.   
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