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Abstract

Today’s heterogeneous networks comprised of mostly macrocells and indoor
small cells will not be able to meet the upcoming traffic demands. Indeed, it
is forecasted that in comparison to today’s network capacity, at least a 100x
network capacity increase will be required to meet the traffic demands in 2020.
As aresult, researchers are now looking at using every tool at hand to improve
network capacity. In this epic campaign, three main directions are noteworthy,
1.e., enhance spatial reuse through network densification, use of larger band-
widths by exploiting higher spectrum frequencies both in licensed and unlicensed
spectrum and enhance spectral efficiency through multi-antenna transmissions

and cooperative communications.

In this thesis, special attention is paid to network densification and its implica-

tions when transiting to ultra-dense small cell networks.

First a simulation based analysis of ultra-dense small cell networks is presented.
In this analysis, it is aimed to investigate how each of the three discussed capacity
enhancement paradigms contributes to achieve the required 1 Gbps data rate. It
is shown that network densification with an average inter-site distance (ISD) of
35 m can increase the average user equipment (UE) throughput by 7.56 x, while
the use of the 10 GHz band with a 500 MHz bandwidth can further increase the
network capacity up to 5x, resulting in an average of 1.27 Gbps per UE. It is
further shown that the use of beamforming with up to 4 antennas per small cell
base station (BS) lacks behind with average throughput gain of up to 1.45x. It is
also examined how idle mode feature (the capability to switch off small cell BSs
with no active UEs) plays a key role in the performance of ultra-dense small cell

networks.

Next, the impact of network densification on multi-user diversity is explored
and it is demonstrated that as a result of densification the proportional fair alike
schedulers can lose their advantages over round robin schedulers. It is shown
that at low ISDs, the proportional fair scheduling gain over the round robin one
in terms of cell throughput is only around 10% and, therefore, it is suggested
that due to significantly lower complexity of round robin schedulers, they could
be an alternative to proportional fair ones in ultra-dense small cell networks.
Furthermore, the energy efficiency of ultra-dense small cell networks is analysed

and it is elaborated that in order to make the deployment of ultra-dense small



cell networks more energy-efficient, it is important to develop advanced idle
mode algorithms than cause the small cell BSs to consume zero power in idle
mode. It is further explained that future small cell networks should benefit from
energy harvesting technologies to reap their required energy from environmental

resources.

Next, it is expressed that in order to cost-effectively deploy dense small cells
networks, it is necessary to acquire an in-depth theoretical understanding of the
implications brought by dense small cell networks. Due to proximity of UEs
to small cell BSs in ultra-dense small cell networks, there is a high probability
of line-of-sight (LOS) communication which causes a transition from non-line-
of-sight (NLOS) to line-of-sight (LOS) for many communication links. It is
explained that the simplistic single slope path loss models that only consider
a single path loss exponent and do not differentiate among LOS and NLOS
transmissions are not applicable in ultra-dense small cell networks and, there-
fore, a distance based piecewise path loss model featuring piecewise path loss
functions that consider probabilistic LOS and NLOS transmissions is proposed.
In addition to the proposed path loss model, distance-dependent Rician fading
with a variant Rician K factor is also considered to assess the performance of
ultra-dense small cell networks. The analysis demonstrates that the network
coverage probability first increases with the increase in small cell BS density, but
as network becomes denser the coverage probability decreases and the impact of
multi-path fading is almost negligible. This implies that in contrary to previous

conclusion, in dense small cell networks, the small cell BS density does matter.

Finally, it is proved that spatial multiplexing (SM) gains in multiple input mul-
tiple output (MIMO) cellular networks are limited when used in combination
with ultra-dense small cell networks. In ultra-sense small cell networks, due
to dominant LOS communication between UE and BS and insufficient spacing
between antenna elements at both UE and BS, spatial channel correlation is
considerably enhanced and, therefore, spatial multiplexing gain is suffered. To
overcome this challenge, a new transmission technique entitled diversity pulse
shaped transmission (DPST) is proposed. In DPST, transmit signals at adja-
cent antenna elements are shaped with distinct interpolating filters where each
antenna transmits its own data stream with a relative time offset with respect
to its adjacent antenna. The time offset which must be a fraction of symbol
period generates deterministic inter-symbol-interference (ISI) into the channel,

allowing to increase the diversity among different channel pairs. At the receiver,



a fractionally spaced equalizer (FSE) is exploited and it is shown that the com-
bined effects of DPST and FSE enable the receiver to sense a less correlated
channel. Simulation results demonstrate that in 2 x 2 and 4 x 4 MIMO systems,
DPST can enhance the UE throughput by almost 2x and 4 x, respectively.
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Chapter 1

Introduction

1.1 Introduction

Over the period of last century, the society has witnessed long distance communications being
freed from wires and operated through air at the speed of light; wireless and mobile commu-
nications made available to over 6 billion users worldwide [1]; new types of communications
and social interactions emerging through the Internet and social networking [2] [3]; and many
other breakthroughs that have certainly changed the everyday lives. These developments,
although of great importance today, but will probably appear as small steps towards a new
era to future generations. The new era of communications, still in its infancy, will continue
to change the world in unpredictable and fascinating ways. Even though there is uncertainty
on how such future advancements will look like, it is expected that they follow the same
trends as previous communication systems and technology breakthroughs, and require more
and more capacity, bits per second (bps), as time goes by. Voice services [4] were the killer
applications at the beginning of this century, demanding tens of kbps per user equipment
(UE), while high quality video streaming [5] is the most popular one today, needing tens of
Mbps per UE [6]. Future services such as augmented reality, 3D visualisation and online
gaming may use multiple displays requiring hundreds of Mbps each, resulting in a total sum
of up to 1 Gbps per UE, and who knows what else tomorrow will bring? In view of such
significant future traffic demands, the mobile industry has set its targets high, and has decided
to improve the capacity of today’s networks by a factor of 100x or more over the next 20
years—1000x the most ambitious [7].

In order to achieve these goals [8], mobile operators are already evolving their networks
from the traditional macrocell-only networks to heterogeneous networks (HetNet) [9] [10],
in which small cells reuse the spectrum locally and provide most of the capacity while

macrocells provide a blanket coverage for mobile UEs. Currently, small cells are deployed



2 Introduction

Table 1.1 Cell tier types and their characteristics.

Cell Type No. Cell Type Spectrum Relationship with the Macrocell Tier Typical Use Case
1 low-frequency macrocell tier around 1~2GHz, licensed - umbrella coverage
2 low-frequency small cell tier ~around 1~2GHz, licensed co-channel deployment, CRE & ABS capacity enhancement in hotspots
3 mid-frequency small cell tier around 5GHz, unlicensed non-co-channel deployment, dual connectivity high traffic offloading
4 high-frequency small cell tier >10GHz, unlicensed non-co-channel deployment, dual connectivity very high traffic offloading

in large numbers. Indeed, according to recent surveys, in 2012, the number of small cell
base stations (BSs) was already larger than that of macrocell BSs [11]. These small cell
deployments are mainly in the form of home small cells, known as femtocells [12] [13] [14],
but many operators have also already started to deploy outdoor small cell solutions to

complement their macrocell coverage [15].

1.2 Small Cells in Heterogeneous Networks

Given the different approaches to enhance network capacity, it may be worth understanding
how network capacity has been improved in the past and which have been the lessons learnt
to make sure the best choices are taken. To this end, Prof. Webb analysed the different
methods used to enhance network capacity from 1950 to 2000 [16]. According to his study,
the wireless capacity has increased around a 1 million fold in 50 years. The breakdown
of these gains is as follows: 15x improvement was achieved from a wider spectrum, 5x
improvement from better media access control (MAC) layer and modulation schemes, 5 x
improvement by designing better coding techniques, and an astounding 2700 x gain through
network densification and reduced cell sizes. According to this data, it seems obvious
that if the industry is looking for a 1000 x improvement in network performance, network
densification through ultra-dense small cell deployments is the most appealing approach, and
today’s networks have already started going down this path.

Most of the existing small cell deployments, particularly femtocells, are configured to
transmit on a dedicated carrier different from that of the macrocells [13]. While this avoids
inter-tier interference, it also limits the available radio spectrum that each cell can access, and
is less efficient than co-channel deployments, in which small cells and macrocells share the
same frequency bands [17]. However, while co-channel operation provides better frequency
utilisation, the additional inter-tier interference can result in coverage and handover issues for
mobile UEs [18], [19]. This interference issue is particularly severe in femtocell deployments
with closed subcarrier group (CSG) access, in which UE cannot connect to the strongest cell;
the latter thus becoming a strong interferer [18].

In order to take advantage of the benefits of both orthogonal and co-channel network

deployments — interference mitigation and spectrum reuse, respectively — and further enhance
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Fig. 1.1 Cell tier types.

network capacity, it is anticipated that future networks will be comprised of different small
cell tiers with different types of small cell BSs. These different types of small cell BSs will
be targeted at different types of environments and traffic. Fig. 1.1 and Table 1.1 summarise
the classification of future network tiers. Note that to make the framework more complete,

the macrocell tier is treated as a special case of the small cell tiers in Table 1.1.

1.2.1 Classification of Future Network Tiers

Cell Type 1 is essentially the conventional macrocell tier that provides an umbrella coverage
for the network. Although this cell type will not be treated in this thesis, it is important to
mention that a noteworthy enhancement for Cell Type 1 that is currently being investigated,
is the 3D multi-user multiple-input-multiple-output (MU-MIMO) transmission, which is
expected to enhance the indoor penetration and spectral efficiency of macrocells, especially
for the scenarios with high-rise buildings [20] [21].

Cell Type 2 features today’s state of the art co-channel deployments of small cells with the
macrocell tier. Cell Type 2 is conceived as an add-on to Cell Type 1 for capacity enhancement
through cell splitting gains in hotspots. Long Term Evolution (LTE) Release 10 features such
as cell range expansion (CRE) and enhanced inter-cell interference coordination (eICIC) are
critical for this small cell type to provide efficient macrocell off-loading and cope with the

inter-tier interference issue [10]. Besides, advanced receivers with interference cancellation



4 Introduction

capabilities are an enhancement for small cell UEs to remove the residual interference from
cell specific reference signal (CRS) [22]. Moreover, multi-cell cooperation among nodes with
different power levels has been proved to be beneficial in recent works [23] [24]. Important
technologies in this cell type such as CRE and eICIC via almost blank sub-frame (ABS) will
be discussed later, together with its drawbacks and need for new cell types.

Cell Type 3 features dense orthogonal deployments of small cells with the macrocell tier,
which are envisaged to be the workhorse for network capacity boosting through extensive
spatial reuse in the near future. Due to its small size, Cell Type 3 is not appropriate to
support mobile UEs and is targeted at static UEs, which represent a vast majority of the
UEs population with more than 80 % of today’s data traffic carried indoors [25]. In order to
ensure a smooth inter-working between Cell Type 3 and Cell Type 1, dual-carrier (DC) is a
promising technology currently being investigated in the LTE framework [26] [27] [28] [29],
where a given UE may use radio resources provided by at least two different network points
(Master and Secondary BSs) connected with non-ideal backhaul. The typical usage of DC
is the splitting of traffic flows [30]. In more detail, it is beneficial to let macrocells provide
the voice service for a UE and outsource its data service to small cells. In addition, DC also
improves the robustness of the mobility management since UEs are now connected to two
cell tiers [30].

It is important to note that DC is not suitable for Cell Type 2 because its compatibility
with eICIC is challenging. In essence, eICIC tries to make macrocells invisible to small
cell UEs in certain subframes using the ABS mechanism to eliminate inter-tier interference.
In contrast, DC tries to maintain both connections, one to the macrocells and one to the
small cells. As a result, eICIC is mainly used in the co-channel deployment where the
macrocell to small cell interference is a major issue, while DC is mainly suitable for the
orthogonal deployment where the traffic flow splitting or the mobility management is a
major issue. Other new emerging technologies in Cell Type 3 include dynamic small cell
idle modes [31] [32] [33], dynamic time division duplex (TDD) transmission [34] [35] [36]
(which have attracted a lot of momentum in both the academia and the industry in the last
years), high-order MIMO techniques [37] [38], etc.

Cell Type 4 finally, will push the technology frontier even further by using a very wide
spectrum in high-frequency bands, e.g., millimeter wave [39] [40] [41], and exploiting

massive MIMO techniques to achieve beamforming and spatial multiplexing [42] [43], etc.
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Fig. 1.2 Small cell coverage shrinks in the proximity of a macrocell BS leading to poor
offloading.

1.3 Why Are Today’s Small Cells Not Practical to Meet

Future Capacity Demands?

In contrast to CSG, open access helps to minimise inter-tier interference since UEs are
always allowed to connect to the strongest cell, thus avoiding the CSG interference issue [18].
However, in a co-channel deployment of small cells with the macrocell tier, due to the
large difference in transmission power between both types of BSs, being attached to the cell
that provides the strongest pilot received signal strength (RSS) may not always be the best
strategy. UEs will tend to connect to macrocells rather than to small cells, even if they are
at a shortest path loss distance. This effect is aggravated as the distance between small cell
and macrocell BSs becomes smaller. As shown in Fig. 1.2, the closer the small cell BS is
to the macrocell BS, the smaller is the resulting small cell coverage due to macrocell BS
power dominance. This leads to a poor macrocell off-load [9] [10]. Moreover, as shown
in Fig. 1.3, due to this server selection procedure based on pilot RSS, the transmissions of
UEs connected to macrocells will also severely interfere with all small cells located in their
vicinity in the Uplink (UL). Note that due to the lower path loss, if a macrocell UE would
connect to the small cell with the smallest path loss, this UE would transmit with a much
lower UL power. This would allow load balancing as well as UL interference mitigation,
thus improving network performance.

In order to address these problems arising from the significant power difference between
co-channel BSs in HetNets, new cell selection methods that allow UE association with
cells that do not necessarily provide the strongest pilot RSS are necessary. In this regard,
CRE has been proposed in the 3rd generation partnership project (3GPP) for increasing the
Downlink (DL) coverage footprint of small cells by adding a positive cell individual offset to
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Fig. 1.3 Macrocell UE jamming the UL of a nearby small cell.

the pilot RSS of the small cells during the serving cell selection procedure [44] [15]. CRE
mitigates UL interference and facilitates offloading. With a larger Range Expansion Bias
(REB), more UEs are offloaded to the small cells, at the cost of increased co-channel DL
interference for the range-expanded UEs, since they are not connected to the strongest server
anymore (see Fig. 1.4). CRE without interference management has been shown to degrade
the throughput of the overall network, but improves the sum capacity of the macrocell UEs
due to offloading. In [45], closed form analytical expressions of outage probability with
CRE in HetNets corroborate that CRE without interference management degrades the outage
probability of the overall network.

In order to address this issue, the use of e[CIC schemes has been proposed to guarantee the
proper operation of CRE [9] [10]. In such schemes, special attention is given to the mitigation
of inter-cell interference in the control channels transmitted in the DL. If control channels
are unreliable due to severe interference, UEs may declare radio link failure and experience
service outage. Among the proposed eICIC schemes, time-domain eICIC methods have
received a lot of attention, particularly ABS [46]. In an ABS mechanism, no control or data
signals, but only reference signals are transmitted, thus significantly mitigating interference
since reference signals only occupy a very limited portion of the whole subframe. As shown
in Fig. 1.5, ABS can be used to mitigate interference problems in open access small cells
that implement CRE. A macrocell can schedule ABS while small cells can schedule its
range-expanded small cell UEs within the subframes that are overlapping with the macrocell
ABS. ABS can also be used to mitigate interference problems in CSG small cells. CSG small
cells can schedule ABS while macrocells can schedule their victim macrocell UEs located
nearby a CSG small cell within the subframes that are overlapping with the small cell ABS.
Moreover, ABS can be scheduled at the small cell BSs to allow fast moving macrocell UEs
to move through it. The benefits provided by ABS do not come for free, but at the expense of
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Fig. 1.4 Range expansion mitigates UL interference and facilitates offloading at the expense
of increasing DL interference.

blanking radio resources and the associated capacity loss. In order to minimise the capacity
loss at the BSs scheduling ABS, the agreement in [47] generalises ABS from completely
blank data and control symbols to the transmission of such symbols at a reduced-power
level, implying that the aggressing BS may also be able to transmit information. In [48], the
network performance improvement due to CRE and ABS was analysed showing the merits
of ABS. Moreover, analytic expressions for average capacity and 5%-tile throughput were
derived in [49], while considering ABS and power reduced subframes as a function of BS
densities, transmit powers and interference coordination parameters in a two-tier HetNet
scenario. The results confirm the benefits of power reduced subframes over ABS.

The proper operation of eICIC at network level also depends on synchronisation issues.
In order to enable efficient interference mitigation, REB and ABS schemes (reduced power
subframes also included in this category) should be able to dynamically adapt to the number
of small cells at various geographical locations and different traffic conditions. A dynamic
adaptation of ABS patterns can be realised through X2 backhaul inter-BS coordination, where
neighbouring macrocell BSs agree on a given ABS pattern, and then each macrocell BS
informs its overlaid small cell BSs of the subframes that it will use for scheduling macrocell
user equipments (MUEs) and which ones will be blanked for interference mitigation. Finding
the appropriate ratio of ABS to non-ABSs is also tricky. The larger the REB for a given
small cell BS, the more expanded-region small cell UEs connect to it, which requires a larger
macrocell ABS duty cycle to provide a desired quality of service to these UEs. In contrast,
the larger the ABS duty cycle, the lower the macrocell performance may be due to subframe
blanking.

In [50], a mathematical framework to efficiently compute UE association and correspond-
ing REBs together with ABS duty cycles is proposed. The solution is provably within a
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constant factor of the optimal solution, scales linearly with the number of cells and is also
amenable to distributed optimisation. However, it requires extensive input information from
each UE with respect to its best macrocell and small cell BSs, which may be difficult to
obtain since a UE cannot be simultaneously connected to multiple cells. In addition, for an
efficient interference mitigation, inter-macrocell BS coordination should be considered [51].
If neighbouring macrocells do not coordinate their ABS patterns and they are not fully time
aligned, this will cause additional interference fluctuations in the network, resulting in less
efficient link adaptation and radio-aware packet scheduling.

From the previous discussion, it can be derived that a joint optimisation of REBs, ABS
patterns, power reduction factors in reduced power subframes, scheduling thresholds and
frequent inter-BS coordination may be required to achieve a good performance in a co-channel
deployment of small cells with the macrocell tier. The complexity of these optimisation
procedures will be aggravated with the number of cells, and thus it is anticipated that Cell
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Type 2 is not suitable for ultra-dense small cell networks, where network planning should
be completely avoided. This suggests that co-channel deployments of small cells with the
macrocell tier should be aimed at hotspot locations with a reasonable low number of small
cells (less than 10 per macrocell sector), while ultra-dense networks should use dedicated
carriers to circumvent interference problems and the planning stage. This gives rise to Cell

Type 3, which is the focus of research in this thesis.

1.4 Transition to Ultra-Dense HetNets

In this section, the main differences between regular HetNets and ultra-dense HetNets are
highlighted.

Difference 1 - BS to UE density: In regular HetNets, the UE density is larger than the
BS density, while in ultra-dense HetNets, the UE density is smaller than the BS density. As a
result, and in contrast to regular HetNets where the BSs are powered on most of the times, in
ultra-dense HetNets, BSs with no active UEs should be powered off to reduce unnecessary
interference as well as to save power.

Difference 2 - Propagation conditions: In regular HetNets, non-line-of-sight (NLOS)
interferers count for most cases, while in ultra-dense HetNets, line-of-sight (LOS) interferers
count for most cases. As a result, and in contrast to regular HetNets where simple single-slope
path loss model is usually assumed to obtain the numerical/analytical results, in ultra-dense
HetNets, more sophisticated and practical multi-slope path loss models should be considered.

Difference 3 - Diversity loss: In regular HetNets, there is a rich UE diversity, while in
ultra-dense HetNets there is a limited UE diversity. As a result, and in contrast to regular
HetNets where independent shadowing and multi-path fading among UEs in one cell is
usually assumed to obtain the numerical/analytical results, in the ultra-dense HetNets, such
assumption is not valid. Thus, new results for ultra-dense HetNets should be derived.

Because of these differences, the numerical/analytical results for regular HetNets cannot
be directly applied to ultra-dense HetNets due to different assumptions for the fundamental

characteristics of the networks.

1.5 Challenges in Ultra-Dense Small Cell Networks

On the way to ultra-dense small cell networks, the following challenges must be addressed.
Challenge 1 - Backhaul: Recent surveys show that 96 % of the operators consider
backhaul as one of the most important challenges to small cell deployments, and this issue is

exacerbated in ultra-dense ones [52] [53] [54]. While today’s wireless backhaul solutions



10 Introduction

may be a good choice in higher network tiers, it is anticipated that they will only be a
solution up to a certain extent in ultra-dense small cell networks. Due to the high capacity
requirements, wired backhaul will likely be a key requirement for these networks, and thus
this type of network only makes sense in dense urban scenarios, where the traffic demands
are the highest and the city infrastructure can provide dense fibre and/or digital subscriber
line (DSL) connectivity to operators. The existing backhaul capability may well influence the
deployment of the small cell BSs. Massive MIMO multicast is also a promising solution to
provide backhaul to a large number of underlaid small cells [43]. However, this technology
still faces its own challenges, implying that architecture and hardware impairments [55], pilot
contamination [56] and accurate channel state information (CSI) acquisition [57] may be still
an issue to provide a global solution. Other wireless backhaul technologies include two-way
relaying [58], or even four-way relaying [59]. However, as explained earlier, such solutions
might not be scalable to ultra-dense small cell networks. Hence, their usage is envisaged to
be limited in practice.

Challenge 2 - Mobility: 1t is anticipated that future network architecture is comprised of
different small cell tiers with different types of small cell BSs, targeted at different types of
environments and traffic, where dedicated channel mid-frequency small cell deployments with
the macrocell tier may be ultra-dense to enhance network capacity. Within this architecture,
mobile UEs should be kept in the macrocell tier, while static UEs should be handed over to
the ultra-dense small cell tier. In order to realise this, a new mobility management approach
is needed, in which UEs only take measurements and access the cells of the appropriate
network tier according to their velocity. Accurate mobility state estimation is key to realise
this [60]. Splitting the transmission of the UE control and data planes will also provide
mobility robustness, allowing the larger cells to transmit and manage control/mobility related
information, while the smaller cells provide the majority of the data traffic [27]. However,
this new architecture poses challenges in the management of data bearers towards the core
network, since in order to realise the mobility benefits, the data bearer should be anchored at
the cell in the higher network tier (e.g., macrocells), and this one forwards the information to
the cell in the lower network tier (e.g., small cells) [61]. If many small cells anchor to the
same macrocell, the latter may become a bottleneck.

Challenge 3 - Reducing costs: In order to improve the cost efficiency of network de-
ployments, it is important that small cell BSs are developed in enormous numbers to take
advantage of an economies of scale. Moreover, capital expenditure (CAPEX) and operating
expenditure (OPEX) should be brought to a minimum. In order to reduce CAPEX, the price
of small cell BS should be considered, which may require the use of cheap filters, power

amplifiers and other components. Small cell BSs may also be deployed by the end users
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themselves to leverage existing power and back-haul infrastructure, thus reducing OPEX [62].
Moreover, in order to deploy a larger number of cells cost effectively in a short period of time,
it is required that the cells can be deployed in a plug & play manner and do not require any
human involvement for optimisation. Self-organisation capabilities are thus key to manage
an ultra-dense small cell deployment. For example, the approach in [63] ensures that the
small cell coverage is confined within the targeted household through power control and
antenna switching techniques, thus minimising necessary handovers. The approach in [64]
maximises capacity by using machine learning techniques at the small cell to learn where the
UEs are clustered and then use of beamforming techniques to point its antenna beam towards
such hotspot. Neighbouring cell list optimisation is also a key issue in ultra-dense small cell
networks where neighbouring cells are switched on and off in a dynamic manner [65].

Challenge 4 - Small cell location planning: Finding hotspots and characterising their
traffic is of crucial importance in order to deploy the right number of small cells in the right
positions according to UEs’ needs. Misunderstanding this information can result in an under-
or over-estimated number of deployed cells, which will affect both energy and cost efficiency
as well as network performance. However, finding and characterising hot spots is not an
easy task since UEs’ traffic is not usually geolocated, and currently network operators mostly
rely on inaccurate proximity or triangulation approaches. Fingerprinting approaches are a
possible solution to enhance the accuracy of geolocation [66].

Challenge 5 - Smart idle mode capabilities: Considering the large number of deployed
small cell BSs, the availability of an efficient idle mode capability at the small cell BSs is key
in order to mitigate inter-cell interference and save energy. In idle mode, it is important that
small cell BSs minimise signalling transmissions and consume as little power as possible.
Indeed, to achieve the most energy efficient deployments, a small cell BS in idle mode should
not consume any power. To realise this, aside from the LTE solution based on demodulation
reference signal (DRS) [26], another feasible solution would be to equip the small cell BSs
with a sniffing capability, as proposed in [67], such that the small cell BS is idle and switches
off most of the small cell BS modules when it is not serving active UEs. When the small
cell is idle, it transmits no signalling, and wakes up upon the detection of uplink signalling
from the UEs towards the macrocell tier. However, this solution does not allow selective
wake-ups, where only the most adequate cell in a cluster of idle cells wakes up to serve the
incoming UEs. Moreover, it is important to note that smart idle mode capabilities imply
UE-oriented operations, and thus should be performed in a dynamic manner, considering the
traffic dynamics of large variety of UEs. Dynamic small cell idle mode control also poses
new challenges such as the ping-pong cell re-selection. To be more specific, a suddenly

powered-on BS might confuse idle UEs since they need to re-select cells according to the best
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reference signal received power (RSRP) rule, and then go back to their previous cells when
the small cell BS returns to idle mode. The ping-pong cell re-selection greatly consumes UE
battery life and should be avoided.

Challenge 6 - Modulation and coding schemes: Deploying higher order modulation
and coding schemes is critical to take advantage of the high signal-to-interference-plus-noise
ratio (SINR) resulting from ultra-dense small cell networks. Even higher modulation schemes
than currently used in LTE and Wireless Fidelity (Wi-Fi), i.e., 256-quadrature amplitude
modulation (QAM), may be required, e.g., 1024-QAM. However, this brings about the need
for accurate CSI for coherent de-modulation. However, the implementation feasibility of
1024 or higher QAMs is still unclear due to the error vector magnitude (EVM) issues at
transmitters [68]. In addition, peak to average power ratio (PAPR) problem should also be
re-considered for 1024 or higher QAMs.

Challenge 7 - Radio resource management: In terms of radio resource management,
current scheduling and other network procedures have to be revisited since due to the lower
number of UEs per cell, the current approaches used in macrocell BSs may not be optimum
anymore. For example, proportional fair scheduling may not be the best solution for very
small cells, since there are not many UEs to be fairly served and channel fluctuations may be
low due to LOS channel conditions. Simpler solutions such as round robin scheduling may
be more appealing. This will be discussed in further details in chapter 3.

Challenge 8 - Spatial multiplexing: Using spatial multiplexing techniques, multiple
streams of data can be transmitted simultaneously and successfully decoded at the receiver,
provided that the channels corresponding to every pair of transmit and receive antennas are
uncorrelated. However, the small cell sizes in an ultra-dense small cell deployment may
result in large spatial correlation among different channel pairs, thus limiting the available
degrees of freedom and rendering spatial multiplexing less useful. Therefore, further research
is needed in order to understand which is the optimum number of antennas per small cell
BS according to the small cell density, so that beamforming and spatial multiplexing can
be exploited in a cost effective manner. Multiuser MIMO is another avenue that should be
explored in order to benefit from spatial multiplexing, which as a by-product may bring down
BS power consumption. This will be discussed in further details in chapter 5.

Challenge 9 - Dynamic TDD transmissions: It can be envisaged that in future networks,
small cells will prioritise TDD schemes over frequency division duplex (FDD) ones, since
TDD transmissions are particularly suitable for hot spot scenarios with traffic fluctuations
in both link directions [69]. In this line, a new technology has recently emerged, referred
to as dynamic TDD, in which TDD DL and UL subframes can be dynamically configured

in small cells to adapt their communication services to the fast variation of DL/UL traffic
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demands in either direction. The application of dynamic TDD in homogeneous small cell
networks has been investigated in recent works with positive results [34], [35], [70]. Gains
in terms of UE packet throughput and energy saving have been observed, mostly in low-to-
medium traffic load conditions. However, up to now, it is still unclear whether it is feasible
to introduce the dynamic TDD transmissions into HetNets, because it will complicate the
existing CRE and ABS operations and its advantage in the presence of macrocells in terms
of UE packet throughput is currently being investigated [36] [69]. Some pioneering work on
the application of dynamic TDD in small cell HetNets can be found in [36]. It is important
to note that dynamic TDD serves as the predecessor of the full duplex transmission, which
has been identified as one of the candidate technologies for the next generation of mobile
communications (5G). In a full duplex system, interference comes from both the DL and the
UL, which is also the case in dynamic TDD.

Challenge 10 - Coexistence with Wi-Fi: In order to gain access to more frequency
resources, LTE small cells may be deployed in unlicensed bands, where they are required
to coexist with Wi-Fi networks [71]. However, when LTE and Wi-Fi nodes are deployed
in the same frequency band, Wi-Fi nodes may tend to stay in listening mode waiting for a
channel access opportunity, due to their courteous Carrier Sensing Multiple Access/Collision
Avoidance (CSMA/CA) protocol and the high-power interference from the LTE network.
Simulation results have shown that when coexisting with LTE nodes, if these ones do not
implement any coexistence mechanism, Wi-Fi nodes in some indoor scenarios may spend
even up to 96 % of the time in listening mode due to inter-radio access technology interference
and the poor performance of CSMA/CA mechanisms. This significantly degrades Wi-Fi
performance [72]. New coexistence solutions have to be devised to enhance LTE and Wi-Fi
coexistence and ensure that those two networks share the unlicensed bands in a fair manner.
Moreover, it is desirable that the coexistence schemes to be as much frequency agnostic as
possible so that a global solution can be achieved. In the 3GPP, a prevailing view is that
in the near future,