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Abstract

There exist huge gaps in the knowledge of how cloud-aerosol interaction affects cli-

mate. Consequently global models estimating the radiative forcing by anthropogenic

aerosols show considerable discrepancy. Especially challenging to quantify is the role

of volatile organic compounds in forming aerosol particles which can act as cloud

condensation nuclei.

Volatile organic compounds are emitted into the atmosphere in large quantities

by biogenic and anthropogenic sources. In the atmosphere they undergo chemical

oxidation reactions and typically produce products that are highly oxygenated and

have lower volatility. Volatility of these highly oxygenated molecules span a wide

range and determine the ease with which they transfer to the aerosol phase - either

via participation in new particle formation or by contributing to the growth of bigger

particles. The extent to which the highly oxygenated molecules contribute to new

particle formation or their subsequent growth impacts the number concentration of

cloud condensation nuclei in the atmosphere. Hence to accurately estimate cloud

condensation nuclei, global models need to take into account the role of highly oxy-

genated molecules of varying volatility in modulating the atmospheric aerosol size

distribution.

In this thesis a new nucleation parameterisation based solely on highly oxygenated

species of extremely low volatility is added to the model and its impact on the
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estimated cloud albedo effect is assessed. The nucleation mechanism is based on

the findings of the CLOUD Experiment at CERN. The implementation of this new

parameterisation reduces previous model estimates of cloud albedo forcing through

its impact on the pre-industrial atmosphere.

The thesis then goes on to introduce a new secondary aerosol formation scheme

from highly oxygenated organic molecules based on the understanding of recent

scientific advancements and assesses the effect of implementing the scheme on the

estimated cloud albedo effect. Results show highly oxygenated molecules of semi-

volatile nature play a significant role in determining the number concentration of

cloud relevant particles. Although their higher volatility renders them incapable of

new particle formation, their atmospheric abundance and contribution to the growth

of particles which are relatively larger, provide an efficient pathway for producing

cloud condensation nuclei in the atmosphere.

Further, an ensemble of simulations are produced and analysed to explore a 6-D

parameter space based on pre-defined uncertainty ranges of these highly oxygenated

molecules. The work identifies plausible and implausible regions within the 6-D

space, based on model-observation comparison against three model outputs - num-

ber concentration of all particles, number concentration of CCN-relevant sized par-

ticles and organic aerosol concentration. The work provides a top-down estimate of

yields of highly oxygenated molecules (that contribute to SOA formation) based on

model skill score against ground-based observations. Such yields are typically based

on laboratory experiments and is broadly considered to be an important reason

behind the failure of global models to estimate realistic mass of secondary organic

aerosols produced in the atmosphere. The work particularly highlights the impor-

tance of simulating cluster growth from low-volatility organic compounds to account

for atmospheric cloud droplets.
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2017) for (a) the pre-industrial and (b) the present-day. c) and d)
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4.4 Annual mean surface-level mass flux (Tg yr−1) of gaseous phase ox-

VOCs to the nucleation mode for (a) simulation ORG in the pre-

industrial (b) simulation ORG in the present-day (c) simulation OMOD

in the pre-industrial (d) simulation OMOD in the present-day; to the

Aitken soluble mode for (e) simulation ORG in the pre-industrial

(f) simulation ORG in the present-day (g) simulation OMOD in the

pre-industrial (h) simulation OMOD in the present-day; to the accu-

mulation soluble mode for (i) simulation ORG in the pre-industrial

(j) simulation ORG in the present-day (k) simulation OMOD in the

pre-industrial (l) simulation OMOD in the present-day; to the coarse

soluble mode for (m) simulation ORG in the pre-industrial (n) sim-

ulation ORG in the present-day (o) simulation OMOD in the pre-

industrial (p) simulation OMOD in the present-day. The number

printed represents the global annual mean for each subplot. . . . . . . 119
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diameter above 3 nm (N3) for a) simulation ORG in the pre-industrial

atmosphere b) simulation ORG in the present-day atmosphere c) sim-

ulation OMOD in the pre-industrial atmosphere d) simulation OMOD

in the present-day atmosphere. The relative change in annual mean

N3 as a result of introducing the modified SOA formation scheme are

shown in e) for the pre-industrial and f) for the present-day atmo-
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4.7 Annual mean number concentration of surface-level particles with

dry diameter above 50 nm (N50) for a) simulation ORG in the pre-

industrial atmosphere b) simulation ORG in the present-day atmo-

sphere c) simulation OMOD in the pre-industrial atmosphere d) sim-

ulation OMOD in the present-day atmosphere. The relative change

in annual mean N3 as a result of introducing the modified SOA for-

mation scheme are shown in e) for the pre-industrial and f) for the

present-day atmospheres. . . . . . . . . . . . . . . . . . . . . . . . . . 122

4.8 Meridional annual mean vertical distribution of particles with dry di-

ameter above 3 nm (N3) for a) simulation ORG in the pre-industrial

atmosphere b) simulation ORG in the present-day atmosphere c) sim-

ulation OMOD in the pre-industrial atmosphere d) simulation OMOD

in the present-day atmosphere. The relative change in meridional an-

nual mean vertical distribution of N3 as a result of introducing the

modified SOA formation scheme are shown in e) for the pre-industrial

and f) for the present-day atmospheres. . . . . . . . . . . . . . . . . . 125
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the monthly mean total aerosol number concentration is compared
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4.10 Aerosol number size distribution at 33 ground-based locations (as

shown in Figure 4.9) for simulation ORG (dotted line) and simula-

tion OMOD (solid line). Each color represents a size mode: yellow

represents the nucleation mode, green represents the Aitken mode,

blue represents the accumulation mode and red represents the coarse
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4.11 Aerosol number size distribution in GLOMAP-mode at 33 ground-

based locations (as shown in Figure 4.9) for simulation OMOD and

12 one-at-a-time sensitivity tests, perturbing the concentrations of

each of the six ox-VOCs implemented in this chapter. Details of the

perturbations in the 12 simulations are tabulated in Table 4.4. . . . . 129
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GLOMAP-mode at 33 ground-based locations (as shown in Figure
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in this chapter. Details of the perturbations in the 12 simulations are
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4.13 Comparison of observed and modelled monthly mean total aerosol

number concentration (N3) at 33 ground-based locations (as shown

in Figure 4.9). Cut-off diameters at sites range from 3 nm to 10 nm.

The red line shows N3 from simulation OMOD, the blue line shows

N3 from simulation ORG and the green line shows N3 from simulation

ORG_BioOxOrg. The black dotted line shows data from atmospheric

observations. Simulation ORG_BioOxOrg includes nucleation of sul-

phuric acid and biogenic oxidised organic compounds following Ric-

cobono et al. (2014). In addition to that in ORG_BioOxOrg, simu-

lation ORG includes pure biogenic nucleation of B_ELVOC follow-

ing Kirkby et al. (2016) and cluster growth by B_LVOC. In addi-

tion to that in ORG, simulation OMOD includes particle growth by

A_LVOC and SVOC. . . . . . . . . . . . . . . . . . . . . . . . . . . . 136

xxii



Kamalika Sengupta University of Leeds

4.14 Graphical representation of the Pearson correlation coefficient (R)

and Normalised Mean Bias Factor (NMBF) calculated at 33 ground-

based locations (as shown in Figure 4.9) on comparison between ob-

served and modelled monthly mean surface-level N3. Green squares

represent skill score for simulation ORG_BioOxOrg, blue diamonds

for simulation ORG and red diamonds for simulation OMOD. Each

number in the x-axis corresponds to an observation site, as numbered

in Figure 4.13. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139

4.15 Map showing the best model performance against ground-based ob-

servations, based on 3 simulations ORG_BioOxOrg, ORG and OMOD

at 33 locations (as shown in Figure 4.9). The best skill scores (R and

NMBF) between simulation and observation are printed on plot. The

colour of printed R or NMBF for each location indicates the best per-

forming simulation for the location: red for simulation OMOD, blue

for simulation ORG and green for simulation BioOxOrg. . . . . . . . 140

4.16 Annual mean surface-level cloud droplet number concentrations (CDNC)

for a) simulation ORG in the pre-industrial atmosphere, b) simula-

tion ORG in the present-day atmosphere, d) simulation OMOD in the

pre-industrial atmosphere and e) simulation OMOD in the present-

day atmosphere. The relative change in annual mean CDNC from

the pre-industrial to present-day is shown in c) with simulation ORG

and f) with simulation OMOD. The absolute difference between c)

and f) is shown in i). Relative change in annual mean CDNC due

to implementation of the new SOA-scheme is shown in g) for the

pre-industrial and h) for the present-day atmospheres. . . . . . . . . . 143
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4.17 Annual mean top of the atmosphere first aerosol indirect forcing (AIF)

from 1750 to 2008 after including the new SOA-scheme in GLOMAP-

mode for a) simulation ORG and b) simulation OMOD. e) shows the

absolute difference between a) and b) i.e. ∆AIF. Annual mean top

of the atmosphere first aerosol indirect effect (AIE) after including

pure biogenic nucleation in GLOMAP-mode is shown in c) for the

pre-industrial and d) for the present-day atmospheres. Forcing plots

correspond to the ∆CDNC plots shown in Figure 4.16. The magni-

tude of global annual mean AIF/AIE/∆AIF is specified at the top of

the plot. Numbers in brackets denote the annual mean values for the

Northern and Southern Hemispheres respectively. . . . . . . . . . . . 144

5.1 Schematic showing the SOA formation scheme in GLOMAP-mode

(as implemented in Chapter 4) and the six ox-VOCs (products of

photochemical oxidation of emitted VOCs that eventually produce

SOA) whose yields from precursor VOCs are perturbed in this study.

B_ELVOC, B_LVOC, B_SVOC_M and B_SVOC_I are ox-VOCs

produced from the oxidation of biogenic VOCs and highlighted in

green. A_LVOC and A_SVOC are ox-VOCs produced from the

oxidation of anthropogenic VOCs and highlighted in yellow. The

schematic shows the precursor gases and oxidants that react to pro-

duce these ox-VOCs, their relative volatility (ELVOC<LVOC<SVOC)

and the mechanism (nucleation for ELVOC, kinetic condensation for

LVOCs and mass-based partitioning for SVOCs) by which they add

to the condensed phase (represented here by the five modes:- nucle-

ation soluble, Aitken soluble, accumulation soluble, coarse soluble

and Aitken insoluble modes). . . . . . . . . . . . . . . . . . . . . . . 159
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5.2 The 6-D space-filling design generated by the maximin Latin Hyper-

cube Sampling (LHS) depicted in 2-D. Each ox-VOC constitutes a

dimension of the parameter space explored in this study. Each sub-

plot in the scatter plot matrix shows the position of the 60 simulations

in a 2-D parameter space i.e. shows a 2-D slice of the 6-D parameter

space. The x- and y-axes for a subplot show the total range of reac-

tion yields (in %) over which each of the two parameters (as indicated

by the plot labels at the top and right for each subplot respectively) is

perturbed in the ensemble. The LHS maximises the distance between

any two points in a multi dimensional parameter space, ensuring the

best coverage of the 6-D parameter space by the ensemble. Each

point represents a simulation within the ensemble and the plot shows

the combination of parameters used to produce the ensemble, fills all

corners of the parameter space. . . . . . . . . . . . . . . . . . . . . . 163

5.3 The relative variation of the six perturbed parameters (in %) for each

ensemble member (numbered 1 to 60). Each hexagon (gray dashed

area) represents the entire 6-D parameter space and the position of

the black dots show the position of each parameter within its range for

the specific ensemble member. The dots are joined and shaded green

for easy identification of explored parameter space in each ensemble

member. Counter clockwise from top, the black dots represent param-

eter settings for B_ELVOC, B_LVOC, B_SVOC_M, B_SVOC_I,

A_LVOC and A_SVOC respectively. Example interpretation: in

simulation 19 (fourth row, 1st hexagon) B_SVOC_I and A_SVOC

concentrations are towards the lower ends of the respective ranges

being explored for each of them while concentrations of A_LVOC is

towards the high end of the A_LVOC range. . . . . . . . . . . . . . . 164
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5.4 Total global SOA produced by each of the ensemble member. The

ensemble members on the x-axis are ordered according to increasing

values of total global SOA and the order is re-printed on the right

hand side of the plot. The minimum contribution of ox-VOCs to SOA

is 220 Tg yr−1 produced by PPEM 47 and the maximum contribution

is 850 Tg yr−1 produced by PPEM 60. . . . . . . . . . . . . . . . . . 166

5.5 Anomaly of global organic aerosol mass (OA in µg m−3) produced

within the ensemble. Each subplot shows the anomaly of an ensem-

ble member (numbered between 1 and 60) from the ensemble mean

OA. The global mean OA for each subplot is printed. The subplots

are arranged in order of increasing global mean OA with PPEM 47

producing the least mass of organic aerosol and PPEM 60 producing

the maximum. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169

5.6 Figure 5.3 resorted. The relative variation of six perturbed parame-

ters for each of the 60 ensemble members ordered in increasing order
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5.7 Anomaly of global N50 number concentration (cm−3) produced within

the ensemble. Each subplot shows the anomaly of an ensemble mem-

ber (numbered between 1 and 60) from the ensemble mean N50. The

global mean N50 for each subplot is printed. The subplots are ar-

ranged in order of increasing global mean N3 with PPEM 55 produc-

ing the least global mean N3 and PPEM 54 producing the maximum. 174

5.8 Anomaly of global N3 number concentration (cm−3) produced within

the ensemble. Each subplot shows the anomaly of an ensemble mem-

ber (numbered between 1 and 60) from the ensemble mean N3. The
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5.9 Figure 5.3 resorted. The relative variation of six perturbed parame-

ters for each of the 60 ensemble members ordered in increasing order

of global mean N3 for easy comparison with Figures 5.7 and 5.8. . . . 176
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5.12 Normalised Mean Bias Factor (NMBF) and Pearson correlation coef-
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of a factor 2 (NMBF = 1), underestimation of a factor of 3 (NMBF

= 2) and a Pearson correlation coefficient of 0.5. . . . . . . . . . . . . 188
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5.15 Comparison of simulated monthly mean and seasonal surface-level N3

against observations. a) Comparison of the monthly mean surface-

level N3 simulated by each ensemble member (subplots numbered

between 1 to 60) to observed N3 at 34 sites. The subplots of 60

ensemble members are arranged in order of increasing global mean

surface-level N3 (as in Figure 5.8). Each point within a subplot rep-

resents monthly mean surface-level N3 at one site. Months are color

coded according to the season they represent - blue, yellow, red and

green for winter, spring, summer and autumn respectively. The Pear-

son correlation coefficient (R) for each PPEM-observation match is

shown on the top left and the normalised mean bias factor (NMBF)

for each PPEM-observation match is shown on the bottom left of

each subplot. b) Seasonal R (diamonds in blue for winter, yellow for

spring, red for summer and green for autumn) and seasonal NMBF

(squares in blue for winter, yellow for spring, red for summer and

green for autumn) plotted against each PPEM. The order of PPEM

in the x-axis is the same as in a) with every sixth PPEM (last column

of subplots in panel a) labelled. . . . . . . . . . . . . . . . . . . . . . 194

5.16 Annual cycle of simulated (solid lines) and observed (black stars)

monthly mean surface-level N3 concentrations at 34 ground-based

sites. The PPEMs shown are those with the lowest and highest num-

ber concentration of global mean surface-level N3 from Figure 5.11. . 197
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5.17 Comparison of simulated monthly mean and seasonal surface-level

N50 against observations. a) Comparison of the monthly mean surface-

level N50 simulated by each ensemble member (subplots numbered

between 1 to 60) to observed N50 at 31 sites. The subplots are

arranged in order of increasing global mean surface-level N3 (as in

Figure 5.8). Each point within a subplot represents monthly mean

surface-level N50 at one site. Months are color coded according to the

season they represent - blue, yellow, red and green for winter, spring,

summer and autumn respectively. The Pearson correlation coefficient

(R) for each PPEM-observation match is shown on the top left and

the normalised mean bias factor (NMBF) for each PPEM is shown

on the bottom left of each subplot. b) Seasonal R (diamonds in blue

for winter, yellow for spring, red for summer and green for autumn)

and seasonal NMBF (squares in blue for winter, yellow for spring, red

for summer and green for autumn) against each PPEM. The order of

PPEM in the x-axis is the same as in a) with every sixth PPEM (last

column of subplots in panel a) labelled. . . . . . . . . . . . . . . . . . 198
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5.18 Comparison of simulated monthly mean and seasonal OA against ob-

servations. a) Comparison of the monthly mean N3 simulated by each

ensemble member (subplots numbered between 1 to 60) to observed

OA at 41 sites. The subplots are arranged in order of increasing global

mean OA (as in Figure 5.5). Each point within a subplot represents

monthly mean surface-level OA at one site. Months are color coded

according to the season they represent - blue, yellow, red and green for

winter, spring, summer and autumn respectively. The Pearson corre-

lation coefficient (R) for each PPEM-observation match is shown on

the top left and the normalised mean bias factor (NMBF) for each

PPEM-observation match is shown on the bottom left of each sub-

plot. b) Seasonal R (diamonds in blue for winter, yellow for spring,

red for summer and green for autumn) and seasonal NMBF (squares

in blue for winter, yellow for spring, red for summer and green for

autumn) shown against each PPEM. The order of PPEM in x-axis is

the same as in a) with every sixth PPEM (last column of subplots in

panel a) labelled. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 199

5.19 Relationship between the error metrics of model-observation compar-

ison between the ensemble and observed N3, N50 and OA. The top

left plot compares the Pearson correlation coefficient, the top right

plot compares the Normalised Mean Bias Factor and the bottom plot

compares the Taylor Skill Score for N3 (x-axis), N50 (y-axis) and OA

(color scale). The best and the worst PPEM numbers are printed in

dark red and dark blue respectively in each of the plots. . . . . . . . . 207
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5.20 A qualitative representation of ensemble performance (Taylor Skill

Score or TSS) against observations in N3, N50 and OA. Each face

represents a PPEM wherein TSSN3 is indicated by the vertical posi-

tion of the mouth, TSSN50 is indicated by the size of face and TSSOA

is indicated by the shape of jaw. The model with the best (high-

est) TSSN3, TSSN50 and TSSOA would be one with the biggest face,

mouth positioned highest and the thinnest jaw. . . . . . . . . . . . . 208

5.21 The 6-D space-filling design generated by the maximin Latin Hyper-

cube Sampling (LHS) depicted in 2-D (as in Figure 5.2) and shaded

according to the Taylor Skill Score of each experiment (as tabulated

in Table 5.3). The x- and y-axes for a subplot show the total range

of reaction yields (in %) over which each of the two parameters (as

indicated by the plot labels at the top and right for each subplot

respectively) is perturbed in the ensemble. Each point in a subplot

represents a single simulation and the color of each point represents

the TSSN3 of the simulation. Darker shades of blue indicate low/poor

TSS and darker shades of red represent high/good TSS. The inset

shows the same plot with ensemble members numbered. . . . . . . . . 210
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5.22 The 6-D space-filling design generated by the maximin Latin Hyper-

cube Sampling (LHS) depicted in 2-D (as in Figure 5.2) and shaded

according to the Taylor Skill Score of each experiment (as tabulated

in Table 5.3). The x- and y-axes for a subplot show the total range

of reaction yields (in %) over which each of the two parameters (as

indicated by the plot labels at the top and right for each subplot re-

spectively) is perturbed in the ensemble. Each point in a subplot rep-

resents a single simulation and the color of each point represents the

TSSN50 of the simulation. Darker shades of blue indicate low/poor

TSS and darker shades of red represent high/good TSS. The inset

shows the same plot with ensemble members numbered. . . . . . . . . 211

5.23 The 6-D space-filling design generated by the maximin Latin Hyper-

cube Sampling (LHS) depicted in 2-D (as in Figure 5.2) and shaded

according to the Taylor Skill Score of each experiment (as tabulated

in Table 5.3). The x- and y-axes for a subplot show the total range

of reaction yields (in %) over which each of the two parameters (as

indicated by the plot labels at the top and right for each subplot

respectively) is perturbed in the ensemble. Each point in a subplot

represents a single simulation and the color of each point represents

the TSSOA of the simulation. Darker shades of blue indicate low/poor

TSS and darker shades of red represent high/good TSS. The inset

shows the same plot with ensemble members numbered. . . . . . . . . 212
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5.24 1-D representation of the 6-D space filling design of experiments

shaded by model performance. 18 subplots (labelled in plot) cor-

respond to the design of experiments for six ox-VOCs, each shaded

according to the Taylor skill score (TSS) in three model outputs (N3,

N50, OA - in that order for each ox-VOC). Each subplot shows the

entire pre-defined uncertainty range for the corresponding ox-VOC*.

Each point on a subplot represents a single simulation and the color of

the point indicates the performance of the simulation (TSS) against

observed N3, N50 or OA. Darker shades of blue indicate low/poor TSS

and darker shades of red represent high/good TSS. The plot identi-

fies plausible and implausible parameter space for each ox-VOC. The

PPEMs based on which the ranges are estimated in Table. 5.7 are

labelled. The best simulation according to this study, PPEM 41, is

also labelled and highlighted. PPEM 41 is representative of a re-

gion in the 6-D parameter space that reproduces the most realistic

aerosol number and organic aerosol mass concentrations. Note: Axis

for B_ELVOC shows scaling factor for B_ELVOC yields. Axis for the rest show

corresponding ox-VOC yields. . . . . . . . . . . . . . . . . . . . . . . . . . 215
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Chapter 1

Introduction

1.1 Overview

Aerosols are suspended particles in the atmosphere that have been a major area

of research in the last few decades because of their huge impact on the hydrolog-

ical cycle, long-term climate and human health (Ramanathan et al., 2001; Menon

et al., 2002). Aerosols directly influence the climate by scattering and absorbing the

incoming solar radiation (Kiehl and Briegleb, 1993) but depending on their com-

position, diameter and the in-cloud super-saturation, aerosols may also affect the

climate indirectly through their interaction with clouds. At present global models

show a large diversity when quantifying the effect of cloud-aerosol interaction on

climate (Forster et al., 2007; Stocker et al., 2013). A key focus of research in the

last couple of decades has been to understand the evolution of aerosol particles to

size ranges at which they can interact with clouds in the atmosphere.

A large fraction of atmospheric aerosol comprises of secondary organic aerosols

(SOA) that are produced when volatile organic compounds (VOCs) released from

biogenic or anthropogenic sources are oxidised in the atmosphere (Kanakidou et al.,

2005). Currently many global models adopt a simplistic approach to simulate SOA
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formation (Tsigaridis et al., 2014) using yields derived from laboratory experiments

which lead to an underestimation of SOA production from VOCs (Hallquist et al.,

2009; Spracklen et al., 2011b). In recent years several studies have discovered new

pathways of SOA production (Riccobono et al., 2014; Kirkby et al., 2016) from pre-

viously unidentified organic compounds (Sipilä et al., 2010; Ehn et al., 2014; Tröstl

et al., 2016), to date unrepresented in global models. These pathways result in

the formation of new particles which subsequently grow contributing to the aerosol

mass. Several studies highlight the importance of the approach adopted to model

SOA formation in the atmosphere in estimating possible climatic implications (Ri-

ipinen et al., 2011; Scott et al., 2015; D’Andrea et al., 2013).

This thesis brings together the understanding of recent advances in atmospheric

new particle formation (or nucleation) from the CERN CLOUD experiment (Kirkby

et al., 2016) and the understanding of modelling atmospheric SOA formation from

VOCs (Spracklen et al., 2011b; Scott et al., 2015) to estimate the potential impact

on the first aerosol indirect effect. Further this thesis uses a perturbed parameter en-

semble to explore the uncertainty space associated with SOA formation in the model.

The following sections give a brief background of the Earth’s radiative balance, at-

mospheric aerosols and how they affect the radiative balance, what volatile organic

compounds are and their role in aerosol production in the atmosphere. At the end

of this chapter an outline of the thesis is provided which describes the motivation

and aims for each individual chapter that follows.

1.2 The Earth’s radiation balance

The Earth receives short-wave radiation emitted by the Sun and itself emits long-

wave radiation back into space. When the incoming and outgoing radiation are
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exactly balanced the Earth is said to be at radiative equilibrium. The balance be-

tween the incoming and outgoing radiation determines the equilibrium temperature

of the Earth. Any factor that perturbs the radiative balance of the Earth can force

the Earth’s temperature to rise or fall and is considered a radiative forcing agent.

Such perturbations can be natural, such as volcanic eruptions, or anthropogenic,

such as deforestation and increase in concentrations of radiatively active trace gases

in the atmosphere.

It is important to estimate the radiative forcing caused by various anthropogenic

forcing agents with confidence because radiative forcing is an important component

in determining the Earth’s equilibrium climate sensitivity (ECS) and therefore in

predicting its future climate. ECS is commonly defined in the context of radiative

forcing by CO2, referring to the equilibrium change in global mean near-surface air

temperature which would result from a sustained doubling of atmospheric CO2. The

first estimates of ECS were given to be between 1.5−4.5 ◦C by Charney et al. (1979).

After more than three decades of extensive research, estimate of ECS remains the

same (Stocker et al., 2013). The primary reason why scientists have not been able

to narrow down the ECS uncertainty range is the uncertainty associated with at-

mospheric mechanisms that counter the warming caused by CO2.

A dominant source of uncertainty in predicting climate change is determining the

cooling effect exerted by tropospheric aerosols emitted as a result of human activ-

ities. Changes in tropospheric aerosol concentrations contribute substantially to

the top-of-atmosphere radiative forcing - the magnitude of the contribution being

globally comparable to that exerted by changes in greenhouse gases (GHGs) but

opposite in sign (Coakley et al., 1992). The positive forcing (resulting in warming

of the Earth’s surface) exerted by changes in GHGs is well constrained. By contrast

the negative forcing caused by changes in anthropogenic aerosols is highly uncertain
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(Anderson et al., 2003; Stocker et al., 2013). The climatic impact of the change in

anthropogenic aerosols is estimated by quantifying the forcing due to anthropogenic

aerosols since pre-industrial times. Figure 1.1 summarises the identified mechanisms

by which aerosols may exert a radiative forcing.

Figure 1.1: Schematic from Forster et al. (2007) showing the various cloud-aerosol inter-
actions that have been identified as significant in modulating radiative effects. The small
black dots represent aerosol particles, larger open circles represent cloud droplets, straight
lines represent incident shortwave radiation, wavy line represents outgoing longwave radi-
ation. The vertical gray dashes represent rainfall and LWC refers to cloud liquid water
content.

Increase in aerosols may cause an increased scattering of incoming shortwave

radiation (direct effect), localised heating and shrinking of clouds (semi-direct effect),

an increase in the number of cloud droplets leading to increased reflectivity of the

cloud (cloud albedo effect or the first aerosol indirect effect) and reduction in cloud

droplet size leading to longer cloud lifetime (cloud lifetime effect or second aerosol

indirect effect). The direct effect of aerosols is fairly constrained (Forster et al.,

2007). The confidence level for estimating forcing associated with aerosol-cloud

interaction (first aerosol indirect effect) is low (Stocker et al., 2013) spanning a

large range from −0.3 to −1.8 W m−2 (Forster et al., 2007; Carslaw et al., 2013).

Understanding of the other aerosol effects is poor and uncertainty in their estimates

too high (Rotstayn and Liu, 2005; Levy et al., 2013). Throughout this thesis only

the first aerosol indirect radiative effect is estimated to assess climatic implications.
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1.3 Aerosol particles in the atmosphere

Aerosol particles may be emitted into the atmosphere from natural (such as wind-

borne dust, volcanoes, forest fires, sea-spray) and anthropogenic sources (such as

combustion of fuel) or produced in-situ from gas-to-particle conversion or nucle-

ation. Directly emitted aerosols constitute primary aerosol while aerosols produced

from atmospheric processes constitute secondary aerosol. Once in the atmosphere

aerosol particles evolve in size and composition through condensation and evapora-

tion, coagulation with other particles or by activation.

Aerosol particles have diameters ranging from a few nanometers to several hundred

micrometers. Different sources produce particles in different size ranges. Mecha-

nisms that remove aerosols from the atmosphere are also highly dependent on the

size of the aerosol particles. Because of the dependency of various atmospheric

processes on aerosol particle size, aerosol particles are commonly classified in dif-

ferent modes according to their diameters: nucleation mode consisting of particles

with diameter below 10 nm, Aitken mode consisting of particles with diameter be-

tween 10−100 nm, accumulation mode consisting of particles with diameter between

100−1000 nm and coarse mode consisting of particles with diameter above 1000 nm.

Aerosols may be removed from the atmosphere by dry (such as gravitational settling,

Brownian diffusion, impaction scavenging) and wet (such as below-cloud scavenging

and nucleation scavenging) processes. Larger aerosol particles (with diameter larger

than 1 µm) tend to be influenced more by gravity and settle. This form of removal

is less efficient for particles of smaller sizes. Smaller particles tend to diffuse more

due to collisions with larger particles as a result of Brownian motion. This form of

removal is less efficient for particles of larger sizes. Within the size range 0.1 to 1

µm dry deposition is least effective and particles tend to accumulate and grow by
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condensation. Depending on the hygroscopic properties of these accumulated par-

ticles, they may be activated to form cloud droplets and removed by rain-out (Raes

et al., 2000). In the lower troposphere particle lifetime is typically less than a week

and in the free-troposphere 3−10 days on average. Particles in the accumulation

mode have the longest lifetime (7−10 days) in the atmosphere.

In the atmosphere aerosol particles may undergo various microphysical processes

and chemical reactions which can substantially alter their chemical composition.

Tropospheric aerosol composition varies widely across the globe comprising mainly

of inorganic salts, insoluble mineral dust and carbonaceous material (Jacobson et al.,

2000; Forster et al., 2007). Multi-component aerosols may exist as a single particle

(internally mixed aerosol) or as a mixture of individual particles (externally mixed

aerosol). Typically nucleation and primary emissions give rise to externally mixed

particles while all other atmospheric processes give rise to internally mixed aerosol.

The degree of internal mixing, i.e. the degree to which composition of each individ-

ual particle resembles that of the bulk, is dependent on the residence time of the

particle or time available for interaction between the individual components (Raes

et al., 2000).

Tropospheric aerosols consist of inorganic salts, mineral dust and carbonaceous

aerosols. Carbonaceous aerosol is typically divided into two fractions: elemental

carbon (EC) and organic carbon (OC). EC is a chemical term that refers to pure

carbon with graphitic structure. However pure carbon or graphite are not com-

monly observed in the atmosphere. Instead EC is generally coated with organic

compounds; i.e. EC is almost always linked with organic aerosol though the latter

may exist independent of EC (Jacobson et al., 2000). Black Carbon (BC) is an op-

tical term used to denote highly light absorbing carbon (Lavanchy et al., 1999). BC

and EC are often used interchangeably in the literature to denote highly absorbing
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aerosol, also called soot. However BC may consist of not only EC but also OC that

sufficiently absorbs light (Chow et al., 2009). BC or the highly light-absorbent com-

ponent of carbonaceous aerosols is usually produced from incomplete combustion of

fossil fuel, bio fuel and biomass burning. Due to their strong absorbing properties

they are considered to contribute to the aerosol semi-direct effect (aerosol warming

leading to localised reduction of cloud cover in atmospheric regions of high BC par-

ticles; Hansen et al., 1997; Koch and Del Genio, 2010).

If EC is removed from the total carbonaceous mass, the remainder comprises of

organic aerosol containing covalently bound carbon (Pöschl, 2003). The mass of

chemically bound carbon is referred to as OC. The sum of the mass of chemically

bound carbon and mass of all atoms bound with it (such as hydrogen, oxygen, ni-

trogen) comprises the total organic aerosol and is referred to as particulate organic

matter (POM) or organic aerosol (OA). Throughout this thesis the term OA is used

to denote organic aerosol of which the primary fraction is referred to as primary

organic aerosol (POA) and secondary fraction is referred to as secondary organic

aerosol (SOA). Observations suggest that OA compounds are relatively weakly hy-

groscopic. However a considerable fraction of OA is considered to be water-soluble

to an extent. At low relative humidity more water is often associated with the or-

ganic fraction of aerosols than the inorganic (Forster et al., 2007). Their ability to

be or become hygroscopic makes estimating atmospheric OA important for aerosol

indirect effects. The large number of organic compounds in the atmosphere and

their varying physical and chemical properties make quantifying atmospheric OA

and their climatic impacts extremely challenging (Shrivastava et al., 2016).

A schematic showing aerosol size distribution and the processes associated with

each size range is shown in Figure 1.2 taken from Bakshi et al. (2015). The figure

shows the number, surface area and volume distribution of atmospheric aerosols.
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Particles in the nucleation mode have high surface-to-volume ratio but have small

total surface area and volume compared to those in the other modes. The number

concentration of nucleation and Aitken mode particles are largest in the atmosphere

followed by those in accumulation and coarse modes. The accumulation mode ac-

counts for a significant fraction of aerosol mass and have the greatest surface area.

The atmospheric lifetime of particles in the accumulation mode are longest due to

inefficient removal processes at this size range. This makes accumulation mode par-

ticles particularly important for gaseous phase deposition and heterogeneous chem-

istry. Coarse mode particles are low in number (due to highly efficient removal

mechanisms at this size range) and with the accumulation mode constitute most

of the aerosol mass. The loss processes for each mode are depicted by the yellow

arrows in Figure 1.2. The figure shows the evolution of new particles formed in the

atmosphere from low-volatility vapours through different size ranges by atmospheric

processes such as nucleation, condensation and coagulation.
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Figure 1.2: Schematic from Bakshi et al. (2015) showing aerosol particle size distribution,
source of particles and different processes associated with each size range.

Of the many known and unknown complex processes that govern the life cycle

of aerosol particles in the atmosphere this thesis revolves around nucleation of sec-

ondary aerosol particles and the subsequent evolution of aerosol particles from a

few nm to cloud droplet sizes - with particular focus on the contribution of highly

oxygenated organic molecules which constitute atmospheric SOA.

1.3.1 Secondary organic aerosol in the atmosphere

A major component of fine-particle mass throughout the atmosphere is organic in

nature (Kanakidou et al., 2005; Zhang et al., 2007) which may either be primary or

secondary in origin. The relative contribution of POA and SOA to the overall SOA

budget is controversial (Donahue et al., 2009). While several studies estimate POA

to dominate the urban OA budget, recent field measurements (De Gouw et al., 2005;

Volkamer et al., 2006) indicate a SOA dominance that cannot be explained by the
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oxidation of known SOA precursors (Robinson et al., 2007).

SOA is produced as a result of atmospheric oxidation of VOCs that are released

by biogenic or anthropogenic sources. In the troposphere VOCs are readily oxidised

by atmospheric oxidants such as ozone (O3), hydroxyl radical (OH.) and nitrate

radical (NO.
3). Tropospheric O3 is either transported into the troposphere from the

stratosphere or produced from reactions between VOCs and NOx in the presence of

sunlight. O3 is a highly reactive species and unsaturated organic compounds in the

atmosphere are particularly susceptible to an attack by O3 (Jonsson et al., 2006).

OH. is produced in large quantities primarily from photolysis of O3, nitrous acid in

the daytime (Kleffmann et al., 2005). At nighttime reactions between O3 and organic

compounds (alkenes) act as a major source of OH. (Paulson and Orlando, 1996).

OH. is a key oxidising species that reacts with most of the atmospheric organic

compounds (Atkinson, 2000). NO.
3 arises from the oxidation of nitrogen dioxide by

O3 and is principally active at night dominating nighttime VOC chemistry due to

its rapid photolysis in sunlight (Ng et al., 2017).

Once oxidised by the atmospheric oxidants these VOCs typically produce a range of

gaseous phase compounds with varying volatility. Each oxidation product may be

oxidised further, giving rise to multiple later generations of highly oxygenated prod-

ucts. Eventually the oxygenated VOCs with sufficiently low volatilities condense

on the aerosol particles, increasing the atmospheric SOA burden. Some oxidation

products of atmospheric VOCs with sufficiently low volatility may take part in new

particle formation in the atmosphere (Metzger et al., 2010; Ehn et al., 2014; Kirkby

et al., 2016). VOCs with higher volatility tend to partition between the gaseous

and particle phase or remain in the gaseous phase until multiple oxidation reactions

render them capable of addition to the particle phase (Pandis et al., 1992; Pankow,

1994) .
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1.4 Volatile organic compounds in the atmosphere

VOCs are non-methane hydrocarbons (NMHC) and oxygenated NMHC (such as

alcohols, aldehydes and acids). Apart from contributing to the atmospheric SOA

burden, VOCs play an important role in atmospheric chemistry by influencing the

tropospheric concentrations of O3, OH. and conversion rates of NOx. Reaction of

VOCs and OH. produces peroxy radical (RO2) which reacts with atmospheric NO,

converting it to NO2. Photolysis of NO2 (producing atomic oxygen which reacts

with oxygen to produce O3) is the primary source of tropospheric O3 (Jacobson

et al., 2000). Increased VOC and NOx concentrations have led to a doubling of

lower tropospheric O3, making O3 the third most important GHG after CO2 and

CH4. Increased levels of tropospheric O3 also has harmful effects on vegetation

(Ainsworth et al., 2012) which are an important sink for atmospheric CO2.

VOCs are emitted into the atmosphere primarily by vegetation. Once emitted their

atmospheric lifetime varies widely between a few minutes to years. VOC sources

and sinks vary spatially and temporally causing their atmospheric concentrations

to fluctuate between ten of parts per billion in the polluted atmosphere to below 1

parts per billion in non-polluted areas.

1.4.1 Biogenic VOC

Global emissions of biogenic VOCs are estimated to be about 1150 TgC yr−1, ex-

ceeding anthropogenic VOC emissions by about a factor of 10 worldwide (Atkinson

and Arey, 2003). Apart from having a large emission source, many BVOCs show a

higher reactivity towards atmospheric oxidants (compared to anthropogenic VOCs)

which adds further to their significance (Kanakidou et al., 2005). BVOCs are com-

monly classified into four categories: isoprene, monoterpenes, other reactive VOC

and other VOC (Guenther et al., 1995). BVOCs are highly reactive and once air-
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borne, get quickly oxidised by atmospheric oxidants typically leading to less volatile

products. The highest concentrations of ambient BVOCs occur near forested regions

reflecting both their source and high reactivity (Graedel, 1979).

The dominant emitted BVOC is isoprene (C5H8) with emissions of approximately

600 Tg yr−1 (Carlton et al., 2009). Although the two double bonds in isoprene

make it highly reactive, early laboratory studies (Pandis et al., 1991) found prod-

ucts of isoprene oxidation to be volatile and inferred SOA formation from isoprene

would require isoprene concentrations higher than those found in the atmosphere.

Consequently SOA formation from isoprene is traditionally considered insignificant.

Recent re-examinations have found that subsequent oxidation of isoprene oxidation

products in the atmosphere leads to less-volatile end products which may poten-

tially form SOA (Carlton et al., 2009). Given the overall global source strength of

isoprene it is thought that even a small contribution to SOA from multi-stage oxi-

dation products of isoprene, would result in substantial atmospheric SOA (Carlton

et al., 2009).

Derived from isoprene (also called a hemiterpene) are terpenes such as monoterpenes

(consisting 2 isoprene units with molecular formula C10H16), sesquiterpenes (consist-

ing of 3 isoprene units with molecular formula C15H24). Examples of monoterpenes

include α-pinene, β-pinene, Limonene, Myrcene, 2-Carene, 3-Carene - of which the

most important and extensively studied compound for atmospheric SOA formation

is α-pinene. Of particular importance is the high reactivity of terpenes towards O3,

unlike isoprene. Such ozonolysis of terpenes generate a local, non-photolytic source

of OH., which can further enhance the oxidation (Donahue et al., 2005). For exam-

ple the lifetimes (time taken by a BVOC to reduce to 1/e of its initial concentration)

of a monoterpene, α-pinene (4.6 h), a sesquiterpene, β-Caryophyllene (2 min) with

isoprene (1.3 day) in presence of ozone clearly indicates the atmospheric reactivity
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of terpenes (Atkinson and Arey, 2003).

In general there are two reaction mechanisms by which BVOCs get oxidised - addi-

tion to C=C and H-atom abstraction (Ehn et al., 2014; Ng et al., 2017). Unsaturated

BVOCs such as isoprene, monoterpenes and sesquiterpenes are particularly suscep-

tible to oxidation by attack at the C=C.

1.4.2 Anthropogenic VOC

Although biogenic VOCs are known to contribute the majority of global SOA, recent

studies have highlighted the importance of anthropogenic sources of SOA. Weber

et al. (2007) found SOA formation from biogenic VOCs is strongly linked with an-

thropogenic VOCs. Ding et al. (2012) showed anthropogenic VOCs to be the dom-

inant SOA precursor in highly industrialised regions. Volkamer et al. (2006) esti-

mated the global anthropogenic SOA to contribute one-third of the global SOA. In a

modelling study including biogenic and anthropogenic VOCs, Tsigaridis and Kanaki-

dou (2003) estimated annual production of anthropogenic SOA to vary between

0.05 to 2.62 Tg yr−1. Spracklen et al. (2011b) found the best model-observation

agreement between modelled and observed organic aerosol with a model simulation

producing 140 Tg yr−1 of SOA of which 100 Tg yr−1 is anthropogenic. Volkamer

et al. (2006) estimated anthropogenic VOCs to contribute between 3−25 Tg yr−1 of

SOA causing upto −0.1 W m−2 additional radiative cooling.

Of the anthropogenic VOCs aromatic compounds from vehicle emissions produce

the majority of atmospheric SOA (Odum et al., 1997). Aromatic VOCs may be

emitted from fuel combustion (gasoline, diesel engines) and evaporative emissions

(from solvent usage in printing, painting etc., gasoline spillage, evaporation during

vehicle refuelling). In a measurement study based in Seoul, Na et al. (2005) found
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aromatic VOC concentrations are higher in the winter with 58 % of the total aro-

matic VOC concentrations coming from vehicle exhaust. Adhesives and tobacco

smoke have been found to be major sources of indoor VOC emissions (Sack et al.,

1992; Baek and Jenkins, 2004). Gentner et al. (2012) quantified the SOA-production

potential of VOCs emitted from gasoline and diesel vehicles and found diesel can

be responsible for up to 90 % of vehicular-derived SOA (depending on regional fuel

use), with substantial contributions from aromatic and aliphatic hydrocarbons. In

a study investigating air samples from one urban, one suburban and two rural sites

in the Pearl River Delta region in China, Zhang et al. (2013) found solvent usage,

vehicle exhaust and biomass burning can account for about 89−94 % of observed

aromatic hydrocarbons and that biomass burning acts as an important source of

benzene particularly in rural areas. Hoyle et al. (2011) found anthropogenic VOCs

enhance SOA formation from naturally emitted VOCs.

A significant sink of atmospheric VOCs is oxidative processes that subsequently

lead to SOA production, as mentioned in Section 1.3.1. Thus quantifying VOC

emissions and understanding their oxidative pathways in the troposphere is impor-

tant to better constrain the budget of atmospheric SOA. Figure 1.3 taken from

Shrivastava et al. (2016) highlights the most important aspects of atmospheric SOA

that have been known to affect the Earth’s long-term climate through their effects

on cloud-aerosol interactions.
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Figure 1.3: Schematic from Shrivastava et al. (2016) showing processes that govern the
climatic impact of atmospheric secondary organic aerosol (SOA).

1.5 Challenges in modelling aerosol formation from

volatile organic compounds in the atmosphere

A comprehensive characterisation of atmospheric VOCs and hence their reaction

pathways and products has not been possible due to tens of thousands of VOCs

that have been measured and more that are yet to be detected (Goldstein and Gal-

bally, 2007). For those precursor gases that have been identified questions remain as

to the extent of their conversion to SOA, accurate characterisation of their emission

sources, their global distribution and the critical concentrations at which SOA for-

mation takes place. The picture is further complicated by the interaction between

precursor gases, chemistry with other gases, availability of oxidants, transport from

surrounding regions, topography and meteorological conditions all of which may im-

pact formation processes of SOA. Thus from a global modelling point of view, it is
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extremely challenging to simulate SOA formation from VOCs in different regions of

the globe and the atmosphere. There can be various sources of uncertainty in the

estimation of atmospheric SOA particles that may act as cloud droplets associated

with various intermediate processes (Figure 1.3). This thesis concerns two aspects

of simulating global SOA: (1) the total estimate of SOA produced from oxidation

products of VOCs in the atmosphere (2) the approach adopted to model the transfer

of gaseous phase molecules to the condensed phase (to produce new or grow existing

particles).

The uncertainty in model estimates of total global SOA production is substantial:

12−1820 Tg yr−1 (Kanakidou et al., 2005; Hallquist et al., 2009; Spracklen et al.,

2011b). Studies like Heald et al. (2005); Johnson et al. (2006) and Spracklen et al.

(2011b) show models significantly underestimate SOA production in different parts

of the atmosphere and different regions of the globe compared to measurements.

Bottom-up estimates (based on laboratory derived yields of SOA from VOCs) by

models result in up to 70 Tg yr−1 (Kanakidou et al., 2005). This underestimation of

modelled SOA (compared to the estimates from top-down approaches based on esti-

mating the eventual fate of all VOCs in the atmopshere) is thought to arise because

large-scale global models typically use yields derived from chamber experiments (for

example, 10 % in (Riipinen et al., 2011) and 13 % in (Mann et al., 2010) for biogenic

terpenes) to produce oxidised organic molecules in the gaseous phase which trans-

fer to the aerosol phase to produce particles (nucleation) or grow particles. These

yields are an underestimation of atmospheric yields as chamber experiments last for

shorter duration than that required for all oxidation products to reach their final

(less volatile) state and contribute to SOA (Goldstein and Galbally, 2007). Further

Zhang et al. (2014); La et al. (2016) estimate the chamber yields to be affected by

as much as a factor of 4 (Zhang et al., 2014) by the loss of organic vapours to the

chamber walls, imposing additional limitation to bottom-up SOA estimates.
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The second aspect of modelling SOA formation that this thesis concerns with is the

impact of the approach adopted to simulate the transfer of gaseous phase molecules

to the aerosol phase, contributing to the growth of aerosol particles and nucleation

of secondary aerosol particles. Typically models simulate SOA formation either

by assuming instant thermodynamic equilibrium between gaseous phase oxidised

VOCs and aerosol particles (Pankow, 1994) or by assuming kinetic condensation

(Mann et al., 2010). Adopting only the thermodynamic approach ignores the size-

dependency of kinetic condensation and favours the growth of large particles over

small ones. Adopting only the kinetic approach on the other hand neglects the

evaporation of molecules from the aerosol phase back to the gaseous phase (Riip-

inen et al., 2011). Scott et al. (2015) explored the effect of using the two different

gas-to-particle transfer approaches and estimated a 24 % reduction (−0.66 to −0.5

W m−2) of global mean aerosol indirect effect when the thermodynamic approach is

adopted, arising from a suppressed growth of small particles in the model.

Nucleation rates in large scale global models traditionally depend on sulphuric acid

only (Riipinen et al., 2011). In recent times several studies have brought forward the

importance of other molecules such as ammonia (Ball et al., 1999; Coffman et al.,

1995; Kirkby et al., 2011), amines (Murphy et al., 2007; Kurtén et al., 2008; Berndt

et al., 2010; Almeida et al., 2013) and ions (Raes et al., 1986; Lovejoy et al., 2004;

Sorokin and Arnold, 2007; Kirkby et al., 2016) in new particle formation. This has

motivated modelling studies to include nucleation mechanisms involving ammonia

(Dunne et al., 2016), or sulphuric acid and organic compounds (Scott et al., 2015;

Riccobono et al., 2014; Gordon et al., 2016). Riccobono et al. (2014) estimated a

10 % difference (−1.04 and −1.15 W m−2) between the first aerosol indirect forc-

ing estimated using two nucleation mechanisms both driven by sulphuric acid and

biogenic organic compounds. Riccobono et al. (2014) concluded considerable uncer-
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tainty in RF may be associated with the varying dependencies of different nucleation

schemes on the same participating vapours. Scott et al. (2015) showed the impact of

kinetic or mass-based approach on present-day cloud droplet number concentration

(which directly modulates the first aerosol indirect forcing) is much greater (21 %

for kinetic and 16.8 % for mass-based approach) when organic compounds partici-

pate in nucleation compared to when they do not (3.4 % for kinetic and 1.4 % for

mass-based approach).

Questions concerning atmospheric SOA raised in Kanakidou et al. (2005) persist

after a decade of extensive aerosol research, huge advances in instrumentation,

methodology and new discoveries. To reiterate some of them - "How important is

organic nucleation on a global scale? What are the mechanisms of SOA formation?

And how much SOA is formed in the atmosphere?" While new research continues

to be planned to understand the nuances of atmospheric chemistry, this thesis takes

a top down approach to constrain the modelled particle number concentration and

evaluate the climatic impact of atmospheric SOA-producing VOCs.

1.6 Thesis aims

This thesis has been funded by the Marie Curie Initial Training Network Fellow-

ship (CLOUD-TRAIN Grant no: 31662) of the European Commission’s Seventh

Framework Programme. The CLOUD consortium consists of a global network of

scientists from 17 institutes in 9 countries who work together to provide an advanced

level infra-structure, scientific equipments and expertise to perform systematic ex-

periments - with the aim to better understand atmospheric aerosols. The CLOUD

experiments are carried out in an unique chamber at CERN which is able to sim-

ulate and measure atmospheric particle formation and subsequent growth under

extremely controlled laboratory conditions (Kirkby et al., 2011). This PhD, based
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at the University of Leeds, aims to assess the atmospheric implications of the CERN

results on a global scale using a complex aerosol microphysics model developed at

Leeds (Mann et al., 2010).

As a CLOUD-TRAIN Early Stage Researcher, the candidate participated in 3

CLOUD campaigns at CERN (CLOUD 8 in October 2013, CLOUD 9 in 2014 and

CLOUD 10 in 2015) usually for 10−15 days. The CLOUD experiments are run

24 hours a day in three shifts. Before each campaign experiments are designed

with inputs from the entire consortium. During the campaign day-to-day experi-

mental plans are constantly revised based on results analysed on the day, technical

failures/errors and other practicalities. During the candidate’s stay at CERN, the

candidate along with one other scientist, was in charge of running the experiments

in the CLOUD chamber for about 8−12 shifts every campaign. The candidate took

part in daily scientific meetings held to analyse the previous 24-hours result, dis-

cuss their implications and draw up the next run-plan for the next 24 hours. The

candidate also took part in several post-campaign meetings and workshops with the

international collaborators such as the modelling meeting in Leeds (February 2014),

data-analysis meetings in Manchester, UK (March 2014) and Paul Scherrer Institute,

Switzerland (February 2015), summer schools held by the CLOUD-TRAIN network

at Hyytiala (August 2014) and at Portugal (June 2015) and the CLOUD-TRAIN

Final Conference in Konigsteiin Germany (June 2016).

The motivation for this thesis was the experimental results of the 8th CLOUD cam-

paign (2013) wherein it was discovered that biogenic vapours in the atmosphere

can nucleate (termed pure biogenic nucleation) and produce new aerosol particles

without contribution from any other vapour (Kirkby et al., 2016). This thesis starts

with implementation of pure biogenic nucleation (parameterisation based on CERN

CLOUD results) in GLOMAP-mode and goes on to improve the representation of
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SOA production from oxidised VOCs based on recent advances in the understanding

of atmospheric SOA-production processes.

In Chapter 2, the aerosol microphysics model (GLOMAP-mode) as used in this

thesis is described. Model developments made for each individual chapter are de-

scribed in the relevant chapter.

In Chapter 3, the atmospheric relevance of a new nucleation parameterisation based

on the CERN CLOUD experiment is assessed. The chapter investigates the effects

of pure biogenic nucleation on the number concentration of CCN-relevant sized par-

ticles in the present-day atmosphere and the pre-industrial atmosphere as well as the

indirect radiative effect due to the change in cloud droplet number concentrations.

Chapter 3 also gives an account of how much the model’s estimate of aerosol indirect

effect has changed due to various model developments (related to SOA production)

made in the study.

In Chapter 4, the existing SOA-production treatment in GLOMAP-mode is mod-

ified to include contributions from three classes of VOC with varying volatility:

extremely low volatility ELVOC that nucleates, low-volatility LVOC that grow par-

ticles by kinetic condensation and semi-volatile SVOC that grow particles by atmo-

spheric mass-based partitioning. The chapter investigates the effects of the modi-

fied SOA treatment on the number concentration of all particles in the present-day

atmosphere and the pre-industrial atmosphere, the number concentration of CCN-

relevant sized particles in the present-day atmosphere and the pre-industrial atmo-

sphere, the aerosol size distribution in the model, the model-observation agreement

in total particle number concentrations, the number concentration of cloud droplets

in the present-day atmosphere and the pre-industrial atmosphere and the indirect

radiative effect due to the change in cloud droplet number concentrations.
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In Chapter 5, a pre-defined uncertainty space, related to 6 SOA-producing oxidised

VOC parameters, is explored using a perturbed parameter ensemble of 60 model

simulations. The aim is to constrain the 6-D parameter space based on model-

observation agreement in particle number concentrations (N3, N50) and organic

aerosol mass concentrations (OA). The primary questions explored in this chapter

are:

• Atmospheric organic molecules from single or multi-stage oxidation reactions

of precursor VOCs (ox-VOCs) are known to span a large range of volatility.

From a global modelling perspective, which ox-VOC interactions are necessary

to simulate a realistic number concentration of particles along with the mass

concentration of SOA? Which SOA production pathways (from ox-VOCs) are

not crucial to account for?

• How do additional complexities in chemical pathways of particle formation

(which aim towards better model-observation agreement of particle number

concentration), affect the model estimate of atmospheric SOA mass?
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Chapter 2

A brief overview of GLOMAP-mode

This chapter gives a general overview of the global aerosol microphysics model

(GLMOAP-mode) used in Chapters 3, 4 and 5. Any model development made

as a part of the work for each chapter is described in the corresponding chapter.

GLOMAP-mode is described in detail in Mann et al. (2010) and has been used in

several studies such as Spracklen et al. (2010, 2011b); Lee et al. (2011, 2012, 2013,

2016); Schmidt et al. (2012); Browse et al. (2013); Carslaw et al. (2013); Scott et al.

(2014, 2015); Hamilton et al. (2014); Regayre et al. (2014, 2015); Dunne et al. (2016);

Gordon et al. (2016).

The GLObal Model of Aerosol Processes (GLOMAP), is a size-resolving global

aerosol microphysics model developed as an extension of the 3-D chemical trans-

port model (CTM) Toulouse Off-line Model of Chemistry And Transport (TOM-

CAT; Chipperfield, 2006). GLOMAP simulates aerosol microphysical processes viz.

emission of primary aerosols, formation of secondary aerosol, growth of aerosol by

condensation, coagulation and in-cloud processing and removal of aerosols by dry

deposition and wet deposition while TOMCAT calculates chemistry and transport.

For this thesis GLOMAP is run at a horizontal resolution of 2.8◦ (latitude and lon-

gitude) with 31 hybrid σ-p levels from surface to 10 hPa. The vertical resolution
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varies from 60 m in the boundary layer to 1 km in the higher troposphere.

Large-scale atmospheric transport, precipitation rates and ambient conditions in

TOMCAT are forced by meteorological fields from the European Centre of Medium-

range Weather Forecasts (ECMWF) analyses which are updated every 6 hours and

linearly interpolated to the model time step. TOMCAT advects tracers according

to the scheme described in Prather (1986) and calculates sub-grid scale moist con-

vection according to Tiedtke (1989). For in-cloud processing and aqueous phase

chemistry, low-cloud fraction in the model is specified from cloud top pressure and

cloud fractions derived by the International Satellite Cloud Climatology Project (IS-

CCP) for the year 2000 (Rossow and Schiffer, 1999).

The shape of the aerosol size distribution in the modal version of the model, GLOMAP-

mode, is parameterised as a series of modes that are assumed to be log-normal, each

covering defined regions of the particle radius range. The model (Mann et al.,

2010) follows the aerosol dynamics framework of M7/HAM scheme (Vignati et al.,

2004; Stier et al., 2005; Vignati et al., 2010) while representing aerosol processes

according to GLOMAP-bin (Spracklen et al., 2005a). The M7/HAM scheme al-

lows for the representation of aerosol size distribution in 7 modes which are: a

hydrophilic nucleation mode (geometric mean diameter of particles in nm, Dg <10),

hydrophilic and non-hydrophilic modes for each of Aitken (10<Dg<100 nm), accu-

mulation (100<Dg<1000 nm) and coarse (Dg>1000 nm or 1 µm) size ranges. For

work in this thesis all four hydrophilic modes and the non-hydrophilic Aitken mode

in GLOMAP-mode are considered. The geometric mean diameter (Dg) for each

mode is calculated online while the standard deviation for each mode is fixed and

the mode width pre-defined, to prevent indefinite growth of particles due to coagula-

tion or condensation processes. Dg for each mode varies with time as the aerosol size

distribution evolves following the micophysical processes in the model. When Dg
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exceeds the upper size limit for any mode, particle mass and number get transferred

to the next mode, referred to as mode-merging. The two prognostic quantities in

the model are the particle number concentration in each mode and the mass of each

component in each mode.

Each of the five aerosol modes is considered to be an internal mixture of two or

more of the following four components: sulphate (SU), sea salt (SS), elemental car-

bon (BC) and organic carbon components (OC) i.e, contribution of each of the

components in the aerosol particles within each mode cannot be separated out.

The source of each aerosol component and the atmospheric processes represented

in GLOMAP are detailed in Spracklen et al. (2005a,b); Mann et al. (2010) and are

briefly outlined below.

2.1 Gas phase

Gas phase species in GLOMAP includes 8 sulphur species (SO2, H2SO4, H2S, CS2,

COS, DMSO, DMS, MSA), a terpene tracer (MONOTER) and offline oxidant fields

of OH., O3, NO.
3. Monthly monoterpene emissions from the GEIA database (Guen-

ther et al., 1995) fed into MONOTER are used as a proxy for VOCs that are emitted

by vegetation and contribute to atmopsheric SOA. Biogenic VOC emissions are up-

dated for simulations used in Chapters 4 and 5, as described therein. The oxidant

fields used in this study (Monks et al., 2017; updated from Arnold et al., 2005

in Chapter 3) are 6-hourly monthly mean values calculated offline from a TOM-

CAT simulation and interpolated to the model chemical time step. Binary reactions

between MONOTER and the oxidants produce secondary organic compounds (re-

ferred to as SEC_ORG in the model) at a fixed yield of 13 % following Tunved

et al. (2006). Chapters 4 and 5 also include an additional source of biogenic VOC

from isoprene, fed into tracer ISOPU. Production of secondary organic aerosol from
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ISOPU is described in Chapter 4.

Of the 8 sulphur species, monthly phytoplankton emissions of DMS are calculated

every 6 h using sea-water DMS concentration fields of Kettle and Andreae (2000),

sea-air exchange parameterisation from Nightingale et al. (2000) and ECMWF wind

fields. Gas phase SO2 emissions are included from anthropogenic sources such as in-

dustrial, power-plant, domestic, shipping, road-transpor and off-road sources based

on Cofala et al. (2005). Natural SO2 sources include continuously (Andres and Kas-

gnoc, 1998) and explosively (Halmer et al., 2002) erupting volcanoes. SO2 from

biomass burning is also included based on Van Der Werf et al. (2003) and injected

at 6 altitude intervals between 0 to 6 km following Dentener et al. (2006). An-

thropogenic carbon disulphide, CS2 and carbonyl sulphide, COS, are represented by

a constant molar emission (0.3 and 0.08 % respectively) in proportion to anthro-

pogenic SO2 emission levels. Biogenic CS2 and COS are represented by a constant

molar emission at 1 % of the calculated DMS emission.

2.2 Aerosol Phase

2.2.1 Primary aerosol in GLOMAP

Following the AEROCOM recommendation (Dentener et al., 2006), 2.5 % of the

SO2 emission is assumed to be emitted as primary sulphate particles to represent

sub-grid scale nucleation of sulphate particles. 50 % of all sub-grid scale sulphate

is emitted into the accumulation mode (number mean diameter 150 nm and σ of

1.59). For shipping, power plants and industrial sources of SO2, the remaining 50

% is emitted into the coarse mode (number mean diameter of 1.5 µm and σ of

2.00). For transport, domestic, wildfire and volcanic sources of SO2, the remaining

50 % is emitted into the Aitken mode (number mean diameter 60 nm and σ of 1.59).
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Annual mean emissions of carbonaceous aerosols (BC and OC) for 2000 are taken

from biofuel and fossil fuel sources following Bond et al. (2004). Monthly emissions

from biomass burning sources are represented in the model for the year 2000 ac-

cording to the Global Fire Emissions Database (GFEDv1) inventory (Van Der Werf

et al., 2003). For simulations used in Chapters 4 and 5, the anthropogenic emissions

of SO2, BC and OC are specified using the MACCity emissions inventory (Lamarque

et al., 2010; Granier et al., 2011) for the year 2008. In Chapters 4 and 5, anthro-

pogenic VOCs for 2008 are represented using spatially correlated CO emissions -

also taken from the MACCity inventory.

Primary carbonaceous particles are emitted in the model assuming distribution char-

acteristics described in Stier et al. (2005). Particles from biomass burning and biofuel

emissions are emitted, with number median diameter 150 nm and modal width 1.59,

into the accumulation mode. Particles from fossil fuel emissions are emitted, with

number median diameter 60 nm and modal width 1.59, into the Aitken mode. Fossil

fuel and biofuel emissions are injected into grid boxes below 100 m and emissions

from biomass burning are injected into grid boxes between the surface and 6 km (de-

pending on the type of vegetation that is burning) following Dentener et al. (2006).

Bin-resolved sea-salt emissions are calculated using a sea-spray source function from

Gong (2003) which produces emissions at particle sizes between 0.07 µm to 20 µm.

Emitted bins of sea-spray particles are added to the accumulation or coarse mode

depending on whether particle dry diameter is less or more than 1 µm.
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2.2.2 Secondary aerosol source: nucleation

Gas to particle conversion in the atmosphere produces particles in the atmosphere,

also known as nucleation or new particle formation. Nucleation starts with a few

molecules colliding and sticking together leading to stable clusters of 1−2 nm in

diameter. Once formed these clusters may grow to CCN relevant sizes. Nucleation

is known to occur throughout the atmosphere, although understanding of mecha-

nisms that drive nucleation remain incomplete (Kulmala et al., 2004). Two separate

schemes control cluster formation in GLOMAP - one dominating particle production

in the boundary layer and the other in the free troposphere.

For the free troposphere, the binary homogeneous nucleation of sulphuric acid is

used throughout this thesis (Kulmala et al., 1998). This nucleation mechanism has

been established to reproduce observed particle concentration in the upper tropo-

sphere in GLOMAP (Spracklen et al., 2005a). The nucleation rate (JBHN in cm−3

s−1) is calculated using,

JBHN = exp

{
Alog

(
[H2SO4]

[H2SO4]crit

)
+Bχal + C

}
(2.1)

where [H2SO4]crit is the gaseous phase concentration of sulphuric acid above which

nucleation will occur, χal is the mole fraction of sulphuric acid in the critical nucleus

and A,B,C are temperature dependent coefficients from Kulmala et al. (1998).

Nucleation in the boundary layer has been observed to occur at higher rates than

predicted by the BHN mechanism described above (Weber et al., 1996; Clarke et al.,

1998; Kulmala et al., 2000) and has been shown to contribute substantially to total

particle concentrations (Spracklen et al., 2006; Merikanto et al., 2009; Pierce and

Adams, 2009). Consequently several laboratory and experimental studies, including

the CERN CLOUD experiment, have sought to identify nucleating molecules in the
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atmosphere (Coffman et al., 1995; Almeida et al., 2013; Kirkby et al., 2011, 2016)

and parameterise nucleation mechanisms (Napari et al., 2002; Metzger et al., 2010;

Riccobono et al., 2014; Dunne et al., 2016; Gordon et al., 2016).

Several nucleation mechanisms involving sulphuric acid, ammonia and organic com-

pounds have been examined in GLOMAP to reproduce observed particle forma-

tion rates in the boundary layer (Spracklen et al., 2006, 2008; Laakso et al., 2013;

Scott et al., 2014; Riccobono et al., 2014; Dunne et al., 2016; Gordon et al., 2016).

Throughout this thesis, boundary layer nucleation is represented by two mechanisms

to represent sulphuric acid-dependent and sulphuric acid-independent nucleation of

atmospheric organic molecules.

1. Sulphuric acid-dependent mechanism:

Formation rate (J in cm−3 s−1) of 1.7 nm particles from sulphuric acid and

BioOxOrg nucleation, where BioOxOrg represents oxidation product of pinan-

diol (a first generation oxidation product of α-pinene) and OH.. BioOxOrg is

produced in GLOMAP using the MONOTER tracer and reaction rate con-

stants of α-pinene and OH. (Riccobono et al., 2014).

J = km[H2SO4]
2[BioOxOrg] (2.2)

where km = 3.27× 10−21s−1

2. Sulphuric acid-independent mechanism:

The latest nucleation mechanism is based on the experimental findings of the

CERN CLOUD experiment (the CLOUD8 campaign in 2013) which show

that certain organic compounds in the atmosphere can initiate nucleation in

absence of sulphuric acid. This mechanism is implemented in GLOMAP as a

part of this thesis and is described in Chapter 3.
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A more detailed description of the nucleation mechanism used in this thesis is given

in Chapter 3, where the sulphuric acid-independent mechanism is implemented in

GLOMAP-mode.

Survival of freshly formed clusters is a critical step in determining the number con-

centration of CCN-relevant particles. For such small clusters, the Kelvin effect1 acts

as a significant destabilising factor. Additionally small clusters are preferentially

scavenged by some aerosol removal mechanisms. Therefore in GLOMAP, the effec-

tive rate of nucleation is used to calculate the appearance rate (Japp in cm−3 s−1)

of 3 nm sized particles (which are then added to the nucleation mode) taking into

account the loss of some nucleated clusters following Kerminen and Kulmala (2002).

Japp = Jcritexp

(
0.23

CS ′

GR

(
1

Dapp

− 1

Dcrit

))
(2.3)

where Jcrit is the cluster formation rate in cm−3 s−1 and Dcrit the diameter of the

critical cluster which is taken to be 1.7 nm throughout the thesis, Dapp is the diame-

ter of the measured particle i.e. 3 nm. CS ′ is the reduced condensation sink in m−2

and GR is the constant growth rate of particles from 1.7 to 3 nm in nm hr−1. The

reduced condensation sink, CS ′, is calculated by integrating over all aerosol modes

according to Kulmala et al. (2001). In the molecular regime CS ′ is effectively pro-

portional to the surface area of the particle. GR in GLOMAP traditionally takes

into account growth by condensation of sulphuric acid. In this thesis GR is pro-

portional to the gaseous phase concentrations of sulphuric acid as well as organic

compounds i.e. organic compounds participate in the growth of sub-3 nm particles.

Throughout this thesis POA from primary emissions and SOA from gaseous phase
1Greater the curvature i.e. smaller the size of a droplet, easier for the molecules to escape from

the droplet. This is knows as curvature effect or Kelvin effect.
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organic compounds are treated together and given identical properties within the

‘OC’ component in GLOMAP-mode. The OC component is assumed to exist in all

particles as POM or OA with a mass of 1.4 × OC (Dentener et al., 2006). The

OA/OC mass ratio can range from 1.3 to 2.6 (Philip et al., 2014; Tsigaridis et al.,

2014) and is known to vary seasonally and regionally (Simon et al., 2011; Philip

et al., 2014). However global models commonly use a global mean value for the

OA/OC ratio, traditionally with a value of 1.4 (Grosjean and Friedlander, 1975;

White and Roberts, 1977; Aiken et al., 2008; Appel et al., 2008; Pye and Seinfeld,

2010; Reddington et al., 2016). Throughout this thesis the same convention (i.e. a

SOA/OC mass ratio of 1.4) is adopted for consistency with immediately preceeding

GLOMAP-mode studies on atmospheric nucleation (Riccobono et al., 2014; Scott

et al., 2014, 2015).

2.2.3 Condensation

Particle growth by condensation is simulated in GLOMAP-mode by allowing gaseous

H2SO4 and organic compounds (SEC_ORG) to condense onto existing particles.

The condensable gases condense according to existing particle surface area in each

mode (Mann et al., 2010). The process of condensation as simulated in GLOMAP-

mode is described in detail in Chapter 4 where the gaseous phase condensable organic

vapours are classified according to their volatility and an additional approach to add

gaseous phase organic compounds to the aerosol phase is explored.

2.2.4 Coagulation

In GLOMAP after every 3 mins freshly formed 3 nm particles are added to the

nucleation mode which may then either grow due to condensation as described above

or get scavenged by a larger particle via intra or inter-modal coagulation. Due to

their higher mobility and higher diffusion coefficients smaller particles have a greater
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tendency to coagulate compared to larger particles. Coagulation therefore favours

the survival of the larger particles. For every aerosol mode, GLOMAP-mode allows

for coagulation between particles within the same mode (intra-modal coagulation)

as well as with particles in all the larger modes (inter-modal coagulation).

2.2.5 In-Cloud Processing

In-cloud processing refers to the growth of activated aerosol particles inside non-

precipitating clouds by uptake of and reaction with soluble gases. A fixed activation

dry radius of 50 nm corresponding to 0.2 % supersaturation is used globally to indi-

cate the smallest size of aerosol that can be activated to cloud droplets. In GLOMAP

the fraction of particle mass and the number of particles with radius greater than

activation radius in the soluble Aitken mode are transferred to the soluble accumula-

tion mode. In grid boxes that contain ISCCP derived low level clouds, SO2 dissolves

in cloud droplets and gets oxidised to increase the size and mass of sulphate aerosol

in the clouds. This additional sulphate mass is then partitioned between the soluble

accumulation and coarse modes based on the fractional contribution of each of the

modes to the total activated particle number concentration. In-cloud processing is

a more efficient growth process for aerosols than condensation or coagulation and

defines the minimum in particle size distribution between Aitken and accumulation

modes.

2.2.6 Ageing

Ageing converts non-hydrophilic aerosol particle (for example, freshly emitted BC)

to hydrophilic. Ageing occurs by condensation of sulphuric acid and secondary

organic compounds on insoluble particles and by accumulation of soluble particles

due to inter-modal coagulation between an insoluble and a smaller soluble mode. At

every time step the total flux of soluble material is calculated based on condensation
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and coagulation routines. Once sufficient soluble matter has been accumulated

(corresponding to 10 monolayers of soluble material) a fraction of particles from

the insoluble mode is transferred to the corresponding soluble mode.

2.2.7 Hygroscopic growth

Particles in each mode grow by uptake of water (Zdanovskii, 1948; Stokes and Robin-

son, 1966) using data from Jacobson et al. (1996). Any POM present in the non-

hydrophilic Aitken mode is primary and assumed to be non-hygroscopic. POM in

the 4 soluble modes are either secondary or aged primary particles and are assigned

a moderate hygroscopicity Mann et al. (2010).

2.2.8 Aerosol removal processes in GLOMAP

Mechanisms that remove aerosols in GLOMAP-mode are dry deposition, sedimen-

tation, nucleation scavenging and impact scavenging. Dry deposition accounts for

gravitational settling, Brownian motion, impaction interception, particle rebound

and predominantly removes particles smaller than 50 nm. Processes represented

under wet deposition are nucleation scavenging and impact scavenging. GLOMAP-

mode treats nucleation scavenging (i.e. formation of a droplet around an aerosol

nucleus) of in-cloud activated aerosol in grid boxes that are, according to ECMWF

reanalyses, precipitating. Impaction scavenging is the process by which aerosols are

collected by falling rain drops and is a fairly minor deposition process.

2.2.9 Sequence of operations in GLOMAP

In GLOMAP the change in aerosol mass and number concentrations with time - as a

result of advective transport, gaseous phase chemistry and microphysical processes

- is governed by a set of non-linear, coupled partial differential equations (PDEs)

which are solved by the operator splitting method. This method, apart from being
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computationally feasible, allows the breaking down of the PDEs into smaller sub-

problems representing each process, solving for each in separate time steps and then

bringing together the changes resulting from each of the separate calculations. Accu-

racy of the operator split method depends on the length of timestep used (Spracklen

et al., 2005a). Figure 2.1 taken from Spracklen et al. (2005a) describes the sequence

of microphysical operations in GLOMAP and the length of each timestep.

Large-scale advection, sub grid scale transport are performed by TOMCAT with

a dynamical time-step of 1800 seconds. Each advection time step is divided into two

sub-steps when emissions and chemistry are solved (NCTS). Each NCTS is further

divided into two sub steps when aerosol microphysics (nucleation, condensation, co-

agulation) is solved (NMTS). To best capture the competition between nucleation

and condensation processes NMTS is further split into five steps, NNTS, each of 90

seconds when the model alternates between a short step of nucleation (45 seconds)

followed by condensation (45 seconds). Thus particles are produced and grown in the

model by condensation within the NMTS sub step where they compete for gaseous

phase condensables.
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Figure 2.1: Flowchart from Spracklen et al. (2005a) showing sequence of processes in
GLOMAP.
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Chapter 3

Climate impact of pure biogenic

nucleation in the atmosphere

3.1 Introduction

Accurate estimation of the top of the atmosphere first aerosol indirect forcing (AIF)

due to anthropogenic aerosols depends largely upon accurate estimation of the num-

ber concentrations of aerosol particles in global models which can act as seeds for

cloud formation both in pre-industrial and present-day atmosphere. The number

concentrations of cloud condensation nuclei (CCN) simulated by a global model is

determined by a number of factors (Merikanto et al., 2009; Pierce and Adams, 2009;

Wang and Penner, 2009; Gordon et al., 2017) including primary emissions and the

representation of new particle formation or nucleation in the model. Evidence of new

particle formation in the atmosphere is abundant including observations made in the

upper troposphere (Lee et al., 2003; Lovejoy et al., 2004), in continental boundary

layer (Birmili and Wiedensohler, 2000; Boy and Kulmala, 2002; Kulmala, 2003),

in marine boundary layer (Hoppel et al., 1994), in coastal regions (O’Dowd et al.,

1999), in forests (Mäkelä et al., 1997; Vehkamäki et al., 2004), in remote regions

(Weber et al., 1996) and in polluted regions (Woo et al., 2001; Mönkkönen et al.,
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2005), to name a few. Nucleation accounts for almost half of the global low-level

CCN (calculated at 0.2 % supersaturation; Merikanto et al., 2009; Gordon et al.,

2017). Spracklen et al. (2006) showed boundary layer nucleation is an important

contributor to total particle number concentrations (N3) increasing N3 by a factor of

2 (in polluted regions) to a factor of 8 (in relatively clean remote regions). Spracklen

et al. (2006) suggested that nucleation is the dominant source of particles in remote

continental regions. Spracklen et al. (2008) showed boundary layer nucleation (BLN)

increases global CCN (calculated at 0.2 % supersaturation) concentrations by 3−20

% and global CCN (calculated at 1 % supersaturation) concentrations by 5−50 %.

Wang and Penner (2009) showed including BLN in a global aerosol model increases

global mean CCN concentrations by 31.4 % without primary sulphate particle emis-

sion and by 5.3 % with primary sulphate particle emission. Wang and Penner (2009)

showed estimated AIF vary from −1.22 to −2.03 W m−2 due to various treatments

of nucleation in the model, emphasizing the need for better representation of nucle-

ation in global aerosol models.

It is likely that different nucleation mechanisms involving different precursor molecules

are at play at different parts of the globe or at different altitudes, depending on the

relative abundance of these precursor molecules. Atmospheric observations (Kul-

mala et al., 2004; McMurry et al., 2005) and laboratory studies (Benson et al.,

2008; Berndt et al., 2005; Sipilä et al., 2010; Young et al., 2008) have identified a

few such precursor molecules and possible chemical pathways that lead to particle

formation. The primary vapour essential for atmospheric nucleation is established

to be sulphuric acid produced from oxidation of SO2 (Weber et al., 1996; Kulmala

et al., 1998; Sipilä et al., 2010). Later studies identified the roles of amines (Kurtén

et al., 2008; Almeida et al., 2013), ammonia (Napari et al., 2002; Benson et al.,

2009; Berndt et al., 2010), organic compounds (Zhang et al., 2004) and ions (Laakso

et al., 2002) - all of which enhance nucleation rates through stabilisation of the
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sulphuric acid cluster. While the importance of organic compounds in nucleation

has been established by several studies (Zhang et al., 2004; Leck and Bigg, 2010;

Riccobono et al., 2014), given the large number of organic compounds found in the

atmosphere and their varying physical and chemical properties, there are still huge

gaps in understanding how they take part in aerosol formation or at what stage of

aerosol growth do they contribute to (Riipinen et al., 2012). Consequently the rep-

resentation of nucleation processes in global models and the simulated atmospheric

particle number concentrations are, to date, largely impacted by the incompleteness

of the existing knowledge on the mechanisms of particle formation in the atmosphere.

One of the challenges in understanding and quantifying the effects of atmospheric

nucleation from organic compounds is identifying the relevant precursor molecules

from a wide range of plausible trace gases found in the atmosphere. Key determi-

nants of a species’ role in nucleation (regardless of whether the species is emitted

from biogenic or anthropogenic sources into the atmosphere) are their saturation

vapour pressure and chemical reactivity in the gaseous phase. Typically the precur-

sor molecules are biogenic (Kanakidou et al., 2005). After being emitted into the

atmosphere the precursor molecules are oxidised by common atmospheric oxidants

such as OH., NO.
3 and O3 to yield products of lower saturation vapour pressure.

How saturation vapour pressure of gaseous phase species affects aerosol formation is

discussed in detail in Chapter 4. Here it suffices to know that oxidation reactions of

precursor gases typically produce molecules with a lower saturation vapour pressure

than the reactants. A lower saturation vapour pressure favours the transfer from

gaseous to the aerosol phase - making the oxidation products more capable of aerosol

formation (than the reactant precursor molecules).

Model estimated particle number concentration is sensitive not only to the imple-

mentation of nucleation but also the choice of nucleation mechanism (Makkonen
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et al., 2008). As a result several nucleation mechanisms have been implemented in

global aerosol models reflecting the advances in the understanding of atmospheric

nucleation (see Chapter 2 for a list of nucleation mechanisms implementd and used

in GLOMAP-mode). The most widely used nucleation mechanism is the binary ho-

mogeneous water-sulphuric acid nucleation mechanism proposed by Kulmala et al.

(1998). In GLOMAP this mechanism produces reasonable particle number concen-

tration in the free troposphere (Spracklen et al., 2005a) but fails to simulate sufficient

particles in the boundary layer (Merikanto et al., 2009). A second nucleation scheme

involving the same molecules - water and sulphuric acid - uses an empirically derived

mechanism for the activation of clusters containing one sulphuric acid molecule in

the boundary layer (Kulmala et al., 2006). The activation nucleation mechanism

of Kulmala et al. (2006) is based on the assumption that a single sulphuric acid

molecule activates pre-existing clusters and therefore the nucleation rate is linearly

dependent on atmospheric sulphuric acid concentration. A third mechanism, the

kinetic nucleation mechanism (McMurry and Friedlander, 1979), is based on the as-

sumption of a ‘barrierless’ nucleation that occurs when two sulphuric acid molecules

collide with each other. In the kinetic mechanism the nucleation rate is proportional

to the square of sulphuric acid concentration and the nucleation rate constant takes

into account the collision frequency and the probability of the two sulphuric acid

molecules sticking together after collision.

With increasing evidence of the involvement of vapours other than sulphuric acid in

atmospheric nucleation (Weber et al., 1997; Birmili et al., 2003; Boy et al., 2005),

large emissions of potentially nucleating organic vapours (Kesselmeier and Staudt,

1999; Rinne et al., 2009) and evidence of a large contribution of secondary pro-

cesses to the organic aerosol load (Hallquist et al., 2009; Jimenez et al., 2009),

Paasonen et al. (2010) suggested a nucleation parameterisation including sulphuric

acid and low volatile organic compounds. Metzger et al. (2010) formulated a pa-
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rameterisation based on smog chamber experiments involving oxidation products of

an anthropogenic precursor of secondary organic aerosol (SOA). Riccobono et al.

(2014) formulated a nucleation mechanism based on oxidation of pinanediol, a first-

generation oxidation product of α-pinene, by OH. in the CLOUD chamber. Im-

plementing the nucleation scheme of Riccobono et al. (2014) in GLOMAP-mode

significantly improved the seasonal cycle of monthly mean total particle number co-

nentrations at ground-level simulated at 19 locations. Scott et al. (2015) reported,

including nucleation of secondary organic compounds in GLOAMP-mode (bound-

ary layer nucleation as in Metzger et al., 2010) increased estimated radiative effect

in the present-day by 0.59 W m−2 (from −0.07 W m−2 estimated with activation

scheme to −0.66 W m−2 estimated with organically mediated nucleation scheme).

This chapter is motivated from the experimental findings of Kirkby et al. (2016)

that show for the first time that nucleation can occur in absence of sulphuric acid.

Kirkby et al. (2016) finds that volatile organic compounds emitted from biogenic

sources can initiate and sustain particle formation in absence of sulphuric acid in

a chamber experiment based on ozonolysis of α-pinene. Until Kirkby et al. (2016)

it was generally accepted that nucleation requires the presence of sulphuric acid

(Kuang et al., 2008; Pierce et al., 2012; Kulmala et al., 2013). This means in the

pre-industrial atmosphere when SO2 emissions were much lower than present-day,

nucleation still provided CCN particles in the atmosphere. The aim of this chap-

ter is to implement a new nucleation mechanism based on the experimental results

of Kirkby et al. (2016) in GLOMAP-mode and assess its implications on the first

indirect aerosol radiative forcing.
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3.2 Pure biogenic nucleation mechanism

3.2.1 Experimental set up

The findings of Kirkby et al. (2016) are based on the CLOUD (Cosmics Leaving

OUtdoor Droplets) chamber experiment at CERN. The experiments are conducted

in a 26.1 m3 electro-polished stainless steel chamber, 3 m in diameter, under carefully

monitored experimental conditions. The chamber is ultra-clean at technologically

possible limits with very stable temperature control and has a large array of state-

of-the-art instruments from international partner institutions, which continuously

sample and analyse the contents of the chamber.

Figure 3.1: A schematic describing the chamber for the CLOUD Experiment at CERN
(left) and the real stainless steel chamber used by the CLOUD Experiment at CERN
(right).

For pure biogenic nucleation experiments during the 8th CLOUD campaign in

2013, the chamber was set at relative humidity of 38 % and temperature of 278 K,

contaminants levels were below the detection limit for SO2 (<15 pptv) and H2SO4

(<5×104 cm−3) and the total concentration of organic compounds (largely compris-
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ing high volatility compounds) were below 150 pptv. A detailed description of the

instruments used and experimental conditions can be found in Kirkby et al. (2016).

Nucleation rates (in cm−3s−1) were measured under 3 conditions:

1. Neutral condition i.e. conducting the experiment in an ion free condition using

an electric clearing field of ±30 kV. Under this condition all ions are swept

out of the chamber in about 1 second, suppressing all effects of ions on the

measured nucleation rate.

2. Ground level or GCR condition when equilibrium ion pair concentrations in the

chamber are around 700 cm−3 corresponding to atmospheric ion concentrations

at surface-level.

3. A π+ beam condition in which ion pair concentrations is increased up to 3000

cm−3 corresponding to upper (around 15 km altitude) atmospheric ion con-

centrations. The π+ beam condition is achieved by using a adjustable particle

beam from the CERN Proton Synchrotron.

For each experiment the concentration of α-pinene was within the range 0.1−2

ppbv and O3 within the range 20−40 ppbv. Within minutes of coming in contact

with ozone, α-pinene got oxidised to form extremely low volatility organic com-

pounds. These compounds are referred to as highly oxygenated molecules or HOMs

in Kirkby et al. (2016). The chemical ionization atmospheric pressure interface

time-of-flight (CI-APi-TOF) mass spectrometers detected HOMs to be mixture of

(a) C8−10H14,16O6−12 species with an oxygen to carbon ratio (O:C) above about

0.6, also called HOM monomers, (b) HOM dimers which are two covalently bound

monomers and (c) organic peroxy radicals (RO.
2) formed in the initial stages of al-

phapinene oxidation. Molar yield of HOM from ozonolysis of α-pinene was measured

to be 1.2 % per hydroxyl radical (OH.) reaction with α-pinene, 3.2 % per ozone re-

action with α-pinene and 2.9 % from pure ozonolysis, the uncertainty in HOM yields
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being +80 %/−45 %. Shortly after their formation, HOMs were found to nucleate

to produce particles.

Figure 3.2 (from Kirkby et al., 2016) shows CLOUD nucleation rates against sul-

phuric acid concentrations at varying concentrations of HOM. The shapes of symbols

reflect the ion concentration during the experiment, the colors of symbols reflect the

HOM concentration during the experiment and the shaded grey dots correspond

to observations of nucleation rate made in the atmospheric boundary layer (Kuang

et al., 2008; Paasonen et al., 2010; Kulmala et al., 2013).
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Figure 3.2: Experimental and observed nucleation rates (J1.7) against sulphuric acid
concentrations from Kirkby et al. (2016). The observed nucleation rates are shown as gray
dots. CLOUD measured nucleation rates are shown using diamonds, triangles and circle
symbols indicative of the concentration of ions during each experiment. Colours in symbols
indicate the HOM concentrations for each experiment.

The figure shows two distinct regimes when the experiments produce atmospher-

ically relevant nucleation rates.

• At [H2SO4] <106 cm−3, experimentally observed nucleation rates are indepen-

dent of [H2SO4] and show a strong dependence on [HOM]. It is in this regime,

only to be found in very pristine regions in the present-day, that pure biogenic

nucleation can explain particle formation rates.

• When [H2SO4] >106 cm−3, dependence of nucleation rate on [HOM] decreases
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and sulphuric acid and other vapours are required to explain observed nucle-

ation rates.

Tröstl et al. (2016) found HOMs comprise of compounds with a wide range of

volatility and classified HOMs into extremely low volatility (ELVOC), low volatil-

ity (LVOC) and semi-volatile (SVOC) organic compounds - of which only ELVOC

contributes to nucleation. This implies the yield of ELVOC should be less than

that measured for HOMs in Kirkby et al. (2016). Tröstl et al. (2016) and Gor-

don et al. (2016) combined the pure ozonolysis yield of 2.9 % from O3 with 1.2 %

yield from OH. (Kirkby et al., 2016) to represent ELVOC in GLOMAP-mode. In

this chapter and throughout this thesis, the HOM yields as given in Kirkby et al.

(2016) are used to produce ELVOC in the model (i.e. 3.2 % from O3 and 1.2 %

yield from OH.). The slightly higher yield for α-pinene and O3 reaction, than that

used in Tröstl et al. (2016) or Gordon et al. (2016), lie well within the uncertainty

range (+80 %/−45 %) of ELVOC concentrations specified in Tröstl et al. (2016).

Further, Jokinen et al. (2015) estimated ELVOC yields from α-pinene ozonolysis to

be 3.4±1.7 % which is higher than the yields of HOM estimated by Kirkby et al.

(2016). Jokinen et al. (2015) also reported efficient production of ELVOC from en-

docyclic monoterpene other than α-pinene, limonene and small amounts of ELVOC

production from exocyclic monoterpenes such as β-pinene, myrcene and isoprene -

which when quantified is likely to add to the ELVOC yield used in this thesis. The

yields of nucleating-HOMs (or ELVOCs) and the nucleation mechanism remain the

same throughout this thesis.

3.2.2 Nucleation rate parameterisation

Nucleation rates at 1.7 nm is determined by fitting time-dependent particle number

concentrations measured by particle size magnifier (PSM1.8) and condensation par-

ticle counter (CPC2.5) within a simplified numerical model, AEROCLOUD, which
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treats nucleation and growth of particles at a molecular level. AEROCLOUD and

the parameterisation used for pure biogenic nucleation were developed by João

Almeida (CERN). AEROCLOUD uses ELVOC monomer, dimer and H2SO4 pro-

duction rates derived from CI-APi-TOF experimental data. As ELVOC clusters

have been found to be unstable (Kirkby et al., 2016), 1.7 nm is thought to be a

reasonable approximation of the critical cluster size when growth rates equal evap-

oration rates. A cluster reaching the 1.7 nm size threshold is therefore considered

to be thermodynamically stable growing at kinetic limit. The 1.7 nm size cluster is

equivalent to roughly 5 ELVOC monomer units.

In AEROCLOUD clusters are formed due to kinetic collision between gaseous molecules.

Once formed the model does not allow clusters to evaporate. Instead, to account

for the loss of small unstable clusters through evaporation, the model uses a re-

duced clustering probability upon collision. Particle growth rate between PSM1.8

and CPC2.5 is treated as kinetically limited growth by molecular coagulation and

condensation of ELVOC and H2SO4 vapours. Particles grow through size bins that

are linearly spaced for small sizes and logarithmically spaced from 2 to 400 nm. The

time for clustering is set to be between 0.9−10 seconds while time step for all other

processes (such as update of gas concentrations, high-voltage clearing field changes,

fan changes and particle losses due to dilution of the chamber and diffusion to walls)

is set to be 10 seconds.

To determine the nucleation rates, five free parameters of the model are fitted to

the experimental particle concentrations in the PSM1.8 and CPC2.5 versus time.

(Equations 3.1 and 3.2). The model successfully reproduces the time development of

the particle number concentrations in both counters throughout all of the nucleation

events in the data set. After fitting the data with the model, the nucleation rate

J1.7 is determined as the number of particles that grow to a mobility diameter of 1.7
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nm or larger in any time step divided by the time increment. A full description of

AEROCLOUD can be found in Kirkby et al. (2016).

The neutral (Jn,1.7,PB) and ion-induced (Jiin,1.7,PB) pure biogenic nucleation rates

are parametrised as

Jn,1.7,PB = a1[ELV OC](a2+a5)/[ELV OC] (3.1)

Jiin,1.7,PB = 2[n±]a3[ELV OC](a4+a5)/[ELV OC] (3.2)

where n± denotes ion concentration, a denotes free parameters such that a1 =

0.04001, a2 = 1.848, a3 = 0.001366, a4 = 1.566, and a5 = 0.1863, with [ELVOC]

expressed in units of 107 molecules cm−3. The terms a1−4 describe simple power

laws, while the term a5 accounts for the steepening of the nucleation rate at low

ELVOC concentrations. All organic nucleation rates are assumed to be independent

of temperature.

3.2.3 Model set up

GLOMAP-mode as used in this study has been described in detail in Chapter 2.

The modifications made to the model for this work, besides implementation of the

pure biogenic nucleation mechanism, are:

1. All particles are allowed to grow by irreversible condensation of H2SO4 and

(assumed non-volatile) gaseous phase secondary organic compounds (derived

from oxidation of monoterpene at 13 % fixed yield) - unlike previous model

versions where particles smaller than 3 nm grow by condensation of sulphuric

acid only. This was implemented in the model by Kirsty Pringle (School of

Earth and Environment, University of Leeds). Tests for the implementation

were carried out by the candidate.
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2. Prescribed oxidant concentrations (OH., NO.
3, O3) for the present-day and

pre-industrial atmospheric conditions were updated to reflect advances in mod-

elling atmospheric chemistry in the host CTM, TOMCAT. The new oxidant

fields were provided by Nigel Richards (School of Earth and Environment,

University of Leeds). Implementation of the new oxidant fields in the model

and subsequent tests were carried out by the candidate.

For simulations performed in this chapter, nucleation in GLOMAP is represented

using either the first two or all three of the following mechanisms:

1. Binary homogeneous nucleation of sulphuric acid and water according to Kul-

mala et al. (1998).

2. Ternary biogenic nucleation of H2SO4−BioOxOrg according to Riccobono et al.

(2014) - representing the [H2SO4]>106 cm−3 regime in Figure 3.2.

3. Binary nucleation of ELVOC and water or pure biogenic nucleation, as im-

plemented in this study according to Kirkby et al. (2016) - representing the

[H2SO4]<106 cm−3 regime in Figure 3.2.

All three nucleation mechanisms are allowed to occur at every altitude although

mechanism 1 produces more particles in the free troposphere while mechanisms 2

and 3 produce more particles in the boundary layer. BioOxOrg in mechanism 2

and ELVOC in mechanism 3 are both oxidised organic compounds participating in

nucleation but the former refers to the parameterised oxidation products derived

from pinanediol, a first-generation oxidation product of α-pinene, its concentration

being

[BioOxOrg] =
kMT∗OH. [MT ][OH .]

CS
(3.3)

where

k(MT∗OH.) = 1.2× 10−11exp(444/T ) (3.4)
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in units of cm3 molecule−1 s−1 (Atkinson et al., 2006) and CS represents the con-

densation sink in s−1 calculated from the reduced condensation sink and vapour

diffusion coefficient (full description can be found in Kerminen and Kulmala, 2002;

Spracklen et al., 2006).

The nucleation rate of mechanism 2 involving BioOxOrg is calculated as

J1.7,BioOxOrg = k1[H2SO4]
2[BioOxOrg] (3.5)

The parameterisation to calculate nucleation rate for mechanism 3 involving ELVOCs

has been described in Section 3.2.2 (Equations 3.1 and 3.2). Concentrations of

ELVOC (that take part in pure biogenic nucleation) are derived from oxidation of

monotepene by O3 and OH. and is given by

[ELV OC] =
YELV OC∗O3kMT∗O3 [MT ][O3] + YELV OC∗OH.kMT∗OH. [MT ][OH ]

CS
(3.6)

where k(MT∗O3) = 1.01 × 10−15exp(−732/T ) cm3molecule−1s−1, k(MT∗OH.) = 1.2 ×

10−11exp(444/T ) cm3molecule−1s−1, YELV OC∗O3 = 3.3 % , YELV OC∗OH. = 1.2 %.

Nucleation rates given by Equations 3.1, 3.2 and 3.5 determine the formation of

clusters of 1.7 nm diameter i.e. J1.7 = Jn,1.7,PB + Jiin,1.7,PB + J1.7,BioOxOrg. The

growth of 1.7 nm clusters up to 3 nm sizes in the model is determined using the

equation of Kerminen and Kulmala (2002) which takes into account the losses during

initial growth of clusters.

Japp = Jcritexp

(
0.23

CS ′

GR

(
1

Dapp

− 1

Dcrit

))
(3.7)

where Jcrit is the cluster formation rate in cm−3 s−1 and Dcrit the diameter of the

critical cluster which is taken to be 1.7 nm throughout the thesis, Dapp is the diameter

of the measured particle i.e. 3 nm. CS ′ is the reduced condensation sink in m−2
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calculated by integrating over all aerosol modes according to Kulmala et al. (2001).

GR is the constant growth rate of particles from 1.7 to 3 nm in nm hr−1. The existent

approach in GLOMAP is to grow clusters by kinetic condensation of sulphuric acid

up to 3 nm sizes (Spracklen et al., 2006) following Kerminen and Kulmala (2002).

GR =
3.0× 10−9

ρnuc
cH2SO4MH2SO4CH2SO4 (3.8)

where ρnuc is the cluster density in kg m−3. CH2SO4 is the gaseous phase concentra-

tion in molecules cm−3 of sulphuric acid, cH2SO4 is the molecular speed of sulphuric

acid in m s−1 and MH2SO4 is the molecular weight of sulphuric acid in kg mol−1.

Once the clusters reach a size of 3 nm, they enter into the nucleation mode in the

model.

With the discovery of organic compounds that are capable of initiating particle

formation in Kirkby et al. (2016), it is evident that some organic compounds in

the atmosphere are also capable of contributing to the subsequent growth of the

nucleated clusters. Kulmala et al. (2013) establishes the dominant role of organic

molecules in stabilisation of growing clusters between 1.5−1.9 nm that largely deter-

mines the number concentration of 3 nm size particles. Hence in this thesis oxidised

biogenic organic compounds, along with sulphuric acid, are used to grow sub-3 nm

clusters in the model.

GR =
3.0× 10−9

ρnuc

∑
i

ciMiCi (3.9)

where ρnuc is the cluster density in kg m−3. i denotes each condensable vapour

(sulphuric acid and oxidised biogenic organic compounds). Ci is gaseous phase con-

centration in molecules cm−3, ci is the molecular speed in m s−1 and Mi is the

molecular weight in kg mol−1 of the corresponding condensable vapour. Thus the

sub-3 nm growth rate is proportional to concentrations of gaseous sulphuric acid
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and oxidised biogenic organic compounds in the model.

To estimate the anthropogenic aerosol indirect forcing, simulated aerosol-cloud in-

teraction in the present-day (PD) is contrasted against that simulated in the pre-

industrial (PI) atmosphere. The PI and PD simulations are identical except for

anthropogenic emissions. To simulate the PI atmosphere (Dentener et al., 2006),

SO2 emissions from industries, powerplants, international shipping, off-road, road

transport and domestic sources are removed - allowing only the domestic source of

SO2 in the model. Further, biofuel and fossil fuel emission sources of carbonaceous

aerosols are scaled down (based on population and crop production statistics) to

reflect PI emissions. Biomass burning, DMS, sea salt, dust and volcanic SO2 emis-

sions are assumed to be the same in PI and PD.

Simulations for this study are carried out for the years 1750 and 2000, with three

months model spin-up, to represent the PI and PD atmospheres respectively. All

simulations are first performed with aerosol production involving primary emitted

particles together with secondary particles from mechanisms 1 and 2 (control simula-

tions). A further set of simulations (perturbed simulations) is then performed under

identical conditions except with pure biogenic nucleation (mechanism 3) added. The

impact of pure biogenic nucleation on climate is then evaluated by comparing the

control and perturbed simulations. Number concentrations of all particles greater

than 50 nm dry diameter (N50) are taken as proxy for CCN.

3.2.3.1 Offline estimation of CDNC

In GLOMAP cloud droplet number concentrations (CDNC) are calculated as a post-

processing step. Estimates of CDNC are based on the the assumption that clouds

consist of ‘activated’ droplets that grow continuously after they reach a critical size

corresponding to a critical value of the supersaturation of water vapour (Charlson
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et al., 2001). Before the critical diameter is reached particles are considered to be

in equilibrium with the ambient (supersaturated) water vapour concentrations. The

number of cloud droplets formed can therefore be calculated by estimating the num-

ber of activated CCN at the maximum supersaturation in a cloud updraft (Nenes

et al., 2001).

Simulating the activation of aerosol particles to act as cloud droplets requires a

resolution on scales of tens of meters which is computationally not feasible for a

global aerosol model. GLOMAP-mode relies on the parameterisation of Nenes and

Seinfeld (2003) and Fountoukis and Nenes (2005) to calculate CDNC. The parame-

terisation was found to predict observed CDNC with good accuracy when evaluated

against aircraft data collected in low-level cumuliform and stratiform clouds formed

in marine and continental air masses (Meskhidze et al., 2005). When implemented

in GLOMAP-bin with aerosol components restricted to sulphate and sea-salt by

Pringle et al. (2009), this scheme predicted realistic CDNC concentrations (Pringle

et al., 2009; Merikanto et al., 2010) and since then have been used in several stud-

ies to calculate CDNC from GLOMAP-mode simulations (Spracklen et al., 2011b;

Schmidt et al., 2012; Lee et al., 2013; Scott et al., 2014; Regayre et al., 2014; Gordon

et al., 2016).

The parameterisation of Nenes and Seinfeld (2003) and Fountoukis and Nenes (2005)

firstly involves calculating the number concentration of droplets that can potentially

form at a certain level of supersaturation. In principle any particle with a critical su-

persaturation less than the maximum supersaturation encountered within the parcel

activates. But as pointed out by Nenes et al. (2001) the time for which a particle

is exposed to a critical supersaturation level must be sufficient for it to reach its

critical diameter. Nenes and Seinfeld (2003) introduced the concept of ‘population

splitting’ by which particles that have diameters close to their critical supersatura-

53



Kamalika Sengupta University of Leeds

tion and those that do not, are separated. This approach addresses the errors that

result from assuming that activation process is not kinetically limited and that CCN

particles grow to their critical diameter instantly when their critical supersaturation

equals parcel supersaturation (Nenes and Seinfeld, 2003). This is important as the

aerosol activation scheme not only influences CDNC but also influences the mean

cloud droplet size, which in turn influences cloud reflectivity (Abdul-Razzak and

Ghan, 2000).

Secondly, the CCN spectrum is included within the framework of an adiabatic cloud

parcel model, with a constant updraft velocity, to compute the maximum super-

saturation of cloud parcel. A rising air parcel with weaker velocity achieves lower

maximum supersaturation compared to a parcel with strong updraft velocity. A

lower maximum supersaturation implies only particles with very small critical su-

persaturation can be activated. In GLOMAP-mode a constant updraft value of 0.15

ms−1 is prescribed over the oceans and 0.3 ms−1 over the land (see Schmidt et al.,

2012 for more detail).

Calculating the number concentration of droplets that may be activated necessitates

the estimation of the soluble fraction of aerosol particles. The scheme currently used

in GLOMAP takes into account the fraction of soluble material in the particles and

number of ions each component releases in the solution to predict CDNC. The latter

is represented by the van’t Hoff factor, which is an emperically determined correc-

tion factor to account for the dissociation of the solute and the non-ideal behaviour

of the solution. The van’t Hoff factors for inorganic salts are well-known while van’t

Hoff factor for complex organic compounds are highly variable due to the high vari-

ability of the response of organic compounds to water (Sun and Ariya, 2006).

Only particles with some water soluble species can act as CCN. The solubility of
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commonly found atmospheric inorganic species and hence their ability to act as

CCN are well known. However presence of organic compounds internally mixed

with inorganic species alter the CCN activity of aerosol particles (Corrigan and No-

vakov, 1999). Measurements show terpene oxidation products can act as CCN (Yu,

2000; Engelhart et al., 2008). The ability of organic compounds to act as CCN

depends on their solubility (which spans a wide range) and is further complicated

by the surfactant activity of organic molecules. By acting as surfactants organic

compounds reduce surface tension of aerosol particles which significantly reduce the

critical supersaturation (Shulman et al., 1996). Consequently as the droplet grows

and the mass of organic component increases, the soluble fraction increases. Sorja-

maa et al. (2004) shows organic compounds acting as surfactants can increase the

growth of larger droplets and lead to less dense clouds. Thus from a global modelling

point of view, assigning a single van’t Hoff factor to the organic component (POM)

in GLOMAP-mode to contribute to the soluble fraction of aerosol particles is ex-

tremely challenging. Consequently in previous studies no contribution from POM

was included in the estimation of CDNC (Spracklen et al., 2011a; Schmidt et al.,

2012; Scott et al., 2014).

Petters and Kreidenweis (2007) proposed the hygropscopicity parameter, kappa (κ),

to model the composition-dependence of the solution water activity. The hygrop-

scopicity parameter is a quantitative measure of the aerosol water uptake char-

acteristics and CCN activity, which can be measured in laboratory experiments.

It may also be understood as the volume of water associated with a dry particle

(Rissler et al., 2006). For multicomponent particles such as the particles simulated

in GLOMAP-mode, Petters and Kreidenweis (2007) shows kappa can be derived by

weighting the best fit kappa values of individual constituents to their volume frac-

tions in the mixture. The hygroscopicity approach has been shown to be adequate,

within experimental uncertainties, for estimating critical supersaturation for mixed
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particles containing a surfactant (Petters and Kreidenweis, 2007). Thus together,

the hygroscopicity approach and the activation parameterisation - used to calcu-

late CDNC from the soluble fraction of simulated aerosol particles - are suitable to

treat aerosol mixtures including slightly soluble surface-active organic compounds

(Nenes and Seinfeld, 2003). The kappa values assigned to aerosol components in

GLOMAP-mode are: 0.61 for sulphate, 1.28 for sea-salt, 0.0 for black carbon and

0.1 for particulate organic matter (including both primary and secondary aerosol).

The same hygroscopicity parameters have previously been used in GLOMAP-mode

to calculate CCN concentrations (Spracklen et al., 2011a; Scott et al., 2014). How-

ever as mentioned earlier, in those studies POM was not allowed to contribute to

the soluble fraction of aerosol particles that can be activated to constitute CDN.

The implementation of the hygroscopicity parameter to calculate CDNC was done

by Hamish Gordon (School of Earth and Environment, University of Leeds Gordon

et al., 2016; Dunne et al., 2016) in collaboration with Athansios Nenes (California

Institute of Technology). Comparison between the old and new methods were made

by the candidate and shown in Section 3.3.3.3.

3.2.3.2 Estimation of the first AIF

Higher CDNC increases cloud albedo, which in turns reflects more incoming SW

radiation producing additional top of the atmosphere cooling. This constitutes the

first aerosol indirect effect or AIE. The radiative forcing by anthropogenic aerosols

due to the first indirect effect (first AIF) at any region is directly controlled by the

relative change in CDNC over the industrial period. A higher CDNC implies smaller

cloud droplet sizes, the liquid water content of the cloud being fixed. Throughout

this thesis the term radiative forcing (or first AIF) is used to denote change in the

top of the atmosphere radiative balance from PI to PD conditions and radiative

effect (or first AIE) is used to denote the impact of an perturbation (in this chap-
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ter, pure biogenic nucleation) in the present-day or in the pre-industrial atmospheric

conditions.

The first AIF is calculated using an offline version of the radiative transfer model

of Edwards & Slingo (Edwards and Slingo, 1996). The radiative transfer model has

a resolution of 144 (longitude) × 72 (latitude) × 23 (altitude) and uses monthly

mean climatology from ECMWF reanlysis and cloud fields from the International

Satellite Cloud Climatology (ISCCP). The method used to calculate cloud droplet

effective radius is the same as described in Schmidt et al. (2012); Scott et al. (2014)

and is briefly described here:

For each perturbed simulation, the cloud droplet effective radius rperturbede is cal-

culated in µm based on the equation:

rperturbede = rcontrole ×
(
CDNCcontrol

CDNCperturbed

) 1
3

(3.10)

where CDNCcontrol and CDNCperturbed are monthly mean number concentrations of

cloud droplets in cm−3, calculated from GLOMAP-mode control and perturbed sim-

ulations (as described in the last section). The cloud droplets in control simulation

is given a mean effective radius (rcontrole ) value of 10 µm.

The first AIE is then estimated by comparing the net change in (SW+LW) flux

between the control and perturbed simulations for either the present-day or the

pre-industrial atmosphere. For example, to calculate the radiative perturbation at-

tributable to the inclusion of pure biogenic nucleation in the model in the present-day

atmosphere, CDNCcontrol corresponds to a simulation without ELVOC nucleation

and CDNCperturbed corresponds to an identical simulation but with ELVOC nucle-

ation. The first AIF between 1750 and 2000 is calculated by comparing simulations

57



Kamalika Sengupta University of Leeds

for 1750 and 2000 i.e. CDNCcontrol corresponds to PD simulation and CDNCperturbed

corresponds to pre-industrial simulation. The calculations of first AIE and first AIF,

from CDNC concentrations derived from GLOMAP-mode simulations, are done by

Alex Rap (School of Earth and Environment, University of Leeds).

3.3 Results

3.3.1 The effect of pure biogenic nucleation on modelled N50

The minimum dry diameter required for a particle to act as a CCN is 50 nm. Figure

3.3 shows the global distribution of particles with dry diameter greater than 50 nm,

N50, for simulations with and without pure biogenic nucleation and the change in

N50 as a result of including pure biogenic nucleation.

A notable feature of Figure 3.3 is the larger increase in pre-industrial N50 (Fig-

ure 3.3g) when pure biogenic nucleation is used compared to the increase in the

present-day (Figure 3.3h). The change in PI is expected to have significant cli-

matic implication as the anthropogenic aerosol radiative forcing is more sensitive to

changes in pre-industrial particle number concentrations (Carslaw et al., 2013). The

larger increase of N50 in PI (compared to PD) as a result of pure biogenic nucleation

lowers the relative change in N50 over the industrial period. Figure 3.3i shows the

lowering of N501750−2000 in shades of blue.

Overall pure biogenic nucleation changes surface-level N50 concentrations in the

model between −2 and +256 % in PI with more than half the globe experienc-

ing a change above 21 %. In the PD atmosphere pure biogenic nucleation changes

surface-level N50 concentrations between −2.5 and +211 % with more than half the

globe experiencing a change above 4 %. The global mean relative change when pure
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biogenic nucleation is included is 36 % (56 % for the Northern Hemisphere, NH and

16 % for the Southern Hemisphere, SH) in PI and 13 % (17% for NH and 8 % for

SH) in PD. Change in the global mean N50 is about 47 % (from 170 to 252 cm−3)

in the PI and 14 % (from 310 to 354 cm−3) in the PD. Pure biogenic nucleation

increases N50 particularly over the boreal forests in the northern latitudes and over

the tropical rain forest regions.

Figure 3.3: Annual mean number concentrations of surface-level particles with dry diam-
eter above 50 nm (N50) for a) pre-industrial atmosphere without pure biogenic nucleation,
b) present-day atmosphere without pure biogenic nucleation, d) pre-industrial atmosphere
with pure biogenic nucleation, e) present-day atmosphere with pure biogenic nucleation.
The relative change in annual mean N50 from pre-industrial to present-day is shown in c)
without pure biogenic nucleation, d) with pure biogenic nucleation. The absolute differ-
ence between c) and f) is shown in i). Relative change in annual mean N50 due to pure
biogenic nucleation is shown in g) for pre-industrial and h) for present-day atmospheres.

Boreal forests and tropical rain forests have the highest emissions of biogenic
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VOCs, including monoterpene which is used in GLOMAP-mode to generate oxi-

dised organic compounds (Guenther et al., 1995; Mann et al., 2010). Observations

at several boreal forest sites at Northern and Central Europe such as the Finnish

SMEAR II station at Hyytiala (Kulmala et al., 2001), stations located in the Finnish

Lapland, Pallas and Varrio (Vehkamäki et al., 2004), stations in the Scandinavian

rim of the boreal region, Aspvreten (Tunved et al., 2006) show evidence of boundary

layer nucleation being a significant source of particles. Regional nucleation events

occur 25−40 % of days (Lyubovtseva et al., 2010), the frequency peaking in spring

with highest growth rates observed in summer in association with increased bio-

genic activity. On the other hand Siberian boreal forest nucleation is considered to

be more sulphuric acid and ammonia dependent (Lyubovtseva et al., 2010).

By contrast nucleation events in tropical rain forests are relatively less studied and

less observed. In the Amazon basin, which represents more than half of the Earth’s

rainforests in the present day, boundary layer nucleation events have been less com-

monly reported (Zhou et al., 2002; Rizzo et al., 2006, 2010), although biogenic

aerosols are known to dominate the particle composition over this region during the

wet seasons (Andreae and Crutzen, 1997; Echalar et al., 1998). Pöschl et al. (2010)

reports low abundance of nucleation mode particles in the Amazon and infers the

high concentrations of SOA are a result of entrainment of nucleated particles from

the free troposphere. Martin et al. (2010) reports the smallest particles in the Ama-

zon typically have size between 10−20 nm and continuous growth to larger sizes is

rarely observed.

The enhanced nucleation predicted by the model over the Amazon basin when pure

biogenic nucleation is introduced and the lack of direct atmospheric observations

validating the same raises the question: Is pure biogenic nucleation relevant in the

real atmosphere?
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Figure 3.4: Comparison of modelled and observed monthly mean surface-level total par-
ticle number concentration (N3) at 19 ground-based locations. The black line shows N3
from atmospheric observations. The green line shows N3 simulated with boundary layer
nucleation of BioOxOrg only (as in Riccobono et al., 2014). The blue line shows N3 simu-
lated with growth of nucleated particles from organic compounds, added to the simulation
in green line. The red line shows N3 simulated with pure biogenic nucleation added to the
simulation in blue line. All simulations include binary homogeneous nucleation (BHN) of
sulphuric acid in the free troposphere.

Figure 3.4 compares monthly mean observations of surface-level total particle

number concentrations (N3) at 19 sites in the NH (Spracklen et al., 2010; Riccobono

et al., 2014). The figure compares three simulations: the green line showing N3 from

a simulation involving BioOxOrg nucleation, identical to that published in Fig 3 of

Riccobono et al. (2014); the blue line showing N3 from a simulation with BioOxOrg

nucleation with oxidised organic compounds (in addition to sulphuric acid) growing

freshly nucleated particles; the red line showing N3 from a simulation with pure

biogenic nucleation with oxidised organic compounds (in addition to sulphuric acid)
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growing freshly nucleated particles.

The simulation with pure biogenic nucleation predicts a reasonable seasonal cy-

cle in Figure 3.4. However an overestimation in particle number concentration in

the summer is evident. Riccobono et al. (2014) showed nucleation of BioOxOrg gen-

erated from biogenic monoterpenes in the model corrected the problem of a summer

dip in particle number concentrations, which had been a robust feature associated

with nucleation schemes dependent only on sulphuric acid. Herein it is seen that

including oxidised organic compounds from monoterpene oxidation to grow freshly

nucleated clusters to 3 nm size, leads to an overestimation of N3 at many sites (blue

line). Consequently adding pure biogenic nucleation (to blue line) which addition-

ally produces particles further overestimates particle number concentrations.

It may be noted here that the increase in particle number concentration is domi-

nated by organic compounds taking part in the growth of freshly nucleated particles

rather than pure biogenic nucleation itself (increase from green to blue line is much

bigger than increase from blue to red line in Figure 3.4). The overall overestimation

of particles as a result of pure biogenic nucleation is therefore, to a large extent, a

result of overestimating the organic contribution to growth of freshly nucleated par-

ticles. The initial growth of nucleated particles is an area of active research. While

it has been shown that organic compounds are largely responsible for the growth of

particles up to detectable sizes (Ehn et al., 2014), no study to date has characterised

or quantified the source of such organic compounds (Tröstl et al., 2016).

It is suggested here that the striking increase of annual mean N50 concentration

over the Amazon basin, with pure biogenic nucleation mechanism in the present-

day atmosphere (Figure 3.3h), could partly be associated with the one or both of

the following factors:
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1. Prior to pure biogenic nucleation mechanism, all nucleation mechanisms were

entirely or heavily sulphuric acid-dependent (Kulmala et al., 1998; Vehkamäki

et al., 2004; Paasonen et al., 2010; Metzger et al., 2010; Riccobono et al.,

2014). In the model sulphuric acid concentrations are controlled by emissions

of anthropogenic SO2 and DMS (from marine phytoplanktons that produce

SO2). Concentrations of SO2 are low in the Southern Hemisphere (see Fig-

ure 1, Mann et al., 2010), especially over the Amazon basin where ambient

conditions approach those of the pristine pre-industrial during the wet season

(Pöschl et al., 2010). With low SO2 concentrations, the model predicted lower

concentrations of CCN-sized particles in Amazon basin in previous GLOMAP

studies (Mann et al., 2010; Riccobono et al., 2014).

In contrast to the low levels of sulphuric acid, monoterpene emissions in the

model peaks in the Southern Hemisphere tropical rainforest regions (Figure 1,

Mann et al., 2010). Emission of biogenic VOCs show a low seasonality in the

Amazon because of consistent high temperatures, particularly over the Ama-

zon basin. As a result a nucleation scheme such as pure biogenic nucleation,

that is solely dependent on biogenic monoterpene oxidation, produces particles

all year round in the model over the Amazon basin.

2. The pre-existing aerosol concentration in the model is underestimated. For a

nucleation scheme to increase particle number concentrations, the production

rate of freshly nucleated particles must exceed the loss rate due to coagulation

with pre-existing particles (condensation sink). When pure biogenic nucleation

is implemented, the significant increase in N50 over the Amazon basin (Figure

3.3h), where atmospheric nucleation events are hardly observed, suggests the

concentration of pre-existing particles in the region may be underestimated in

the model. Such underestimation of ambient aerosol concentrations are not
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uncommon in global models (Hallquist et al., 2009). It is thought that the

underestimation arises from using laboratory measured yields to simulate the

conversion of gaseous phase oxidised organic compounds to SOA. Such yields

may significantly underestimate the conversions that occur on longer time-

scales in the atmosphere (Goldstein and Galbally, 2007). Further, laboratory

studies are free from any pre-existing aerosol concentrations. Pre-existing

aerosol concentrations in the atmosphere may cause the measured nucleation

rates to be lower in some parts of the globe (Kanakidou et al., 2005) - which

cannot be captured by a model that underestimates the pre-existing aerosol

concentrations. The potential impact of an increased pre-existing particle

concentration is seen in Chapter 4.

3.3.2 The effect of pure biogenic nucleation on modelled CDNC

Figure 3.5 shows the effect of including pure biogenic nucleation in the model on

estimated CDNC. Including pure biogenic nucleation in the model changes CDNC

between 0.2 and 81 % in the pre-industrial with more than half the globe experienc-

ing a change above 15 %. In the present day CDNC changes are between −0.5 and

38 % with more than half the globe experiencing a change above 5 %. The mean

relative change globally is 20 % (30 % in NH and 13 % in SH) in PI and 7 % in PD

(8 % in NH and 7 % in SH). The global annual mean CDNC increases by 19 % (98

to 117 cm−3) in PI and 6 % (155 to 165 cm−3) in PD.

The change in CDNC is controlled by the change in N50 (Figure 3.3), following

similar spatial pattern, though the magnitude of the change is far less compared to

that in N50. Pure biogenic nucleation increases the aerosol number concentration

by adding more particles to the nucleation mode. But freshly nucleated particles

need a longer time to grow to CDNC sizes and have higher loss probability than
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larger particles. Only the fraction of nucleated particles that can reach accumulation

mode size ranges may activate to CDNC. As a result the change in CDNC, when

pure biogenic nucleation is added to the model, is much smaller than the change in

N50 (compare Figures 3.3h and 3.5h). For example, the Amazon basin which shows

a striking increase (> 500 %) in N50 concentration when pure biogenic nucleation

is added to the model, shows a modest 20−40 % increase in CDNC. An additional

factor that comes into play in regions of high primary emissions (such as the Amazon

basin with high biomass burning emissions) is that the primary (carbonaceous and

sulphate) particles emitted to the higher modes increase the competition for wa-

ter vapour, further limiting the number of smaller particles that can grow to cloud

droplet sizes.
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Figure 3.5: Annual mean surface-level cloud droplet number concentration (CDNC) for
a) the pre-industrial atmosphere without pure biogenic nucleation, b) the present-day
atmosphere without pure biogenic nucleation, d) the pre-industrial atmosphere with pure
biogenic nucleation, e) the present-day atmosphere with pure biogenic nucleation. The
relative change in annual mean CDNC from the pre-industrial to present-day is shown in
c) without pure biogenic nucleation and d) with pure biogenic nucleation. The absolute
difference between c) and f) is shown in i). Relative change in annual mean CDNC due
to pure biogenic nucleation is shown in g) for the pre-industrial and h) for the present-day
atmospheres.

There is a greater increase in CDNC in the PI (Figure 3.5g) than in the PD

(Figure 3.5h) with pure biogenic nucleation. The enhanced increment of CDNC in

PI (with pure biogenic nucleation) lowers the contrast in CDNC between PI and

PD (compared to simulation without pure biogenic nucleation) which is reflected in

Figure 3.5i. A small increase in CDNC in a pristine region with low CDNC causes

a large relative change. The same increase in CDNC over a polluted region results

in a smaller relative change. Hence most of the relative increase in CDNC from PI

to PD in Figure 3.5f occurs in the NH where more pristine conditions prevailed in

66



Kamalika Sengupta University of Leeds

the PI.

3.3.3 Estimation of the first indirect aerosol radiative forcing

Figure 3.6 shows the annual mean top of the atmosphere first AIF due to anthro-

pogenic aerosols, as after pure biogenic nucleation is implemented in the model.

Figure 3.7 shows the change in top of the atmosphere first AIF due to anthro-

pogenic aerosols, as a result of implementing pure biogenic nucleation. The positive

changes in first AIF due to pure biogenic nucleation (Figure 3.7) closely follow the

negative changes in the relative change in CDNC due to pure biogenic nucleation

(Figure 3.5i) and vice versa. Positive change in first AIF indicates a lowering of the

previously estimated cooling by anthropogenic aerosols and are therefore associated

with regions of lower relative change in CDNC.

The global annual mean radiative forcing due to anthropogenic aerosols with

pure biogenic nucleation is estimated to be −0.54 W m−2 and the change due to

pure biogenic nucleation estimated to be +0.25 W m−2 which is a 32.5 % reduction

in the negative forcing. Over the boreal forests in the NH, first AIF lies between

−0.01 to −0.5 W m−2 and over the Amazon basin between −0.01 to −0.1 W m−2.

Figure 3.6 shows radiative cooling due to anthropogenic aerosols occurs preferen-

tially over the NH, where anthropogenic activities between 1750 and 2000 has been

most significant.
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Figure 3.6: Annual mean top of the atmosphere first aerosol indirect forcing (AIF)
between 1750 and 2000 after including pure biogenic nucleation in GLOMAP-mode. The
first AIF is calculated at the top of the atmosphere for low and mid-level clouds (upto
600 hPa) for pre-industrial and present-day atmospheres. The magnitude of global annual
mean net AIF is specified at the top of the plot. Numbers in brackets denote the annual
mean AIF for the Northern and Southern Hemispheres respectively.

Figure 3.7: Change in annual mean top of the atmosphere first aerosol indirect forcing
(∆AIF) between 1750 and 2000 after including pure biogenic nucleation in GLOMAP-
mode. The magnitude of global annual mean ∆AIF is specified at the top of the plot.
Numbers in brackets denote annual mean ∆AIF for the Northern and Southern Hemi-
spheres respectively.

68



Kamalika Sengupta University of Leeds

In a study comparing 168 GLOMAP-mode simulations in the PI and PD, cover-

ing the full uncertainty range for 28 model parameters that encompass uncertainties

in processes, emissions, parametric and structural uncertainty, Carslaw et al. (2013)

estimated a global mean AIF uncertainty range between −0.7 W m−2 to −1.6 W

m−2. All simulations in Carslaw et al. (2013) produced boundary layer particles

using a sulphuric acid based nucleation mechanism. Scott et al. (2014) showed the

sensitivity of the first AIF to biogenic SOA is greatly increased when organic com-

pounds take part in nucleation. Scott et al. (2014) estimated a decrease of +0.12

W m−2 in first AIF when organic compounds participate in nucleation (global mean

AIF of −1.04 W m−2, with nucleation scheme based on smog chamber experiment in-

volving 1,3,5-trimethylbenzene - following Metzger et al., 2010 - compared to global

mean AIF of −1.16 W m−2, when nucleation proceeds by activation of sulphuric

acid clusters - following Kulmala et al., 2006). With a different nucleation param-

eterisation involving biogenic organic compounds but derived from an experiment

involving pinanediol (a first generation oxidation product of α-pinene) Riccobono

et al. (2014) estimated a first AIE of −1.15 W m−2. This shows the estimates of

AIF is dependent not just on the species participating in the nucleation mechanism

but also on the differing dependencies of each mechanism on the species (Riccobono

et al., 2014). The first AIF estimated in this study (−0.54 W m−2) is significantly

lower i.e. less negative (by +0.61 W m−2) than that estimated in Riccobono et al.

(2014) - of which +0.25 W m−2 is explained by pure biogenic nucleation. Between

the publication of Riccobono et al. (2014) and inclusion of pure biogenic nucleation,

the model has undergone a few changes. A detailed list of all the changes and how

each change has affected the model estimate of first AIF, is provided in the next

sections.

The global annual mean radiative effect in the present day (first AIE) due to

pure biogenic nucleation is estimated to be −0.23 W m−2 (shown in Figure 3.9 and
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in the pre-industrial −0.40 W m−2 (shown in Figure 3.8). The above numbers show

that the impact of pure biogenic nucleation on the first AIF - i.e. the reduction in

the estimated negative forcing by anthropogenic aerosols over the industrial period

- is largely attributable to a higher perturbation of the Earth’s radiative balance in

the pre-industrial atmosphere.

70



Kamalika Sengupta University of Leeds

Figure 3.8: Annual mean top of the atmosphere first aerosol indirect effect (AIE) after
including pure biogenic nucleation in GLOMAP-mode for the pre-industrial atmosphere.
The magnitude of global annual mean net AIE is specified at the top of the plot. Numbers
in brackets denote the annual mean AIE for the Northern and Southern Hemispheres
respectively.

Figure 3.9: Annual mean top of the atmosphere first aerosol indirect effect (AIE) after
including pure biogenic nucleation in GLOMAP-mode for the present-day atmosphere.
The magnitude of global annual mean net AIE is specified at the top of the plot. Numbers
in brackets denote the annual mean AIE for the Northern and Southern Hemispheres
respectively.
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3.3.3.1 Sensitivity of estimated first AIF to uncertainty in ELVOC yield

Kirkby et al. (2016) estimates the uncertainty in HOM yields to be +80 %/−45 %.

From the same experiments, Tröstl et al. (2016) assess an overall scaling uncertainty

for nucleating HOMs or ELVOC to be +80 %/−45 %. Here the effect of a +100

%/−50 % perturbation in the yields of ELVOC on model estimates of first AIF is

assessed.

When ELVOC yields are increased by +100 % in the model, the global mean AIF

estimated is −0.52 W m−2 (−0.93 W m−2 in NH and −0.11 W m−2 in SH). The

change in global mean AIF as a result of pure biogenic nucleation (shown in Figure

3.10) is +0.28 W m−2 (+0.38 W m−2 in NH and +0.18 W m−2 in SH).

When ELVOC yields are decreased by −50 %, the global mean AIF from 1750−2000

is estimated to be −0.6 W m−2 (−1.06 W m−2 in NH and −0.15 W m−2 in SH).

The change in global mean AIF as a result of pure biogenic nucleation (shown in

Figure 3.11) is +0.19 W m−2 (+0.25 W m−2 in NH and +0.14 W m−2 in SH).

Thus with pure biogenic nucleation the first AIF is estimated to be −0.54 W m−2,

with an uncertainty range between −0.52 to −0.6 W m−2, for the uncertainty as-

sociated with HOM measurements. This AIF estimate is within the uncertainty

range (−0.3 to −1.8 W m−2) estimated by Forster et al. (2007) but outside the

uncertainty range resulting from uncertainty in 28 model parameters Carslaw et al.

(2013). However it should be noted that Carslaw et al. (2013) did not include par-

ticle formation from organic compounds which has been shown to affect first AIF

significantly (Scott et al., 2014).
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Figure 3.10: Change in annual mean top of the atmosphere first aerosol indirect forcing
(AIF) between 1750 and 2000 after including pure biogenic nucleation with 100% increased
ELVOC yields in GLOMAP-mode. The magnitude of global annual mean net AIF is
specified at the top of the plot. Numbers in brackets denote the annual mean AIF for the
Northern and Southern Hemispheres respectively.

Figure 3.11: Change in annual mean top of the atmosphere first aerosol indirect forcing
(AIF) between 1750 and 2000 after including pure biogenic nucleation with 50% decreased
ELVOC yields in GLOMAP-mode. The magnitude of global annual mean net AIF is
specified at the top of the plot. Numbers in brackets denote the annual mean AIF for the
Northern and Southern Hemispheres respectively.
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3.3.3.2 Sensitivity of estimated first AIF to nucleation in the tropics

Given the large increase in total particle number concentrations (Figure 3.4) and

N50 (Figure 3.3) with pure biogenic nucleation, it may be questioned to what extent

the above estimate of first AIF is affected by the overestimation of nucleated particle

concentrations in the tropical boundary layer? To test the sensitivity of first AIF

(estimated with pure biogenic nucleation) to the enhanced particle production in

the tropics (30 N to 30 S), two sensitivity tests are performed:

• ‘NoNucTrop’ with no boundary layer nucleation in the tropics and pure bio-

genic nucleation in the rest of the globe (simulation performed for both PI and

PD) and

• ‘RiccTrop’ with only nucleation of sulphuric acid and BioOxOrg in the tropics

(as in Riccobono et al., 2014) and pure biogenic nucleation implemented to

the rest of the globe (simulation performed for both PI and PD).

The global mean first AIF with ‘NoNucTrop’ is −0.7 W m−2 (Figure 3.12). The

increase in the negative radiative forcing by anthropogenic aerosols when no nucle-

ation occurs in the tropical boundary layer is evident in the NH (−1.22 W m−2),

particularly over the oceans along the equator. The global mean first AIF with

‘RiccTrop’ is −0.65 W m−2 (Figure 3.13). The weaker negative forcing estimated

with simulation RiccTrop, compared to simulation NoNucTrop, indicates a smaller

relative change in CDNC between PI to PD in simulation RiccTrop (compared to

simulation NoNucTrop). Similarly the stronger negative forcing estimated with sim-

ulation RiccTrop, compared to the simulation with pure biogenic nucleation globally

(−0.54 W m−2, Figure 3.6), indicates a larger relative change in CDNC between PI

to PD in simulation RiccTrop (compared to simulation pure biogenic).
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Figure 3.12: Annual mean top of the atmosphere first aerosol indirect forcing (AIF)
between 1750 and 2000 after including pure biogenic nucleation in GLOMAP-mode such
that between 30 N−30 S no nucleation occurs in the boundary layer. Elsewhere sulphuric
acid-dependent and sulphuric acid-independent nucleation of organic compounds occur.
The magnitude of global annual mean net AIF is specified at the top of the plot. Numbers
in brackets denote the annual mean AIF for the Northern and Southern Hemispheres
respectively.

Figure 3.13: Annual mean top of the atmosphere first aerosol indirect forcing (AIF) be-
tween 1750 and 2000 after including pure biogenic nucleation in GLOMAP-mode such that
between 30 N−30 S only BioOxOrg + sulphuric acid nucleation occurs in the boundary
layer. Elsewhere additionally sulphuric acid-independent nucleation of organic compounds
occur. The magnitude of global annual mean net AIF is specified at the top of the plot.
Numbers in brackets denote the annual mean AIF for the Northern and Southern Hemi-
spheres respectively.
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Nucleation is a major contributor to CCN sized particle number concentrations

in the model (Spracklen et al., 2008; Merikanto et al., 2009). In absence of nucle-

ation the only source of particles is primary particles emitted locally or transported

from other regions. Restricting pure biogenic nucleation in tropics (RiccTrop) low-

ers particle number concentrations in the PI and PD atmospheres. Particle number

concentrations are lowered further when all boundary layer nucleation is restricted

in the tropics (NoNucTrop).

Carslaw et al. (2013) shows natural aerosols contribute most significantly to the

uncertainty in AIF estimates. Carslaw et al. (2013) cites the primary causes of such

uncertainty as a) high response of CCN to DMS emissions due to increased nucle-

ation, b) the greater sensitivity of CDNC to low concentrations of CCN typical of PI

and c) a greater susceptibility of cloud reflectivity to CDNC concentrations in the

PI. Restricting all boundary layer nucleation or pure biogenic nucleation leads to a

significant change in first AIF estimate due to enhanced sensitivity of the estimated

AIF to low PI concentrations.

The above tests show overestimation of tropical nucleation, especially in the PI,

can potentially lead to an enhanced reduction (less negative) in the first AIE, when

pure biogenic nucleation is included in the model. As discussed earlier the enhanced

particle formation in the tropics may potentially result from a structural deficiency

in the model - such as underestimation of pre-existing aerosols. On the other hand,

it is also worth remembering that the CERN CLOUD experiment is the first of its

kind to discover and quantify pure biogenic nucleation based on ozonolysis of one

particular monoterpene. Oxidation products of other biogenic compounds such as

sesquiterpenes (Jokinen et al., 2015; Richters et al., 2016) may play similar atmo-

spheric roles increasing the estimated reduction in first AIF.
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3.3.3.3 Dependence of estimated first AIF to method adopted to model

composition-dependent CCN activity of aerosol particles

Using two different methods to quantify the contribution of the simulated organic

component to the fraction of soluble aerosol in each mode results in a difference of

−0.04 W m−2 in the estimate of the global annual mean radiative forcing due to an-

thropogenic aerosols. In one method a van’t Hoff factor (vhf) of 0.5 is assigned to the

organic component and in the other, a kappa value of 0.1 is assigned to the organic

component. In both simulations, boundary layer nucleation includes sulphuric acid-

dependent BioOxOrg nucleation and sulphuric acid-independent ELVOC nucleation.

As described in Section 3.2.3.1, the kappa approach allows the calculation of acti-

vated number of particles within an aerosol population without explicitly resolving

the density, molecular mass and van’t Hoff factor for each component - which is

particularly challenging to determine for organic aerosol in global models. Figures

3.14 and 3.15 show the change in CDNC calculation method from assigning vhf to

assigning kappa to the organic fraction does not produce any appreciable change in

the spatial variability of the annual mean first AIF.

However although studies have found that using a value of 0.1 for the hygroscopicity

parameter can adequately represent CCN activity of the organic component (Wang

et al., 2008; Gunthe et al., 2009), there is considerable uncertainty associated with

the same. Petters and Kreidenweis (2007) estimates the hygroscopicity parameter

for organic component to lie between 0.01 and 0.5. Chang et al. (2010) finds kappa

for oxygenated organic fraction to be 0.22±0.04. The effect of varying this parameter

on estimated CDNC and first AIF has not been examined in this study.
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Figure 3.14: Annual mean top of the atmosphere first aerosol indirect forcing (AIF)
between 1750 and 2000 after including pure biogenic nucleation in GLOMAP-mode. The
soluble fraction of aerosols potentially growing to cloud droplets is calculated using a van’t
Hoff factor value of 0.5 assigned to the organic component POM. The magnitude of global
annual mean net AIF is specified at the top of the plot. Numbers in brackets denote the
annual mean AIF for the Northern and Southern Hemispheres respectively.

Figure 3.15: Annual mean top of the atmosphere first aerosol indirect forcing (AIF)
between 1750 and 2000 after including pure biogenic nucleation in GLOMAP-mode. The
soluble fraction of aerosols potentially growing to cloud droplets is calculated using a kappa
value of 0.1 assigned to the organic component POM. The magnitude of global annual mean
net AIF is specified at the top of the plot. Numbers in brackets denote the annual mean
AIF for the Northern and Southern Hemispheres respectively.
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3.3.4 Summary of the effects of additional model develop-

ments to estimated first AIF

This study started with the model version as used in Riccobono et al. (2014) wherein

the top of the atmosphere first AIF was estimated to be −1.15 W m−2. The first

AIE estimated in this study is −0.54 W m−2 i.e. there has been a change of +0.61

W m−2 from the forcing reported in Riccobono et al. (2014). As seen in earlier

sections, including pure biogenic nucleation in the model results in a +0.25 W m−2

change in the first AIE. This section quantifies the change in first AIF after each

model development starting from the model version used in Riccobono et al. (2014)

- to account for the remaining +0.36 W m−2 change. It should be borne in mind

that the estimated AIF is the consequence of many complex interactions within the

model triggered by each new development and hence not additive. The aim of this

section is to simply get an idea of the magnitude and direction in which each model

development affects the first AIF. The model developments in chronological order

are:

1. MUP_GR: Permit oxidation products of biogenic organic compounds to

condense irreversibly on nucleated sub-3 nm clusters which previously only

grew by condensation of sulphuric acid.
2. MUP_kappa: Implement the kappa approach with a value of 0 for the

organic component to calculate CDNC.
3. MUP_orgCDN: Assign a value of 0.1 to kappa for the OA (POA+SOA)

component to account for the contribution of organic component to CDNC.
4. MUP_oxidants: Change the offline oxidant (O3, OH., NO.

3) fields used to

generate oxygenated VOCs from monoterpene emissions for both pre-industrial

and present-day simulations.
5. MUP_PBnucl: Add sulphuric acid-independent nucleation of ELVOC or

pure biogenic nucleation.
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Model development
A B C D E First AIF

MUP_GR MUP_kappa MUP_orgCDN MUP_oxidants MUP_PBnucl W m−2
1 None Vhf None Old BHN+BioOxOrg −1.15*
2 Yes Vhf None Old BHN+BioOxOrg −0.99
3 Yes Kappa None Old BHN+BioOxOrg −1.01
4 Yes Kappa yes Old BHN+BioOxOrg −0.95
5 Yes Kappa yes New BHN+BioOxOrg −0.8
6 Yes Kappa yes New BHN+BioOxOrg+PBnucl −0.54

Table 3.1: Summary of changes in the estimate of global annual mean top of the atmo-
sphere first AIF1750−2000 as a result of model developments. The reference model/starting
point (row 1) is the model used in Riccobono et al. (2014). The final model (row 6) is the
model used in this chapter. The change implemented in each step is highlighted in yellow.
After each model development (represented by each column in table) the model estimate of
first AIF was calculated (tabulated in last column). The effect of pure biogenic nucleation
as presented in earlier sections was assessed by comparing model as described in rows 5
and 6. *as reported in Riccobono et al. (2014)

Figure 3.16: Change in global and hemispheric annual mean top of the atmosphere first
aerosol indirect forcing (AIF) due to successive model developments. The dark green bar
represents global annual mean first AIF, the green bar represents annual mean first AIF
for the Northern Hemisphere and the blue bar represents annual mean first AIF for the
Southern Hemisphere.
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Figure 3.17: Global maps of annual mean top of the atmosphere first first aerosol indi-
rect forcing (AIF) after each model development. A) MUP_GR - after permitting organic
compounds to grow sub-3 nm nucleated clusters. B) MUP_kappa - after implementing
the kappa approach instead of van’t Hoff factor for calculating CDNC in the model. C)
MUP_orgCDN - after assigning a value of 0.1 to kappa for organic component in calcula-
tion of CDNC D) MUP_oxidants - after changing the offline oxidant concentrations. E)
MUP_PBnucl - after including sulphuric acid-independent pure biogenic nucleation.

For all the model developments a greater change in the Northern Hemispheric

first AIF is seen, except for MUP_oxidants. Previously GLOMAP-mode used the

same oxidant fields for PI and PD atmospheres. The new oxidant fields used in this

study reflect a more detailed representation of hydrocarbon chemistry in TOMCAT

(Monks et al., 2017) and is different for the PD and PI atmospheres.

Change in the offline oxidant fields results in a reduction in the negative first AIE,
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the reduction being most prominent in the Southern Hemisphere (Figure 3.17 D).

The Southern Hemispheric mean first AIF changes from −0.5 to −0.28 W m−2 (an

increase of −44 %) due to change in oxidant fields. Areas of positive radiative forcing

appear in Figure 3.17D which is indicative of a smaller change in cloud-aerosol inter-

action over the industrial period. To investigate the above the global distribution of

old and new oxidant fields for PI and PD, the global distribution of N50 with old and

new oxidant fields in PI and PD and the relative change in N50 with old and new ox-

idant fields were looked into. The main finding of the investigation is described here.

Of the three oxidant fields updated, the contrast with the older version is most

prominent for OH. fields. OH., apart from producing oxidised organic compounds

that grow particles by kinetic condensation, is the only oxidant (before pure biogenic

nucleation was added) that produces oxidised organic compounds which take part in

nucleation (BioOxOrg + sulphuric acid nucleation). As a result any change in OH.

significantly affects particle number concentration via its effect on particle formation

and growth processes in the model. In the pre-industrial atmosphere the effect of

increased OH. on particle number concentration is additionally supported by a low

condensation sink, resulting in a larger increase in particle number concentration.

Figure 3.18 shows a significant decrease in OH. concentration over the continents,

especially in the Southern Hemisphere and a significant increase over tropical oceans

- for both PI and PD (Figure 3.18 a and b) with the new oxidant fields. Over the

Southern Hemispheric tropical oceans, the increase in OH. concentrations is more in

the PI than in the PD atmosphere. The larger increase in the PI reduces the con-

trast in OH. concentrations between PI and PD and additionally reduces the relative

change in OH. concentration. This reduced relative change of OH. concentration (be-

tween PI and PD) impacts the relative change in CDNC concentrations (between

PI and PD) for reasons explained earlier. The reduction in the relative change in
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CDNC from PI to PD over the tropical oceans becomes extremely consequential for

the first indirect effect (Figure 3.17D) because this region has predominantly high

stratocumulus cloud cover all year through.

Figure 3.18: Surface-level concentrations of offline oxidant OH. in GLOMAP-mode af-
ter being updated from a new TOMCAT simulation (Monks et al., 2017) for (a) the
pre-industrial and (b) the present-day. c) and d) show previous OH. concentrations in
GLOMAP-mode (Arnold et al., 2005) which were identical for pre-industrial and present-
day atmospheres.

To obtain a fuller understanding of the relationship between each model develop-

ment undertaken for this chapter and changes seen in first AIF (Figure 3.17) further

work is required.
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3.4 Conclusion

A new nucleation parameterisation, based on the experimental findings of the CERN

CLOUD experiment (Kirkby et al., 2016), is implemented in GLOMAP-mode to as-

sess its climatic implications. The CLOUD experiment at CERN has, for the first

time, found evidence of nucleation initiated by highly oxidised organic compounds

in the atmosphere. Sulphuric acid, whenever present, takes part in the process. The

pure biogenic nucleation mechanism increases particle production in the model -

increasing global annual mean N50 by 47 % in the PI and 14 % in the PD. Global

annual mean CDNC increases by 19 % in the PI and 6 % in the PD.

With the pure biogenic nucleation mechanism, the calculated first AIF is −0.54

W m−2 (−0.52 to −0.6 W m−2 - due to uncertainty in experimental measurements

of highly oxidised organic compounds, Kirkby et al., 2016). The global annual mean

change in first AIF as a result of pure biogenic nucleation is estimated to be +0.25

W m−2, driven by the change in the pre-industrial. Inclusion of pure biogenic nu-

cleation mechanism increases particle number concentrations in the pre-industrial

atmosphere when sulphuric acid concentrations were low because the mechanism

permits particle formation in absence of sulphuric acid. Model estimates of first

AIF are highly sensitive to the natural aerosols (Carslaw et al., 2013; Rap et al.,

2013; Spracklen and Rap, 2013) and hence pure biogenic nucleation leads to a large

reduction in the estimated cooling by anthropogenic aerosols.

Pure biogenic nucleation is hard to decouple from sulphuric acid nucleation in the

polluted present-day atmosphere (Gordon et al., 2016). As a result direct evidence

for pure biogenic nucleation is sparse in the real atmosphere. Laboratory studies,

such as those in the CERN CLOUD chamber, therefore play a pivotal role in under-

standing the mechanisms by which atmospheric species of biogenic nature affected
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aerosol concentrations in the pristine pre-industrial atmosphere. Such understand-

ing is invaluable for modellers in their model extrapolation to the pre-industrial

atmosphere, which is one of the largest source of uncertainty in determining forcing

due to anthropogenic aerosols and climate sensitivity (Carslaw et al., 2013; Stocker

et al., 2013).

Pure biogenic nucleation shifts the entire probability distribution of model esti-

mates of cloud albedo forcing, re-emphasizing the findings of Carslaw et al. (2013).

Regardless of the uncertainty associated with the nucleation mechanism and its im-

plementation in the global model, the chain of processes that lead to the reduced

first AIF in this study is expected to produce similar effects in other global mod-

els. Following Hamilton et al. (2014), it is suggested that more observations must

be made in the pristine regions in the Southern Hemisphere (that best represent

the pre-industrial atmosphere) in order to understand the effects of anthropogenic

aerosols in the Northern Hemisphere.

It is well known that several sources of uncertainties compensate each other in a

global model, making it difficult to apportion the total uncertainty (Lee et al., 2011,

2012, 2013). It is therefore possible that overestimation in particle concentrations

at the 19 sites (Figure 3.4) when pure biogenic nucleation is included in the model,

is indicative of a completely different model limitation - such as a poorly repre-

sented condensation sink in the model. Such an overestimation in the model could

be caused by, for example, an underestimation of other biogenic species that have

high reactivity towards OH. and can suppress nucleation (such as isoprene; Kiendler-

Scharr et al., 2009). This possibility is revisited in the next chapter where a new

scheme of secondary organic aerosol formation, bringing together recent findings re-

lated to the role of oxygenated organic molecules in the atmosphere (in addition to

pure biogenic nucleation), is introduced to the model.
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Chapter 4

Volatility treatment of atmospheric

VOCs and the implication for

estimating anthropogenic climate

change

4.1 Introduction

Simulating the dynamics of atmospheric volatile organic compounds (VOCs) in space

and time to produce secondary organic aerosol (SOA) in a global aerosol model is

challenged hugely by the vast number of organic compounds present in the atmo-

sphere, the uncertainty associated with the few compounds that have been studied

and the complexity of their chemical interactions. As a result models tend to base

their treatment of VOC to SOA conversion on classes of VOCs rather than specific

compounds (Donahue et al., 2006).

The extent to which an organic species contributes to atmospheric SOA is deter-

mined by the species’ volatility. Additionally, volatility of a species also controls the
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size range of particles it contributes to the growth of - which is of great significance

when estimating the climate relevance of VOCs. The top of the atmosphere first

aerosol indirect effect (AIE) is determined by the number concentration of cloud

condensation nuclei (CCN) particles. A number of conditions have to be satisfied

for an aerosol population to act as CCN (for example, their hygroscopicity, updraft

velocity) but of primary importance is their size. A particle has to attain at least

a 50 nm diameter, before it can act as CCN (Mikkonen et al., 2011). Given the

abundance of organic compounds in the atmosphere and the various processes that

scavenge particles before they can grow upto 50 nm, the size range at which VOCs

contribute to particle growth is therefore of critical importance in determining their

climatic impact.

The Volatility Basis Set (VBS) based on volatility (measured by the saturation con-

centration) and average oxidation state of the carbon in an organic compound was

proposed by Donahue et al. (2012) as a basis to classify organic molecules in aerosol

models. Several modelling studies (such as Farina et al., 2010; Pye and Seinfeld,

2010; Jathar et al., 2011) have implemented the VBS framework for the description

of organic partitioning and chemical ageing. Pye and Seinfeld (2010) treated primary

organic aerosol (POA) as semi-volatile and reactive (such that POA evaporate, get

oxidised and condense onto particle phase as SOA) and additionally considered the

role of intermediate volatility compounds, IVOC (which is emitted entirely in the

gaseous phase), in contributing to SOA after undergoing gaseous phase oxidation.

This approach estimated global organic aerosol production between 60−100 Tg yr−1

which is close to the lower range of top-down estimates (140 Tg yr−1; Goldstein and

Galbally, 2007). Jathar et al. (2011) reported treating POA as reactive and con-

tributing to SOA, brought the model predicted POA/SOA split to better agreement

with observations. Jathar et al. (2011) also emphasized the contribution of IVOCs

to SOA and suggested global models that do not include the contribution of IVOCs
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could be underestimating SOA by 50 %. Farina et al. (2010) reported chemical

ageing of anthropogenic SOA nearly doubles the annual average total SOA burden,

challenging the assumption that anthropogenic VOCs do not contribute significantly

to SOA.

In GLOMAP-mode the gaseous phase oxygenated molecules that condense irre-

versibly on aerosol particles (referred to as SEC_ORG in the model) are biogenic,

produced from oxidation of monoterpenes. The reactivity of monoterpene is assumed

to be the same as that of α-pinene, a biogenic VOC widely accepted to contribute

to atmospheric SOA. Considering a fixed molar yield of 13 % following Tunved et al.

(2006) for all oxidation reactions (by OH., O3 and NO.
3) and assuming the oxidation

products to be non-volatile, this produces about 18.5 Tg yr−1 of SEC_ORG (Mann

et al., 2010). Such representation of SOA production performs reasonably well when

compared against observations of particle number concentrations (Spracklen et al.,

2006; Merikanto et al., 2009; Mann et al., 2010; Spracklen et al., 2010). However in

Spracklen et al. (2011b) effects of additional SOA sources were assessed for the first

time and the best match between modelled and observed organic aerosol was found

when a large (100 Tg yr −1) anthropogenic source of SOA was considered along with

SOA from biogenic sources, ageing and biomass burning. The best estimate of SOA

source given by Spracklen et al. (2011b) is 140 Tg yr −1, with an uncertainty range

50−380 Tg yr −1, which is much higher than typical GLOMAP estimates of SOA

(Mann et al., 2010).

In Lee et al. (2013) Gaussian process emulators and variance-based sensitivity anal-

ysis were applied to study the sensitivity of modelled CCN particles that determine

radiative forcing due to anthropogenic aerosol, to 28 model parameters covering all

essential aerosol processes, emissions and representations of aerosol size distribution

in GLOMAP. Lee et al. (2013) showed that estimates of CCN are much less sensi-
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tive to the huge uncertainties in biogenic VOC emissions, SOA formation process

and boundary layer nucleation compared to other model parameters and processes.

The results of Lee et al. (2013) were based on simulations using binary homogeneous

nucleation throughout the troposphere and using an activation scheme based on sul-

phuric acid concentrations for the boundary layer, both of which had been found to

capture nucleation events in the free troposphere reasonably well (Spracklen et al.,

2010; Mann et al., 2010) and in the boundary layer (Spracklen et al., 2006, 2008;

Merikanto et al., 2009). The study found a greater sensitivity of CCN to SO2 emis-

sions and suggested that one possible reason for the increased sensitivity to SO2

emissions is due to the role of SO2 oxidation products in particle formation as well

as particle growth (in contrast to BVOC oxidation products that only contributed to

particle growth). Further anthropogenically controlled SOA was found to have more

effect on the CCN uncertainty than biogenic, and the widespread hemispheric effect

was particularly enhanced in winter. The study concluded that a greater participa-

tion of oxidised BVOC in nucleation and hence CCN production could potentially

make the uncertainties associated with biogenic SOA one of the biggest contribu-

tors to CCN uncertainty. Since then our understanding of organic compounds in

the atmosphere has increased considerably.

Metzger et al. (2010), Riccobono et al. (2014) and Kirkby et al. (2016) found nu-

cleation of organic compounds can explain observed nucleation rates better than

mechanisms involving only sulphuric acid. Heald et al. (2005) reported a large

source of SOA in the free troposphere from an aircraft measurement campaign over

the NW Pacific - possibly from successive chemical oxidation products of insoluble

VOCs transported from the boundary layer. Recent studies (Pöschl et al., 2010;

Robinson et al., 2011) suggest a significant fraction of the global aerosol budget, es-

pecially in the vast tropical rainforest regions, could be due to SOA formation from

isoprene, the most abundantly emitted biogenic organic compound (Claeys et al.,
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2004; Carlton et al., 2009). In parallel with the growing evidence of BVOCs being

the drivers of particle formation and growth in many rural and urban sites (Riip-

inen et al., 2012), studies such as Volkamer et al. (2006); Weber et al. (2007); Hoyle

et al. (2011); Spracklen et al. (2011b); Ding et al. (2012); Gentner et al. (2012); Ehn

et al. (2017) demonstrate the significance of anthropogenic VOCs in SOA formation

and the enhancement of SOA formation from BVOCs in presence of anthropogenic

emissions such as NOx. The findings of Marais et al. (2016, 2017) show biogenic

SOA yield from isoprene strongly declines as a result of SO2 emission control.

In a modelling study (Riipinen et al., 2011) based on observed data from Hyy-

tiala in Finland and Egbert in Canada, it was found that growth due to addition

of organic compounds is a vital link to observed growth of ultrafine particles (<100

nm). Several studies (Donahue et al., 2011; Pierce et al., 2011; Zhao et al., 2013)

infer on the possibility of involvement of organic vapours in supporting the initial

growth of freshly nucleated particle. Tröstl et al. (2016) found evidence that growth

following nucleation is primarily driven by atmospheric organic vapours, in absence

of which the nucleated particles are lost by coagulation with pre-existing particles.

In addition to the effect of organic compounds on CCN number concentration due

to their role in nucleation and growth, Liu and Wang (2010) found changing the

hygroscopicity of SOA from 0.14 to 0.07 and 0.21 changes the CCN number con-

centration in pre-industrial and present-day disproportionaley causing a reduction

in global annual mean anthropogenic aerosol indirect forcing (AIF). Gordon et al.

(2016) found a reduction in estimated AIF when nucleation from pure biogenic or-

ganic compounds was considered. Scott et al. (2014) showed the direct and first

indirect aerosol effects in the present-day atmosphere are highly sensitive to the role

of organic compounds in SOA formation in a study based on SOA formation from

biogenic precursors. Such recent experimental breakthroughs (in particular Ehn
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et al., 2014; Riccobono et al., 2014; Jokinen et al., 2015; Kirkby et al., 2016; Tröstl

et al., 2016) emphasizing the significance of organic compounds in the atmosphere,

make it imperative to reassess the mechanism of SOA formation in GLOMAP-mode

and quantify the climatic implication.

In this chapter a more complex representation of SOA production, that brings to-

gether SOA formation pathways from Spracklen et al. (2011b); Scott et al. (2014)

and Gordon et al. (2016), is implemented in GLOMAP-mode. However compared

to the full VBS approach, the modified scheme implemented here is simple and com-

putationally less expensive. The aim of this chapter is to develop a modified SOA

scheme that is necessary to reflect the advances in our understanding of the role

of VOCs of different volatilities on particles of different sizes and assess the impor-

tance of such a modification on a global scale. The impact of the modified scheme on

particle number concentrations, aerosol size distribution and anthropogenic aerosol

indirect radiative forcing is quantified.

4.2 Modelling the gas to aerosol phase transfer of

organic compounds

There are about 1019 molecules cm−3 in the atmospheric boundary layer, 1017

molecules cm−3 of water, the most condensable vapour, and less than 1010 molecules

cm−3 of trace gases, all of which continuously collide and exchange energy. The pro-

cess of mass transfer from gaseous to condensed phase is simply dependent on the

frequency of collisions that involve molecules of a condensable gas and a particle sur-

face such that the gaseous molecule ‘sticks’ to the particle surface (Donahue et al.,

2012).
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The simplest model to understand the principles of aerosol growth due to influx

of gaseous molecules is a two-phase system (gaseous and condensed) in thermo-

dynamic equilibrium (Odum et al., 1996; Donahue et al., 2006; Vehkamäki and

Riipinen, 2012). Equilibrium between a condensed and a gaseous phase is a bal-

ance between condensation (flux into condensed phase) and evaporation (flux out

to gaseous phase) of molecules such that there is no net molecular flux between

the two phases. At any given time whenever the equilibrium is disturbed due to

addition of molecules to the gaseous phase or to the condensed phase, the system

regains equilibrium by redistributing molecules within its condensed and gaseous

phases. Once the gaseous phase reaches saturation (the concentration at saturation

is called the saturation concentration, C0, which is the maximum the gaseous phase

can hold at any given temperature; an increase in concentration after saturation

results in supersaturation), any additional increase in the vapour phase should lead

to its irreversible condensation on the particle phase. If VOCs emitted in the at-

mosphere constituted a closed system with no exchange of matter and energy with

its surrounding, all gaseous phase VOCs whose ambient concentrations exceed their

saturation concentration would add irreversibly to the aerosol phase.1

An open system (such as VOCs in the atmosphere) can experience changes after

the gaseous phase saturation concentration has been reached - that lower the con-

centration of the species in concern below C0. The lowering of the gaseous phase

concentration below C0 disturbs the equilibrium established between the gaseous and

condensed phases and drives molecules from the condensed to the gaseous phase.

Consequently a corresponding amount of the species is returned to the gaseous phase
1It is worth making the distinction between saturation and equilibrium clear. Saturation refers

to the maximum concentration of a solute in a solvent at any given temperature. Equilibrium
refers to zero net movement of molecules between the solute and solvent. While every solution
tends towards equilibrium, a solution in equilibrium may or may not be saturated. The tendency of
a gaseous species to transfer to aerosol phase is dependent on how quickly its ambient concentration
can surpass its saturation concentration irrespective of whether or not it has attained equilibrium
before that time-scale.
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to re-establish equilibrium. Most atmospheric VOCs therefore exist in both gaseous

and condensed phase, the amount in each being determined by the amount that

maintains equilibrium between the two phases at any given instant.

For any species either the vapour pressure exerted by the gaseous phase at satu-

ration (saturation vapour pressure) (Pankow, 1994) or C0 can be used as a measure

of volatility (Donahue et al., 2011). A highly volatile species is one that has a high

C0 (indicating a high concentration of the species is required to saturate the gaseous

phase thereby driving more molecules of the species to the gaseous phase) and a

high saturation vapour pressure (indicating the pressure exerted by molecules at

saturation is higher thereby driving more molecules of the species to the gaseous

phase). Thus volatility determines what fraction of a species would partition onto

the particle phase, in principle, by determining the tendency of molecules which

have arrived in the condensed phase, to evaporate back into the gaseous phase.

Modelling the gaseous to aerosol phase transfer assuming instant equilibrium: gas/particle

partitioning absorption model

Modelling how oxidation products of VOCs lead to atmospheric SOA therefore

means modelling a gaseous phase species that distributes a part of its mass in the

condensed phase once its ambient concentration exceeds its C0. Pandis et al. (1992)

pointed out that a model allowing partitioning of gaseous phase organic species, say

i, only when its C0 is exceeded underestimates the gaseous-to-particle-phase con-

version. Later a partitioning model was proposed by Pankow (1994), where SOA

production by partitioning was allowed to occur when the gaseous phase concentra-

tion of i was below its Ci
0. Pankow (1994) reasoned that either adsorption of i onto

the particle surface or absorption (dissolution) of i into a particle phase made of or-

ganic compounds would allow some partitioning to occur even before the saturation
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concentration Ci
0 is reached. With time the amount of i in the condensed phase

would influence the partitioning of more gaseous i onto the condensed phase. In-

cluding the role of pre-existing organic aerosols in modelling absorption partitioning

of organic compounds proved to be an important step towards understanding and

modelling the role of semi-volatile organic compounds in SOA formation (Carlton

et al., 2009). The partitioning models (Pankow, 1994; Odum et al., 1996) assume

an instantaneous equilibrium between the gaseous and condensed phase of i such

that i co-exists in two phases and there is no net exchange of molecules between

the two phases. For such a species, i, the amount that gets distributed onto the

condensed phase is an important quantity as that contributes to the global SOA

budget. Donahue et al. (2011, 2012) expressed this fraction of i in the condensed

phase as a function of its effective saturation concentration (C∗i ) and total mass

concentration of organic aerosol (COA) in the condensed phase such as

ξi = (1 + Ci
∗/COA)−1 (4.1)

The effective saturation concentration includes the activity coefficient2, γ, in a mix-

ture such that, C∗i = γ C0
i , where C0

i is the saturation concentration of a species

over a pure liquid. As compounds that are highly volatile have a higher C∗ than

compounds that are less volatile, it follows from the above expression that at equi-

librium, a highly volatile compound will have a higher proportion of its mass in the

gaseous state than a lower volatility compound and the contribution of i to OA is

dependent on thermodynamic properties of i, Ci
∗ and existing mass of OA.

What happens if a species does not reach instant equilibrium upon its emission or
2In a non-ideal solution with significant molecular interactions, the chemical activity of a compo-

nent is determined by the active concentration of the component as opposed to the total measured
concentration. Activity coefficient is the ratio of the effective concentration of the component
to the measured concentration i.e. it determines the chemical activity for a substance in a real
solution under non-ideal conditions.
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production in the atmosphere - irreversible condensation

Although the assumption of equilibrium is justified for some systems, particularly

for semi-volatile compounds in the atmosphere, in reality atmospheric systems are

much more complex, multi-phase systems that may not reach equilibrium (Perraud

et al., 2012; Barsanti et al., 2017). The saturation concentrations of some organic

compounds are so low that their ambient concentrations far exceed Ci
∗. For such

compounds the time-scale of reaching equilibrium between the gaseous and particle

phase approaches infinity as the molecules have no drive to leave the particle phase

and return to the ambient gaseous phase (Donahue et al., 2012). With extremely low

C∗ resulting in a low drive to be in the gaseous state, molecules of these compounds

condense on freshly nucleated particles at kinetic rates (Tröstl et al., 2016) i.e. for

such molecules transfer to the condensed phase is entirely dependent on collision

with the condensed phase. As frequency of collisions is proportional to the surface

area of the particles (here the gas molecules and the aerosol particle), such growth

is modelled as being proportional to aerosol surface area (Mann et al., 2010). Such

a growth via condensation is dependent on the concentration of the gaseous phase

species and occurs irreversibly until the species is entirely depleted in the gaseous

phase and been added to the condensed phase.

In GLOMAP, the existing approach to produce SOA from biogenic organic com-

pounds is to assume irreversible kinetic condensation of gaseous phase vapours on

particles (here we refer to it as the kinetic approach; Mann et al., 2010). All organic

compounds that can condense onto the gaseous phase are lumped together in a sin-

gle tracer (called SEC_ORG in the model). SEC_ORG is generated from monthly

monoterpene emissions after oxidation by O3, OH., NO.
3, following reaction rates of

α-pinene.

Scott et al. (2015) introduces the partitioning approach in GLOMAP (referred to
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as the mass-based approach) and assesses the climatic implications of the scheme

chosen to represent SOA formation in a global aerosol microphysics model. Instead

of considering a range of representative organic compounds with varying C∗, Scott

et al. (2015) uses the lumped gaseous phase organic SEC_ORG and ‘mimics’ the

gaseous-to-aerosol phase partitioning behaviour. Scott et al. (2015) compares three

model simulations: one with the kinetic approach, second with the mass-based ap-

proach and a third where half of the available gaseous phase organic compounds

follow each approach (combined scheme).

In the kinetic approach, the mass of SEC_ORG entering the aerosol phase across

the aerosol modes (MSOAm) is governed by the equation:

dMSOAm

dt
=

CondmNm∑
m=1,5

CondmN
× dSorg

dt
(4.2)

where dSorg/dt is the rate of SEC_ORG condensation. Condm is the condensation

coefficient for each mode m and Nm the number concentration of particles for the

mode. Condm is calculated using the diffusion coefficient (Ds) for a typical gaseous-

phase oxidation product of α-pinene in air, the condensation sink radius (r̄m,cond)

for the mode m and is corrected for molecular effects and limitations in interfacial

mass transport using the terms F(Kn) and A(Kn). A full description of the above

can be found in Mann et al. (2010).

Condm = 4πDsr̄m,condF (Knm)A(Knm) (4.3)

F (Knm) =
1 +Knm

1 + 1.71Knm + 1.33(Knm)2
(4.4)

A(Knm) =
1

1 + 1.33KnmF (Knm)(1
s
− 1)

(4.5)
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Knm =
λgas
r̄m,cond

(4.6)

where s is the accommodation coefficient or sticking coefficient set to 1 for soluble

modes and set to 0.3 for insoluble modes. Knm is the Knudsen number for mode

m calculated using the mean free path of the relevant condensable gas in air λgas.

In the kinetic approach the mass of SEC_ORG adding to the aerosol phase is thus

proportional to the surface area (diameter squared) of particles.

In the mass-based approach SEC_ORG adding to the aerosol phase is proportional

to the pre-existing mass of organic aerosol in each mode, MOAm .

dMSOAm

dt
=

MOAm∑
m=1,5

MOAm

× dSorg
dt

(4.7)

Aerosol mass scales with diameter cubed. Therefore in the mass-based approach

the mass of SEC_ORG adding to the aerosol phase is proportional to the cube of

particle diameter.

The kinetic approach results in a 24 % higher estimate of aerosol indirect effect

(−0.66 W m−2) than the mass-based approach (−0.5 W m−2) by facilitating the

growth of smaller particles. When the mass-based approach is used, growth of par-

ticles smaller than 10 nm is limited by sulphuric acid availablity. The slower growth

rate results in fewer particles reaching CCN-relevant size and gives a lower estimate

of the aerosol indirect effect. The simulation with the combined scheme leads to a

very similar result as the kinetic approach. Scott et al. (2015) suggests since only

a small amount of gaseous phase organic compounds is required to grow smaller

particles, allowing a small fraction of gaseous phase condensables to follow the ki-

netic approach in the combined scheme produces similar results between the kinetic

approach and the combined scheme.
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Scott et al. (2015) gives an useful first estimate of the impact of considering dif-

ferent pathways of SOA formation. However adopting either one of the kinetic or

mass-based approach or splitting SEC_ORG in two equal pathways in the combined

approach is too simplistic to capture the non-linear interactions between atmospheric

organic compounds following different pathways to produce SOA. The atmosphere

is a huge reservoir of gaseous phase organic compounds whose spatial patterns, pro-

duction rates and chemical reactivities widely vary. This can potentially influence

the aerosol size distribution in a different way as compared to splitting the same

tracer (SEC_ORG) across the two schemes.

In this work four completely independent gaseous phase advected tracers are used

to represent oxidised organic compounds of different volatilities that eventually pro-

duce SOA. Of the parent VOCs, some are biogenic (from monoterpene and isoprene,

Mann et al., 2010; Spracklen et al., 2011b) and some are anthropogenically controlled

(Spracklen et al., 2011b). In GLOMAP these gases are oxidised by OH., NO.
3 and

O3 and the gaseous phase oxidation product is then added to the aerosol phase. Al-

though technically all the organic compounds in the atmosphere fall under volatile

organic compounds - whose definition spans a large range of volatility - for clarity

in this work, we reserve the term ‘VOC’ for the parent VOCs i.e. monoterpene,

isoprene, anthropogenically controlled VOCs and refer to their oxidation products

as ‘ox-VOC’s.

In the atmosphere a highly volatile species may undergo successive oxidation re-

actions in the gaseous phase that lower its volatility. Such chemical pathways may

eventually lead to reaction products that are capable of forming SOA. An apt ex-

ample of such a species is isoprene, which has a large global emission estimated

to be between 500−750 Tg yr−1 (Guenther, 2006). Isoprene is highly reactive and
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gets easily oxidised by atmospheric oxidants. However because oxidation of isoprene

produces volatile compounds (with high C∗) laboratory (Pandis et al., 1991) studies

found SOA formation occurs only at high isoprene conditions (>120 ppb). As these

concentrations used in the laboratory are several times higher than that typically

found in atmospheric conditions (a few ppb), it had been generally accepted that

SOA formation from isoprene is not atmospherically relevant (Carlton et al., 2009).

Recent re-examinations (Matsunaga et al., 2003; Paulot et al., 2009) have found

that second (and later generation) isoprene oxidation products are semi-volatile

which means they can contribute to aerosol phase by absorptive partitioning. These

later stage oxidation products may also undergo further oxidation reactions lowering

their volatility even further (Carlton et al., 2009). Multi-stage oxidation therefore

has an important effect on determining the amount of condensable gases available

for aerosol growth at any given instant. GLOMAP does not simulate multi-stage

oxidation reactions. In this study VOCs are lumped in three categories based on

their volatility. The difference in volatility is manifested in the pathway they fol-

low to add to aerosol particles. Whether these products are born from single or

multi-stage oxidation products is not relevant for the aim of this study. In the next

sections we describe the basis on which we classify VOCs into different categories.

4.3 Current understanding of SOA producing or-

ganic compounds

Of the thousands of organic molecules in the atmosphere only a few have been iden-

tified to date. Volatility of the identified organic compounds span several orders of

magnitude making their interactions complex and difficult to model. As a result

they have to be studied in aggregates (Donahue et al., 2006) in global models.
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Donahue et al. (2011, 2012) presented the 2D Volatility Basis Set (VBS) as a means

to classify atmospheric organic compounds based on ranges of saturation concen-

tration (C∗) and oxygen content (O:C ratio). In order of increasing volatility they

are,

• Extremely Low Volatility Organic Compounds or ELVOC

with C∗<10−4 µg m−3

• Low Volatility Organic Compounds or LVOC

10−4 µg m−3<C∗<10−1 µg m−3

• Semi Volatile Organic Compounds or SVOC

10−1 µg m−1<C∗<102 µg m−3

• Intermediate Volatility Organic Compounds or IVOC

with 102 µg m−3<C∗<106 µg m−3

• Volatile Organic Compounds or VOC

with C∗>106 µg m−3

The principle of the VBS classification is to categorise thousands of organic com-

pounds based on their C∗ and oxygen content, O:C ratio. As discussed in previous

sections, a low C∗ of any species implies its ambient concentrations can easily sur-

pass the C∗ making it a low volatility species. A higher O:C in a species is indicative

that the species is highly oxygenated and hence of lower volatility. From a study

based on the α-pinene ozone system and SOA formation from experiments involving

ageing of non-traditional sources (usually associated with POA), woodsmoke and

diesel via OH oxidation, Donahue et al. (2012) suggested ELVOCs remain in the

particle phase under any ambient condition, LVOCs remain dominantly in the par-

ticle phase, SVOCs have a considerable fraction of their mass in both the condensed

and gaseous phase while IVOCs almost exclusively reside in the gaseous phase.
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Ehn et al. (2012) reported observations of high-molecular weight (300-650 Da) natu-

rally charged molecules, monomers and dimers in the boreal forest of Hyytiala, which

were also reproduced in the Julich Plant Atmosphere Chamber from α-pinene ozone

reactions under low OH conditions. These molecules termed HOMs or highly oxy-

genated molecules were found to retain a 10 carbon structure (monomers) while

attaining a O:C ratio of 0.7−1.3 through oxidation. Their dimers consist of units

of two covalently-bonded monomers with lower O:C ratio but larger mass (about

500 Da) and volatility. The study speculated that these compounds take part in

nucleation as their ambient concentrations were estimated to be similar to sulphuric

acid, a key molecule for nucleation, and they have a mass roughly three times that

of sulphuric acid.

Ehn et al. (2014) coined the compounds described above as ELVOC. It was pro-

posed that formation of ELVOC take place when a fraction of the initial peroxy

radical formed from VOC oxidation rapidly undergoes H-shift followed by addition

of a O2 molecule at the formed alkyl radical site. Such oxidation reactions produced

ELVOC at 6−8 % molar yield, with an uncertainty of ±50 %. ELVOCs were found

to condense irreversibly on particles and could explain observed particle growth rate

between 5−50 nm in the boreal forest of Hyytiala. Ehn et al. (2014) also reported

ELVOC yields from other common biogenic endocyclic alkenes - 4 % yield from Cy-

clohexene, 17 % yield from Limonene and less than 0.1 % from β-pinene. The yields

estimated in Ehn et al. (2014) were considered to be a lower limit of the estimate of

ELVOC concentrations.

Kirkby et al. (2016) observed particle formation occurring solely from α-pinene

oxidation products produced at a yield of 3.2 % from ozone and 1.2 % from OH.

radical oxidation in the CLOUD facility at CERN. The nucleating species in Kirkby
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et al. (2016) were reported to be the same compounds as described in Ehn et al.

(2012, 2014), with less than half the yields. Kirkby et al. (2016) reverted back to

calling these nucleating species highly oxygenated molecules or HOMs rather than

ELVOCs, citing that HOMs span a huge range of volatility of which only a subset

(ELVOC) can drive nucleation.

Tröstl et al. (2016) classified HOMs using the Volatility basis set (VBS) into ELVOC

(same as ELVOC or HOMs in Kirkby et al., 2016; Ehn et al., 2014), LVOC and SVOC

of which only ELVOCs have the ability to overcome the Kelvin barrier at the small-

est sizes and produce relatively stable clusters smaller then 2 nm. Beyond 2 nm

with increasing size the Kelvin effect diminishes and LVOCs dominate the growth

of particles. The most efficient source of ELVOC is the α-pinene+ozone system as

described in Ehn et al. (2014) and Kirkby et al. (2016), with an uncertainty of +80

%/−45 %. LVOCs are likely to be produced from first generation oxidation products

like the above as well as from ageing of compounds in the atmosphere through multi-

stage oxidation. SVOCs are also formed in abundance from α-pinene oxidation and

do not take part in the observed growth rate in the experiments. The ELVOC,

LVOC, SVOCs defined in Tröstl et al. (2016), have C∗ values as follows: C∗<10−4.5

µg m−3, LVOC 10−4.5 µg m−3<C∗<10−0.5 µg m−3, SVOC 10−0.5 µg m−1<C∗<102.5

µg m−3. To help the reader, Table 4.1 lists the progression of studies as described

above and the different terminologies used over the years for organic compounds

with very low volatility.
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To summarise the above, various experimental and observational studies con-

ducted independently at different laboratory/atmospheric conditions, point towards

the existence of at least three classes of organic compounds:- compounds that nu-

cleate, compounds that stabilise freshly nucleated particles and compounds that

account for observed growth rates of particles in the atmosphere. Few of these

organic molecules have been detected but overall there is huge uncertainty in the

quantification of organic compounds in each of those pathways.

In this study GLOMAP’s existing treatment of SOA-producing ox-VOC (SEC_ORG),

as non-volatile organic compounds produced at a fixed yield from monoterpene ox-

idation, is changed to represent three ox-VOC groups of different volatility in the

model - ELVOC, LVOC and SVOC - that contribute to SOA via three distinct

pathways - nucleation, growth by kinetic condensation and growth by mass-based

partitioning. Each of LVOC and SVOC is further divided into two categories, bio-

genic and anthropogenic, based on the source of their precursor VOCs. The prefix

‘A’ for anthropogenic and ‘B’ for biogenic are added to LVOC and SVOC to de-

note the nature of their sources. Replacing SEC_ORG, the ox-VOCs in this new

scheme of SOA formation are, B_ELVOC, B_LVOC, B_SVOC_M, B_SVOC_I,

A_LVOC and A_SVOC. More details on each ox-VOC are provided in next sec-

tion. The following diagram from Ehn et al. (2014) shows, in principle, the scheme

implemented in this chapter to produce SOA from ox-VOCs.
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Figure 4.1: Schematic from Ehn et al. (2014) showing the relative contribution of atmo-
spheric volatile organic compounds (VOCs) of different volatilities on particles of different
sizes. Extremely low-volatility organic compounds or ELVOCs contribute to the growth of
all particles, while low-volatility and semi-volatile organic compounds (LVOCs and SVOCs
respectively) contribute to the growth of larger particles making them climate-relevant.

4.4 VOC implementation in GLOMAP

This section describes each ox-VOC, their source, their role in SOA production as im-

plemented in GLOMAP-mode in this work. It may be noted here that although the

different ox-VOCs represent atmospheric organic compounds with different volatil-

ities, the study does not use saturation concentration of surrogate compounds to

represent each category. Rather the difference in volatility of each ox-VOC category

is manifested in the pathway they follow to contribute to SOA. An advantage of

having three separate pathways for gaseous-aerosol phase transfer instead of track-

ing three separate surrogate compounds in the model is that, as more sources of

ox-VOCs that nucleate or condense or partition to produce atmospheric SOA are

identified, or new reaction yields of ELVOC, LVOC, SVOC are quantified in labora-

tories, these additional sources can be lumped together in the corresponding ox-VOC
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tracer to follow the corresponding pathway of SOA formation thereby minimising

computational costs. Further, the model does not simulate transfer of molecules

from aerosol to gaseous phase or potential chemical reactions of the ox-VOCs in the

aerosol phase. Thus a simpler approach that estimates the total gaseous to aerosol

phase transfer via each pathway and their potential interaction suffices.

1. B_ELVOC:

This category of ox-VOC in the model represents atmospheric organic com-

pounds with extremely low volatility that take part in nucleation. B_ELVOC

includes ox-VOCs that can initiate nucleation (Kirkby et al., 2016) as well as

those which take part in nucleation in presence of sulphuric acid (Riccobono

et al., 2014). A nucleation scheme involving B_ELVOC was introduced in

Chapter 3. Throughout this thesis the nucleation scheme remains unchanged.

2. B_SVOC and A_SVOC:

A huge number of organic compounds in the atmosphere fall in the category

of SVOC. Donahue et al. (2006) defines SVOC as any organic compound in

the atmosphere which distributes more than 1 % of its mass between the

gaseous and particle phase. A major fraction of SOA is known to comprise

of SVOCs, which partition between the condensed and gaseous phase (Pöschl,

2005; Robinson et al., 2011; Grieshop et al., 2009).

In the atmosphere saturation concentrations of SVOCs can range between

10−0.5 µg m−1<C∗<102.5 µg m−3 (Tröstl et al., 2016). Saturation concentra-

tion for oxidation products of α-pinene range from 1−107 µg m−1 (see Figure

4.2 from Jimenez et al., 2009) well encompassing the range of SVOCs deter-

mined by Tröstl et al. (2016) - implying potential contribution of α-pinene

oxidation products to atmospheric SVOCs. Later stage oxidation products of

isoprene are known to be semi-volatile (Carlton et al., 2009) contributing to
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SOA (Surratt et al., 2010; Matsunaga et al., 2003). Laboratory studies quan-

tify SOA yields from isoprene to be 1−2 % at high NOx level (Kroll et al., 2005)

and about 3 % at low NOx level (Kroll et al., 2006). Global SOA production

from isoprene has previously been estimated to be between 2 Tg yr−1 (Claeys

et al., 2004) to 10−120 Tg yr−1 (Matsunaga et al., 2005). Henze and Seinfeld

(2006) shows including SOA formation from partitioning of isoprene oxidation

products in a global aerosol model leads to substantial increase in predicted

SOA concentrations. The authors suggest such an increase could potentially

help explain previously underestimated observations by global models. Gen-

tner et al. (2012) quantifies SOA formation from anthropogenic VOCs such as

gasoline and diesel fuel, which produce VOCs at the higher end of the volatil-

ity spectrum.

In this study, oxidation products of α-pinene and isoprene are produced with

yields of 13 % and 1.5 % yields respectively - based on previous studies

(Spracklen et al., 2006; Mann et al., 2010; Spracklen et al., 2011b; Scott et al.,

2014) and personal communication. These oxidation products are considered

to constitute B_SVOC, producing about 24 Tg yr−1 of SOA. A source of an-

thropogenically controlled VOC is generated using MACCity (Granier et al.,

2011) CO emissions that are produced from anthropogenic activities and there-

fore have a similar spatial pattern as anthropogenic VOCs. The CO emis-

sions are scaled and optimised (using a constant scalingfactor throughout

the globe) to reproduce the global sum of VOC emissions from the Emissions

Database for Atmospheric Research (EDGAR) for anthropogenic and biomass

burning sources. The approach is adopted from Spracklen et al. (2011b) and

a full description can be obtained therein. Oxidation products of the reaction

between anthropogenically controlled VOC and OH. are divided to produce

equal amounts of A_LVOC and A_SVOC (about 34 Tg yr−1 of each).
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Figure 4.2: A 2-D framework for organic aerosol ageing from Jimenez et al. (2009). The
x-axis represents volatility (log10C∗ at 298 K) and the y-axis represents the oxidation state,
approximated by the O:C ratio. All products from ozonolysis of α-pinene are distributed
across the blue contours. The products with lower C∗ and higher O:C ratio form SOA,
their mean properties depicted by the blue star.

3. B_LVOC and A_LVOC:

These are Low Volatility Organic Compounds representing atmospheric ox-

VOCs whose volatilities are higher than B_ELVOC and hence they do not

take part in nucleation but lower than SVOCs and hence are not limited to

partitioning onto the aerosol phase. Instead LVOCs in the model irreversibly

condense on the aerosol phase.

Riipinen et al. (2011) shows the thermodynamic approach adopted by most

models (one exception being GLOMAP; Spracklen et al., 2005a,b; Mann et al.,

2010) to produce SOA from VOCs, is insufficient to model organic contribu-

tion to particle number concentrations. According to Riipinen et al. (2011),

the typical mass ratio between the semi- and low-volatility aerosol compo-

nents described by Jimenez et al. (2009) (see Figure 4.2) in Hyytiala is 50

%−50 % - demonstrating the need to model gaseous to aerosol phase trans-

fer of ox-VOCs with low C∗ via irreversible condensation. Indeed studies

using GLOMAP-mode (Spracklen et al., 2006; Mann et al., 2010; Riccobono
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et al., 2014; Gordon et al., 2016) producing SOA with the kinetic approach

only, show reasonable agreement with observed particle number concentra-

tions. Scott et al. (2015) in a study assessing the significance of kinetic and

thermodynamic approaches in GLOMAP-mode further demonstrates the need

to model size-dependent growth by kinetic condensation based on estimates of

the first AIE.

Recently Tröstl et al. (2016) emphasized the role of oxidation products of

α-pinene in initial growth after nucleation although no quantification of such

compounds in the atmosphere have been made to date. O’Dowd et al. (2002)

also found freshly nucleated particles with diameters between 3−5 nm to be

primarily composed of oxidation products of biogenic terpenes.

Based on the above B_LVOCs are considered to be oxidation products of

α-pinene at yields typically used in GLOMAP i.e. 13 % from OH., O3 and

NO.
3. B_LVOCs produce about 14 Tg yr−1 of SOA annually. Half of the oxi-

dation products (about 34 Tg yr−1) generated from oxidation of anthropogenic

VOCs constitutes A_LVOC.

The extent to and mechanism by which anthropogenic VOCs form SOA is

still very much an open question. A_LVOC in this study is permitted to grow

particles by kinetic condensation only after they enter the nucleation mode

(that is A_LVOC is not permitted to grow freshly nucleated clusters which

have less than 3 nm diameter).

The ox-VOCs, their source and role in SOA formation is tabulated in Table

4.2. The bimolecular reaction rates used to produce the ox-VOCs are listed in

Table 4.3. The new SOA-scheme is schematically described in Figure 4.3.
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ox-VOC Volatility Nature of source Role Parent VOC Oxidants

B_ELVOC Extremely Low biogenic nucleation MT O3, OH.

B_LVOC Low biogenic kinetic condensation MT O3, OH. , NO.3

B_SVOC_M Semi biogenic mass-based partition MT O3, OH. , NO.3

B_SVOC_I Semi biogenic mass-based partition IP O3, OH. , NO.3

A_LVOC Low anthropogenic kinetic condensation CO OH.

A_SVOC Semi anthropogenic mass-based partition CO OH.

Table 4.2: List of ox-VOCs implemented in this study, the volatility bin they represent,
whether produced from biogenic or anthropogenic sources, how they take part in atmo-
spheric SOA formation, parent VOC and oxidants which react to produce each ox-VOC.
MT stands for monoterpene, IP stands for isoprene and CO stands for carbon monoxide
indicating anthropogenically sourced VOC.

Reaction Product(s) Rate constant

cm3 molecule−1 s−1

α-pinene + OH. B_ELVOC, B_LVOC, B_SVOC_M 1.2× 10−11exp(444/T )

α-pinene + O3 B_ELVOC, B_LVOC, B_SVOC_M 1.01× 10−15exp(−732/T )

α-pinene + NO.3 B_ELVOC, B_LVOC, B_SVOC_M 1.19× 10−12exp(490/T )

IP + OH. B_SVOC_I 2.7× 10−11exp(390/T )

IP + O3 B_SVOC_I 1.0× 10−14exp(−1995/T )

IP + NO.3 B_SVOC_I 3.15× 10−12exp(−450/T )

AVOC + OH. A_LVOC, A_SVOC 5× 10−12 × scalingfactor

Table 4.3: List of bimolecular oxidation reactions in the model involving biogenic and
anthropogenic VOCs that produce ox-VOCs, as implemented in this study. α-pinene is
used as a representative monoterpene, IP stands for isoprene and AVOC stands for anthro-
pogenically sourced VOC derived from CO emissions (Spracklen et al., 2011b) using the
scalingfactor. Above reaction rates (Atkinson et al., 2006) have been used in previous
GLOMAP studies (Spracklen et al., 2006; Mann et al., 2010; Scott et al., 2014).

.
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Figure 4.3: Schematic showing the existing SOA production scheme in GLOMAP-mode
as described in Mann et al., 2010; Gordon et al., 2016 (top panel) and the modified SOA
formation scheme introduced in this study (bottom panel).

4.4.1 Model set-up

The following developments are made in the model version used in Chapter 3, besides

introducing the modified scheme for SOA production.

• Monthly mean emissions of SO2, BC and OC for the year 2008 from the
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MACCity inventory (Granier et al., 2011) replace AEROCOM emissions for

2000 (Dentener et al., 2006).

• Monthly mean emissions of CO for the year 2008 from MACCity inventory is

added to represent VOC from anthropogenic sources (Spracklen et al., 2011b).

• Monthly mean emissions of monoterpene for the year 2007 generated from the

Community Land Model by Sarah Monks (MEGANv2.1; Guenther et al., 2012)

replaces monoterpene emissions for the year 2000 from the GEIA database

(Guenther et al., 1995).

• Monthly mean emissions of isoprene for the year 2007 generated from the

Community Land Model by Sarah Monks (MEGANv2.1; Guenther et al., 2012)

is added.

• Large-scale atmospheric transport is driven by ERA-Interim reanalysis for

2008, produced by the European Centre for Medium-Range Weather Forecasts

(ECMWF) at 6 hourly intervals replaces ERA 40 (which is available until

2001).

4.4.2 Model Simulations

After implementing the changes described above the model has been tested exten-

sively. To assess the effect of ox-VOCs on aerosol number concentration in the

present-day as well as pre-industrial atmospheres, the model is run for 1750 and

2008. Further a set of twelve one-at-a-time sensitivity tests are performed in which

the yields of each ox-VOC is varied from 0 to a factor of 10 to assess the effects of

each ox-VOC on the simulated size distribution. Table 4.4 lists all simulations.
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Number Simulation Name year Perturbed parameter Perturbation Range

1 OMOD PD 2008

2 OMOD PI 1750

3 ORG PD 2008

4 ORG PI 1750

5 B_ELVOC_LO 2008 B_ELVOC 0

6 B_ELVOC_HI 2008 B_ELVOC 10 times higher

7 B_LVOC_LO 2008 B_LVOC 0

8 B_LVOC_HI 2008 B_LVOC 10 times higher

9 B_SVOC_M_LO 2008 B_SVOC_M 0

10 B_SVOC_M_HI 2008 B_SVOC_M 10 times higher

11 B_SVOC_I_LO 2008 B_SVOC_I 0

12 B_SVOC_I_HI 2008 B_SVOC_I 10 times higher

13 A_LVOC_LO 2008 A_LVOC 0

14 A_LVOC_HI 2008 A_LVOC 10 times higher

15 A_SVOC_LO 2008 A_SVOC 0

16 A_SVOC_HI 2008 A_SVOC 10 times higher

Table 4.4: List of simulations performed in this chapter. Simulation OMOD PD includes
all six ox-VOCs described in Table 4.2 for the present-day atmosphere. Simulation OMOD
PI includes ox-VOCs except A_LVOC and A_SVOC for the pre-industrial atmosphere.
Simulation ORG represents the model before implementing the modified SOA scheme.
12 one-at-a-time sensitivity tests (listed from 5-16) are performed to assess the model
sensitivity to the six ox-VOCs. The suffix ‘HI’ is added to indicate an increase in ox-VOC
yields by a factor of 10. The suffix ‘LO’ is added to indicate an absence of that particular
ox-VOC type.

114



Kamalika Sengupta University of Leeds

4.5 Results

4.5.1 Change in SOA production from ox-VOC

(a) OMOD PI (b) OMOD PD

ox-VOC Nuc solAitken solAccum solCoarse Sol TOTALox−V OC Nuc solAitken solAccum solCoarse Sol TOTALox−V OC

Tg yr−1 Tg yr−1 Tg yr−1 Tg yr−1 Tg yr−1 Tg yr−1 Tg yr−1 Tg yr−1 Tg yr−1 Tg yr−1

B_LVOC 0.23 2.8 11.4 0.09 14.52 0.12 2.89 11.6 0.06 14.67

B_SVOC - 2.8 23.2 0.09 26.09 - 3.10 23.04 0.06 26.2

A_LVOC - - - - 0.16 8.8 22.72 0.13 31.65

A_SVOC - - - - - 6.5 25.2 0.04 31.74

TOTALmode 0.23 5.6 34.6 0.18 0.28 21.29 82.56 0.29 -

TOTALAllmodes 40.61 104.42 -

(c) ORG PI (d) ORG PD

ox-VOC Nuc solAitken solAccum solCoarse Sol TOTALox−V OC Nuc solAitken solAccum solCoarse Sol TOTALox−V OC

Tg yr−1 Tg yr−1 Tg yr−1 Tg yr−1 Tg yr−1 Tg yr−1 Tg yr−1 Tg yr−1 Tg yr−1 Tg yr−1

B_LVOC 0.3 3.16 10.6 0.09 14.15 0.22 3.1 10.7 0.07 14.09

B_SVOC - - - - - - - - - -

A_LVOC - - - - - - - - - -

A_SVOC - - - - - - - - - -

TOTALmode 0.3 3.16 10.6 0.09 0.22 3.1 10.7 0.07 -

TOTALAllmodes 14.15 14.09 -

Table 4.5: Global annual mean mass flux (in Tg yr−1) of each ox-VOC adding (via kinetic
condensation or mass-based partitioning) to the aerosol phase in each of the four soluble
modes, the mass flux of all ox-VOCs in each soluble mode (TOTALmode) and the mass
flux of all ox-VOCs in all soluble modes (TOTALAllmodes) for (a) simulation OMOD for
pre-industrial (b) simulation OMOD for present-day (c) simulation ORG for pre-industrial
(b) simulation ORG for present-day. The global distribution of TOTALmode, highlighted
in bold within the table, is shown in Figure 4.4.

Table 4.5 summarises the effects of the implemented changes on SOA produced

from ox-VOCs for pre-industrial (a and c) and present-day (b and d) atmospheres
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in GLOMAP. With the existing approach in GLOMAP (simulation ORG) about

14 Tg yr−1 SOA is produced from kinetic condensation of SEC_ORG (lumped

monoterepene oxidation products) for both present-day asnd pre-industrial atmo-

sphere. The modified treatment of SOA formation (simulation OMOD) introduced

in this chapter includes additional SOA sources such as isoprene and anthropogeni-

cally controlled VOCs. Under this treatment, the total global flux of gaseous phase

organic compounds into the aerosol phase is about 40 Tg yr−1 in the pre-industrial

atmosphere and about 104 Tg yr−1 in the present-day atmopshere. The present-day

production of SOA from VOC condensation under the modified scheme lies within

the SOA uncertainty range 50−380 Tg yr−1 (and close to the best estimate of 140

Tg yr−1) given by Spracklen et al. (2011b) .

Comparing the mass fluxes of A_LVOC and A_SVOC in the Aitken and accumu-

lation modes (Table.4.5b) gives insight to the effect of kinetic and thermodynamic

approaches used for SOA production in the model. Equal amounts of A_LVOC

and A_SVOC are produced in the model as a result of oxidation reactions between

the same precursor VOC and oxidant. Once formed condensable A_LVOC is dis-

tributed in the particle phase using the kinetic approach and condensable A_SVOC

is distributed in the particle phase using the mass-based approach. Mass transfer in

the kinetic scheme scales to particle surface area i.e. square of the particle diameter

(Equation 4.2). Mass transfer in the thermodynamic approach scales to particle

mass (Equation 4.7) which is proportional to volume or the cube of the particle

diameter. The above implies relatively larger particles get a greater fraction of total

A_SVOC than A_LVOC, which leaves more A_LVOC for the growth of smaller

particles. In other words, the distribution of A_SVOC is more strongly skewed to-

wards larger particles compared to A_LVOC. This behaviour is in agreement with

that reported in Scott et al. (2015) where two model simulations, one producing

SOA using the kinetic approach only and another producing SOA using the ther-
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modynamic approach only, were compared.

Together the particles in the Aitken and accumulation modes get about 99 % ox-

VOCs in simulation OMOD (increased from about 97 % in simulation ORG). About

79 % of the total gaseous phase organic compounds contribute to the growth of parti-

cles bigger than 100 nm (accumulation mode) while about 20 % contributes towards

the growth of Aitken mode particles (10−100 nm) in simulation OMOD. Majority of

the gaseous phase ox-VOCs distribute on particles in the Aitken and accumulation

modes because these two modes :

1. have highest particle number concentration including large contributions from

primary particles.

The soluble Aitken mode has the highest number concentration of particles

as a result of primary emission of aerosol particles (from fossil fuel, biofuel

burning and primary sulphate) in this mode in addition to the secondary

particles transferred from the nucleation mode via mode-merging. The soluble

accumulation mode contains primary particles from biomass burning sources.

The nucleation mode on the other hand only contains secondary particles

formed from nucleation in the model. The coarse mode is dominated by large

sea-salt aerosol particles (as dust is not treated in the model version used in

this thesis) and the transfer of particles from accumulation to coarse mode

is the slowest. As the distribution of ox-VOCs to the aerosol modes largely

depends on the number concentration of aerosol particles, more ox-VOCs get

distributed in the Airken and accumulation modes.

2. have particles which are less efficiently removed from the atmosphere.

Particle number concentration in the nucleation mode is greatly reduced by

intra-modal coagulation due to small size of the particles. Particles in the

coarse mode are efficiently removed by sedimentation due to their large sizes.
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By contrast in Aitken and accumulation mode, which as stated above have

steady particle sources, particles are less prone to loss by removal mechanisms.

Thus Aitken and accumulation mode particles have a longer atmospheric life-

time (than nucleation or coarse mode particles) causing greater condensation

of ox-VOCs on particles in these modes.

The greater distribution of ox-VOCs to accumulation mode compared to the Aitken

mode may be attributed to cloud processing in the model. Particles at the larger

end of the Aitken mode (with dry diameter > 50 nm following Spracklen et al.,

2005b) are transferred to the accumulation mode as ‘activated particles’ causing a

reduction in the number of Aitken mode particles. Once in accumulation mode these

activated particles are additionally grown by aqueous phase oxidation of SO2. Such

growth further increases their mass and surface area, attracting more ox-VOCs for

their growth compared to particles in other modes.

A large fraction (61 % of total SOA from VOCs) of SOA is produced by VOCs

from anthropogenically controlled sources in the current model set up. Anthro-

pogenically controlled SOA has been known to make a significant difference when

simulating observed SOA (Spracklen et al., 2011b). Including VOCs from anthro-

pogenically controlled sources sets the pre-industrial and present-day simulation

apart not only in terms of primary emissions but also the available gaseous phase

organic compounds to produce secondary aerosol particles in the model (Figure 4.4).

The radiative impact of aerosols is dependent on relative change in their number

concentration from pre-industrial to present-day. Whether the above changes lead

to a significant change in particle number concentrations and affect aerosols indirect

forcing due to anthropogenic aerosols is examined in following sections.
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Figure 4.4: Annual mean surface-level mass flux (Tg yr−1) of gaseous phase ox-VOCs
to the nucleation mode for (a) simulation ORG in the pre-industrial (b) simulation ORG
in the present-day (c) simulation OMOD in the pre-industrial (d) simulation OMOD in
the present-day; to the Aitken soluble mode for (e) simulation ORG in the pre-industrial
(f) simulation ORG in the present-day (g) simulation OMOD in the pre-industrial (h)
simulation OMOD in the present-day; to the accumulation soluble mode for (i) simulation
ORG in the pre-industrial (j) simulation ORG in the present-day (k) simulation OMOD
in the pre-industrial (l) simulation OMOD in the present-day; to the coarse soluble mode
for (m) simulation ORG in the pre-industrial (n) simulation ORG in the present-day (o)
simulation OMOD in the pre-industrial (p) simulation OMOD in the present-day. The
number printed represents the global annual mean for each subplot.

Figure 4.5: Global distribution of annual mean mixing ratio (in pptv) of (a) terpenes (b)
isoprene and (c) anthropogenically controlled VOC at surface-level in the model.
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4.5.2 Changes in particle number concentrations in pre-industrial

and present-day atmospheres

Figures 4.6 and 4.7 show the global distribution of particles with diameter greater

than 3 nm, N3, and those with diameter greater than 50 nm, N50, for simulations

ORG and OMOD. The plots also depict the relative difference in particle number

concentrations between the two simulations for pre-industrial and present-day atmo-

spheres. N3 is synonymous with CN (total particles or condensation nuclei) in our

model as any particle entering the nucleation mode has at least 3 nm dry diameter.

N50, as in Chapter 3, is the number concentration of particles with potential to act

as CCN in the atmosphere.

Global annual mean N3 changes by −15.8 % in the present-day (−20 % in NH

and −11 % in SH) and −9 % (−13 % in NH and −4.8 % in SH) in the pre-industrial

atmosphere. Global annual mean N50 changes by +14 % (+17.7 % in NH and +11.9

% in SH) in the present-day and by +2.8 % (+3.9 % in NH and +1.7 % in SH) in

the pre-industrial atmosphere.

The bigger change in NH is expected as most of the precursor gas emissions are

continental. The stronger sensitivity shown by N3 (as compared to N50) is in agree-

ment with the findings of Merikanto et al. (2009). In the present-day the reduction in

N3 is strongest over NH mid-latitude (Figure 4.6f), particularly over North America

(where the decrease is between 100−500 %) and boreal forest zone across Europe and

America. The reduction continues for N50 (Figure 4.7f) at tropical forest regions

over South America, central Africa and Australia (5−25 %). There is an increase in

N50 over the rest of the world, particularly in the pristine regions of the northern

high-latitudes (upto 75 %).
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Figure 4.6: Annual mean number concentration of surface-level particles with dry diame-
ter above 3 nm (N3) for a) simulation ORG in the pre-industrial atmosphere b) simulation
ORG in the present-day atmosphere c) simulation OMOD in the pre-industrial atmosphere
d) simulation OMOD in the present-day atmosphere. The relative change in annual mean
N3 as a result of introducing the modified SOA formation scheme are shown in e) for the
pre-industrial and f) for the present-day atmospheres.
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Figure 4.7: Annual mean number concentration of surface-level particles with dry di-
ameter above 50 nm (N50) for a) simulation ORG in the pre-industrial atmosphere b)
simulation ORG in the present-day atmosphere c) simulation OMOD in the pre-industrial
atmosphere d) simulation OMOD in the present-day atmosphere. The relative change in
annual mean N3 as a result of introducing the modified SOA formation scheme are shown
in e) for the pre-industrial and f) for the present-day atmospheres.

The response of N3 and N50 to the changes made in SOA formation scheme in

this study can be understood from considering the aerosol microphysical processes

in the model. Particle number is known to vary non-linearly with changes in par-

ticle sources (Stier et al., 2006; Spracklen et al., 2006). In the model three sources

contribute to surface-level N3 and N50:

• Primary particles including sea-salt, particulate carbonaceous emissions (EC

and OC), and sulphate emissions from wild- fires, biofuels, fossil fuels and

volcanoes.

• Secondary particles formed in the free troposphere from binary sulphuric acid
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nucleation and entrained into boundary layer.

• Secondary particles formed as a result of nucleation in the boundary layer.

Merikanto et al. (2009) shows globally these sources may contribute 27 %, 26 % and

48 % respectively of the total particles at ground level and constitute 55 %, 35 %,

10 % respectively of the particles that can act as CCN at 0.2 % supersaturation.

The modifications in the treatment of SOA made in this study has no effect on

particles sourced from primary emissions. A decrease in surface level N3 is there-

fore a result of suppressed nucleation in the free troposphere and/or boundary layer.

Nucleation in the model is a result of two competing processes: production of par-

ticle clusters and their loss. Cluster production and their subsequent growth upto 3

nm size, in the model, is directly facilitated by two of the six ox-VOCs: B_ELVOC

and B_LVOC. The total concentrations of both these ox-VOCs and the mechanism

by which they transfer to the particle phase are identical in simulations ORG and

OMOD. Thus in principle, the processes governing the production of nucleation

mode particles are the same in both simulations. Therefore in simulation OMOD

with lower N3, processes that scavenge particles must be stronger leading to a lower

net production of particles and lowering of the total particle number concentration.

The primary scavenging mechanism for nucleated clusters is loss by coagulation

on bigger particles that constitute the condensation sink. Once formed survival of

clusters is dependent upon the availability of low volatility vapours to grow the clus-

ters as well as a sufficiently low background aerosol concentration or condensation

sink that allows small particles to grow without getting scavenged (Equation 3.7).

Increase in the concentrations of condensable gaseous phase organic compounds

favours growth via condensation thereby increasing SOA formation. The increased

growth leads to an increase in the number of bigger particles which in turn provides
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additional surface area for small clusters to collide and get scavenged, eventually

suppressing nucleation. This may account for a lower contribution of boundary

layer nucleation to simulated N3 in simulation OMOD.

Whether increased scavenging of clusters and small particles in the boundary layer

is the only cause for the decrease in particle number concentrations or, entrainment

from upper atmosphere has a role to play is investigated by plotting the vertical

variation of N3 from surface to 10 hPa, averaged longitudinally. Particle concen-

trations reduce above the boundary layer and reaches a maxima at around 100 hPa

(around 16-17 km) for both simulations ORG and OMOD (Figure 4.8 a, b, c and d).

The minimum above the boundary layer is attributed to scavenging of aerosols by

the low level clouds while the maxima at the free troposphere to upper atmospheric

nucleation (Schröder et al., 2002).

Figures 4.8e and f show the difference in the vertical profiles of N3 between simu-

lations ORG and OMOD. The reduction in ground level N3 seen in surface maps

(Figure 4.6f) is found to have propagated to higher altitude levels, particularly in

the present-day. Over the equator N3 has decreased by 500-1000 cm−3 at about

100 hPa (16 km). At a lower altitude this reduction belt extends to the tropics

and mid-latitudes in the NH. As nucleation is a significant source of particles in the

free troposphere (favoured by low background particle concentrations and low tem-

perature), this could indicate a suppression of free tropospheric (binary sulphuric

acid) nucleation. In simulation OMOD increased condensation and coagulation in-

creases the average size of particles in the boundary layer thereby increasing the

amount of gaseous phase sulphuric acid contributing to their growth. The increased

amounts of sulphuric acid required to support the growth of boundary layer particles

in OMOD in turn reduces the amount of sulphuric-acid available for the production

of free-tropospheric particles.
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Figure 4.8: Meridional annual mean vertical distribution of particles with dry diameter
above 3 nm (N3) for a) simulation ORG in the pre-industrial atmosphere b) simulation
ORG in the present-day atmosphere c) simulation OMOD in the pre-industrial atmosphere
d) simulation OMOD in the present-day atmosphere. The relative change in meridional an-
nual mean vertical distribution of N3 as a result of introducing the modified SOA formation
scheme are shown in e) for the pre-industrial and f) for the present-day atmospheres.

In the following sections the aerosol size distribution simulated by ORG and OMOD

are compared, monthly mean simulated N3 is compared against monthly mean global

N3 observations and the climatic relevance of the new treatment assessed.

4.5.3 Changes in aerosol size distribution

Figure 4.10 shows the aerosol size distribution in 33 locations across the globe for

simulations ORG and OMOD. The locations (shown in Figure 4.9) chosen are those

that have N3 data (used in Section 4.5.4) and includes free tropospheric (FT) sites,

continental boundary layer (CBL) sites and marine boundary layer (MBL) sites.
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Figure 4.9: Map showing 33 ground-based locations at which the surface-level aerosol
number size distribution simulated by the model under various conditions are inter-
compared (Figures 4.10, 4.11 and 4.12) and the monthly mean total aerosol number con-
centration is compared against observations (Figures 4.13, 4.14).

Figure 4.10 shows a decrease in the number concentration of particles in the nu-

cleation mode (yellow in Figure 4.10) and an increase in particle diameter of Aitken

and accumulation modes (green and blue in Figure 4.10) particles with simulation

OMOD (solid line). This is in agreement with Table 4.5 which shows most of the

added ox-VOCs in OMOD are distributed in the Aitken and accumulation modes.

As a result the particles in these modes grow bigger in simulation OMOD than in

simulation ORG.

Implementing the new treatment for SOA formation has resulted in up to an order

of magnitude decrease in the number of sub-10 nm particles in almost all loca-

tions. With increasing size, particle number concentration becomes less sensitive to

the changed SOA production treatment (OMOD) and a relatively small increase in
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number concentration is observed beyond 50 nm (as previously seen in the global

maps - Figures 4.6 and 4.7).

Possible reasons for the reduction of particle number concentration in the nucle-

ation mode and the increase in larger modes are:

• 99 % of the total available ox-VOCs in simulation OMOD contribute to the

growth of larger particles in Aitken and accumulation modes (Table 4.5), which

is a 2 % increase from simulation ORG.
• Suppression of nucleation due to larger sizes of Aitken and accumulation mode

particles in OMOD which enhances sulphuric acid condensation (Figure 4.8).
• Increased loss of freshly nucleated sub-3 nm clusters to the increased conden-

sation sink in simulation OMOD (Figure. 4.6.
• Increased loss of nucleation mode (> 3 nm) particles by intra and inter-modal

coagulation with larger particles in OMOD, since particles in Aitken and accu-

mulation have greater diameter in simulation OMOD than in simulation ORG

(Figure 4.10).
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Figure 4.10: Aerosol number size distribution at 33 ground-based locations (as shown
in Figure 4.9) for simulation ORG (dotted line) and simulation OMOD (solid line). Each
color represents a size mode: yellow represents the nucleation mode, green represents the
Aitken mode, blue represents the accumulation mode and red represents the coarse mode.

It should be noted here that in most locations, the modified SOA treatment (solid

line in Figure 4.10) shifts the size distribution to the larger particle sizes. However

the increase in diameter for larger particles is not as striking as the decrease in

number of smaller particles. Whether the decrease in the number concentrations of

nucleation mode particles or the increase in mean particle dry diameter of Aitken

and accumulation mode particles has a more significant climate impact, is assessed

later in Section 4.5.5.
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To investigate the role of each ox-VOC on the aerosol size distribution in simula-

tion OMOD a set of one-at-a-time sensitivity tests are performed with the yields of

each of ox-VOC (from their parent VOC) perturbed from 0 to a factor of 10 higher

(as listed in Table 4.4. In GLOMAP-mode the amount of condensable vapours

available to form SOA can be controlled by controlling the yields for the bimolecu-

lar reaction between precursor gases and oxidants in the model. Changing the yields

of condensables from precursor gases has the same effect as changing emissions of

these precursor gases, for example. The simulations for which the parameters are

set to 0, provide an insight to the role each of these parameters play.

Figure 4.11: Aerosol number size distribution in GLOMAP-mode at 33 ground-based
locations (as shown in Figure 4.9) for simulation OMOD and 12 one-at-a-time sensitivity
tests, perturbing the concentrations of each of the six ox-VOCs implemented in this chapter.
Details of the perturbations in the 12 simulations are tabulated in Table 4.4.
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The common feature among all the sites in Figure 4.11 is that the aerosol size

distribution is most sensitive to the variations in concentrations of B_ELVOC and

B_LVOC. B_ELVOC and B_LVOC directly contribute to new particle formation

and their subsequent growth. Consequently these two parameters are critical mod-

ulators of the total particle number concentration. Perturbations to all other VOC

parameters cause the modelled N3 to vary within a much narrower range compared

to perturbations in B_ELVOC and B_LVOC .

In almost all the sites B_ELVOC_HI (dark green line) produces the maximum

number of 3 nm sized particles while in B_ELVOC_LO (light green line) N3 con-

centrations drop to the lowest. This shows of all the ox-VOCs, B_ELVOC plays the

most important role in modulating particle number concentration in the nucleation

mode and by tuning B_ELVOC alone, the model can be made to produce a range

of nucleation mode particles and N3.

The availability of B_LVOC ensures rapid growth of clusters upto 3 nm sizes before

they can be scavenged via coagulation. This is a critical parameter in the model as

in absence of B_LVOC (simulation B_LVOC_LO) particle number concentrations

drop significantly. In some sites (such as in Hyytiala, Pallas, Varrio, Mace Head,

Melpitz and Mt Washington) the reduction in the nucleation mode particle num-

ber concentrations in absence of B_LVOC is similar to that in seen in absence of

B_ELVOC, implying growth of clusters by organic compounds is critical in these

locations. This is in agreement with previous studies (Asmi et al., 2011; Lyubovt-

seva et al., 2010) that have shown that nucleation and subsequent particle growth in

Finnish boreal forests are strongly dependent on non-volatile oxidation products of

biogenic organic compounds. Such organic compounds are estimated to contribute

to one-third of particle growth in Melpitz according to Wehner et al. (2005). O’Dowd

et al. (2004) reports significant contribution from organic compounds to aerosols in
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marine boundary layer regions such as Mace Head. Thus B_ELVOC and B_LVOC

prove to be the most critical parameters in determining and maintaining model par-

ticle concentrations.

Figure 4.12: Aerosol number size distribution (above 50 nm particle diameter) in
GLOMAP-mode at 33 ground-based locations (as shown in Figure 4.9) for simulation
OMOD and 12 one-at-a-time sensitivity tests, perturbing the concentrations of each of the
six ox-VOCs implemented in this chapter. Details of the perturbations in the 12 simula-
tions are tabulated in Table 4.4.

Some locations, such as Neumayer and Samoa, stand out in their non-responsiveness

to changes in the SOA production mechanism in the model. In Samoa, which shows

a relatively small change in N3 due to the modifications in SOA treatment (Figure

4.10), the condition most conducive for a high N3 is absence of anthropogenic LVOCs

(Figure 4.11). This further indicates that the dip in particle number concentration

is a result of an increased condensation sink and the sites that respond the least to

the changes made in simulation OMOD (such as Neumayer and Samoa) represent
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regions where background aerosol concentrations are low.

In some locations, such as Harwell and India Himalaya, absence of A_LVOC (pale

blue line A_LVOC_LO Figure 4.11) leads to the production of maximum aerosol

number concentration in the nucleation mode. The effect of A_LVOC_LO in in-

creasing nucleation mode particle number concentration is also clearly seen at con-

tinental sites such as Aspvreten, Bondville and Puy de dome. In all these sites

anthropogenic air masses from nearby regions influence the aerosol size distribution.

Thus including kinetically condensing anthropogenic ox-VOCs in the model causes

a noticeable decrease in nucleation mode number concentration in regions highly

effected by anthropogenic activities, possibly through suppressed boundary layer

nucleation due to enhanced condensation sink.

Table 4.6 summarises the absolute and the change in global annual mean total

particle number concentration and dry diameter for each mode for each simulation

ORG and OMOD in pre-industrial and present-day. In the present-day the modified

SOA scheme causes a 20 % decrease in nucleation mode particle number concentra-

tion globally while increasing Aitken mode particle number concentration by 11 %.

Particle mean dry diameter for the Aitken and accumulation modes are increased by

16 % and 10 % respectively in simulation OMOD. In the pre-industrial atmosphere

the changes are relatively smaller with 7 % and 3 % increase in the particle mean

dry diameter for the Aitken and accumulation modes respectively.

It is interesting to note that in the pre-industrial atmosphere the modified SOA pro-

duction scheme (including B_ELVOC, B_LVOC, B_SVOC_M and B_SVOC_I)

increases nucleation mode particles by 2 % globally (compared to the 20 % reduc-

tion in present-day). This is because a larger fraction of B_LVOC is available in

the pre-industrial OMOD simulation (1.5 % of 14.67 Tg yr−1 compared to 0.8 %
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in the present-day, Table. 4.5) for growth of nucleation mode particles, in addi-

tion to the condensation sink being lower in the pre-industrial atmosphere. This

indicates in the pristine pre-industrial atmosphere much of the low-volatility oxi-

dation products of biogenic gases would have contributed to the growth of small

particles. In the present-day atmosphere with the increase in primary particles, the

competition for such low volatility compounds has increased. Consequently in the

present-day atmosphere B_LVOCs increasingly contribute to the higher end of the

size distribution resulting in faster production of climate relevant particles (than in

the pre-industrial).

To summarise: nucleating B_ELVOC is critical for the production of sufficient small

particles. The competing effects of B_LVOC (that grows all nucleated particles via

kinetic condensation) and A_LVOC (that grows particles above 3 nm via kinetic

condensation) is an important controller of nucleation mode/small particle number

concentration. SVOCs in the model increase the mean diameter of larger particles

i.e. addition of SVOCs increases the number of molecules per particle in each mode

without increasing the number of particles in the mode. SVOCs therefore contribute

significantly to the total mass of SOA produced. The right combination of these pa-

rameters may therefore be able to produce a model that simulates the right particle

number concentration and SOA. This question is revisited in Chapter 5, where the

entire uncertainty parameter space of SOA-producing ox-VOCs is explored.
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Soluble Mode ORG_PI OMOD_PI diff_PI ORG_PD OMOD_PD diff_PD

All numbers are global annual mean (%) (%)

Nucleation sol

number concentration (cm−3) 663 675 2 854 682 -20

mean dry diameter (nm) 6.6 6.6 0.3 6.5 6.4 -1

Aitken sol

number concentration (cm−3) 83 77 -6 88 97 11

mean dry diameter (nm) 53 57 7.7 59 68 16

Accumulation sol

number concentration (cm−3) 37 29 -21 37 37 -0.4

mean dry diameter (nm) 105 108 3 110 120 10

Coarse sol

number concentration (cm−3) 0.06 0.06 - 0.06 0.06 -

mean dry diameter (nm) 1814 1814 - 1814 1814 -

Table 4.6: Global annual mean number concentration of particles (in cm−3) and global
annual mean particle mean dry diameter (in nm) in each soluble mode, tabulated for sim-
ulations ORG and OMOD for present-day and pre-industrial atmospheres. The coloured
columns show the % difference between OMOD and ORG simulations. Positive changes
with OMOD are highlighted in red and negative change with OMOD are highlighted in
blue.

4.5.4 Comparison with observed N3

Figure 4.13 compares simulated monthly mean total particle number concentrations

(N3/N7/N10 depending on the cut-off diameter at observed sites) from 3 simula-

tions (OMOD, ORG and ORG_BioOxOrg) with observed data from 33 sites (data
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from Spracklen et al., 2010). In simulation ORG_BioOxOrg, nucleation is depen-

dent on sulphuric acid plus oxidation products of monoterpene and OH. and sub-3

nm particles grow only by addition of sulphuric acid (as in Riccobono et al., 2014).

The Pearson correlation coefficient (R) and normalised mean bias factor (NMBF;

Yu et al., 2006) are calculated for each of the simulations indicating the extent of

agreement between modelled and observed seasonal cycle and are presented in 4.15.

NMBF is an unbiased and symmetric metric with a range from -∞ to +∞ with

a score of 0 meaning best agreement. NMBF is calculated as follows:

NMBF =



N∑
i=1

(Mi−Oi)

N∑
i=1

Oi

, ifM̄ ≥ Ō

N∑
i=1

(Mi−Oi)

N∑
i=1

Mi

, ifM̄ < Ō

(4.8)

NMBF is free from the following issues statistical metrics commonly have:

• it is proportionate for overprediction and underprediction. Some metric, for

example mean normalised bias, ranges up to infinity for overprediction but

only up to −100 % for underprediction. This means the interpretation of the

same score is different for underestimation and overestimation.

• undue influence of one or two small observation points in the denominator is

avoided by using the concept of a factor.

Positive NMBF, for example NMBF = 1.5, indicates the model is biased towards

overestimating observations by a factor of 2.5 (NMBF+1). Negative values of

NMBF, for example NMBF = −1.5, indicates the model is biased towards underes-

timating observations by a factor of −2.5 (NMBF−1).
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Figure 4.13: Comparison of observed and modelled monthly mean total aerosol number
concentration (N3) at 33 ground-based locations (as shown in Figure 4.9). Cut-off diam-
eters at sites range from 3 nm to 10 nm. The red line shows N3 from simulation OMOD,
the blue line shows N3 from simulation ORG and the green line shows N3 from simulation
ORG_BioOxOrg. The black dotted line shows data from atmospheric observations. Simu-
lation ORG_BioOxOrg includes nucleation of sulphuric acid and biogenic oxidised organic
compounds following Riccobono et al. (2014). In addition to that in ORG_BioOxOrg,
simulation ORG includes pure biogenic nucleation of B_ELVOC following Kirkby et al.
(2016) and cluster growth by B_LVOC. In addition to that in ORG, simulation OMOD
includes particle growth by A_LVOC and SVOC.

In most locations, for most of the year, all three model simulations underesti-

mate particle number concentrations. The simulation without pure biogenic nucle-

ation of B_ELVOC (BioOxOrg) produces the least number of particles (green line

in Figure 4.13). Including B_ELVOC and B_LVOC causes the maximum aerosol

number concentration (ORG, blue line). The presence of additional SOA sources

produces aerosol concentration in-between (OMOD, red line). In simulation OMOD
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A_LVOCs and SVOCs which partition onto bigger particles, suppress particle for-

mation. But clearly the suppression due to SVOCs (change from blue to red line)

is less than the enhancement in particle concentration due to ELVOC and LVOC

(increment from green to blue line). The figure demonstrates that the total par-

ticle number concentration in the model reaches a saturation point beyond which

increasing non-nucleating, SOA-producing organic vapours decreases total aerosol

number or at best has no effect (for example, at Varrio where the red and the blue

lines nearly superimpose).

The annual average underestimation by the model (irrespective of how organic com-

pounds are treated in the model) is within a factor of 3 except in Mace Head,

Neumayer, Po Valley, Point Barrow and India Himalaya (Figure 4.14). The under-

estimation of observed aerosol concentrations at Mace Head, Point Barrow and Po

Valley has previously been noted in Riccobono et al. (2014); Gordon et al. (2016);

Dunne et al. (2016) and was attributed to missing sources of nucleated particles

from anthropogenic molecules, iodine or amines. In Dunne et al. (2016) includ-

ing ammonia ternary nucleation to produce particles along with nucleation from

sulphuric acid and oxidised organic compounds (BioOxOrg as in Riccobono et al.,

2014) considerably improved aerosol number concentration in high altitude stations

such as Nepal, India Himalaya and Puy de Dome. In this study we expect the model

performance to slightly degrade at free tropospheric sites compared to Dunne et al.

(2016) since free-tropospheric nucleation involves only sulphuric acid. However this

is not a serious limitation as the aim of this study is to intercompare different rep-

resentations of SOA formation from ox-VOCs and assess the potential difference it

could make on model estimates of first AIF.

Figure 4.13 shows in addition to the underestimation of aerosol number concen-

tration, particularly in the winter months at several sites, introducing B_ELVOC
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and B_LVOC (simulation ORG) results in an overestimation in the summer months.

This is most pronounced in Trinidad Head, a coastal MBL site and also seen in a

number of rural and polluted continental mid-latitude sites such as Hyytiala, Pal-

las, Varrio, Trinidad Head, Castle Spring, Aspvreten and Tomsk. Thus a stronger

seasonal cycle is simulated in the model than that observed in the above mentioned

sites. In Neumayer (site 11 in Figure 4.13) for example, the simulations with best to

worst NMBF (see Figure 4.14) are - BioOxOrg, OMOD and ORG (i.e. simulation

with no B_ELVOC or B_LVOC, followed by simulation with B_ELVOC, B_LVOC

and with their effects dampened by increased condensation sink, followed by sim-

ulation including B_ELVOC and B_LVOC). This suggests that the contribution

of biogenic organic compounds to aerosol formation via nucleation is overestimated

at this site with simulation ORG. Yet the particle number at Neumayer is under-

estimated by a factor of 5 at best (simulation ORG_BioOxOrg), which indicates

adding more particles from nucleation of biogenic organic compounds is unlikely to

rectify the underestimation.

A part of the underestimation in N3 may be explained by missing nucleation path-

ways involving inorganic components such as iodides, amines and ammonia or nucle-

ation of organic compounds from marine phytoplankton sources and anthropogenic

sources, nucleation of iodides and amines. Under-represented background aerosol

concentrations at many sites from primary emissions may also account for consider-

able part of the model underestimation of aerosol number. It is important to note

that none of the simulations stand out when compared against available N3 observa-

tion. Figure 4.15 shows the R and NMBF at each site for the model simulation that

performs best at that site. Out of 33 sites, simulation ORG_BioOxOrg gives the

best model-observation agreement in 11 sites and best captures the seasonal cycle

in 13 sites. Simulation ORG gives the best model-observation agreement in 15 sites

and best captures the seasonal cycle in 7 sites. Simulation OMOD gives the best
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model-observation agreement in 7 sites and best captures seasonal cycle in 9 sites.

Figure 4.14: Graphical representation of the Pearson correlation coefficient (R) and
Normalised Mean Bias Factor (NMBF) calculated at 33 ground-based locations (as shown
in Figure 4.9) on comparison between observed and modelled monthly mean surface-level
N3. Green squares represent skill score for simulation ORG_BioOxOrg, blue diamonds
for simulation ORG and red diamonds for simulation OMOD. Each number in the x-axis
corresponds to an observation site, as numbered in Figure 4.13.
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To summarise the key points so far: modified treatment of SOA production

in the model increases the total SOA budget from about 14 Tg yr −1 to about

104 Tg yr −1 (Section 4.5.1), reduces the number of small particles while favouring

the growth of large particles (Section 4.5.3). The changes implemented in this study

(simulation OMOD) does not significantly improve or degrade the model’s capability

to reproduce observed aerosol number concentration (Figure 4.15). However the

requirement to represent semi-volatile and anthropogenic ox-VOCs in GLOMAP

may not be ruled out yet. With a large fraction of atmospheric organic compounds

being semi-volatile (Donahue et al., 2006) and with evidence of their contribution

to SOA (Kanakidou et al., 2005), it must be remembered it is the aerosol size

distribution rather than the aerosol number concentration at any given time that

determines potential climate impact of aerosols. Figures 4.10, 4.13 emphasize the

point that adequate representation of particle sink (pre-existing aerosol particles)

is as important as representation of nucleation, to simulate the right aerosol size

distribution. In the next section the climatic impact of implementing the modified

SOA scheme is investigated.

4.5.5 Change in CDNC and aerosol radiative forcing

Figure 4.16 shows the cloud droplet number concentrations (CDNC) in pre-industrial

and present-day atmospheres calculated from simulation ORG (a and b) and sim-

ulation OMOD (d and e). Global annual mean CDNC changes by +15 % (+19

% in NH and +12 % in SH) in the present-day atmosphere (Figure 4.16h) and by

+0.5 % (+0.7 % in NH and +0.4 % in SH) in the pre-industrial atmosphere (Figure

4.16g). In the pre-industrial atmosphere CDNC decreases over the oceans and Sa-

haran region by up to 10 % and increases by up to 16 % over the continents (Figure

4.16g). In the present-day atmosphere except over a few oceanic pockets in the

tropics (where CDNC decrease by up to 2 %), there is an overall increase in CDNC
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(Figure 4.16h). The increase in present-day CDNC is particularly prominent in the

northern high latitudes.

The changes in CDNC broadly follow the same spatial pattern as the changes in N50

(Figure 4.7). The biggest increments of CDNC in the present-day atmosphere are

seen over the northern high latitudes. The northern high latitudes are characterised

by low primary emissions at the ground level (Merikanto et al., 2009) and moder-

ately high concentrations of anthropogenically controlled VOCs (Figure 4.5c). The

relatively cleaner environment in the northern high latitudes lowers particle loss by

coagulation and lowers the competition for water vapour for the activation of CCN-

sized particles to cloud droplets, which in turn results in more particles growing into

cloud droplets. By contrast over the Amazon rainforest, highly affected by biomass

burning emissions, the increment in CDNC in simulation OMOD is highly limited.

In the pre-industrial simulations the only difference between simulations ORG and

OMOD is the inclusion of B_SVOC_M and B_SVOC_I i.e. biogenic semi-volatile

compounds. Consequently increments of CDNC due to enhanced growth by bio-

genic SVOCs (Figure 4.16g) follow same regional patterns with high concentrations

of BVOCs (Figure 4.5a and b).
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Figure 4.16: Annual mean surface-level cloud droplet number concentrations (CDNC)
for a) simulation ORG in the pre-industrial atmosphere, b) simulation ORG in the present-
day atmosphere, d) simulation OMOD in the pre-industrial atmosphere and e) simulation
OMOD in the present-day atmosphere. The relative change in annual mean CDNC from
the pre-industrial to present-day is shown in c) with simulation ORG and f) with simulation
OMOD. The absolute difference between c) and f) is shown in i). Relative change in annual
mean CDNC due to implementation of the new SOA-scheme is shown in g) for the pre-
industrial and h) for the present-day atmospheres.

Calculations of CDNC reinforces the climatic significance of representing SVOCs

in global models. Although SVOCs suppress nucleation and consequently reduces

the number of small particles, they contribute to the growth of particles at the

higher end of the aerosol size spectrum. Due to enhanced particle growth in areas

of high SVOCs, a larger number of particles grow up to the activation diameter

in simulation OMOD (compared to simulation ORG). When some of these larger

particles get advected to SVOC-free regions (where there is no ‘enhanced growth’)
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an increase in coagulation sink occurs and cause a reduction in CDNC in those

regions (such as the Saharan desert and the oceans, Figure 4.16g).

Figure 4.17: Annual mean top of the atmosphere first aerosol indirect forcing (AIF) from
1750 to 2008 after including the new SOA-scheme in GLOMAP-mode for a) simulation
ORG and b) simulation OMOD. e) shows the absolute difference between a) and b) i.e.
∆AIF. Annual mean top of the atmosphere first aerosol indirect effect (AIE) after including
pure biogenic nucleation in GLOMAP-mode is shown in c) for the pre-industrial and d)
for the present-day atmospheres. Forcing plots correspond to the ∆CDNC plots shown
in Figure 4.16. The magnitude of global annual mean AIF/AIE/∆AIF is specified at the
top of the plot. Numbers in brackets denote the annual mean values for the Northern and
Southern Hemispheres respectively.

The climatic impact of the changes implemented in this study is assessed by

estimating the first AIE for simulations OMOD and ORG. The +15 % change in

global annual mean CDNC (in OMOD) in the present-day atmosphere translates to

a radiative effect (first AIE) of −0.18 W m−2 (Figure 4.17d). The +0.5 % change in

global annual mean CDNC (in OMOD) in the pre-industrial atmosphere translates
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to a radiative effect (first AIE) of +0.11 W m−2 (Figure 4.17c).

Figures 4.16c and f show the relative change in CDNC between 1750 and 2008 in

simulations ORG and OMOD respectively. The global annual mean CDNC change

between 1750 and 2008 is 33 % with simulation ORG and 52 % with simulation

OMOD. The difference in change in CDNC from 1750 to 2008 between the two

simulations is shown in Figure 4.16i. Global annual mean CDNC increases by 19 %

more in OMOD during the industrial period with a substantially larger increase over

the NH (27 % compared to 11 % in the SH) due to greater concentrations of both

biogenic and anthropogenic ox-VOCs in the continental NH. The change is driven by

the 15 % increase in CDNC in the present-day (Figure 4.16h). The relative change

in CDNC has a significant impact on the estimated first AIF due to anthropogenic

aerosols as shown in Fig.4.17c and f.

After implementing the new scheme of SOA treatment, which includes contributions

from ELVOC, LVOC and SVOC, the global annual mean first AIF due to anthro-

pogenic aerosols is estimated to be −0.88 W m−2. The change in the estimated AIF

with simulation OMOD is −0.29 W m−2 (or a 49 % increment in negative forcing

compared to simulation ORG) implying more radiative cooling by anthropogenic

aerosols. The cooling is maximum in the Northern Hemisphere - particularly over

the marine stratocumulus decks - where the persistent cloud cover coupled with the

longitudinally transported cloud droplets from the continents result in the strongest

cloud-aerosol interactions. The estimated global mean first AIF of −0.88 W m−2 is

within the uncertainty range of the Effective Radiative Forcing due to aerosol cloud

interaction (ERFaci) given by Boucher et al. (2013) (−1.2 to 0 W m−2) and that

given by Carslaw et al. (2013) (−0.7 to −1.6 W m−2).

Introducing pure biogenic nucleation to GLOMAP-mode causes a change of +0.25
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W m−2 in Chapter 3 (+0.22 W m−2 in Gordon et al., 2016). In Chapter 3 based on

the high N50 concentrations simulated in the tropics, particularly over the Amazon

basin, it was suggested that the estimated reduction in cooling due to anthropogenic

aerosols with pure biogenic nucleation may have been overestimated. In this chapter

it is shown that including SOA formation from SVOCs and anthropogenic LVOC

along with pure biogenic nucleation causes a change of −0.29 W m−2 i.e. offsets

the reduction in cooling observed when only pure biogenic nucleation is added to the

model. The reduction in cooling with pure biogenic nucleation is driven by an in-

crease in particle number in the pre-industrial atmosphere. By itself pure biogenic

nucleation tells one side of the story about the climatic impact of SOA-producing

organic compounds in the atmosphere. The other side of the story includes LVOCs

and SVOCs which do not take part in nucleation but because of their high volatility

affect the aerosol size distribution at larger sizes. This means in theory the contri-

bution of LVOCs and SVOCs, however little, can produce climate-relevant particles

faster (than ELVOCs can via nucleation). Thus along with nucleating ELVOCs,

representation of particle growth from LVOCs and SVOCs on a global scale is a

necessity when modelling the contribution of atmospheric organic compounds in

producing climate-relevant particles.
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4.6 Conclusion

This chapter implements and assesses the climatic impact of a SOA production

scheme, devised on recent advances made in the understanding of SOA produc-

tion from VOCs. The study includes extremely low volatility organic compounds

that can initiate nucleation (B_ELVOC), low volatility organic compounds from

biogenic sources that grow particles (including sub-3 nm clusters) via kinetic con-

densation (B_LVOC), low volatility organic compounds from anthropogenic sources

that grow particles larger than 3 nm via kinetic condensation (A_LVOC) and semi-

volatile organic compounds from isoprene, monoterpene and anthropogenic sources

(B_SVOC_M, B_SVOC_I and A_SVOC) that grow particles by mass-based ad-

dition to aerosol particles. Results from this chapter show:

• In the present-day atmosphere implementing the new SOA scheme produces

about 104 Tg yr−1 of SOA in the present-day and about 40 Tg yr−1 of SOA

in the pre-industrial (compared to 14 Tg yr−1 of SOA produced both in the

present-day and pre-industrial without the new SOA scheme). Of the total

SOA produced in the present-day atmosphere, 61 % (about 63 Tg yr−1) is

anthropogenic.

• With the new SOA scheme fewer nucleation mode particles and more Aitken

mode particles reach climate-relevant sizes, due to growth by ox-VOCs. In the

present-day atmosphere implementing the new SOA scheme changes the global

annual mean particle number concentration in the nucleation mode (including

all particle with diameter < 10 nm) by −20 % and changes the number concen-

tration of particles in the Aitken mode (including all particles with diameter

between 10−100 nm) by +11 %. This is also reflected in the reduction of to-

tal particle number concentration (simulated global annual mean N3 changes

by −15.8 %) but the increase in number of particles above 50 nm (simulated

N50 changes by +15 %) and increase in CDNC by +15 % in the present-day
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atmosphere.

• In the pre-industrial atmosphere implementing the new SOA scheme changes

the global annual mean particle number concentration in the nucleation mode

(including all particles with diameter < 10 nm) by +2% and changes the

number concentration of particles in the Aitken mode (including all particles

with diameter between 10−100 nm) by −6%. The changes to the growth of

smaller particles are relatively modest in the pre-industrial atmosphere due

to fewer primary particles (which are larger than nucleation mode particles)

taking up the available ox-VOCs for their growth. Consequently the changes

in particle number concentrations are modest compared to the present-day.

Simulated global annual mean N3 changes by −9 %, N50 changes by +2.8 %

and CDNC changes by +0.5 % in the pre-industrial atmosphere.

• Nucleation of B_ELVOC and initial particle growth by kinetic condensation

of B_LVOC are extremely critical for production of nucleation mode particles.

Aerosol number concentrations are most sensitive to the amount of nucleating

B_ELVOC and tuning the concentrations of this ox-VOC alone can produce

a wide range of total aerosol number concentrations in the model.

SVOCs contribute to the growth of larger particles, increasing primarily the

average diameter of particles. Introducing SVOCs and anthropogenic LVOC

in the model causes the mean dry diameter of the Aitken mode particles to

change by +16 % and that of the accumulation mode to change by +10 %. In

contrast the nucleation mode mean dry diameter changes by −1 %. Thus the

new SOA scheme favours the growth of larger particles. The loss of nucleated

particles with the new SOA scheme are attributed to increased condensation

sink due to more particle growth, lack of available vapours to condense on

smaller particles due to competition from larger particles or to increased loss
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by coagulation with larger particles.

• Comparing the monthly mean modelled and observed total particle number

concentration (Figure 4.13) shows the variation in modelled N3 between 3 sim-

ulations (ORG_BioOxorg, ORG, and OMOD) having different representation

of processes leading to SOA production is less than the difference between

model and observation. Based on the consistent underestimation at some sites

(such as at Puy De Dome, Mace Head and Neumayer) especially in the winter

months, the exaggerated seasonal pattern simulated by the model (such as

at Hyytiala) and the overestimation by simulation ORG (such as at Trinidad

Head and Po Valley) it is suggested that the model-observation agreement

may be improved by better representing pre-existing aerosol particles, which

peak in the winter months characterised by low temperatures and reduced

convection.

• The net radiative forcing from pre-industrial to present-day due to first AIF

is −0.88 W m−2. The change in net AIF is −0.29 W m−2, driven by a +15 %

change in present-day CDNC. Thus implementing the new SOA scheme exerts

a larger and opposite change in AIF than that exerted by including only pure

biogenic nucleation in the model (+0.25 W m−2 in Chapter 3). This means

including ELVOCs, LVOCs and SVOCs offsets the estimated reduction in ra-

diative cooling by anthropogenic aerosols which results when only ELVOCs

are included in GLOMAP-mode.

The large negative change in AIF with simulation OMOD implies alongside the

contribution of ELVOCs in nucleation, global models need to account for the

contribution of the non-nucleating organic compounds (LVOCs and SVOCs)

to atmospheric SOA. In particular models need to account for the differential

contribution of ox-VOCs to aerosol particles of various size ranges in the atmo-
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sphere which is governed by the volatility of the ox-VOCs. Nucleation accounts

for small particles in the atmosphere which have to survive for a longer time in

order to grow to CCN sizes, increasing their loss probability. Thus simulating

the right number of particles produced from nucleation becomes irrelevant for

estimating the climatic impact if the growth at larger sizes is not realistically

accounted for in models. Similarly simulating the right total particle number

concentration (which is most sensitive to nucleating ELVOC and as seen in

Figure 4.11 can be made to span a wide range by tuning B_ELVOC) is irrel-

evant from a climatic impact perspective if the aerosol size distribution is not

simulated realistically.

In conclusion atmospheric organic compounds of higher volatility that do not nucle-

ate can affect the aerosol size distribution at larger size ranges and thereby make a

significant difference to the net production of climatically relevant particles both in

the pre-industrial and present-day atmospheres. This study approximates LVOCs

to be oxidation products of terpenes producing about 14 Tg yr−1 of SOA globally,

SVOCs to be oxidation products of terpene and isoprene producing about 26 Tg

yr−1 SOA globally and assumes oxidation products of anthropogenic VOCs to pro-

duce equal amounts of LVOCs and SVOCs (total about 63 Tg yr−1 of SOA globally

annually). These estimates are likely to be at the lower end of the range. Future ob-

servational and laboratory studies need to be directed towards understanding and

quantifying particle growth from the low and semi-volatile organic compounds in

the atmosphere. However given the vast number of organic compounds present in

the atmosphere, most of them SVOCs, it is extremely difficult if not impossible

to achieve a realistic estimate of LVOCs and SVOCs from bottom-up laboratory

measurements. The next chapter explores a large uncertainty space for each of the

ox-VOCs introduced in this chapter with the aim to identify plausible parameter

space for each in the current SOA production scheme.
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Chapter 5

Perturbed parameter ensemble study

on secondary organic aerosol

formation

5.1 Introduction

Nearly 20−50 % of lower tropospheric fine aerosol mass in the continental mid lati-

tudes and almost 90 % in the tropics is organic in nature (Kanakidou et al., 2005).

The major fraction of organic aerosol has been found to be secondary (Zhang et al.,

2007; Jimenez et al., 2009) formed as a result of atmospheric oxidation of volatile

organic compounds (VOC). A comprehensive characterisation of atmospheric VOCs

and hence their reaction pathways leading to SOA formation and products has not

been possible due to tens of thousands of VOCs that have been identified in the

atmosphere and yet more that still remain to be detected (Goldstein and Galbally,

2007). For those precursor gases that have been identified, questions remain as

to the extent of their conversion to SOA, accurate characterisation of their emis-

sion sources, the critical concentrations and conditions at which SOA formation

takes place. The picture is further complicated by the interaction between VOC
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precursor gases, availability of oxidants, chemistry of the products under different

atmospheric conditions, transport from surrounding regions, topography and mete-

orological conditions all of which impact the formation processes of SOA.

From a modelling perspective, in addition to the uncertainty in SOA formation

cited above, a further challenge is to adequately parameterise laboratory and ob-

servational results, experimental uncertainties and incorporate them in a complex

global model. Studies like Heald et al. (2005); Johnson et al. (2006); Spracklen

et al. (2011b) show models have consistently and significantly underestimated SOA

concentrations in different parts of the atmosphere and different regions of globe

compared to measurements. Models traditionally use experimentally observed re-

action rate constants and yields to produce highly oxidised VOCs from reactions

between precursor VOCs (usually monoterpene) and common atmospheric oxidants.

These highly oxidised VOCs in turn undergo a series of microphysical processes and

produce a global SOA field in the model. This approach of estimating global SOA

budget is referred to as ‘bottom-up’ and to date models using the bottom-up ap-

proach predict a SOA budget ranging between 12−70 Tg yr−1, at the lower end of

the total SOA uncertainty range (Kanakidou et al., 2005). In a study evaluating 31

chemical transport models and general circulation models, Tsigaridis et al. (2014)

found the simulated global SOA source strength covers a range of 13−120 Tg yr−1

with 50 % of models simulating less than 19 Tg yr−1 SOA. A second, ‘top-down’

approach to estimate the total atmospheric SOA is based on the eventual fate of

total known precursor emissions (Goldstein and Galbally, 2007) and are between

120−1820 Tg yr−1 (Hallquist et al., 2009). The basis of top-down estimates is that

all emitted atmospheric VOCs must eventually be removed from the atmosphere

by either dry deposition, oxidation to CO and CO2 or conversion to SOA. Thus

the top-down estimate of SOA is a mass-balance estimate depending on estimates

of total emission of VOCs, mass of VOC removed by dry-deposition and mass of
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VOC removed by oxidation to CO and CO2. The huge difference in estimates us-

ing these two approaches suggest laboratory experiments are unable to capture the

full oxidative pathways that precursor gases undergo in the atmosphere and as a

result underestimate SOA yields (Hallquist et al., 2009). Further, global models

usually rely upon terrestrial sources of VOCs to produce SOA whereas several stud-

ies have reported significant emissions of VOCs from oceans (Kettle and Andreae,

2000, Meshkhidze and Nenes, 2007). With potential missing sources of VOCs that

produce SOA and the inability of laboratory experiments to capture the full oxida-

tive chemistry in the atmosphere, global models using the bottom-up approach will

continue to underestimate SOA in comparison to other methods of SOA estimation.

In Chapter 4 a modified scheme was implemented to produce SOA from VOCs

in the model. The scheme is based on the recent advances in the understanding of

the roles that oxidation products of biogenic and anthropogenic VOCs (ox-VOCs)

play in producing SOA. The new scheme (called OMOD in Chapter 4) essentially

includes semi-volatile organic compounds in the model (B_SVOC_M, B_SVOC_I

and A_SVOC) which undergo mass-based partitioning, along with low volatility

compounds that condense kinetically (B_LVOC and A_LVOC) and extremely low

volatility compounds that nucleate (B_ELVOC). OMOD increased the number con-

centration of CCN-sized aerosol particles (preferentially over smaller particles), re-

sulting in an increase in the net radiative cooling over the industrial period by

−0.29 W m−2, showing the representation of SVOCs is important to quantify in

global models.

However often increasing the complexity of a model or tuning a model to finer details

observed in laboratory experiments is not desirable. A frequently asked question is

therefore, how much of the complexity of SOA formation processes is necessary to

represent in global models (Shrivastava et al., 2016). The SOA scheme described in
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Chapter 4, though relatively simple, has resulted in including 3 additional gaseous

phase advected tracers and 32 extra diagnostics to the model used in Chapter 3.

While this does not slow down the model appreciably, it is still important to to know

which of the ox-VOCs are more important than others from a modelling perspec-

tive. Firstly, increasing model complexity inevitably requires more computational

resources, more runtime, all of which need to be considered carefully by modellers.

Secondly, GLOMAP is used as a part of the chemistry-aerosol-climate model UKCA

(United Kingdom Chemistry and Aerosols) which is a sub-model within the numer-

ical model UM (Unified model). The UM is used for predictions over a range of spa-

tial systems starting from convective scale to Earth system modelling and temporal

timescales including nowcasting to centennial. Structural and process based uncer-

tainties related to a large number of aspects are an integral part of large models that

inherently make it impossible for the model to be right for the right reasons. Thus

(potential) addition of more complex chemistry to the aerosol scheme (GLOMAP)

within such a large scale model might not be always be optimum in the long run

when the bigger picture is considered.

Further every added complexity increases the problem of equifinality in the sys-

tem (Lee et al., 2016). Equifinality refers to multiple paths of reaching the same end

state. The model’s estimate of particle number (and anthropogenic aerosol forcing

which is dependent on simulated particle number) is an outcome of several model

parameters and their associated uncertainties, some of which compensate for each

other. Fine-tuning any one aspect of the model (for example, the nucleation scheme

in the model) to greater details to get the best model-observation comparison for any

one output (for example, the simulated total particle number concentration) while

keeping the other aspects unchanged might therefore make the model more wrong

than right (with respect to other outputs such as mass of aerosol simulated). Such

fine-tuned observationally constrained models give the impression of low aerosol un-
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certainty and model robustness but predict a large range of aerosol forcing (Lee

et al., 2016). Lee et al. (2016) concluded equifinality is less consequential if the

model is used to explore conditions that are similar to what it has been constrained

to (such as, simulating the present-day atmosphere using inputs from present-day

inputs) but reduces its ability to make robust predictions. In other words, added

complexities in models lower the confidence with which models can reproduce the

pre-industrial atmosphere and thereby introduce more uncertainty in the quantifi-

cation of the effect of anthropogenic aerosols.

With new discoveries of particle formation and SOA production pathways, as global

models move towards more complexity, it is important to ask the questions,

1. Are we moving any closer to the reduction in anthropogenic aerosol forcing

uncertainty by increasing the complexity of SOA formation pathways in the

model?

2. Atmospheric organic molecules from single or multi-stage oxidation reactions

of precursor VOCs (i.e ox-VOCs) are known to span a large range of volatility.

From a global modelling perspective, which ox-VOC interactions are necessary

to simulate a realistic number concentration of particles along with the mass

concentration of SOA? Which SOA production pathways (from ox-VOCs) are

not crucial to account for?

3. How do additional complexities in chemical pathways of particle formation

(which aim towards better model-observation agreement of particle number

concentration), affect the model estimate of atmospheric SOA mass?

The aim of this study is to find answers to questions 2 and 3. The study ex-

plores the effect of varying amounts of ox-VOCs on modelled aerosol number and

mass using an ensemble of model runs. These oxidised organic compounds are pro-

duced from oxidation of traditional precursor gases and contribute to different size
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regimes of aerosol formation and growth processes via nucleation, growth by kinetic

condensation and growth by partitioning (as described in Chapter 4). In this work

a large uncertainty space associated with ox-VOCs - that could be attributed to

uncertainties in emissions, chemical pathways and interactions - is explored and the

significance of each ox-VOC and their combined effect on modelled mass and num-

ber concentrations are assessed. The primary aim is to understand the responses of

N3, N50 and OA to different ox-VOC parameter combinations and identify parts of

parameter space that give the best (or plausible) agreement with currently available

observations and to identify parameter combinations which are likely give a range

of equifinal models with respect to either number or mass concentrations.
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5.2 Perturbed Parameter Ensemble

The modelled number and mass concentrations of particles resulting from the con-

densation of ox-VOCs depend on the concentration of each ox-VOC as well as the

competing and compensating effect of different ox-VOCs. In Chapter 4, the effect

of increasing the concentrations of each category of ox-VOC and their absence were

studied through one-at-a-time sensitivity tests. To remind the reader, the six cat-

egories of ox-VOCs implemented in Chapter 4 are: B_ELVOC which are biogenic

compounds of extremely low volatility and take part in nucleation, B_LVOC which

are biogenic compounds of low volatility and take part in growth of all particles

including sub-3 nm clusters by kinetic condensation, B_SVOC_M which are semi-

volatile biogenic compounds derived from monoterpenes and take part in particle

growth by mass-based partitioning, B_SVOC_I which are semi-volatile biogenic

compounds derived from isoprene and take part in particle growth by mass-based

partitioning, A_LVOC which are anthropogenic compounds of low volatility and

take part in the growth of all particles by kinetic condensation, A_SVOC which are

semi-volatile anthropogenic compounds and take part in particle growth by mass-

based partitioning. In Chapter 4 it was noted that by tuning B_ELVOC alone, the

model can account for a large range of total particle number concentrations (N3).

However Chapter 4 also showed that accounting for the contribution of SVOCs to

particle growth in the atmosphere is important as SVOCs have a significant impact

on the budget of climate-relevant sized particles (N50).

In order to capture the effect of each ox-VOC as well as the effect of their in-

teraction on the simulated aerosol field, a perturbed parameter ensemble (PPE) is

designed and the uncertainty space for atmospheric SOA explored. Several PPEs

of GLOMAP-mode have been extensively used to analyse model uncertainty (Lee

et al., 2012, 2013; Carslaw et al., 2013; Hamilton et al., 2014; Regayre et al., 2015;
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Lee et al., 2016). In this study within each PPE member (PPEM) six parameters

are perturbed simultaneously. The simultaneous perturbations allow us to study

the effects of the ox-VOC interactions on modelled outputs.

The steps followed to produce the PPE in this chapter are as follows:

1. Selection of parameters:-

The aim of this chapter is to find the best parameter setting for the six ox-VOC

categories implemented as a part of the modified SOA scheme in Chapter 4.

Therefore, the yields of bimolecular oxidation reactions in the model which

generate the ox-VOCs (B_LVOC, B_SVOC_M, B_SVOC_I, A_LVOC and

A_SVOC) constitute the perturbed parameters. Perturbing the yield of ox-

VOCs from VOC oxidation reactions is essentially same as perturbing VOC

emissions for some ox-VOC such as B_SVOC_I, the only ox-VOC produced

from isoprene. The advantage in perturbing the yield of ox-VOCs instead of

total emissions of VOCs is that it makes each ox-VOC independent of the

other. This is particularly useful when ox-VOCs are produced from oxida-

tion of the same VOC (such as A_LVOC and A_SVOC or B_LVOC and

B_SVOC_M). By varying the yield of ox-VOCs rather than the emission of

VOCs, any perturbation applied to one ox-VOC does not affect the production

or loss of the others. The perturbations applied to the 5 ox-VOCs mentioned

above are absolute i.e. the absolute values of yields are changed in each PPEM.

For B_ELVOC, a scaling factor is introduced that scales the concentrations of

oxidised compounds taking part in biogenic nucleation. The parameters and

their respective roles in SOA formation in the model are depicted in Figure

5.1.
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Figure 5.1: Schematic showing the SOA formation scheme in GLOMAP-mode (as imple-
mented in Chapter 4) and the six ox-VOCs (products of photochemical oxidation of emitted
VOCs that eventually produce SOA) whose yields from precursor VOCs are perturbed in
this study. B_ELVOC, B_LVOC, B_SVOC_M and B_SVOC_I are ox-VOCs produced
from the oxidation of biogenic VOCs and highlighted in green. A_LVOC and A_SVOC are
ox-VOCs produced from the oxidation of anthropogenic VOCs and highlighted in yellow.
The schematic shows the precursor gases and oxidants that react to produce these ox-
VOCs, their relative volatility (ELVOC<LVOC<SVOC) and the mechanism (nucleation
for ELVOC, kinetic condensation for LVOCs and mass-based partitioning for SVOCs) by
which they add to the condensed phase (represented here by the five modes:- nucleation
soluble, Aitken soluble, accumulation soluble, coarse soluble and Aitken insoluble modes).

2. Determining the range of perturbation for each parameter:-

To explore a wide range of SOA production scenarios in the model, the fixed

global yield of each ox-VOC is perturbed from zero to an upper range of 20

times the default for biogenic parameters B_LVOC, B_SVOC_M, B_SVOC_I

and 5 times the default for anthropogenic parameters A_LVOC and A_SVOC.

The concentrations of B_ELVOC participating in nucleation are varied with

a factor of 0 to 10. These ranges are chosen after comparing results of one-

at-a-time tests to observations. The range is chosen to encompass emission

uncertainties such as uncertainties in estimates of precursor gas emission (such

as monoterpene or isoprene for biogenic sources), uncertainties in the estimates

of anthropogenic VOC, structural uncertainty such as omission of VOCs that
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are known to have similar SOA producing capabilities as traditional precursor

gases (such as sesquiterpenes), parameter uncertainty such as yields of pro-

duction of the ox-VOCs from the precursor gases, process based uncertainty

such as uncertainty in nucleation mechanism, potential contribution to SOA

by multi-stage oxidation products of VOCs (in GLOMAP-mode only single

stage oxidation products are represented), uncertainty in SOA due to the rep-

resentation of mass-based partitioning in the model (which does not involve

feedback from the aerosol phase i.e. there is no evaporation of partitioned

ox-VOC back to gaseous phase). Overall while selecting the parameter ranges

preference is given to overestimation of the the range to encompass any iden-

tified/unidentified uncertainty related to a specific pathway of SOA formation

rather than to shrink the parameter space down and omit an useful part.

It should be noted here that the yields of the bimolecular reactions produc-

ing the 5 ox-VOCs are specified via the ASAD chemical integration package

(Carver et al., 1997) that GLOMAP uses to solve time-dependent chemical

equations (Spracklen et al., 2005a). The yield of a product from a chemi-

cal reaction is specified to ASAD as the fraction of reactants that contribute

to the particular reaction product. For example, for a bimolecular reaction

A+ B = C +D that proceeds with the rate k, the rate of production of C is

dC/dt = fraction× k×A×B. Although setting a value to fraction is a way

to specify the yield of a particular product, ASAD deals with the fractions set

for multiple products (C and D in the above example) independent of each

other. Therefore setting fraction to be more than 1 (or 100 %) is an effec-

tive way of varying not just the yield of the product (ox-VOC) but also the

total reactant (VOC) concentration. A yield above 100 % in the bimolecular

reactions should be interpreted as an increase in the total concentration of

reactants. The parameters and chosen ranges are tabulated below.
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Perturbed Parameter Perturbation Range

ox-VOC Produced from Default yield value (in %) minimum maximum Perturbation

B_ELVOC Monoterpene, O3 3.3 0 10×default scaled

Monoterpene, OH. 1.2 0 10×default scaled

B_LVOC Monoterpene, O3 13 0 20×default absolute

Monoterpene, OH. 13 0 20×default absolute

Monoterpene, NO.
3 13 0 20×default absolute

B_SVOC_M Monoterpene, O3 13 0 20×default absolute

Monoterpene, OH. 13 0 20×default absolute

Monoterpene, NO.
3 13 0 20×default absolute

B_SVOC_I Isoprene, O3 1.5 0 20×default absolute

Isoprene, OH. 1.5 0 20×default absolute

Isoprene, NO.
3 1.5 0 20×default absolute

A_LVOC Anthropogenic VOC, OH. 50∗ 0 5×default absolute

A_SVOC Anthropogenic VOC, OH. 50∗ 0 5×default absolute

Table 5.1: List of six ox-VOCs whose productions are simultaneously perturbed to pro-
duce the ensemble of model simulations used in this study, the precursor gases that take
part in the binary reactions producing ox-VOCs, default values of ox-VOC yields in the
binary reactions and the range of perturbation used for each ox-VOC. The last column
indicates how the perturbation for each parameter is implemented in the model: ‘absolute’
indicates the default yield value is replaced by the perturbed value, ‘scaled’ indicates the
default yield value is scaled by the perturbed value. ∗For AVOCs, the ‘yield’ is a scaling factor applied to
divide the total AVOC into A_LVOC and A_SVOC.

3. Design of experiments:-

The aim of this study is to explore the entire 6-D space defined by the ranges

of the six ox-VOC parameters tabulated above. To sample the space suffi-

ciently an ensemble of 60 simulations (10 for each dimension) is produced.

The parameter combinations for each PPEM is generated using the maximin

Latin Hypercube Sampling (LHS) method. The effectivity of LHS as a method

to create sampling design has been discussed in Lee et al. (2011), Lee et al.

(2013). LHS samples the entire 6-D parameter space and creates a space-filling
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design of 60 combinations of parameter setting such that the distance between

any two points in the 6-D space is maximised. The design of experiments used

in study is shown in Figure 5.2.

Figure 5.3 shows the relative variation of ox-VOCs in each simulation. Each

subplot in the figure describes the parameter values for an ensemble member.

The relative position of each axis represents the relative proportion of each

ox-VOC in the parameter setting for that PPEM. The centre of the radar plot

is the range minima for each of the six parameters or axes. The periphery

represents the maxima of the parameter range. The shape of the hexagon

indicates which parameter values lie towards the low end of their range and

which ones lie towards the higher end.

4. Running GLOMAP-mode:-

Sixty model simulations each with a different combination of the six parame-

ters (Figure 5.3) is produced for the year 2008. Except for the perturbations

applied to the six ox-VOCs, the model is identical to that described in Chapter

4. Three model outputs, the number concentration of particles with diameter

greater than 3 nm (N3 in cm−3), the number concentrations of particles with

diameter greater than 50 nm (N50 in cm −3) and total mass concentration of

organic aerosol produced (OA in µg m−3) are analysed from the PPE to com-

pare the 60 simulations against each other and against available observations.
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Figure 5.2: The 6-D space-filling design generated by the maximin Latin Hypercube
Sampling (LHS) depicted in 2-D. Each ox-VOC constitutes a dimension of the parameter
space explored in this study. Each subplot in the scatter plot matrix shows the position of
the 60 simulations in a 2-D parameter space i.e. shows a 2-D slice of the 6-D parameter
space. The x- and y-axes for a subplot show the total range of reaction yields (in %) over
which each of the two parameters (as indicated by the plot labels at the top and right for
each subplot respectively) is perturbed in the ensemble. The LHS maximises the distance
between any two points in a multi dimensional parameter space, ensuring the best coverage
of the 6-D parameter space by the ensemble. Each point represents a simulation within the
ensemble and the plot shows the combination of parameters used to produce the ensemble,
fills all corners of the parameter space.
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Figure 5.3: The relative variation of the six perturbed parameters (in %) for each en-
semble member (numbered 1 to 60). Each hexagon (gray dashed area) represents the
entire 6-D parameter space and the position of the black dots show the position of each
parameter within its range for the specific ensemble member. The dots are joined and
shaded green for easy identification of explored parameter space in each ensemble member.
Counter clockwise from top, the black dots represent parameter settings for B_ELVOC,
B_LVOC, B_SVOC_M, B_SVOC_I, A_LVOC and A_SVOC respectively. Example
interpretation: in simulation 19 (fourth row, 1st hexagon) B_SVOC_I and A_SVOC
concentrations are towards the lower ends of the respective ranges being explored for each
of them while concentrations of A_LVOC is towards the high end of the A_LVOC range.
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5.3 Results

5.3.1 Variation of SOA mass across the ensemble

Figure 5.4 depicts the total global mass of SOA produced from the addition of VOCs

(by kinetic condensation or mass-based partitioning) in each ensemble member. As

a result of simultaneously perturbing the six ox-VOCs within their pre-defined un-

certainty range (as specified in Table 5.1), the mass of SOA produced from ox-VOCs

ranges from 220−850 Tg yr−1. In Chapter 4 the inclusion of additional sources of

ox-VOCs in the model led to an increase in simulated SOA from 14 Tg yr−1 (typ-

ical GLOMAP-mode estimate, Mann et al., 2010) to 104 Tg yr−1 showing the low

estimates of simulated SOA is a result of underestimated contributions from ox-

VOCs. In this study, the parameter combinations for ox-VOC yields are prescribed

after evenly exploring the entire 6-D parameter space. As a result ox-VOC yields

within the ensemble members are not limited by laboratory-derived yields resulting

in higher (compared to 104 Tg yr−1) SOA production across the ensemble. That all

of the ensemble members simulate more SOA than that simulated with experimental

yields in Chapter 4, is a result of the random space-filling experimental design used

to build the ensemble and does not impact the conclusions of this study (which are

based on the competing and contrasting effects of individual ox-VOCs).

The minimum mass of SOA from ox-VOCs is produced in PPEM 47 and the maxi-

mum in PPEM 60. In PPEM 47 contribution from B_LVOC, B_SVOC, A_LVOC

and A_SVOC are, 13 %, 18.2 %, 12.9 % and 55.8 % respectively. In PPEM 60 the

contributions are 30 %, 38.2 %, 13.2 %,18.5 % respectively. The range of produced

SOA covered by the ensemble is within the uncertainty range of SOA (12−1820 Tg

yr−1) and higher than the bottom-up estimates given by model based on laboratory-

derived yields (12−70 Tg yr−1). 50 % of the ensemble members produce more than
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535.5 Tg yr−1. Within the ensemble, the median contribution of biogenic ox-VOCs

to SOA is 69 % and the median contribution of anthropogenically controlled ox-

VOCs to SOA is 31 %. In 7 simulations (PPEMs 1, 3, 17, 24, 28, 30 and 34)

anthropogenically controlled VOCs produce more than 50 % of SOA as a result

of condensation or partitioning. In the rest of the ensemble, SOA from biogenic

ox-VOCs dominate (contributing upto 97 % of the total SOA in PPEM 7). Figure

5.4 shows that several different combinations of ox-VOC yields can produce similar

mass of SOA and although the yields are varied over a factor of 20, the total global

mass of SOA produced varies only by a factor of 4 for the entire parameter space

explored.

Figure 5.4: Total global SOA produced by each of the ensemble member. The ensemble
members on the x-axis are ordered according to increasing values of total global SOA and
the order is re-printed on the right hand side of the plot. The minimum contribution of
ox-VOCs to SOA is 220 Tg yr−1 produced by PPEM 47 and the maximum contribution is
850 Tg yr−1 produced by PPEM 60.
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Within the ensemble maximum SOA is produced from biogenic semi-volatile

ox-VOCs (B_SVOC_M + B_SVOC_I) which are formed from monoterpene and

isoprene oxidation (light green bars in 5.4). However in PPEM 44, where B_SVOC

contributes the least (5 % of total SOA from ox-VOCs), total global SOA production

is still considerable (517 Tg yr−1). This shows B_SVOC is an important but not

a limiting factor for SOA production. The relative contribution of low and semi-

volatile biogenic ox-VOCs (B_LVOC + B_SVOC) lie between 31 % (PPEM 47) to

97 % (PPEM 59) of total SOA within the ensemble producing 220.6 and 338.6 Tg

yr−1 of SOA respectively.

As seen in Figure 5.4 several combinations of parameter setting can lead to sim-

ilar estimates of total global mass of SOA. Similar magnitudes of any particular

ox-VOC can be associated with a high or low production of SOA within the ensem-

ble. The simulated SOA mass in any ensemble member is therefore a result of the

co-variation of all six ox-VOCs rather than the effect of any one ox-VOC. The next

section looks into the global distribution of particle number and mass concentra-

tions of total organic aerosol simulated by each combination of parameter setting

(i.e. each ensemble member).

5.3.2 Variation in the global distribution of modelled N3,

N50 and total OA across the ensemble

The impact of gaseous ox-VOCs on atmospheric aerosol concentrations varies across

the globe depending on the spatial distribution of the precursor VOCs and mete-

orological conditions. This section looks at the spatial variability in N3, N50 and

OA simulated by the 60 parameter combinations. The reader may be reminded here
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that in the model set-up used in this study only the amount of each gaseous phase

ox-VOC, condensing or partitioning to the aerosol phase to form SOA, is tracked.

Once in the aerosol phase SOA sourced from ox-VOCs is not tracked separately

from primary organic matter (POM). We refer to the total organic component in

the aerosol phase (POM+SOA) as organic aerosol (OA). Since all the perturbed

simulations have identical primary emissions (POM) and identical ageing mecha-

nism to produce SOA from POM, any change in OA can be attributed to changes

in SOA from ox-VOCs and in turn can be attributed to the changes changes in the

parameter combinations in this study.

Figure 5.5 shows the anomaly in global distribution of total OA concentration within

the ensemble with respect to the ensemble mean. The subplots are arranged in or-

der of increasing global mean OA and labelled according to their simulation number

(numbered 1 to 60) within the ensemble. As the primary sink for ox-VOCs is ad-

dition to the particle phase, the different combination of yield parameters for the

production of ox-VOCs are reflected in the amount of SOA produced from their

condensation or partitioning. Figure 5.6 (Figure 5.3 rearranged in the same order

as simulations in Figure 5.5) depicts the combination of parameter values that have

resulted in the global distributions.
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Figure 5.5: Anomaly of global organic aerosol mass (OA in µg m−3) produced within the
ensemble. Each subplot shows the anomaly of an ensemble member (numbered between
1 and 60) from the ensemble mean OA. The global mean OA for each subplot is printed.
The subplots are arranged in order of increasing global mean OA with PPEM 47 producing
the least mass of organic aerosol and PPEM 60 producing the maximum.

Figures 5.5 and 5.6 show, within the parameter space explored in this study, for

global models to simulate higher (than the typical 12−70 Tg yr−1; Kanakidou et al.,

2005) mass of SOA, significant contribution from most (if not all) ox-VOCs (repre-

senting different sources and volatility groups of organic compounds) are necessary.

Within the parameter space explored in this study global mean OA concentration

varies by a factor of 3 ranging from 3.6 to 10.7 µg m−3. The ensemble member

producing the highest mass concentration of organic aerosol (PPEM 60 with global

mean OA = 10.7 µg m−3) has moderate to high yields of all the ox-VOCs: nucleat-
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ing B_ELVOC is produced at about 15 % yield with B_LVOC at 259 % producing

255 Tg yr−1 of SOA, B_SVOC_I at 25 % and B_SVOC_M at 137 % together

producing 324 Tg yr−1 of SOA, A_LVOC at 164 % producing 112 Tg yr−1 of SOA

and A_SVOC at 230 % producing 157 Tg yr−1) of SOA. With all the ox-VOCs

contributing significantly to total SOA, the model produces 850 Tg yr−1 which just

about reaches the middle of the SOA uncertainty range estimate of 12−1820 Tg yr−1

(Spracklen et al., 2011b). Whether or not PPEM 60 simulates a realistic SOA mass

is assessed in later sections where the ensemble is compared to observations. Here

PPEM 60 may be used as an example to understand what magnitude of yields of

ox-VOCs is required to produce 850 Tg yr−1 in the same model that simulates 14

Tg yr−1 (model without anthropogenic and semi-volatile organic compounds as in

Chapter 3) and 140 Tg yr−1 (model with default parameter settings as in Chapter

4). Figure 5.6 demonstrates that within the 6-D parameter space explored, contribu-

tions from multiple ox-VOC categories (as implemented in Chapter 4) is necessary

in GLOMAP-mode to simulate higher (than current) SOA production.
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Figure 5.6: Figure 5.3 resorted. The relative variation of six perturbed parameters for
each of the 60 ensemble members ordered in increasing order of global mean OA for easy
comparison with Figure 5.5.

Figure 5.5 highlights that the contribution of different sources of ox-VOCs to OA

varies regionally and is dependent on the competition and compensation between

them. For example in PPEM 36, where relative contribution of A_LVOC is 15.32

%, more than 10 µg m−3 OA is simulated in the highly polluted SE Asian region.

In PPEM 21 which has a very similar contribution from A_LVOC (15.14 %), OA

concentrations simulated in the SE Asian region is <2 µg m−3. Globally, the dif-

ference between the total SOA production from ox-VOCs simulated by PPEM 36
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and PPEM 21 is 0.1 % (compared to a 150 % uncertainty in SOA estimates). This

demonstrates that a model that simulates the "right" amount of total global SOA

may not be necessarily right in simulating regional level aerosol mass concentra-

tions. Two simulations from the same model with very similar concentrations of one

ox-VOC, estimating very similar global SOA production can significantly under or

over estimate organic aerosol mass concentration in particular regions depending on

the parameter settings of the other ox-VOCs. The important aspect to constrain

in models is therefore the relationship between different ox-VOCs and how their

covariation affects model outputs.

Next the particle number concentrations simulated by each ensemble member are

investigated. Figures 5.7 and 5.8 show the global map of N50 and N3 anomaly

within the ensemble respectively. Subplots for each ensemble member are arranged

in order of increasing global mean N3 in both figures. The parameter combination

design for each simulation is re-ordered likewise and shown in Figure 5.9. Across

the parameter range spanned in this study, global mean N50 varies by a factor of

2.39 within the ensemble (from 377 per cc to 903 per cc). As seen in Chapter 4,

modelled N50 is much less sensitive to changes in ox-VOCs than modelled N3 which

varies by a factor of 3.5 across the 60 ensemble members (from 531 to 1889 cm−3).

Figure 5.7 helps in the identification of those combination of parameters which

inhibit the growth of smaller particles to CCN-relevant sizes in the model. In most

ensemble members, N50 concentrations increase proportionally with N3, thereby

maintaining the order of subplots. In some cases the order is reversed (example,

between PPEM 37 and 14 in row 4 Figure 5.7) when N50 does not increase propor-

tionate to N3. This is likely due to enhanced condensation sink in the PPEM 14

that favours loss of small particles and thus a reduction in particle number of bigger

sizes. The parameter combination for PPEM 14 (Figure 5.9) shows the simulation
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has higher concentrations of B_SVOC and A_SVOC which, as seen in Chapter

4, increasingly favour the growth of bigger particles at the expense of smaller par-

ticles. Figure 5.9 shows all of the PPEMs (PPEMs 14, 39, 47, 56, 50, 38, 9, 15,

15, 59, 51) where N50 concentrations are low despite N3 concentrations being high

have very low yields of B_LVOC. Particularly striking are the low N50 simulated

in PPEMs 51 and 59, which are the second and fourth highest in N3 respectively.

Both have very high yields of B_ELVOC (about 31 % and 22 % respectively) which

significantly enhance particle formation but coupled with a low yields of B_LVOC

(8.34 % and 34.6 % respectively), there is not enough ox-VOCs to support initial

growth of the sub-3 nm clusters and small particles to CCN-relevant size. Several

studies have investigated nucleation capability and nucleation pathways of atmo-

spheric molecules (Kulmala et al., 1998, 2004; Kirkby et al., 2011; Kurtén et al.,

2008; Almeida et al., 2013; Riccobono et al., 2014; Kirkby et al., 2016) whereas the

contribution of organic molecules to sub-3 nm cluster growth is relatively recent

knowledge and the molecules largely unidentified (Tröstl et al., 2016). The findings

of this study suggests B_LVOC is a key class of SOA-producing organic compounds

for understanding atmospheric CCN production. Without adequate representation

of B_LVOCs in models, including new nucleation pathways puts global aerosol

models at a risk of underestimating N50 which is a highly relevant parameter for

estimation of climate relevant aerosol-cloud interactions.
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Figure 5.7: Anomaly of global N50 number concentration (cm−3) produced within the
ensemble. Each subplot shows the anomaly of an ensemble member (numbered between 1
and 60) from the ensemble mean N50. The global mean N50 for each subplot is printed.
The subplots are arranged in order of increasing global mean N3 with PPEM 55 producing
the least global mean N3 and PPEM 54 producing the maximum.
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Figure 5.8: Anomaly of global N3 number concentration (cm−3) produced within the
ensemble. Each subplot shows the anomaly of an ensemble member (numbered between 1
and 60) from the ensemble mean N3. The global mean N3 for each subplot is printed. The
subplots are arranged in order of increasing global mean N3 with PPEM 55 producing the
least global mean N3 and PPEM 54 producing the maximum.
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Figure 5.9: Figure 5.3 resorted. The relative variation of six perturbed parameters for
each of the 60 ensemble members ordered in increasing order of global mean N3 for easy
comparison with Figures 5.7 and 5.8.
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Table 5.2 divides the ensemble in three groups based on their global mean N3,

N50 and OA. Simulations with global mean values of N3 (or N50 or OA) in the

lower quartile are in group ‘Low’ designated with ‘L’, those with values in the up-

per quartile are in group ‘High’ designated with ‘H’ and those with values in the

interquartile range are in group ‘Medium’ designated with ‘M’. The high and low

simulations for each category are shaded red and blue respectively. In the text,

characteristics of groups of PPEMs are looked into to infer upon patterns in their

behaviour. Each group consists of multiple PPEMs and each PPEM may have been

allotted multiple groups. The group names are based on the output they are being

compared on (N3, N50 or OA) and their rank in the said output (H/M/L). For ex-

ample, a group termed LOA refers to all PPEM with low global mean OA. A group

termed HN3HN50LOA refers to a group of all PPEMs that produce high global mean

N3, high global mean N50 and low global mean OA and so on.
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Global mean Global mean
PPEM N3 N50 OA PPEM N3 N50 OA

1 M M M 31 M H M
2 M M M 32 H H M
3 M M M 33 L L M
4 M M H 34 L L L
5 M M H 35 L M H
6 H H M 36 H H M
7 L L M 37 M M M
8 H H L 38 M L M
9 M M L 39 M L L
10 M M M 40 L L M
11 M H H 41 H H L
12 M M L 42 L L M
13 L M H 43 M H M
14 M M M 44 L L M
15 H M M 45 H H H
16 L L H 46 L M H
17 M M M 47 M M L
18 M M M 48 M H H
19 M M L 49 H H H
20 H M M 50 M L M
21 H H L 51 H L M
22 M H H 52 L L M
23 L L H 53 L L M
24 L M M 54 H H L
25 M M M 55 L L L
26 M M H 56 M M M
27 H M L 57 H H L
28 M M L 58 L L L
29 M M H 59 H M L
30 M H M 60 M M H

Table 5.2: Classification of ensemble members (PPEM) based on their simulated global
mean N3, N50 and OA in categories High (or H), Medium (or M) and Low (or L). PPEM
with global mean values in the lower quartile are designated with L (and shaded blue) and
those with values in upper quartile are designated with H (and shaded red). PPEM with
values in the inter-quartile range are all marked M. The first, second and third quartile
values for OA are 6.5, 7.3, 8.8 µg m−3 respectively, for N3 are 908, 1099, 1280 cm −3

respectively and for N50 are 564, 676, 709 cm −3 respectively.

Simulations with low N3 and low N50 (group LN3LN50) consist of PPEMs 7, 16,

23, 33, 34, 40, 42, 44, 52, 53, 55, 58 and those with high N3 and high N50 (group
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HN3HN50) consist of PPEMs 6, 8, 21, 32, 36, 41, 45, 49, 54, 57. The common feature

among all the simulations in group LN3LN50 is low concentrations of one or both of

B_ELVOC and B_LVOC and that in group HN3HN50 is the relative dominance of

either or both of these two ox-VOCs. The importance of these ox-VOCs in modulat-

ing modelled number concentrations is explained by their respective roles in aerosol

formation and growth. B_ELVOC is the only ox-VOC capable of nucleating and

B_LVOC, the only ox-VOC that grow clusters (along with sulphuric acid in the

model) before they attain 3 nm dry diameter. Consequently, for the model to sim-

ulate a high total number concentration of particles, high yields of B_ELVOC and

B_LVOC are needed.

The relationship between total particle number concentration and mass concen-

tration of organic aerosol produced is not straightforward and is strongly dependent

on the interaction between different ox-VOCs. Simulations that produce OA within

the lower quartile (group LOA) are PPEM 8, 9, 12, 19, 21, 27, 28, 34, 39, 41, 47, 54,

55, 57, 58 and 59. Simulations that produce OA within the upper quartile (group

HOA) are PPEM 4, 5, 11, 13, 16, 22, 23, 26, 29, 35, 45, 46, 48, 49 and 60.

All simulations with low B_ELVOC concentrations have low N3. However out of

these simulations, some produce higher mass of OA than others. 9 out of 16 PPEMs

in group LOA with low OA have low or medium N3. 4 out of 15 PPEMs in group

HOA with high OA have low N3. The main difference in simulations that produce

high amount of OA when particle concentrations are low (PPEM 16, 23, 35, 46) and

those who do not (PPEMs 34, 55, 58) is the relative concentrations of B_LVOC

which grow freshly nucleated clusters before they are scavenged by coagulation.

Further the parameter designs for all three of PPEM 34, 55, 58 in group LN3LN50LOA

have extremely high values of one or two ox-VOCs (B_SVOC_I in PPEM 34,
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B_SVOC_M and A_SVOC in PPEM 55, A_LVOC in PPEM 58). High estimates

of SVOCs coupled with very low values of B_ELVOC and B_LVOC result in these

PPEM simulating the lowest mass as well as number concentrations.

PPEMs in group LOA that have a high particle number concentration (HN3HN50LOA)

are PPEMs 8, 21, 41, 54, 57. Simulations in group HOA with low particle number

concentrations are, PPEM 16 and 23 (group LN3LN50HOA). In HN3HN50LOA, the

relative contributions of B_ELVOC and/or B_LVOC dominate significantly over

the the rest of the ox-VOCs. High yields of B_ELVOC and/or B_LVOC increase

particle number concentrations and the competition for ox-VOCs to grow to larger

sizes. Low yields of all the other ox-VOCs enhance the competition and the available

ox-VOCs distribute on a larger number of particles, causing smaller increase in the

particle mass. On the other hand, LN3LN50HOA have low B_ELVOC, which is re-

sponsible for the low global mean particle number concentrations but high B_LVOC,

to minimise the loss of the freshly nucleated particles and significant contributions

from A_LVOC and SVOCs, to add to the mass of these particles. As a result

LN3LN50HOA have fewer particles with heavier mass. Thus organic compounds such

as SVOC and A_LVOC that do not take part in formation or initial growth of

particles contribute significantly to the mass of aerosol produced and their under-

representation leads to underestimation of modelled OA.

PPEM 45 and 49 of group HN3HN50 simulate some of the highest OA within the en-

semble (group HN3HN50HOA) i.e. for PPEM 45 and PPEM 49, the simulated global

mean N3, N50 and OA are all in the upper quartile. Both these simulations have

high concentrations of B_ELVOC which promote nucleation and moderate to high

B_LVOC which help freshly formed particles to survive. However in PPEM 45 all six

ox-VOC yields contribute significantly with B_ELVOC, B_SVOC_I and A_LVOC

concentrations being predominant (Figure 5.3). In PPEM 49 contributions to SOA
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are predominantly biogenic as the yields of anthropogenically controlled ox-VOCs

are much smaller (Figure 5.3). Although the global mean number and mass concen-

trations are similar in these two simulations, the difference in parameter design is

reflected in the global distributions. In absence of anthropogenic ox-VOCs PPEM

49 simulates less OA concentrations (compared to PPEM 45) in the highly pol-

luted SE Asian region and simulates more OA concentrations (compared to PPEM

45) in tropical rain forest regions which have the maximum biogenic VOC emissions.

The climatic implications of under-representing SOA from anthropogenic sources

can be more significant than under-representing biogenic SOA sources as the former

affects the pre-industrial and present-day atmospheres differently (Carslaw et al.,

2013). PPEM 21 and PPEM 36 were cited earlier in this chapter as examples to

demonstrate that simulations predicting similar mass of global OA with similar an-

thropogenic contributions to total SOA do not necessarily predict similar regional

distribution. PPEM 21 and PPEM 36 differ most significantly in yields of biogenic

and anthropogenic LVOCs. PPEM 49, on the other hand, strikingly differs from

PPEM 45 in having very low anthropogenic ox-VOC yields. The poor representa-

tion of anthropogenic sources of SOA in PPEM 49 (compared to PPEM 45) leads to

a decreased condensation sink in polluted regions which favours particle formation

and growth, resulting in higher total particle number concentration over the polluted

east coast of USA and SE Asia (Figure 5.8). However these simulated particles in

the polluted regions in PPEM 49 are likely to be small particles because of which

they do not add substantial mass, as is evident from the lower OA concentrations

simulated in these regions (Figure 5.5). This re-emphasises the need to represent

anthropogenic sources of SOA and to ensure that the spatial variability of total

organic aerosol is realistic. Under-representing SOA formation from anthropogenic

VOCs in the model leads to underestimation of aerosol mass and overestimation of

aerosol numbers in polluted regions which impact estimates of first aerosol indirect
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forcing.

Number concentrations of CCN-relevant sized particles in the atmosphere is the

combined effect of the presence of B_ELVOC which can nucleate and low volatil-

ity organic compounds which are able to condense on freshly nucleated particles i.e.

B_LVOC. To demonstrate the above, simulations are divided based on their ranks

(H/M/L) in simulated N3 and N50.

• Group HN3MN50

Simulations that rank high in global mean N3 and medium in global mean

N50 - PPEMs 15, 20, 27, 59

• Group HN3LN50

Simulations that rank high in global mean N3 and low in global mean N50 -

PPEMs 38, 39, 51

• Group LN3MN50

Simulations that rank low in global mean N3 and medium in global mean N50

- PPEMs 13, 24, 35, 46

• Group LN3HN50

Simulations that rank low in global mean N3 and high in global mean N50 -

No PPEM fall under this category

Simulations in groups HN3MN50 and HN3LN50 stand out in Figure 5.7. As discussed

previously, all simulations in these two groups have negligible yields of B_LVOC.

The high concentrations of nucleating B_ELVOC in these PPEMs initially facil-

itate the formation of particles but extremely low yields of B_LVOC especially

when coupled with high B_LVOC_I and A_LVOC suppresses further growth and

the particles are lost.
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In contrast, despite the low B_ELVOC concentrations, the relatively higher con-

centration of B_LVOC in group LN3MN50 ensures survival of more clusters to reach

3 nm size range in these PPEMs, as a result of which they rank ‘M’ when or-

dered according to global mean N50. Thus survival of clusters below 3 nm diame-

ter is extremely critical step in determining particle number concentrations and in

GLOMAP-mode, B_LVOC is the most important controller of total particle num-

ber concentrations.

That no PPEM falls in the category LN3HN50 shows a minimum particle number

concentration is required before B_LVOC can grow all particles optimally to pro-

duce CCN-relevant size particles and B_ELVOC is essential to produce that baseline

number of particles. Simulation such as PPEM 16 which has a high concentration

of B_LVOC but very low concentrations of B_ELVOC (group LN3LN50) proves the

point.

In this study, A_LVOC does not take part in growth of particles less than 3 nm in

diameter as evidence of such contribution of A_LVOC to particle growth is yet to be

established in experimental and observational studies. However, based on the above,

it is suggested that if found to play a role in growth of sub-3 nm particles, anthro-

pogenically controlled VOCs will have a greater impact in determining simulated

particle number concentrations in areas dominated by anthropogenic activities.
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5.3.3 Ensemble comparison to observations

Figure 5.10 shows a map of ground-based observation stations used in this study

where sites marked with green, blue and red denote data sites for N3, N50 and OA

respectively. There are some overlap of sites between observed variables - for ex-

ample, Pallas, a site in northern Finland, has data for both N3 and N50 and Mace

Head, off west coast of Ireland, has data for all three.

N3 observations covering 34 ground-based stations worldwide were compiled by Dr.

Dominick Spracklen (University of Leeds; Spracklen et al., 2010) from online portals,

published articles and personal communications. Measurements of N3 were made

between 1994 and 2009 using either condensation particle counters (CPCs), scan-

ning mobility particle sizers (SMPS), differential mobility particle sizers (DMPS)

or Diffusion Aerosol Spectroscopes (DAS). The N3 data set is fully described in

Spracklen et al. (2010) and has been used in previous studies such as Riccobono

et al. (2014), Gordon et al. (2016) and Dunne et al. (2016).

N50 observations covering 31 ground-based stations worldwide were compiled by Dr.

Jo Browse (University of Exeter; manuscript in preparation). The data comprise of

sites in Europe as described in Asmi et al. (2011) along with data from additional

African, Indian, Canadian and polar sites obtained from individual projects and

online data portals (such as the International Arctic Systems for Observing the At-

mosphere, IASOA and the World Data Center for Aerosol, WDCA). Measurements

of N50 were made between 1990 and 2015 using DMPS or SMPS instruments. A

full description of the N50 data set can be found in Browse et al., (in preparation).

OA observations covering 41 ground-based stations worldwide were taken from the

Global Aerosol Synthesis and Science Project (GASSP) database compiled by Dr.
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Carly Reddington (University of Leeds; Reddington et al., 2017). OA measurements

were made between 1990 and 2015 using the Aerosol Mass Spectrometer (AMS) and

the associated Aerosol Chemical Speciation Monitor (ACSM) that characterise the

mass and chemical composition of particulate matter (Canagaratna et al., 2007; Ng

et al., 2011). A full description of the OA data set can be found in Reddington et al.

(2017)

All ground-based station data are averaged for each month and gridded to the

model resolution. Station heights were matched to model pressure level for each

month using barometric altitude. Stations cover a wide range of atmospheric condi-

tions such as continental boundary layer (CBL e.g. Hyytiala, Harwell, Botsalano),

marine boundary layer (MBL e.g. Mace Head, Trinidad Head, Sable Island) and free

tropospheric (FT e.g. Nepal, Jungfraujoch, Pico Espejo, Mauna Loa) sites. Errors

in measurements is estimated to be around 30 % on average, depending strongly on

the spatial heterogeneity of sources (Reddington et al., 2017).

This section compares the seasonal cycle of N3 and N50 simulated by each ensemble

member to observations from ground-based observation stations. Figures 5.11 and

5.13 show the annual N3 and N50 timeseries for 60 ensemble members compared to

monthly mean observations in 34 and 31 locations respectively.

Despite spanning a large part of the plausible parameter space for each ox-VOC,

the ensemble is able to encompass observations at only 3 sites for N3 (Cape Grim,

Pico Espejo and Sable Island) and 2 sites for N50 (Schauinsland and Alert). In most

locations the model underestimates observed N3 and N50 concentrations (except in

Trinidad Head and Whistler Mountain on the west coast of North America. The en-

tire ensemble overestimates N3 upto a factor of 5 in Trinidad Head and overestimates

N50 by a factor of 2 or more in Whistler Mountain). In most locations the model
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bias ranges between a factor of 3 underestimation to a factor of 2 overestimation

(shown by dotted lines in Figures 5.11 and 5.13) for both N3 and N50. The monthly

timeseries for both N3 and N50 show that the principal contributor to the low bias

in the model is the low particle numbers simulated in winter whereas the high bias

in some ensemble members is caused by the overestimation in the summer. The ex-

aggeration of the seasonal cycle by the model (compared to observed seasonal cycle)

was also observed in Chapter 4. Modelled N3 and N50 concentrations are primarily

driven by B_ELVOC and B_LVOC. After exploring 60 combinations of parameter

setting in this study, we suggest the inability of the model to simulate the seasonal

variability is not caused and hence cannot be addressed by changing how biogenic

organic compounds contribute to particle formation and growth in the model.
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Figure 5.11: Annual cycle of simulated (solid coloured lines) and observed (black stars)
monthly mean surface-level N3 concentrations at 34 ground-based sites. Each coloured line
is an ensemble member.

Figure 5.12: Normalised Mean Bias Factor (NMBF) and Pearson correlation coefficient
(R) calculated from monthly mean surface-level simulated and observed N3 for each PPEM
at each ground-based location. Each number on the x-axis represents an observation site,
as numbered in Figure 5.11. The best agreement values for both NMBF and R are shown
in the plot. Additional dotted lines represent an overestimation of a factor 2 (NMBF = 1),
underestimation of a factor of 3 (NMBF = 2) and a Pearson correlation coefficient of 0.5.

188



Kamalika Sengupta University of Leeds

Figure 5.13: Annual cycle of simulated (solid coloured lines) and observed (black stars)
monthly mean surface-level N50 concentrations at 31 ground-based sites. Each coloured
line is an ensemble member.

Figure 5.14: Normalised Mean Bias Factor (NMBF) and Pearson correlation coefficient
(R) calculated from monthly mean surface-level simulated and observed N50 for each
PPEM at each location. Each number on the x-axis represents an observation site, as
numbered in Figure 5.13. The best agreement values for both NMBF and R are shown in
the plot. Additional dotted lines represent an overestimation of a factor 2 (NMBF = 1),
underestimation of a factor of 3 (NMBF = 2) and a Pearson correlation coefficient of 0.5.

189



Kamalika Sengupta University of Leeds

The sensitivity of modelled N3 to the applied perturbations is maximum in Bot-

salano, Cape Grim, Castle Springs whereas in locations such as Mauna Loa, Neu-

mayer and Samoa (remote marine sites) the model shows the least sensitivity to

perturbations. There are 5 sites for which both N3 and N50 concentrations are

compared, Finokalia, Hohenpeissenberg, Hyytiala, Jungfraujoch and Pallas. The

sensitivity of simulated N50 is less than that of N3 at all locations except Hohen-

peissenberg. Simulated N50 is least sensitive at Troll, a station close to Neumayer,

where the model underestimation is maximum (Figure 5.13). At some sites, such

as Bondville, India Himalaya, Mt. Washington, Nepal, Po Valley, Samoa, South-

ern Great Plains and Thompson Farm, the ensemble completely fails to reach the

observed N3 values (Figure 5.11). The ensemble underestimation is maximum at

Po Valley reaching upto a factor of 6. The same is observed in Troll and Marikana

for N50 (Figure 5.13). The inability of the ensemble to simulate N3 values close

to those observed confirms that the uncertainty in aerosol formation from organic

compounds is not the primary cause of underestimation of aerosol concentration

in these regions. Sites such as Bondville, Thompson Farm, Mount Washington are

heavily affected by SO2−
4 , NH+

4 and to a lesser extent NO−3 (Fischer et al., 2007).

As seen in Dunne et al. (2016) including the role of ammonia in particle formation

improved model-observation agreement in India Himalaya and Nepal. It is suggested

here that including the influence of ammonium and nitrate ions in aerosol formation

and growth in the boundary layer could improve particle number concentrations

predicted in these locations (Yu and Luo, 2009; Dunne et al., 2016).

For N50, correlation coefficients (calculated for each PPEM at each location us-

ing monthly mean simulated and observed N50 concentrations) in 22 out of 31 sites

are higher than 0.5 (Figure 5.13). Locations where ensemble members reach a cor-

relation coefficent >0.8 for the simulated seasonal cycle are, Aspvreten, Birkenes,

Hyytiala, Jungfraujoch, Mace Head, Pallas, Puy de Dome, Schauchinland, Zugspitz,
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Troll and Whistler for N50. For N3, correlation coefficent >0.8 occurs in Cas-

tle Springs, Harwell, Hohenpeissenberg, Jungfraujoch, Melpitz, Mount Washington,

Pallas, Pico Espejo, Puy de Dome, Sable Island, Tannus Observatory, Uto and Var-

rio. These are all non-urban sites including FT, MBL and CBL stations. In Ispra

and Marikana, both locations highly influenced by anthropogenic activities, the en-

semble correlation worsens lowering to values upto −0.9. Aerosol concentrations at

sites affected by anthropogenic sources are closely linked with simultaneous occur-

rence of low-mobility atmospheric conditions that trap pollutants (Strader et al.,

1999; Bigi and Ghermandi, 2011), local emissions and regional transports. As a

result contributions to aerosol concentrations from local anthropogenic sources are

difficult to capture by large global models (which inevitably have coarser resolution

than small-scale models).

The maximum underestimation and worst correlation coefficient for N50 are ob-

served at Ispra and Marikana. The ensemble performs significantly better at Hohen-

peissenberg and Zugspitz which are sites located close (about 458 km) to Ispra and

at Botsalano which is close (150 km) to Marikana. Hohenpeissenberg and Zugspitze

are both high altitude sites and free from influence of nearby anthropogenic sources

while Ispra is one the most polluted European sites (Asmi et al., 2011). Similarly

Botsalano presents a semi-clean environment with no local anthropogenic activities

but affected by plumes form nearby megacity and surrounding industry (Vakkari

et al., 2013). Marikana is a polluted site, where aerosol seasonality is dominated

by domestic heating and cooking practises in residential area (Vakkari et al., 2013).

Gual Pahari, also like Marikana, is heavily affected by biomass burning from cooking

and domestic heating (Hyvärinen et al., 2010). It is worth noting that at all three

polluted sites, Ispra, Gual Pahari and Marikana, the model underestimation ranges

from more than a factor of 5 to a factor of 4 (Gual Pahari) or 2 (Ispra, Marikana).

Such a range is also observed in the correlation coefficient for Gual Pahari and
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Marikana. Similar range (from a factor of 6 to less than a factor of 2 underestima-

tion) for model predicted N3 is seen in Po Valley, another heavily polluted European

site within the ensemble range. The response of model performance at these polluted

sites to the perturbations implemented in this study indicates that model perfor-

mance at heavily polluted sites (such as Marikana, Ispra, Gual Pahari and Po Valley)

can be significantly improved by including additional or better characterised sources

of anthropogenic ox-VOCs (A_LVOC or A_SVOC), which contribute significantly

to atmospheric aerosol number concentrations in these regions. The next section

compares the simulations individually to identify those combinations of ox-VOCs

that produce the best agreement between observed and modelled N3, N50 and OA.

5.3.4 Ensemble member intercomparison and comparison with

observed N3, N50 and OA

Figures 5.15, 5.17 and 5.18 show scatter plots for model-observation comparison of

monthly mean N3, N50 and OA observed in 34, 31 and 57 sites respectively. Each

PPEM is shown in a subplot with the subplots ordered according to an increasing

order of global mean N3 for Figures 5.15, 5.17 and an increasing order of global mean

OA for Figure 5.18. Each subplot also shows the correlation coefficient (printed

top left) and NMBF (printed bottom left) for each PPEM based on modelled and

observed N3 (or N50 or OA) for all 34 (or 31 or 57) stations. In addition to R,

which is a score of how well the data variability is captured and NMBF, which gives

a measure of the systematic bias within the model, the Taylor Skill Score (TSS) for

each PPEM is calculated following Taylor (2001):

TSS =
4(1 +R)4

(σ̂f + 1
σ̂f

)2(1 +R0)4
(5.1)
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where σ̂ is the normalised standard deviation (σmodel/σobservation) and R0 is the maxi-

mum correlation attainable by the model, given the internal variability in the system

(here R0 is assumed to be 1). As the model variance approaches the variance in ob-

servation and R approaches R0, TSS approaches unity. TSS approaches zero as the

model variance approaches zero or the correlation becomes more and more nega-

tive. TSS thus takes into account both how well the model simulates the observed

pattern (correlation coefficient) as well as how close model observation agreement

is (root-mean-square error). The full statistics (TSS, NMBF and R) calculated for

each PPEM is presented in Table. 5.3.
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Figure 5.15: Comparison of simulated monthly mean and seasonal surface-level N3
against observations. a) Comparison of the monthly mean surface-level N3 simulated by
each ensemble member (subplots numbered between 1 to 60) to observed N3 at 34 sites.
The subplots of 60 ensemble members are arranged in order of increasing global mean
surface-level N3 (as in Figure 5.8). Each point within a subplot represents monthly mean
surface-level N3 at one site. Months are color coded according to the season they represent
- blue, yellow, red and green for winter, spring, summer and autumn respectively. The
Pearson correlation coefficient (R) for each PPEM-observation match is shown on the top
left and the normalised mean bias factor (NMBF) for each PPEM-observation match is
shown on the bottom left of each subplot. b) Seasonal R (diamonds in blue for winter,
yellow for spring, red for summer and green for autumn) and seasonal NMBF (squares in
blue for winter, yellow for spring, red for summer and green for autumn) plotted against
each PPEM. The order of PPEM in the x-axis is the same as in a) with every sixth PPEM
(last column of subplots in panel a) labelled.
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The minimum bias (NMBF closest to zero) between the model and observation is

given by PPEM 54 (overestimating observations by a factor of 1.05) for N3, PPEM

57 (underestimating observations by a factor of 1.27) for N50 and PPEM 47 (over-

estimating observations by a factor of 1.13) for OA. The worst model-observation

bias is given by PPEM 55 (underestimating observations by a factor of 2.9) for N3 ,

PPEM 55 (underestimating observations by a factor of 2.8) for N50 and PPEM 60

(overestimating observations by factor of 4.04) for OA.

The model suffers from an overall low bias in most locations (Figures 5.11 and 5.13).

The bias therefore improves in PPEMs associated with higher global mean N3 (Fig-

ure 5.15a) which as discussed earlier have high yields of B_ELVOC and B_LVOC.

B_ELVOC and B_LVOCs contribute especially towards the formation of parti-

cle clusters and their subsequent growth. Therefore any increase in B_ELVOC or

B_LVOC concentrations in the model reduces the model error. However an impor-

tant aspect to note is, with increasing global mean N3 as the negative bias (NMBF)

reduces, the model becomes worse in capturing the observed seasonal variability in

N3 (indicated by the decreasing R in Figure 5.15b). This happens because the re-

sponse of particle number concentration to increased B_ELVOC and B_LVOC are

different in different seasons. The highest increase in N3 in response to increase in

B_ELVOC and B_LVOC is seen in the warmer months while N3 in colder months

are least sensitive to changes in these two ox-VOCs. The uneven response of particle

number concentration in different seasons to these ox-VOCs results in a worse pre-

diction of the seasonal cycle. An indication of this behaviour was seen in Chapter

4 when the seasonal cycles of N3 predicted by three simulations with different SOA

formation schemes were compared against observed N3 (Chapter 4, Figure 4.13).

Therein it was noted, including B_ELVOC and B_LVOC in the model (blue line

in Figure 4.13) resulted in overestimation of particle number concentrations in sum-

mer (compared to green line in Figure 4.13) and implementation of the modified
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SOA scheme (i.e. adding SVOCs; red line) brought the overestimation in the sum-

mer down without significantly affecting the winter particle concentrations. A low

model bias in winter was also noted in Riccobono et al. (2014). However in Fig-

ure 5.11 several PPEMs overestimate summer-time N3 concentrations showing the

issue is not so much as that the underprediction in winter but the simulation of a

largely exaggerated seasonality in total aerosol number concentrations. To validate

the above, two simulations from the ensemble (Figure 5.11) - PPEM 55 with the

lowest global mean N3 and PPEM 54 with the highest global mean N3 are shown in

5.16. Figure 5.16 clearly shows with increasing B_ELVOC and B_LVOCs the model

increasingly overestimates particle concentrations in summer with little change in

particle concentrations in winter, thereby reducing the model-observation (negative)

bias but worsening the model-observation correlation coefficient.

For N50 although the model bias reduces in PPEMs with higher global mean N3, the

response to increase in B_ELVOC and B_LVOC is much less and the improvement

in bias occurs without much worsening of R. This is a further indication that the

overall low bias of particle number concentrations that the model exhibits at most

locations, particularly in winter, is linked with processes that affect smaller parti-

cles more than larger ones (hence the higher sensitivity of N3) such as nucleation or

stabilisation of sub-3 nm clusters.

The exaggerated seasonal cycle of particle number concentrations simulated by the

model compared to the observed cycle could potentially be linked with the ab-

sence of a nucleation mechanism involving anthropogenic ox-VOCs or the absence

of anthropogenic contribution to the growth of sub-3 nm clusters. Recent studies

(Volkamer et al., 2006; Weber et al., 2007) point towards a higher impact of an-

thropogenic VOCs in SOA formation than previously estimated, independent of the

place of origin of the condensing VOCs. Studies such as Strader et al. (1999) esti-
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mate as much as 15−20 µgC m−3 of SOA in the winter from aromatic compounds

favoured by low mixing heights, low winds and clear sky conditions. With new and

more sophisticated nucleation schemes involving biogenic organic compounds being

implemented in the model, the summer months overestimate particle number con-

centrations while winter months remain largely unaffected - in accordance with the

annual cycle of biogenic terpenes which peak during the spring and summer months

and dip to lowest in winter (Staudt et al., 2000). In contrast, VOCs emitted from

anthropogenic sources have higher concentrations in the winter than in summer and

hence their oxidation products could compensate the current effect of B_ELVOC

and B_LVOC. It is suggested here that much of the exaggeration in the simulated

seasonality will be addressed by including better characterisation of anthropogenic

sources of SOA (which peak in the winter), their effects on nucleation and cluster

stabilisation.

Figure 5.16: Annual cycle of simulated (solid lines) and observed (black stars) monthly
mean surface-level N3 concentrations at 34 ground-based sites. The PPEMs shown are
those with the lowest and highest number concentration of global mean surface-level N3
from Figure 5.11.
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Figure 5.17: Comparison of simulated monthly mean and seasonal surface-level N50
against observations. a) Comparison of the monthly mean surface-level N50 simulated by
each ensemble member (subplots numbered between 1 to 60) to observed N50 at 31 sites.
The subplots are arranged in order of increasing global mean surface-level N3 (as in Figure
5.8). Each point within a subplot represents monthly mean surface-level N50 at one site.
Months are color coded according to the season they represent - blue, yellow, red and green
for winter, spring, summer and autumn respectively. The Pearson correlation coefficient
(R) for each PPEM-observation match is shown on the top left and the normalised mean
bias factor (NMBF) for each PPEM is shown on the bottom left of each subplot. b)
Seasonal R (diamonds in blue for winter, yellow for spring, red for summer and green for
autumn) and seasonal NMBF (squares in blue for winter, yellow for spring, red for summer
and green for autumn) against each PPEM. The order of PPEM in the x-axis is the same
as in a) with every sixth PPEM (last column of subplots in panel a) labelled.
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Figure 5.18: Comparison of simulated monthly mean and seasonal OA against obser-
vations. a) Comparison of the monthly mean N3 simulated by each ensemble member
(subplots numbered between 1 to 60) to observed OA at 41 sites. The subplots are ar-
ranged in order of increasing global mean OA (as in Figure 5.5). Each point within a
subplot represents monthly mean surface-level OA at one site. Months are color coded
according to the season they represent - blue, yellow, red and green for winter, spring,
summer and autumn respectively. The Pearson correlation coefficient (R) for each PPEM-
observation match is shown on the top left and the normalised mean bias factor (NMBF)
for each PPEM-observation match is shown on the bottom left of each subplot. b) Seasonal
R (diamonds in blue for winter, yellow for spring, red for summer and green for autumn)
and seasonal NMBF (squares in blue for winter, yellow for spring, red for summer and
green for autumn) shown against each PPEM. The order of PPEM in x-axis is the same
as in a) with every sixth PPEM (last column of subplots in panel a) labelled.
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The statistics presented in Figure 5.18b should be viewed with caution as unlike

N3 and N50 data which have the entire time series at each location, OA data is

sparse in time and location. The overall statistics for each PPEM is based on 104

points out of which 17 observations are for winter months (blue), 33 for Spring (Yel-

low), 33 for summer (red) and 21 for autumn (green). Further none of the stations in

the database has more than 4 months of data. Hence different locations contribute

to the statistics in different seasons based on which month it has data for i.e. the 33

data points in spring and those in summer do not necessarily come from the same

33 locations. This is not a big limitation in this study as the OA data is not being

used to infer upon location based model-observation agreement. Rather than assess

how well the model agrees with the observation the aim is to assess where each of

the PPEM stand in relation to each other with respect to the observed OA.

The important point to note from Figure 5.18 is that the model bias for OA con-

centrations at 41 sites worsens (model overestimation increases) as the global mean

OA increases. All the PPEMs overestimate observed OA concentrations (positive

NMBF) - the least overestimation (i.e. best model-observation agreement in OA

concentrations) within the ensemble being a factor of 1.13 (PPEM 47 producing 220

Tg yr−1) and the maximum overestimation within the ensemble being a factor of

4.04 (PPEM 60 producing 850 Tg yr−1). SOA simulated by PPEM 47 and PPEM

60 encompass the full range of SOA simulated by the entire ensemble (section 5.2,

Figure 5.4). The better match in modelled and observed OA concentrations for en-

semble members which simulate SOA close to the lower end of ensemble SOA range

(220 Tg yr−1) agrees with Spracklen et al. (2011b) who found the best estimate of

SOA to lie between 50−380 Tg yr−1. With anthropogenic sources of SOA restricted

to 10 Tg yr−1 (to match with previous estimations of Henze et al., 2008; De Gouw

and Jimenez, 2009) Spracklen et al. (2011b) estimated the best estimate of SOA to

be 240 ± 140 Tg yr−1. Without the restriction, the best SOA estimates was found
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to be 140± 90 Tg yr−1 with 113 Tg yr−1 from ox-VOCs. In this study 9 PPEMs

simulate SOA within the upper limit estimated by Spracklen et al. (2011b). In in-

creasing order of simulated SOA they are PPEMs 47, 41, 58, 54, 27, 8, 59, 39 and

19. These 9 PPEMs and PPEM 34 simulating 397 Tg yr−1 also come up as the

10 best simulations with the minimum model bias (Table 5.3). When both model

bias and correlation coefficient are considered (marked red in column TSS OA and

NMBF OA in 5.3), the best models come out to be PPEM 8, 27, 39, 41, 47, 54,

58 simulating 337, 331, 335, 239, 220, 303, 251 Tg yr−1 respectively. Thus the best

SOA estimate from this study is assessed to be between 220−337 Tg yr−1.

However from Figure 5.4 it is clear that various combinations of biogenic and an-

thropogenic ox-VOCs can result in SOA production of this magnitude. In fact the

PPEMs with maximum and minimum contribution from biogenic VOCs spanning

a large range of biogenic to anthropogenic ratio (biogenic:anthropogenic from 1:2

in PPEM 47 to 32:1 in PPEM 59) both feature in the list of PPEMs that compare

to OA observations with the least NMBF. This implies including either too little

or too much SOA from anthropogenic VOCs yield very similar total SOA produc-

tion, which might lead to an erroneous conclusion that anthropogenic VOCs do not

make any significant contribution. In reality, the resultant SOA produced is very

much a function of different ox-VOCs and their competing and compensating ef-

fects in the model with anthropogenic sources of VOCs having, as seen in previous

sections, significant regional impact and potential to improve the simulated annual

cycle of particle number concentration. In the next sections, we look into which of

these parameter combinations yield the best results when modelled aerosol number

concentrations are compared.
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5.3.5 Statistical summary

TSS NMBF CORR
PPEM N3 N50 OA N3 N50 OA N3 N50 OA

1 0.23 0.10 0.07 -0.49 -0.55 2.00 0.48 0.49 0.20
2 0.20 0.09 0.11 -0.72 -0.71 1.67 0.49 0.51 0.24
3 0.25 0.10 0.08 -0.48 -0.58 1.62 0.50 0.49 0.19
4 0.21 0.10 0.07 -0.56 -0.60 2.36 0.46 0.49 0.21
5 0.23 0.10 0.05 -0.43 -0.52 2.37 0.47 0.48 0.19
6 0.21 0.10 0.10 -0.20 -0.43 1.63 0.37 0.44 0.23
7 0.19 0.08 0.14 -0.89 -0.89 1.35 0.49 0.54 0.27
8 0.23 0.10 0.15 -0.19 -0.52 0.71 0.40 0.45 0.25
9 0.20 0.09 0.12 -0.40 -0.73 1.38 0.37 0.50 0.24
10 0.22 0.10 0.06 -0.57 -0.57 2.20 0.49 0.50 0.19
11 0.19 0.09 0.10 -0.40 -0.58 2.18 0.36 0.46 0.25
12 0.20 0.09 0.14 -0.70 -0.85 1.02 0.43 0.53 0.25
13 0.20 0.09 0.06 -0.73 -0.70 2.19 0.50 0.52 0.20
14 0.23 0.09 0.09 -0.55 -0.69 1.65 0.48 0.50 0.22
15 0.19 0.09 0.11 -0.27 -0.62 1.27 0.33 0.49 0.22
16 0.16 0.10 0.06 -1.28 -0.92 2.48 0.60 0.60 0.19
17 0.23 0.10 0.12 -0.59 -0.62 1.33 0.50 0.49 0.23
18 0.20 0.09 0.09 -0.47 -0.65 1.76 0.40 0.50 0.21
19 0.23 0.10 0.13 -0.45 -0.57 0.95 0.45 0.48 0.23
20 0.19 0.09 0.12 -0.22 -0.59 1.41 0.33 0.46 0.24
21 0.22 0.11 0.13 -0.23 -0.39 1.27 0.40 0.43 0.24
22 0.21 0.10 0.06 -0.28 -0.44 2.50 0.39 0.45 0.20
23 0.15 0.09 0.08 -1.44 -1.04 2.26 0.61 0.61 0.22
24 0.21 0.09 0.11 -0.73 -0.71 1.63 0.51 0.51 0.23
25 0.20 0.10 0.09 -0.49 -0.58 1.94 0.42 0.48 0.23
26 0.26 0.11 0.05 -0.44 -0.52 2.29 0.52 0.49 0.17
27 0.20 0.09 0.14 -0.20 -0.65 0.75 0.33 0.48 0.24
28 0.26 0.10 0.11 -0.44 -0.55 1.24 0.51 0.47 0.21
29 0.23 0.09 0.06 -0.33 -0.62 2.25 0.43 0.47 0.20
30 0.21 0.09 0.14 -0.40 -0.60 1.37 0.41 0.46 0.27
31 0.22 0.10 0.07 -0.43 -0.49 2.08 0.45 0.48 0.19
32 0.25 0.11 0.09 -0.19 -0.36 1.54 0.44 0.43 0.20
33 0.18 0.09 0.09 -1.02 -0.92 2.09 0.53 0.55 0.24
34 0.21 0.09 0.12 -0.92 -0.91 0.98 0.55 0.56 0.22
35 0.18 0.09 0.06 -0.96 -0.80 2.60 0.53 0.55 0.21
36 0.19 0.09 0.16 -0.33 -0.56 1.30 0.34 0.45 0.29
37 0.22 0.10 0.10 -0.56 -0.54 1.64 0.49 0.49 0.22
38 0.20 0.08 0.09 -0.55 -0.96 1.34 0.37 0.58 0.20
39 0.17 0.08 0.18 -0.80 -1.04 0.65 0.34 0.59 0.30
40 0.15 0.08 0.16 -1.18 -1.11 1.55 0.49 0.57 0.30
41 0.28 0.11 0.14 -0.21 -0.49 0.28 0.47 0.46 0.23
42 0.17 0.08 0.08 -1.23 -1.12 2.03 0.59 0.59 0.21
43 0.23 0.10 0.07 -0.27 -0.43 2.03 0.42 0.45 0.20
44 0.18 0.09 0.14 -1.10 -0.86 1.58 0.55 0.55 0.27
45 0.18 0.09 0.07 -0.35 -0.55 2.34 0.34 0.47 0.22
46 0.22 0.10 0.06 -0.86 -0.72 1.99 0.58 0.55 0.19
47 0.20 0.07 0.17 -0.50 -1.03 0.13 0.35 0.54 0.36
48 0.22 0.11 0.05 -0.33 -0.40 2.52 0.42 0.45 0.20
49 0.25 0.11 0.04 -0.22 -0.46 2.34 0.44 0.47 0.17
50 0.16 0.07 0.17 -0.72 -1.05 1.31 0.30 0.56 0.31
51 0.15 0.07 0.10 -0.35 -1.40 1.52 0.27 0.64 0.22
52 0.16 0.09 0.08 -1.10 -0.98 1.91 0.52 0.58 0.21
53 0.14 0.09 0.08 -1.62 -1.14 1.79 0.65 0.64 0.19
54 0.19 0.09 0.14 0.05 -0.65 0.44 0.35 0.46 0.24
55 0.12 0.07 0.14 -1.91 -1.82 1.02 0.63 0.70 0.26
56 0.17 0.09 0.12 -0.55 -0.74/ 1.77 0.35 0.50 0.26
57 0.23 0.12 0.11 -0.09 -0.27 1.14 0.40 0.42 0.20
58 0.15 0.08 0.19 -1.38 -1.32 0.24 0.55 0.62 0.36
59 0.22 0.09 0.09 -0.25 -0.89 0.78 0.36 0.57 0.17
60 0.21 0.10 0.05 -0.58 -0.56 3.04 0.47 0.49 0.21

MIN 0.12 0.07 0.04 0.00 -1.91 -1.82 0.13 0.00 0.27 0.42 0.17
MAX 0.28 0.12 0.19 0.00 0.05 -0.27 3.04 0.00 0.65 0.70 0.36

Table 5.3: Summary statistics - Taylor Skill Score (TSS), Normalised Mean Bias Factor
(NMBF) and Pearson correlation coefficient (R) - for each ensemble member, based on
model comparison against observations of N3, N50 and OA. The 10 best and 10 worst
simulations in each category are highlighted in red and blue respectively.
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The good runs:

The 10 best PPEMs that give the smallest negative bias in N3 are, PPEM 6, 8, 20,

21, 27, 32, 49, 54 and 57 all of which have high concentrations of B_ELVOC. The

10 best PPEMs with the smallest negative bias for N50 are PPEM 6, 21, 22, 31, 32,

41, 43, 48, 49 and 57 (Table 5.3). The above simulations can be divided in three

groups:

1. Small negative bias in N3, large negative bias in N50

- PPEMs 8, 20, 27, 54

2. Large negative bias in N3, small negative bias in N50

- PPEMs 31, 48, 22, 43, 41

3. Small negative bias in N3, small negative bias in N50

- PPEMs 49, 32, 6, 21, 57

Categorising the parameter designs of PPEMs (Figure 5.9) in three groups makes it

evident that the contribution from B_ELVOC is essential for the model to predict

observed N3 well (small negative bias in Groups 1 and 3). If B_ELVOC or nucleation

from organic compounds is under-represented in the model, the model predicted N3

has a large negative bias (Group 2). However without sufficient B_LVOC, PPEMs

cannot match observed N50 and hence result in large negative bias in N50 despite

having a small negative bias in N3 (Group 1). On the other hand, PPEMs with

moderately high B_ELVOC can perform well in simulating N50 if B_LVOC is suf-

ficiently high (Group 2). To predict both N3 and N50 with the smallest negative bias

(Group 3), PPEMs have to include considerable amounts of B_ELVOC, B_LVOC

and one of the SVOCs. Table 5.3 reconfirms the conclusions reached in previous

sections as well as shows that the PPEMs that have closest agreement with observa-

tions are ones that have high yields of at least three different categories of ox-VOCs:

B_ELVOC, B_LVOC and SVOCs.
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As seen in Figures 5.15b and 5.17b, improvement in the negative model bias (NMBF

closer to zero) for N3 or N50, is associated with poorer prediction of the seasonal

variability (low R). Accordingly PPEMs that fall in the top 10 category according to

NMBF score low according to R and vice versa (Table. 5.3). The calculation of TSS

takes into consideration both the model error and its skill to capture the variability

in the observation. The only PPEMs which come under the top 10 category in TSS

and NMBF are PPEM 32, PPEM 41, PPEM 49 and PPEM 57.

The PPEMs in best agreement with observed OA (highest TSS and smallest positive

NMBF) are PPEMs 8, 27, 39, 41, 47, 54 and 58, ranging from an overestimation

of a factor of 1.13 (PPEM 47) to a factor of 1.78 (PPEM 59). Of these PPEMs 8,

27, 41 and 54 also feature in top 10 runs for best NMBF (smallest negative bias)

in N3. The rest, on the other hand, feature in the bottom 10 runs for the worst

NMBF (largest negative bias) in N3 (PPEM 58) or N50 (PPEMs 39, 47, 58). The

only PPEM that features in the top 10 best models (highest TSS and smallest pos-

itive/negative NMBF) for all three of N3, N50 and OA is PPEM 41, characterised

by relatively high A_LVOC, B_ELVOC and with maximum B_LVOC. Skill scores

for all 7 PPEMs (PPEMs 8, 27, 39, 41, 47, 54, 58) with respect to the other PPEMs

are shown in Figure 5.19.

The bad runs:

Table 5.3 highlights in blue the PPEMs that are least skilled in capturing observed

N3, N50 and OA. The 10 worst PPEMs that give the largest negative bias in N3

are PPEMs 16, 23, 33, 40, 42, 44, 52, 53, 55 and 58, all of which have low concen-

trations of B_ELVOC. The 10 PPEMs with the largest negative bias for N50 are

PPEMs 23, 39, 40, 42, 47, 50, 51, 53, 55 and 58 (Table 5.3). Unsurprisingly, all

these PPEMs have extremely low concentrations of either B_ELVOC or B_LVOC.
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Of the above, PPEMs 16, 23, 40, 50, 51, 52, 53, 55 and 58 also have the poorest

TSS implying they predict the maximum error and poorest correlation with the ob-

servation. Table 5.4 lists the % yield of B_ELVOC and B_LVOC in these PPEMs

and the contribution of B_LVOC to SOA. The PPEMs in Table 5.4 are listed in

increasing order of global mean N3. This arrangement clearly highlights the pairing

of a high B_ELVOC yield with a low B_LVOC yield (or vice versa) in these PPEMs

which largely underestimate observed N50. To help the reader see the contrast in

B_ELVOC and B_LVOC, columns tabulating their yields in Table 5.4 are shaded

in green such that darker shades of green correspond to higher yields.

PPEM

Yield of
B_ELVOC

(%)

Yield of
B_LVOC

(%)

B_LVOC to
total SOA

(%)
Total SOA
(Tg yr−1)

55 0.13 14.6 3.2 443.7
53 0.22 237.6 43.1 542.3
23 0.54 219.5 31.6 683.1
58 0.37 22.37 8.7 251.8
16 0.88 230.3 32.7 694
42 0.78 88.18 13.9 620.8
44 1.09 205.4 39.1 517.1
33 1.69 98 14.4 666.4
40 1.46 36.7 6.8 527.9
52 2.04 39.5 6.5 599.1
39 8.19 4.22 1.2 355.6
47 2.36 29.3 13.0 220.6
50 7.01 9.3 1.8 511.7
51 9.6 8.34 1.6 515.0

Table 5.4: List of PPEMs - which give the poorest agreement (maximum absolute NMBF)
with observed N3 and N50 - with the respective yields of B_ELVOC and B_LVOC, the
relative contribution of B_LVOC to the total simulated SOA and the total SOA produced
from ox-VOCs in each PPEMs. The PPEMs are ordered in increasing order of simulated
global mean surface-level N3. Of the simulations listed above, PPEMs 16, 23, 40, 50, 51,
52, 53, 55 and 58 also have the poorest TSS.

The 10 PPEMs that overestimate observed OA the most are PPEM 4, 5, 16, 22,

26, 35,45, 48, 49 and 60. 7 out of these 10 simulations - PPEMs 5, 16, 22, 26, 48, 49

and 60 - also give the poorest TSS. 4 out of these 7 simulations - PPEMs 5, 26, 48 and

49 - score well in matching observed number concentrations (TSS in N3 or TSS in
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N50). Simulations such as these 4 are perfect examples that demonstrate occasions

when modelled number concentrations match reasonably well with observations but

for the wrong reasons. The yields of B_ELVOC, B_LVOC, the total SOA simulated

and the contribution of B_LVOC to total SOA for these 4 PPEMs are tabulated

in Table 5.5. PPEM 16, one of the poorest scorers in TSS for N3 as well as OA, is

also shown in Table 5.5. Skill scores for these five PPEMs (PPEMs 5, 16, 26, 48,

49) with respect to the other PPEMs are shown in Figure 5.19.

PPEM

Yield of
B_ELVOC

(%)

Yield of
B_LVOC

(%)

B_LVOC to
total SOA

(%)
Total SOA
(Tg yr−1)

5 5.7 197.4 27.5 706
26 4.7 246.3 36.4 665.4
48 8.35 247.8 33.0 739.6
49 8.63 184.4 25.9 699.6

16 0.88 230.4 32.7 693.9

Table 5.5: List of PPEMs - which give the poorest agreement (maximum absolute NMBF
and lowest TSS) with observed OA but perform well (high TSS) when compared with
observed N3 and N50 - with the respective yields of B_ELVOC and B_LVOC, the relative
contribution of B_LVOC to the total simulated SOA and the total SOA produced from
ox-VOCs in each PPEM. PPEM 16 is included in the list as a simulation that scores poor
in TSS for both N3 and OA.
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Figure 5.19: Relationship between the error metrics of model-observation comparison
between the ensemble and observed N3, N50 and OA. The top left plot compares the
Pearson correlation coefficient, the top right plot compares the Normalised Mean Bias
Factor and the bottom plot compares the Taylor Skill Score for N3 (x-axis), N50 (y-axis)
and OA (color scale). The best and the worst PPEM numbers are printed in dark red and
dark blue respectively in each of the plots.

Figure 5.20 qualitatively portrays the performance of the entire ensemble (TSS)

when compared to observed N3, N50 and OA at a glance. A bigger face corresponds

to high (good) TSSN3, a high vertical positioning of the mouth corresponds to high

(good) TSSN3 and thinness of the jaw corresponds to a high (good) TSSOA.
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Figure 5.20: A qualitative representation of ensemble performance (Taylor Skill Score
or TSS) against observations in N3, N50 and OA. Each face represents a PPEM wherein
TSSN3 is indicated by the vertical position of the mouth, TSSN50 is indicated by the size
of face and TSSOA is indicated by the shape of jaw. The model with the best (highest)
TSSN3, TSSN50 and TSSOA would be one with the biggest face, mouth positioned highest
and the thinnest jaw.
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5.3.6 The 6D perturbed parameter space

This section aims to reduce the uncertainty range for each of the ox-VOC parame-

ters based on the ensemble performance against observations. Figures 5.21, 5.22 and

5.23 show the spacefilling design generated by the Latin hypercube sampling (Figure

5.2) where each PPEM is shaded according to its TSS for comparison against N3,

N50 and OA. The plots identify parts of parameter space where it is plausible (or

implausible) to get a good agreement between modelled and observed outputs of

N3, N50 and OA. The PPEMs with increasingly good TSS score are represented by

increasingly dark shades of red and the PPEMs with increasingly bad TSS score are

represented by increasingly dark shades of blue.

A first-look at Figures 5.21, 5.22 and 5.23 show that the parts of the 6-D parameter

space that produce good model-observation agreement for N3 or N50 tend to con-

tradict with the parts of parameter space that produce a good model-observation

agreement for OA. It is therefore common for models to predict observed number

concentrations of particles reasonably well while greatly underestimating SOA pro-

duction in the atmosphere. According to Figures 5.21, 5.22 and 5.23,

• TSSN3 has the strongest dependency on B_ELVOC, B_LVOC, A_LVOC.

• TSSN50 has the strongest dependency on B_LVOC, A_SVOC.

• TSSOA has the strongest dependency on B_LVOC, B_SVOC_M.
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Figure 5.21: The 6-D space-filling design generated by the maximin Latin Hypercube
Sampling (LHS) depicted in 2-D (as in Figure 5.2) and shaded according to the Taylor
Skill Score of each experiment (as tabulated in Table 5.3). The x- and y-axes for a subplot
show the total range of reaction yields (in %) over which each of the two parameters (as
indicated by the plot labels at the top and right for each subplot respectively) is perturbed
in the ensemble. Each point in a subplot represents a single simulation and the color of
each point represents the TSSN3 of the simulation. Darker shades of blue indicate low/poor
TSS and darker shades of red represent high/good TSS. The inset shows the same plot
with ensemble members numbered.
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Figure 5.22: The 6-D space-filling design generated by the maximin Latin Hypercube
Sampling (LHS) depicted in 2-D (as in Figure 5.2) and shaded according to the Taylor
Skill Score of each experiment (as tabulated in Table 5.3). The x- and y-axes for a subplot
show the total range of reaction yields (in %) over which each of the two parameters (as
indicated by the plot labels at the top and right for each subplot respectively) is perturbed
in the ensemble. Each point in a subplot represents a single simulation and the color of each
point represents the TSSN50 of the simulation. Darker shades of blue indicate low/poor
TSS and darker shades of red represent high/good TSS. The inset shows the same plot
with ensemble members numbered.

211



Kamalika Sengupta University of Leeds

Figure 5.23: The 6-D space-filling design generated by the maximin Latin Hypercube
Sampling (LHS) depicted in 2-D (as in Figure 5.2) and shaded according to the Taylor
Skill Score of each experiment (as tabulated in Table 5.3). The x- and y-axes for a subplot
show the total range of reaction yields (in %) over which each of the two parameters (as
indicated by the plot labels at the top and right for each subplot respectively) is perturbed
in the ensemble. Each point in a subplot represents a single simulation and the color of each
point represents the TSSOA of the simulation. Darker shades of blue indicate low/poor
TSS and darker shades of red represent high/good TSS. The inset shows the same plot
with ensemble members numbered.
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A strong dependency of model performance (here, TSS) in a particular out-

put (say for example N3) to a particular ox-VOC concentration (say for example

B_ELVOC) in the model means :

• Of the 6 ox-VOCs, B_ELVOC is a dominant determinant of the model per-

formance in N3.

• Improving B_ELVOC can largely (though never fully) improve a poor TSSN3.

• Despite other ox-VOCs being represented realistically, if the representation of

B_ELVOC is poor, the model performance in N3 is likely to be poor.

• The strong dependency of TSSN3 on B_ELVOC can be used to reduce the

uncertainty in the parameter space of B_ELVOC. If more than one model

output show strong dependency on one ox-VOC, its plausible (or implausible)

parameter space can be narrowed down (or ruled out) with more confidence.

A weak dependency of model performance (here, TSS) in a particular output (say for

example OA) to a particular ox-VOC concentration (say for example B_ELVOC)

means :

• Of the 6 ox-VOCs, B_ELVOC is not a dominant determinant of the model

performance in OA.

• Improving B_ELVOC can hardly (though may have an effect) improve a poor

TSSOA.

• With the other ox-VOCs are represented realistically, if the representation of

B_ELVOC is poor, the model performance in OA is likely to be unaffected.

• The weak dependency of TSSOA on B_ELVOC cannot be used to rule out

parameter spaces of B_ELVOC completely. If all model outputs show weak

dependency on one ox-VOC, its plausible (implausible) parameter space can-

not be narrowed down (or ruled out) with confidence.
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A weak dependency of model performance (for any output) on any ox-VOC

does not necessarily mean the ox-VOC is unimportant to represent in the model.

However it does mean its role in the model can be easily compensated for by another

ox-VOC. It is difficult to infer upon the plausible parameter space for the yields of

such ox-VOCs as irrespective of whether they have a high or low yield, the model

performance (for that output) is largely determined by the values of the rest of the

(stronger) ox-VOCs. Table 5.6 summarises which model outputs show a strong or

medium or weak dependency on which ox-VOC based on Figures 5.21, 5.22 and

5.23.

ox-VOC N3 N50 OA
B_ELVOC Strong Medium Weak
B_LVOC Strong Strong Strong

B_SVOC_M Weak Medium Strong
B_SVOC_I Weak Weak Weak
A_LVOC Strong Weak Weak
A_SVOC Weak Strong Weak

Table 5.6: Dependency of model performance (based on Taylor skill score) against ob-
servations in N3, N50 and OA (TSSN3, TSSN50, TSSOA) to the ox-VOCs (B_ELVOC,
B_LVOC, B_SVOC_M, B_SVOC_I, A_LVOC and A_SVOC) based on Figures 5.21,
5.22 and 5.23.

Figure 5.24 shows the 6-D parameter space in 1-D slices for each ox-VOC. The

simulations covering the pre-defined ranges for each ox-VOC are shaded according to

their performance in matching observed N3 (TSSN3), N50 (TSSN50) or OA (TSSOA).

The dependencies of model performance in different outputs are evident from Figure

5.24.
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Figure 5.24: 1-D representation of the 6-D space filling design of experiments shaded by
model performance. 18 subplots (labelled in plot) correspond to the design of experiments
for six ox-VOCs, each shaded according to the Taylor skill score (TSS) in three model
outputs (N3, N50, OA - in that order for each ox-VOC). Each subplot shows the entire
pre-defined uncertainty range for the corresponding ox-VOC*. Each point on a subplot
represents a single simulation and the color of the point indicates the performance of the
simulation (TSS) against observed N3, N50 or OA. Darker shades of blue indicate low/poor
TSS and darker shades of red represent high/good TSS. The plot identifies plausible and
implausible parameter space for each ox-VOC. The PPEMs based on which the ranges are
estimated in Table. 5.7 are labelled. The best simulation according to this study, PPEM
41, is also labelled and highlighted. PPEM 41 is representative of a region in the 6-D
parameter space that reproduces the most realistic aerosol number and organic aerosol
mass concentrations.
Note: Axis for B_ELVOC shows scaling factor for B_ELVOC yields. Axis for the rest show
corresponding ox-VOC yields.

215



Kamalika Sengupta University of Leeds

Based on Figure 5.24 the most plausible parameter space is identified for each

parameter in Table. 5.7. The PPEMs based on which the ranges are determined

are listed in the table and labelled in Figure 5.24.

Plausible parameter space for

ox-VOC N3 N50 OA
(%)

B_ELVOC 2.36-8.06 3.78-5.71 -
based on PPEMs 47,43 37, 5 -
B_LVOC >108 >154 <92.2

based on PPEMs 19 6 36

B_SVOC_M 32.7-72.4 32.7-72.4 <93.5
based on PPEMs 32, 6 32, 6 -
B_SVOC_I <8.32 <8.32 <4.79
based on PPEMs 8 8 47

A_LVOC <175.94 60.18-156.34 -
based on PPEMs 13 41, 57 -
A_SVOC 58.9-172.6 77-158.1 -

based on PPEMs 49,28 54,43 -

Table 5.7: Plausible parameter space for each ox-VOC based on the strength of relation-
ship between ox-VOCs and model performance (Taylor Skill Score) in matching observed
N3, N50 or OA as shown in Fig 5.24. The PPEMs based on which the ranges are de-
termined, are labelled in Figure 5.24. Note: Numbers for B_ELVOC correspond to scaling
factor for B_ELVOC yields. Numbers for the rest of ox-VOCs correspond to absolute yields from
bimolecular reactions.
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A model that scores high in matching both observed number (TSSN3, TSSN50)

and mass concentrations (TSSOA) requires the yield of ox-VOCs to lie within a

thin belt of overlap in the 6-D space where the competing effects of ox-VOCs are

minimised. The parameter settings for PPEM 41 is representative of that thin belt.

The parameter combination in PPEM 41 is optimum for each ox-VOC leading to

the best model-observation agreement in the 3 outputs considered in this study.

The value of each ox-VOC with respect to the entire uncertainty range for each

parameter in PPEM 41 can be seen from Figure 5.24. The prescribed parameter

yields for GLOMAP-mode (as in Chapter 4), based on PPEM 41 is

• 4.14 times increase in current yield estimates of B_ELVOC i.e. about 13 %

B_ELVOC from O3 and 5 % from OH.,

• Yield of 139.75 % for B_LVOC (instead of 13 % in default model), producing

137.6 Tg yr−1 of SOA

• Yield of 15.59 % for B_SVOC_M (instead of 13 % in default model), produc-

ing 46.3 Tg yr−1 of SOA together with B_SVOC_I

• Yield of 4.17 % for B_SVOC_I (instead of 1.5 % in default model), producing

46.3 Tg yr−1 of SOA together with B_SVOC_M

• Yield of 60.18 % for A_LVOC (instead of 50 % in default model), producing

41 Tg yr−1 of SOA

• Yield of 21.25 % for A_SVOC (instead of 50 % in default model) producing

14.5 Tg yr−1 of SOA

In PPEM 41 the ratio of

B_ELV OC : B_LV OC : B_SV OC_M : B_SV OC_I : A_LV OC : A_SV OC

is 1 : 33.75 : 3.76 : 1 : 14.5 : 5.13.

PPEM 41 produces 239 Tg yr−1 of SOA from ox-VOCs of which
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76.7 % is from biogenic ox-VOCs (14 % from B_LVOC, 55.8 % from B_SVOC)

and 23.2 % is from anthropogenic ox-VOCs (2.8 % from A_LVOC and 27.3 % from

A_SVOC).

5.4 Conclusion

This study explores a wide range of parameter space for biogenic and anthropogenic

ox-VOCs that produce atmospheric SOA using an ensemble of 60 model simulations.

The range for each parameter is chosen on the basis of preliminary comparison to

observations and the uncertainty range available in the literature, with the aim

to encompass maximum uncertainty associated with each parameter. The model

experiments are designed using the Latin Hypercube Sampling method to ensure

optimum filling of the 6-D space. Simultaneous perturbation of the six parameters

allow to assess the impact of combinations of parameters rather than individual

parameters on model outputs. Three model outputs, N3, N50 and OA are compared

against available observations and the model skill score is then used to reassess which

parts of parameter space are most likely to result in the most realistic model. In

conclusion, the questions posed at the start of this chapter are answered:

1. Atmospheric organic molecules from single or multi-stage oxidation reactions

of precursor VOCs (ox-VOCs) are known to span a large range of volatility.

From a global modelling perspective, which ox-VOC interactions are necessary

to simulate a realistic number concentration of particles along with the mass

concentration of SOA? Which SOA production pathways (from ox-VOCs) are

not crucial to account for?

To mimic the relationship between atmospheric ox-VOCs, global models need

at least 3 categories of volatile organic compounds that have distinct roles to

play in aerosol formation: ELVOC, LVOC and SVOC. B_ELVOC is neces-
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sary for the formation of new particles from gaseous phase VOCs. Thereafter

contributions from LVOCs and SVOCs contribute to the growth of these par-

ticles and allow the model to produce a realistic SOA mass. Without adequate

B_ELVOC to produce particles via nucleation the model inevitably underes-

timates observed particle number concentrations irrespective of how much of

other ox-VOCs are available for particle growth. The role of B_LVOC that

grows the freshly nucleated particles is extremely crucial to ensure survival of

nucleated clusters and for subsequent growth of the smaller particles in the

model to CCN-relevant sizes. SVOCs (from monoterpene/isoprene/anthropogenic

sources) are important to simulate realistic number concentrations of N50 and

OA mass concentrations (Table. 5.6).

B_LVOC is by far the most important class of organic compound that strongly

influences model-observation match in N3, N50 and OA. The difference in pa-

rameter setting between model simulations that produce high amount of OA

despite particle number concentrations being low (PPEMs 16, 23, 35, 46) and

those who do not (PPEMs 34, 55, 58) is the relative contribution of B_LVOC.

Simulations in Group LN3MN50 in Table 5.2 show B_LVOC can, to an extent,

compensate for low B_ELVOC. Relatively high concentrations of B_LVOC

can ensure rapid growth of nucleated particles before they can be scavenged,

thereby compensating to some extent for low B_ELVOC. This also means

without representing B_LVOC adequately in models, introducing sophisti-

cated nucleation mechanisms may greatly undermine the atmospheric impact

of these mechanisms as the nucleated particles are lost before they can reach

a climate-relevant size. Table 5.4 showing characteristics of PPEMs with poor

TSS highlights the importance of an optimum coupling of B_ELVOC and

B_LVOC to get good model-observation agreement. Thus it is important to

identify and quantify atmospheric VOCs that can act as source of B_LVOCs.
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Additionally it is important to explore the potential of anthropogenic sources of

LVOC (A_LVOC) as such pathways could not only improve model-observation

match but considerably impact model estimates of anthropogenic aerosol forc-

ing by differentially affecting the present-day and pre-industrial atmospheres

(Carslaw et al., 2013).

The importance of anthropogenic ox-VOCs is demonstrated by Figure 5.5

which highlights two model simulations producing similar total global SOA

mass may differ substantially in regional simulations of OA mass concentra-

tions. Model performance in simulating realistic N3 and N50 are highly de-

pendent on A_LVOC and A_SVOC respectively (Figure 5.11, Figure 5.13,

Table. 5.6). Given the strong dependency of TSSN3 on A_LVOC, future

studies should aim to investigate the contribution of anthropogenic ox-VOCs

to SOA, particularly their potential to nucleate and grow small clusters.

Based on the ensemble of 60 model simulations in this chapter it is concluded

that global models should constrain the relationship between the ox-VOCs that

result in realistic particle number as well as a realistic global distribution of

organic aerosol mass rather than tune the model to get the best agreement

in any one. A very good agreement in simulated and observed number con-

centration is very likely to be associated with a very poor agreement in mass

concentrations and a compromise between the two must be made.
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2. How do additional complexities in chemical pathways of particle formation

(which aim towards better model-observation agreement of particle number con-

centration), affect the model estimate of atmospheric SOA mass?

The model underestimates observed particle number concentrations (Figures

5.15, 5.17) and overestimates OA concentrations (Figure 5.18). Figures 5.21,

5.22, 5.23 show model performance in all three outputs, N3, N50 and OA, are

strongly dependent on B_LVOC concentrations. However while high values of

B_LVOC are necessary to improve TSSN3 and TSSN50, it worsens TSSOA. The

picture is further complicated by other ox-VOCs affecting the model perfor-

mance in different outputs in different ways. Thus it is extremely challenging,

though not impossible, to get both the modelled SOA and number concen-

trations right. This study identifies those parts of parameter space for each

ox-VOC which are more plausible than others. It is not possible in a PPE

study to isolate the effect of any one ox-VOC. However based on some strong

dependencies shown by model outputs to particular ox-VOCs (Figure 5.24),

an inference regarding the plausible parameter space is drawn and presented

in Table. 5.7.

One of the ensemble members, PPEM 41, represents regions of the 6-D param-

eter space that leads to good model-observation match in N3, N50 and OA.

The characteristics of PPEM 41 are described in section 5.3.6. The PPEM

has high concentrations of both B_ELVOC and B_LVOC to produce and

grow particle clusters. A relatively high B_LVOC and high A_LVOC sus-

tain the growth of small particles in the nucleation mode, minimising their

loss via coagulation with bigger particles. Increased nucleation and survival

of small particles increase particles in the nucleation mode, improving TSSN3.

The moderate yields of SVOCs ensure growth of particles upto CCN relevant
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sizes (improving TSSN50) while ensuring not too many small particles are lost

by coagulation with the bigger particles. Thus a balance is struck between

producing particles, sustaining growth of small particles and growing bigger

particles in PPEM 41 - all of which lead to a reasonable agreement between

modelled and observed N3, N50 and OA. With TSS of 0.28, 0.11 and 0.14 for

N3, N50 and OA, PPEM 41 has much scope for improvement. Nevertheless it

exemplifies the characteristics required to improve SOA simulation in current

models.

The other key findings of the study are listed below:

• A primary motivation behind this study is the significant uncertainty in es-

timation of the total SOA budget ranging from 12−1820 Tg yr−1 (Spracklen

et al., 2011b). Models consistently fail to account for more than 70 Tg yr−1 of

SOA (Kanakidou et al., 2005). In this study, within the parameter space ex-

plored, total global SOA ranges from 220−850 Tg yr−1. PPEMs that simulate

the highest SOA mass have comparable contributions from all the ox-VOCs.

On the other hand overemphasizing the contribution of any one of the ox-VOCs

while neglecting contributions from others leads to consistent underestimation

of SOA. This is an important point to note as in most modelling studies (Mann

et al., 2010; Riccobono et al., 2014; Gordon et al., 2016) - including Lee et al.

(2013) which found modelled CCN is not very sensitive to biogenic ox-VOCs

- models typically adopt an over-simplified approach (usually involving the

traditional source of ox-VOC analogous to B_LVOC here) to simulate SOA

(Shrivastava et al., 2016).

The best estimate of SOA from this study, based on model-observation com-

parison of organic aerosol mass concentrations at 41 sites, is assessed to be be-

tween 220−337 Tg yr−1 which is within the range (50-380 Tg yr−1) estimated
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by Spracklen et al. (2011b). The PPEMs that simulate SOA within this range

are PPEMs 8, 27, 39, 41, 47, 54, 58. Of these only PPEM 41 produces a good

agreement with observed particle number as well (high TSSN3, high TSSN50

and high TSSOA) producing 239 Tg yr−1 SOA mass globally with an overall

overestimation of a factor of 1.28 to observed OA mass concentrations.

• An important structural limitation of the model that has come forward in

this study is the exaggeration of the annual cycle of particle number concen-

trations. An underestimation of particle number concentrations that is more

pronounced in the winter months has been observed in previous studies such

as Riccobono et al. (2014), Dunne et al. (2016), Gordon et al. (2016). This is

evident from Figure 5.11 when the entire ensemble could not encompass the

observed values. The inability to simulate the annual cycle is more pronounced

in N3 than in N50 indicating it is related to a process that N3 is more sensitive

to than N50. A worsening of R with the improvement of NMBF (Figure 5.11)

implies potential future changes (increases) in the magnitude of B_ELVOC

alone, by including more organic vapours from monoterpene to participate

in particle formation, will not improve the simulated annual cycle of particle

number concentrations. Fig 5.16 showing the monthly mean N3 simulated by

the PPEMs with lowest and highest concentrations of N3 (global mean N3

531 and 1869 cm−3 respectively) against observed annual cycle of N3 at 34

locations, demonstrates the above.

The annual cycle simulated in the model (ground level) is highly influenced

by the annual variations in monthly mean terpenes (also in Riccobono et al.

(2014), Dunne et al. (2016), Gordon et al. (2016) and isoprene in this study) i.e.

the seasonality in biogenic emissions is reflected in modelled N3 concentrations.

In the atmosphere this would be highly dampened by influences from local or
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transported anthropogenic emissions. The response of some anthropogenic

sites in Figures 5.11 and 5.13 indicate a particle source that contributes most

in the winter and least in summer - such as anthropogenic pollutants whose

atmospheric concentrations are maximum in the winter due to low bound-

ary layer height and increased local emissions from sources such as domestic

heating - would balance the seasonal cycle in biogenic emissions and rectify

the model bias significantly. It should also be noted that such changes are

likely to have a greater climatic implication as anthropogenic sources of SOA

would affect the pre-industrial and present-day atmosphere differently thereby

increasing the relative difference and hence anthropogenic aerosol radiative

forcing.

To summarise, it is important for global models to represent contributions of ELVOCs,

LVOCs and SVOCs for realistic simulation of atmospheric SOA. Better agreement in

modelled versus observed N3 can be achieved by reducing uncertainty in B_ELVOC,

B_LVOC and A_LVOC. Better agreement in modelled versus observed N50 can be

achieved by reducing uncertainty in B_LVOC and A_SVOC. Better agreement in

modelled versus observed OA can be achieved by reducing uncertainty in B_LVOC

and B_SVOC_M. Thus quantifying biogenic and anthropogenic sources of LVOCs

is expected to lead to substantial improvement in all three outputs, N3, N50, OA.

To improve the model-observation match for both simulated number concentrations

(N3, N50) and simulated mass concentration (OA) is extremely challenging but not

impossible. PPEM 41 exemplifies the parameter space and characteristics required

for the above. Lastly, model-observation agreement in N3 and N50 are strongly

dependent on the yields of ox-VOCs from anthropogenic sources making it vital

to investigate the potential of anthropogenic VOCs to act as ELVOC, LVOC and

SVOCs in the atmosphere.
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Chapter 6

Discussions

6.1 Introduction

The CERN CLOUD chamber experiments conducted in 2013 laid the foundation

of this thesis when it discovered that extremely low volatility oxidation products of

biogenic volatile organic compounds (VOCs) alone can initiate particle formation in

the atmosphere (Kirkby et al., 2016). This thesis set out to assess the climatic impli-

cation of pure biogenic nucleation and went on to introduce a new scheme of SOA

formation from atmospheric VOCs in the model to reflect recent advances in the

understanding of modelling secondary organic aerosol (SOA) chemistry (Spracklen

et al., 2011b; Riipinen et al., 2012; Riccobono et al., 2014; Scott et al., 2015; Tröstl

et al., 2016).

In Chapter 3 a parameterisation for pure biogenic nucleation was implemented in

GLOMAP-mode to assess the climatic significance of extremely low volatility or-

ganic compounds (ELVOCs) that take part in nucleation. In Chapter 4 a new SOA

formation scheme was implemented in GLOMAP-mode which additionally includes

irreversible condensation of low volatility organic compounds (LVOCs) and mass-

based partitioning of semi-volatile organic compounds (SVOCs) to aerosol particles.
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In Chapter 5 an ensemble of 60 runs were analysed to evaluate the sensitivity of

model performance in three outputs (number concentration of particles with dry

diameter greater than 3 nm or N3, number concentration of particles with dry di-

ameter greater than 50 nm or N50 and mass concentration of total organic aerosol

or OA) to each of the VOC classes introduced in Chapter 4 and highlight plausible

and implausible parameter space for each ox-VOC.

6.2 Summary of results

Chapter 3 set out to assess the climatic implications of pure biogenic nucleation of

ELVOC. The main finding of this chapter is that including pure biogenic nucleation

in a global aerosol model causes a reduction in the negative first indirect radiative

forcing estimated due to anthropogenic aerosols. The global mean change in the first

AIF is estimated to be +0.25 W m−2, a 32.5 % reduction in the negative forcing

from −0.8 W m−2 to −0.54 W m−2.

The reduction in the (negative) radiative forcing due to anthropogenic aerosols is

driven by a 19 % increase in the global mean CDNC concentrations in the pre-

industrial atmosphere compared to a 6 % increase in the present-day. The results

indicate that global models with heavily or entirely sulphuric acid-dependent nucle-

ation mechanisms underestimate the cloud-aerosol interactions in the pre-industrial

atmosphere when SO2 concentrations were low. With pure biogenic nucleation to

produce new particles in the model, the number concentration of CCN-sized N50 is

found to increase by 47 % in the pre-industrial atmosphere compared to 14 % in the

present-day.

Chapter 4 set out to assess the climatic implications of including a modified SOA

formation scheme with biogenic and anthropogenic sources of LVOC and SVOCs,
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along with the nucleating ELVOCs of Chapter 3, in a global aerosol model. The

main finding of this chapter is that including SVOC and anthropogenic LVOC (in

addition to biogenic LVOC and ELVOC) causes an increase in the negative radia-

tive forcing estimated due to anthropogenic aerosols. The global mean change in

the first AIF is estimated to be −0.29 W m−2, a 49 % enhancement in the negative

forcing from −0.59 W m−2 to −0.88 W m−2. The enhancement in the (negative)

radiative forcing due to anthropogenic aerosols is driven by a +15 % change in the

present-day CDNC compared to +0.5 % change in the pre-industrial.

The increment of 49 % in the estimate of anthropogenic aerosol forcing occurs be-

cause anthropogenic LVOCs and biogenic and anthropogenic SVOCs in GLOMAP-

mode suppress the effect of atmospheric nucleation and raise the number concentra-

tion of Aitken mode particles which grow up to CCN-relevant sizes. The preferential

growth of larger particles by anthropogenic LVOCs and SVOCs in the model causes

an increase of +16 % in the global annual mean Aitken mode dry diameter and +10

% in the global annual mean accumulation mode dry diameter. The preferential

growth of larger particles in the model changes global annual mean nucleation mode

particle number concentration (all particles below 10 nm) by −20 % and global

annual mean Aitken mode particle number concentration (particles between 10-100

nm) by +11 %. This shows non-nucleating oxidation products of VOCs can be eff-

cient modulators of the number concentration of CCN-sized aerosol particles in the

atmopshere.

Further, additional condensable vapours in the gaseous phase leads more particles

in the Aitken and accumulation modes to grow to CCN-relevant sizes. With the

modified SOA scheme the model simulates 104 Tg y−1 of SOA (compared to 14 Tg

y−1 SOA without the modified SOA scheme) which is close to the best estimate 140

Tg yr−1 given by Spracklen et al. (2011b) based on a study comparing modelled and
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AMS measured organic aerosol.

Chapter 5 was motivated by two questions: (1) How much of the complexity in

atmospheric SOA production chemistry (as introduced in Chapter 4) is necessary

to represent in a global aerosol model? (2) With new nucleation mechanisms aimed

to better estimate the aerosol number concentration and eventually CDNC and first

AIF, are global models moving towards simulating the right amount of SOA? Results

from this chapter establish the need to represent at least three categories of atmo-

spheric organic compounds: those that take part in nucleation (ELVOC), those that

grow nucleated clusters by irreversible condensation (LVOC) and those that parti-

tion on bigger particles (SVOC). Secondly the study identifies parts of parameter

space where the parameter settings of ELVOC, LVOCs and SVOCs produce a rea-

sonable model-observation agreement in particle number concentration and aerosol

mass, and parts of parameter space where they do not.

Chapter 5 shows that due to the competing effects of ELVOC, LVOC and SVOCs

in a global model it is relatively easy for models to realistically simulate either the

number or the mass concentrations of aerosol particles and extremely challenging to

get both right. Given the various different sources of uncertainty in a global model,

attempts to improve model performance against observations for one output might

lead to worsening model performance against observations in another. As an exam-

ple, Chapter 5 identifies parameter settings that result in improved agreement of

simulated and observed total particle number concentrations (an output commonly

used by the modelling community to assess model performance) but simultaneously

worsen the prediction of observed CCN-relevant particles or mass of organic aerosol.

Chapter 5 identifies the narrow belt within the 6-D parameter space where the best

compromise is reached. Chapter 5 also puts forward one ensemble member which

exemplifies this parameter space and results in reasonable model-observation match
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in all three outputs.

Overall this thesis demonstrates the necessity for global models to represent the

contribution of atmospheric VOCs of varying volatilities on different parts of the

aerosol size distribution in order to simulate realistic particle number and aerosol

mass concentrations and estimate of the first AIF.

6.3 Broader implication

This thesis for the first time assesses the significance of a nucleation mechanism

driven by biogenic ELVOCs alone (Gordon et al., 2016). The inclusion of this

nucleation mechanisms in global models raises the baseline pre-industrial aerosol

concentration and causes a reduction of 31 % in the first AIF (estimated to be 27

% in Gordon et al., 2016). Including pure biogenic nucleation in global models will

shift the entire probability distribution of radiative forcings estimated by various

models because this nucleation scheme adds more particles in the pre-industrial

atmosphere. Pure biogenic nucleation is shown to be an important link that can

improve the extrapolation of present-day atmospheric state to pre-industrial times

in global models that estimate climate forcing. Chapter 3 re-emphasizes the im-

portance of careful representation of the pre-industrial atmosphere in global models

(Carslaw et al., 2013). It is suggested herein following Hamilton et al. (2014) that

future observations in the more pristine Southern Hemisphere be made to better

understand particle formation and growth in the pre-industrial atmosphere. Such

understanding would significantly improve estimates of the climatic impacts of an-

thropogenic aerosols in the Northern Hemisphere.

This thesis for the first time assesses the significance of a SOA formation scheme

in GLOMAP-mode that takes into account contributions from oxidation products
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of biogenic and anthropogenic VOCs (ox-VOCs) through three distinct pathways:

particle nucleation, particle growth via condensation and particle growth via mass-

based partitioning. Chapter 4 builds on from the conclusions of Spracklen et al.

(2011b) wherein the significance of anthropogenic VOCs in SOA formation was as-

certained and those of Scott et al. (2015) which for the first time explored the effect

of two different approaches of SOA formation in GLOMAP-mode. Chapter 4 quanti-

fies the effect of more volatile organic compounds (particularly the semi-volatile) on

the aerosol size distribution and highlights the significance of representing SVOCs in

simulating realistic CCN-relevant particles alongside the nucleating (assumed non-

volatile) VOCs in global models. Since SVOCs are abundant in the atmosphere,

even a small fraction of SVOCs growing relatively large particles in the atmosphere

makes this an efficient pathway of CCN-production.

This thesis for the first time highlights plausible and implausible regions in a 6-D

parameter space of ox-VOCs, that contribute to SOA via different pathways, based

on the sensitivity of model skill score in simulating N3, N50 and OA. The SOA

formation scheme applied in Chapter 4, uses a first approximation of the amounts

of each of the 6 ox-VOCs that contribute to SOA via three different pathways. In

reality although nucleating ELVOCs are now identified in the atmosphere and their

yields quantified, there is still considerable uncertainty regarding how representa-

tive these yields are of the atmosphere (Ehn et al., 2012, 2014; Kirkby et al., 2016;

Gordon et al., 2016). To date, there has been no quantification of SOA production

from LVOCs and SVOCs (Donahue et al., 2006; Tröstl et al., 2016).

Chapter 5 takes a top-down view of the uncertainty space associated with the 6 ox-

VOCs and gives an estimate of each ox-VOC based on optimum model-observation

agreement in all three outputs - N3, N50 and OA. In particular, Chapter 5 suggests

biogenic ELVOC yields be a factor of 2 to 8 higher than that estimated by Kirkby
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et al. (2016). This is in agreement with Ehn et al. (2012) who reported ELVOC

production at 6−8 % molar yields with a ±50 % uncertainty. The ELVOC yield

estimated from this study indicates more experimental studies need to be conducted

to identify ELVOC sources other than α-pinene ozonolysis (Jokinen et al., 2015).

Chapter 5 also demonstrates the critical importance of biogenic LVOCs that grow

sub-3 nm clusters in a global aerosol model, often compensating for lower amounts

of nucleating ELVOCs. Failure to represent realistic LVOC concentrations in global

models leads to unrealistic loss of nucleated clusters (which though produced, fail to

grow up to consequential sizes) thereby undermining the significance of a nucleation

mechanism. It is therefore important that future experimental studies identify atmo-

spheric molecules that may act as LVOC (Kulmala et al., 2014; Tröstl et al., 2016).

Chapter 5 shows the model skill in simulating N3 is more sensitive to A_LVOC that

kinetically condenses while the skill in simulating N50 is more sensitive to A_SVOC

that undergoes mass-based partitioning - demonstrating that it is important to rep-

resent both processes in global models (Riipinen et al., 2011; Scott et al., 2015).

6.4 Recommendations for future research

1. Improvement in the parameterisation of ELVOC nucleation

The nucleation mechanism currently used in this thesis linearly adds the nu-

cleation rates calculated from ternary nucleation of sulphuric acid and organic

molecules derived from oxidation by OH. and the nucleation rates calculated

from binary nucleation mechanism involving monoterpene ozonolysis products

only, due to inadequate experimental data to allow a ternary sulphuric acid-

organic parameterisation.

Riccobono et al. (2014) showed that considerable uncertainty in model out-

puts and forcing estimates may be caused by the varying dependence of a
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nucleation mechanism on the same vapours. Further, in the atmosphere the

yields of ELVOCs and their nucleating potential are bound to be affected by

the presence of other vapours which may compete for the same gaseous phase

oxidants or aerosol particle surface. It is therefore important that both the sul-

phuric acid-dependent and sulphuric acid-independent parameterisations take

into account the behaviour of the same organic molecules and realistically re-

flect the dependence of ELVOC nucleation on sulphuric acid concentrations.

Further, understanding the dependence between nucleating ELVOCs and sul-

phuric acid in the laboratory could potentially highlight the conditions re-

quired to observe pure biogenic nucleation in the present-day atmosphere

(when sulphuric acid concentrations are abundant) and obtain more realistic

baseline aerosol concentrations for the modelling community (Carslaw et al.,

2013; Spracklen and Rap, 2013; Hamilton et al., 2014).

2. Implementation of a single nucleation parameterisation reflecting the interac-

tion of amines and ammonia along with sulphuric acid and organic compounds

The nucleation mechanism currently used in this thesis does not include contri-

butions from ammonia or amines. Atmospheric nucleation rates differ signifi-

cantly in different environments (Kulmala et al., 2004; Holmes, 2007). Future

laboratory experiments are needed to calculate realistic nucleation rates un-

der varying atmospheric conditions of temperature and relative humidity in

the presence of sulphuric acid, ammonia, amines, organic compounds and ions.

Such a parameterisation would realistically reflect the regional variation in the

availability of precursor gases for nucleation and particle growth rather than

assume a single particle formation mechanism globally. Dunne et al. (2016),

based on the results of the CERN CLOUD experiment, studied the effect of

ternary nucleation of ammonia-sulphuric acid and that of organic compounds-
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sulphuric acid on modelled aerosol number. However Dunne et al. (2016),

like this thesis, ‘added’ nucleation rates from different parameterisations. The

cloud-albedo forcing estimated in this thesis, Dunne et al. (2016); Gordon

et al. (2016) can be more realistically estimated if the nucleation parameteri-

sation reflected the complex interaction between all participating vapours and

atmospheric conditions.

3. Investigation of the role of anthropogenic VOCs in SOA formation

An important structural limitation in the model identified in Chapter 5 is the

exaggerated seasonal cycle of N50 and particularly N3, simulated in several

locations worldwide. An indication of this limitation had been seen in previ-

ous studies (Riccobono et al., 2014; Dunne et al., 2016; Gordon et al., 2016)

and in previous chapters (Chapters 3 and 4) of this thesis when the model

consistently underestimated N3 in the winter. After exploring a wide range

of ox-VOC concentrations in Chapter 5 it is found that the issue is not just

the underestimation of N3 in winter but also the over-estimation of N3 in

the summer. Simulations that improve the low model bias in particle number

worsen the correlation coefficient because higher ox-VOCs result in high num-

ber of particles in the summer only. The exaggeration of seasonal cycle may be

linked to uncertainty in primary carbonaceous emissions in the model which

in earlier studies have been found to be a major contributor to uncertainty in

modelled CCN (Lee et al., 2013).

Chapter 5 shows that the correlation coefficient between model and observa-

tion worsens with improvement in the model bias - the worsening being more

in modelled N3 than in modelled N50. This indicates the issue is likely to be

associated with the simulation of number concentrations of smaller particles in

the model. Currently the seasonal cycle of particles is highly influenced by the
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seasonal variation in emissions of biogenic VOCs which peak in the summer. In

a study including nucleation from organic compounds, ammonia and sulphuric

acid, Dunne et al. (2016) suggests ternary organic nucleation is a major source

of particles in the summer whereas in winter ternary ammonia nucleation (not

included in this thesis) is the major source. In contrast to biogenic VOCs,

anthropogenic VOC emissions and concentrations peak in the winter months

favoured by low mixing heights, low winds and clear sky conditions (Strader

et al., 1999; Na et al., 2005). Lee et al. (2013) found anthropogenically con-

trolled SOA had a greater effect on CCN uncertainty than biogenic SOA, and

the widespread hemispheric effect was particularly enhanced in winter. Recent

studies (Ehn et al., 2017; Wang et al., 2017) suggest new HOM formation path-

ways from autoxidation of anthropogenic aromatic compounds, to date missing

from models simulating atmospheric SOA. It is suggested herein that includ-

ing boundary layer nucleation or cluster growth from anthropogenic VOCs or

other trace gases such as ammonia in GLOMAP-mode may rectify the issue

of simulating an exaggerated seasonal cycle of particles. More research on the

atmospheric chemistry of anthropogenic VOCs, including pathways of HOM

formation (Ehn et al., 2017), are necessary before this suggestion can be vali-

dated. However it is worth noting that if discovered to be a significant source

of ELVOC or LVOC, anthropogenic ox-VOCs will have a considerable impact

on model estimates of aerosol radiative forcing by differentially affecting the

pre-industrial and present-day atmospheres.

4. Improvement in the model’s dry deposition scheme

The model is found to overestimate the total organic aerosol concentrations

throughout the ensemble in Chapter 5. The work done in this thesis relates

only to the secondary fraction of total aerosols derived from ox-VOCs and

hence does not allow to be conclusive as to the cause of overestimation in
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modelled OA (which icludes primary + secondary OA) concentrations. How-

ever it is plausible that an overestimation of OA concentrations is linked to an

underestimation in the removal rate of accumulation mode particles via dry

deposition. Dry deposition was identified as the most important contributor to

modelled CCN uncertainty in Lee et al. (2013); Carslaw et al. (2013). Hodzic

et al. (2013) found dry deposition of gaseous phase organic compounds to com-

pete with the uptake of these gases by the aerosol phase. Hodzic et al. (2014)

shows removal of SOA and gaseous phase condensable from the atmosphere

is dominated by the dry deposition of semi-volatile organic compounds and

model results of surface OA are consistent with ambient observations when

removal of SVOCs are considered. Dry deposition affects modelled aerosol

concentrations all over the globe (Lee et al., 2013). Developments in the re-

moval schemes of condensable ox-VOCs or aerosol particles in the model, may

therefore lead to a better match between measured and modelled OA.

5. Build emulators to obtain full probability density function of model outputs

Chapter 5 uses Latin Hypercube Sampling to create a space-filling design for

60 simulations. The 60 simulations represent 60 combinations of ox-VOC

parameter settings within the 6-D space and provide information about the

effect of those 60 combinations on model performance in simulating N3, N50

and OA. Using the same 60 simulations emulators can be built (Lee et al., 2011;

Johnson et al., 2015). The advantage of building emulators to do variance-

based sensitivity analysis is that emulators can be used to assess every possible

combination in the parameter space (whereas the results of Chapter 5 are based

on 60 distinct simulations that represent a diverse combination of parameters).

Emulators can provide an entire probability density function of N3, N50, OA

for every model grid box for each month. This may then be used to rank the

ox-VOCs according to their contribution to uncertainty in each grid box to
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investigate regional differences closely. Further, the study can be extended to

quantify the entire probability distribution function of estimated cloud-albedo

forcing pertaining to the 6-D parameter space of oxygenated VOCs.
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