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Abstract 

Metal foams, a new class of porous material with highly permeable structure 

and higher porosity (>0.60) compared with classical porous granular beds, are a 

viable solution to enlarge the thermal exchange area and provide a high heat capacity 

and high specific area. These metal foams are available in a number of solid materials 

with different porosities and pore size.  

There is a current lack of understanding regarding metal foam microstructure 

parameters’ effects on hydraulic and thermal parameters. This is a barrier to the 

design and implementation of various industrial applications.  The current study aims 

to discover the effects of the pore shape and morphological parameters in terms of 

pore size and porosity at relatively low ranges of porosity (0.57-0.77) on fluid flow 

and conductive and convective thermal transport phenomena. 

Sixty nine aluminium metal sponges were produced with a replication 

manufacturing technique (porosities 0.57-0.77, pore diameters 0.7-2.4 mm) with 

different irregular and spherical pore shape. The porosity was controlled by 

infiltration pressure and the pore size by preform salt diameter.  

Two test rigs were designed and built to measure pressure drop at low and 

high flow rates. The frontal air velocity varied from 0.01 m/s to 8 m/s and the 

permeability based Reynolds number changed between 0.003 and 80. The four flow 

regimes; Pre-Darcy, Darcy, Forchheimer and Turbulent were identified in all samples. 

The transition points between the flow regimes were found to change gradually with 

the porosity and pore diameter. The permeability was measured in the Darcy flow 

regime while inertia and drag coefficients were measured in the Forchheimer regime. 

The pressure drop increased with frontal fluid velocity in linear and quadratic typical 

relations at low and high flow rates, respectively, and with decreases in both porosity 

and pore size. 

The permeability increased with both porosity and pore size whilst inertia and 

drag coefficients decreased. The permeability normalised with pore diameter and 

correlated well with porosity. The irregular pore shape samples induced lower 

pressure and inertia coefficient and higher permeability more than those with 



 
 

iii 
 

spherical pore shape. Permeability based friction factor was also expressed as 

function of permeability based Reynolds numbers and was found to tend towards 

inertia coefficient at turbulent regime.  

The comparative steady state technique was used to measure the effective 

thermal conductivity (ETC). The ETC was found to decrease with increase of porosity, 

and no measurable influence of pore size and shape was observed. ETC was 

normalised by solid phase material thermal conductivity and correlated well with 

porosity for a broad range of porosity from 0.5 to 1.0.  

The convective heat transport phenomenon was also studied experimentally 

using the single blow transient technique and a purpose built test rig. The outlet fluid 

temperature was modelled and matched with the recorded experimental history. 

The direct matching and maximum gradient approaches were used to obtain the 

number of transfer units (NTUm) by using an iterative approach. The convective and 

volumetric heat transfer coefficients were also determined over the range of 

permeability based Reynolds numbers between 10 and 80. The NTUm decreased with 

Reynolds number whilst the convective and volumetric heat transfer coefficients and 

Nusselt number increased. The thermal performance in terms of the above 

parameters increased with a decrease of both pore size and porosity. The thermal 

performance of irregular pore shape samples is lower than that of the spherical pore 

shape samples.  

In order to improve the thermal performance, three samples with different 

pore diameter were sliced and examined. The thermal performance in terms of NTUm 

and volumetric heat transfer coefficient were found to increase by 34% and 38%, 

respectively. The increase in both these parameters was more significant at lower 

Reynolds numbers. This is because the thermal conductivity effect reduced with an 

increase of flow rate.   

The manufacturing defects were tracked using the image processing 

technique for scanned surfaces samples. Missing or damaged cells, inclusions and 

closed cells defects were identified in some studied samples. The effect of these 

imperfections resulted in scattering of the experimental results. 
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Chapter 1 

1. Introduction  

1.1 Background 

The world is facing the twin challenges of increasing energy demand and also 

increasing greenhouse emissions which contribute to global warming [1, 2]. Fossil 

fuels are a major energy resource and the main cause of the global warming [3-5]. 

These emissions were found to increase by 49% between 1984 and 2004 due to the 

rapid growth of energy consumption [1]. Energy demand is still steeply increasing 

leading to increased CO2 levels and more pollution concerns [4, 5].  

There is a substantial amount of thermal energy generated in different kinds 

of industrial applications. There are numerous proposals for capturing this energy, a 

number of which utilise porous media. The wasted energy might be reused in thermal 

regenerators [5-10] or converted directly to electricity by solid-state energy 

converting devices [7]. The use of stored solar energy obtained by using the packed 

beds of porous media to minimise the consumption of fossil fuels is also a promising 

solution [5, 11]. In electronic applications, the heat flux dissipated from electronic 

components is also in high demand due to the rapid development of this technology 

[12]. In integrated circuits the dissipated heat flux was 0.1 kW/cm2 in 2008 [13] and 

is expected to increase up to 1 kW/cm2 in the near future [14]. Therefore, to manage 

these increased heat fluxes, components with more efficient cooling sinks are 

required [13].  

Porous materials are of interest in a number of engineering applications and 

have received a great deal of attention in scientific research and industry. This is 

because they provide both a large surface area and high heat capacity in a small 

volume [6, 15, 16]. They also have variable design geometries to make into different 

shapes and sizes as packed beds. This is suitable for a variety of applications such as 

in chemical reactors [17]. These beds can be produced in the form of wire mesh 

screens, ball bearings, and metal foams. The earliest porous media were packed beds 

consisting of particles and pellets which had low porosity (0.3-0.6) resulting in high 

pressure drop [17-20]. These were typically used in thermal storage devices, and 
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chemical reactors [5, 16, 17, 21-24]. A new material called open cell metal sponges 

have attracted attention due to their large specific area, light weight, high porosity 

and relative strength [25]. These metal sponges have been the alternative material 

used in oscillating thermal regenerators [15, 25, 26], in the thermal regenerators of 

Stirling engines [8, 27, 28] and heat exchangers [25, 29-31]. 

The metal foams are a type of porous media those voids are typically filled 

with fluid. The structure of the foam is a network of struts and ligaments that form a 

matrix. The void volume is made up of pores which can be closed (closed-cell foams) 

or interconnected by fibres (open-cell foams) [32-37]. Open celled metal foams 

consist of a reticulated cellular structure similar to sponges. That is why they are 

often referred to as metal sponges [38]. Metal foams are classified based upon their 

microstructure into several categories: open-cell, closed cell, semi open and fibre 

arrangement [32-36]. The open celled sponges’ morphology provides a high specific 

surface area and creating tortuous form offering enhanced mixing to improve heat 

exchange. Both types are also thermally and electrically conductive based on solid 

phase material, and are also strong, stiff and light weight [33, 34]. The typical 

structure of open and closed cell metal sponges is shown in Figure 1-1. The cellular 

metallic materials are available in a number of solid phase materials: aluminium, 

nickel, copper, ceramic, steel, silicon carbide and other metal alloys [17, 39-41]. 

 
Figure 1-1 The typical structure of closed and open cell metal sponges: (a) closed cell, reproducing 

from [42] with permission of Elsevier; (b) open cell, reproducing from [43] with permission of 
Elsevier 

1.2 Thermal regenerator  

The thermal regenerator is a temporary thermal energy storage device that 

absorbs the thermal energy from the hot working fluid in first stage. In the second 

stage the heat is picked up from the solid prism by a blown cold fluid. The prism of 
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regenerators take the form of the compact heat exchangers and composed of 

particles [15], mesh wire screens [22] and porous materials [8, 15]. There are two 

types of thermal regenerators; rotary and fixed bed. In the former one as illustrated 

in Figure 1-2, the bed (rotor) rotates periodically to face the hot and cold streams 

those flow through fixed channels [15].  

 

Figure 1-2 The rotary thermal regenerator, reproducing from [44] with permission of Elsevier 

In the fixed thermal regenerator, the bed is fixed and the hot and cold fluid 

streams are passed through the storage prism as shown in Figure 1-3.   

 

Figure 1-3 The fixed bed thermal regenerator, reproducing from [6] with permission of Elsevier 

Both types of thermal regenerators are used in cooling gas systems, chemical 

industrial processes, and sterling engines in order to improve heat recovery. One of 

the important design factors is a high specific area (heat transfer area per unit 

volume) of the packed materials (compactness) [6, 15]. The volumetric heat capacity 

and the thermal conductivity of the storage materials were also found to have a 
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significant effect on the storage energy. For example, the use of stainless steel in the 

structure of a regenerator results in higher thermal energy storage compared with 

the same volume of aluminium as a result of the high density of the stainless steel. 

The increase in the thermal conductivity of the phase materials causes a reduction of 

temperature gradient between the fluid and solid wall.  

1.3 Aims and Motivation 

Metal sponges are multipurpose and multifunctional materials [45, 46] that 

have wide range of engineering and industrial applications. Their unique structure 

results in enhanced heat transfer mechanisms [47, 48]. The tortuosity of the pore 

structure results in more turbulent flow [47, 49]. They also have an extended heat 

transfer area [47, 48]. Typical applications are thermal energy storage devices, gas 

turbines, electronic cooling, chemical reactors and solar collectors [8, 11, 19, 34, 48, 

50-52]. Metal sponges are also used as extended heat transfer surfaces in heat 

exchangers, dehumidification techniques and refrigeration systems [29, 47, 53-56].  

Information about heat and fluid transport in low porosity replicated cellular 

materials is scarce in open literature. Thermal characteristics, in terms of the 

convective heat transfer coefficient, has been shown to increase as the porosity 

decreases [51, 57-59]. This project aims to study relatively low porosity cellular 

materials experimentally. The number of transfer units and volumetric heat transfer 

coefficient (applicable to thermal regenerators) and the convective heat transfer 

coefficient and Nusselt Number (applicable to extended heat transfer surfaces) will 

be measured.  

A number of replicated aluminium sponges with different pore sizes and low 

relative porosity with spherical and irregular pore shapes were produced. The single 

blow technique was adopted to measure the number of transfer units and interstitial 

and volumetric heat transfer coefficients.  

The effective thermal conductivity was measured separately as it is a key 

parameter in heat transfer evaluation. Measurements of effective thermal 

conductivity at relatively low porosity are rare for the open cell metal sponges. A 

comparative steady state method was implemented.  
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Determination of the pumping power in terms of pressure drop across the 

porous materials sponges is one main objectives of this study. The pressure drop was 

measured to obtain the hydraulic parameters in terms of permeability and inertia 

coefficient. The effect of material properties (e.g. porosity and pore size) on the 

transition bounds of flow regimes in metal sponges at low porosity has not been 

investigated. In turn the identification of flow regimes is of importance to measure 

the hydraulic parameters such as the permeability and inertia and drag form 

coefficients. Four flow regimes in porous media were identified and the permeability 

will be measured at Darcy flow regime.   

To study repeatability a large number of samples will be examined.  

Manufacturing defects have been found to have a measurable influence on the 

mechanical properties of metal foams [60-62]. Understanding of their effect on 

pressure drop and convective heat transfer is uncommon. Therefore, tracking the 

defects and determining their impact is essential to obtain reliable conclusions about 

the material properties. The fluid free flow area is the only open path available for 

fluid to pass through the matrix. The free area was identified by an image processing 

technique to quantify its effect on the thermal and hydraulic characteristics for some 

selected samples.  

Based on this the following Aims and Objectives are listed below: 

- Determine the steady state pressure drop and hydraulic parameters of porous 

media. 

 Identify the flow regimes, primarily Darcy and Forchheimer, for each sample. 

 Measure how the pressure drop changes with flowrate. Examine the impact 

of the porous media properties (e.g. porosity and pore diameter) on the 

pressure drop. 

 Determine the flow properties associated porous media for each sample such 

as the permeability, drag coefficients and friction factor.  Examine the impact 

of the porous media properties on the flow properties. 
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 Provide empirical corrections of the experimental results and compare the 

performance of the porous media studied here with other porous media 

reported in the literature. 

- Measure the effective thermal conductivity  

 Manufacture and characterise an experimental apparatus to determine the 

thermal conductivity of the samples. 

 Use the comparative steady state method to measure the effective thermal 

conductivity.   

 Determine the significance of the porous media properties on the effective 

thermal conductivity. 

 Obtain an empirical correlation for the measurements from this study.  

Compare the performance of the porous media manufactured in this study 

with those reported in the literature.   

- Convective heat transfer 

 Perform single blow measurements where the sample is subjected to a step 

change in temperature. 

 Derive an appropriate mathematical model with which to model the 

experimental results. Include the effects of axial and longitudinal conduction  

 Implement a matching technique to match the predicted and measured 

outlet fluid temperatures.  

 Determine both the number of transfer units (NTU) convective and 

volumetric heat transfer coefficients. 

 Study how the heat transfer parameters change with flow rate for varying 

porous media parameters.  

 Compare the metal foam results with those of mesh wire screens and 

spherical balls. 

 Experimentally investigate the impact of changing the longitudinal 

conduction by slicing a sample.  

- Manufacturing defects 
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Characterise the different types of manufacturing defect that occurred and 

determine their impact on the flow and heat transfer results.   

1.4 Organization  

  This thesis structure is organised based in the topics in nine chapters and two 

appendices. In Chapter 1, the background, motivation and aims of this study are 

presented. In Chapter 2, the critical literature review of previous studies based on 

different topics are addressed. The methodology and experimental work are 

documented in Chapter 3. The replication manufacturing technique to produce the 

aluminium sponges is described in Chapter 4. The fluid flow results in terms of 

pressure drop and hydraulic parameters are documented in Chapter 5. In this chapter 

the effect of porosity and pore size on the fluid flow in terms of pressure drop and 

flow regimes in porous media is clarified. In Chapter 6, the measurements of effective 

thermal conductivity and the comparison with available analytical models and 

empirical correlations are provided. In Chapter 7, the convective heat transfer 

measurements results obtained by the single blow method are presented. This 

chapter also assesses the impact of the geometrical parameters on convective heat 

transfer characteristics. The tracking technique of manufacturing defects and their 

effect on thermal and hydraulic characteristics are also addressed in Chapter 8. In 

appendices A and B the calibration techniques of thermocouples and mass flow 

meters are documented respectively.   

1.5 Publications 

 Ahmed F. Abuserwal , Erardo Mario Elizondo Luna, Russell Goodall, Robert 

Woolley, The effective thermal conductivity of open cell replicated aluminium 

metal sponges. International Journal of Heat and Mass Transfer, 2017. 108, 

Part B: p. 1439-1448. 

 Ahmed F. Abuserwal , Farzad Barari, Erardo Mario Elizondo Luna, Russell 

Goodall, Robert Woolley, flow in replicated aluminium sponges: permeability 

determination and pressure characterization measurements (under 

preparation). 

http://www.sciencedirect.com/science/article/pii/S0017931016322207
http://www.sciencedirect.com/science/article/pii/S0017931016322207
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 Ahmed F. Abuserwal , Farzad Barari, Erardo Mario Elizondo Luna, Russell 

Goodall, Robert Woolley, Convective heat transfer characterisations in 

replicated aluminium sponges (under preparation).   
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Chapter 2 

2. Literature review  

The structural characterizations of open cell metal foams make them promising 

materials for a number of engineering applications [63-65]. This has resulted in 

significant research in the field of thermal and hydraulic transport phenomena in 

porous materials. Studies also focus on the development of manufacturing 

techniques to improve the microstructure parameters for new applications. The 

unique structural form of metal sponges has attracted much attention in the fields of 

heat transfer and fluid flow [63-65]. However, there are still a number of aspects that 

are poorly understood due to the complexity of the material.  

The thermal and hydraulic characterisations of metal foams; such as the 

convective heat transfer coefficient, effective thermal conductivity, permeability and 

form and inertia coefficients, can be determined experimentally and numerically 

[52]. Experiments have been widely performed to measure these parameters, e.g. 

for pressure and convective heat transfer [39, 59, 64, 66-69], and for thermal 

conductivity [18, 19, 34, 70, 71]. However, they depend on obtaining samples of 

sufficient size and it is difficult to ascertain what is happening inside the material.  

Numerical simulations are typically performed by CFD. The matrix is obtained by 3D 

topographical scans of actual samples [32, 36, 52, 71, 72] or representative unit cells 

for example cubic or 3D tetrakaidecahedron cell [18, 53, 73, 74]. Shown in Figure 2-

1 and Figure 2-2 are examples of the 3D CT-Scan and representative unit cells used 

in the literature respectively. 

 
Figure 2-1 Samples of 3D CT-scan images: (a) Aluminium foam PPI=30, reproducing from [32] with 

permission of Elsevier; (b) FeCrAl foam Por=0.89, reproducing from [36] with permission of 
Elsevier 
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Figure 2-2 Samples of representative unit cell: (a) cubic cell, reproducing from [65] with permission 
of Elsevier; (b) tetrakaidecahedron cell, reproducing from [75] with permission of Elsevier 

2.1 Fluid flow through porous media  

  Fluid flow in porous media is treated in a similar manner to that in pipes.  The flow 

is characterised in terms of Reynolds number and different flow regimes have been 

identified and are associated with changes in the friction factor and pressure drop.  

However, the large surface area, complex internal shapes and natural variation in the 

media mean there is considerable experimental scatter and differences in the 

definition of the characteristic length. This means it is difficult to compare the flow 

properties of different porous media. Here the results for granular beds and then 

metal foams will be surveyed. 

2.1.1 Fluid flow in granular beds 

Granular beds were one of the first engineering applications of porous materials 

for application such as, ground water management, distillation, filtration, chemical 

reactors and thermal energy storage [9, 76]. It was quickly realised that 

understanding the effects of microstructure parameters (e.g. porosity and pore size) 

on pressure losses in flowing fluid was essential for designing enhanced systems [17, 

39, 77]. The subject of fluid flow through a porous media has been a topic of research 

for more than 150 years [18, 78]. The majority of the investigations have dealt with 

low porosity granular mediums. These permeable materials are composed of 

granular particles, pellets, and mesh wire screens. The porosity for these materials 

typically varies from 0.3 to 0.6 and they are known to have high pressure drop [18-

20]. It is generally acknowledged that the first contribution in this subject was in 1856 

by Darcy [79]. He conducted experiments of the flow of water through packed beds 

of sand of different thickness (L), and found the superficial average velocity (𝑉) as 
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directly proportional with pressure drop (
∆𝑃

𝐿
) across the packed bed. The proportional 

coefficient (now called permeability) was defined as the hydraulic conductivity (K) 

[17, 80, 81].  

∆𝑃

𝐿
=  

𝜇

𝐾
𝑉      2.1 

The average Darcy or seepage (frontal) fluid velocity was found by using the cross 

section area of the holder and volume flow rate [80] and 𝜇 is the viscosity of the 

flowing fluid.  

The distribution of particles and their packaging influences the pressure drop 

[82, 83]. Measurements are only given for simple cases and the studies tend to rely 

on experimental work [77]. In 1952 Ergun [84] presented a pioneering empirical 

correlation for a pressure drop as a relation of bed porosity (𝜀), the diameter of 

granular particle (𝑑𝑝), the frontal fluid velocity and fluid properties.  

∆𝑃

𝐿
= 𝐴

(1 − 𝜀)2

𝜀3𝑑𝑝
2

𝜇 𝑉 + 𝐵
(1 − 𝜀)

𝜀3𝑑𝑝
𝜌𝑉2 

 

      2.2 

The empirical coefficients A and B were given as 150 and 1.75 respectively. This 

correlation has been widely used to predict the pressure drop in porous media. 

However, the values of coefficients A and B have been found to vary with different 

packed beds [83, 85-87]. The coefficient A was found to vary between 174 and 184 

and coefficient B from 1.81 to 1.94 in complex and simple structure of porous media 

depending on particle diameter [87]. The replacement of  𝜀3 by 𝜀3.6 with coefficient 

B=1.8 - 4.0 and coefficient A=180 was also recommended depending on the 

roughness of particles composed porous matrix [88]. In contrast, these values were 

found to have close agreement with the universal values in correlation for 1 mm and 

3 mm spheres [77]. The correlation with the universal coefficients was also validated 

well with the experimental results for water and air with different particles diameter 

(1.5 - 6.0 mm) [89].  

In this topic, a number of experimental investigations have been conducted in 

order to study the effect of geometrical parameters and fluid flow on the pressure 
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drop. With increasing the frontal fluid velocity the pressure drop increased in the 

typical linear relationship at low flow rates and quadratic ally at relatively high flow 

rates in different kinds of porous media [19, 39, 41, 77, 78, 82, 86, 90-97].  

 

Figure 2-3 The effect of particle diameter on pressure drop [89] 

The effect of geometrical parameters (porosity and particle diameter) on 

pressure drop in granular packed beds was also studied. The pressure drop was found 

to increase with decrease of particle diameter and bed porosity [77, 82, 83, 86, 87, 

89, 98-101]. Shown in Figure 2-3 is the effect of particle diameter on pressure drop 

in packed beds of spherical particles [89]. This increase in pressure loss is due to the 

decrease of particle diameter, causing a closely packed arrangement and results in 

smaller passages for the flow.  

The flow in porous media is complex due to the random internal structure in 

the path of flowing fluid. This complex morphological network is the cause of sudden 

changes of the flow direction, disrupting boundary layers and creating continuous 

throttling through the tortuous open paths. These obstacles result in high pressure 

drop compared with flow in open areas [77, 82, 100].  

Reynolds number is a common criterion to define the transition points of flow 

regimes [99], but there is no agreement for the appropriate characteristic length in 

porous media [67, 77, 78]. The average particle diameter for granular beds has been 
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used as the characteristics length in the Reynolds number [5, 66, 76, 78, 82, 86, 87, 

92, 98, 100, 102, 103].   

     𝑅𝑒𝑑𝑝 =
𝜌𝑉𝑑𝑝

𝜇
 2.3 

However, the particle diameter is not representative of the space that the fluid 

inhabits. There is also considerable variation in the shapes of the spaces between the 

particles. For this reason the permeability has been proposed as the characteristic 

length. It depends on the space between the solid and accounts for the whole volume 

of the porous media [19, 39, 41, 77, 78, 82, 86, 90-92, 96, 97, 104, 105]. The 

disadvantage of this approach is that flow measurements must be made in order to 

find K 

      𝑅𝑒𝐾 =
𝜌𝑉√𝐾

𝜇
 2.4 

The fluid flow regimes in granular packed beds of porous media has also 

received significant attention in a number of studies due to its importance [77]. In 

porous media, the existence of four flow regimes is generally acknowledged; Pre-

Darcy, Darcy, Forchheimer and turbulent [76, 77, 86, 87, 104].  

The pre-Darcy regime occurs at very low flow rates. There is little information 

on this regime in the literature due to difficulties in measuring low flow rates and 

pressure drops [77, 82, 99]. The flow in this regime shows non-Newtonian behaviour 

and the pressure drop across the bed is inversely proportional with flow rate and 

nonlinearly increases with flow rate [77, 82, 86]. Small counter currents have been 

observed caused by the flow streaming along the cell walls in the opposite to 

direction to the main flow [87, 106].   

In the Darcy regime, the relationship between the flow velocity and pressure 

drop is linear [77, 82, 86, 87, 104, 106]. Viscous forces are dominant [76, 82, 86, 87, 

106]. This regime was found to occur at Reynolds number based particle diameters 

less than unity for the packed beds of spheres. The nature of the velocity profile has 

been shown to be determined by the local geometry [106] as the flow passes over 

the surface and the pressure loss is solely due to viscous forces [76, 77, 86, 106]. In 
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contrast, the contradictions of the lower and upper bounds of this regime have been 

reported with regard to the different structural parameters of granular packed beds 

such as, porosity, particle diameter and matrix type, whether spherical or pellets  [77, 

82, 86, 87, 99].  

Shown in Figure 2-4 is the typical linear and quadratic realtionships between 

the pressure gradient and frontal fluid velocity in Darcy and Forchheimer regimes 

respectively [99]. The effect of the particle diameter on the transition point from 

Darcy regime is also clear, where the transition fluid velocity increased gradually with 

granular diameter [99].  

 

Figure 2-4 The effect of particle diameter on pressure drop. Reproducing from [99] with 
permission of Elsevier 

The Forchheimer regime occurs at higher flow velocities and is characterized 

by a nonlinear relationship between pressure drop and velocity as shown in Figure 2-

5. This has been explained to be the result of inertia forces (separation and wake 

effects) [76, 77, 92, 104, 106]. To achieve a good fit to the experimental data, 

quadratic and cubic relationships between the pressure drop and flow velocity were 

demonstrated in 1901 and 1930 respectively by Forchheimer and both used to obtain 

the hydraulic parameters [87, 107, 108]. 
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∆𝑃

𝐿
= 𝑎𝑉 + 𝑏𝑉2         2.5 

                                              
∆𝑃

𝐿
= 𝑎𝑉 + 𝑏𝑉2 + 𝑐𝑉3 2.6 

The Darcy and Forchheimer regimes are both considered to be steady and 

laminar in nature [104]. The final regime which occurs after a further increase in flow 

velocity is the turbulent regime. In this regimethe drag form forces are completely 

prevalent [39, 76, 80, 86, 87, 107, 109]. The flow in this regime is unsteady and highly 

chaotic [91, 106]. The typical quadratic relationship of pressure gradient with frontal 

fluid velocity has been also observed at relative high flow rates.  

The first term of the right-hand side in Equation 2.5 is the Darcy equation 

which accounts the viscous force effect and has a linear dependence on velocity. The 

second term describes the effect of inertia and drag forces in the second order 

dependence on fluid velocity. Both the inertia and drag coefficients values have been 

shown to be influenced by the roughness of the foam, the cell and ligament shape, 

the base material and the manufacturing method [18, 19, 39, 52, 97, 110-114]. The 

study by Beavers and Sparrow [92], who measured the pressure loss in high porosity 

cellular nickel materials, suggested a universal value of inertia coefficient of 0.074. 

Subsequent studies have demonstrated that the inertia coefficient differs depending 

on the microstructure of the porous media [19, 39, 96, 107, 115, 116].  

 

There is no agreement about the demarcations of the flow regimes [104]. This 

is likely to be partly due to difficulties in the definition of the Reynolds number as the 

particle diameter is ambiguous and changes and Re is defined with different 

characteristic lengths [77, 82, 86, 87, 99].  

The common methodological technique to identify the flow regimes is the 

change in slope of reduced pressure gradient data against the frontal fluid velocity 

[77, 86, 87, 90, 104]. As shown in Figure 2-5, the relationship changes depending on 

the flow regime present in porous media [86]. At the Darcy flow regime, the slope of 

reduced pressure gradient is zero and it increases to linearity at the Forchheimer 

regime. By increasing the flow, the gradient increases again at the turbulent regime.    
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Figure 2-5 The flow regimes in porous media 
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2.1.2 Fluid flow in metal foams 

Metal foams are form a solid structure, composed of struts connecting lumps 

or nodes surrounding random, open celled pores. They are characterized by their 

porosity (or relative density), pore size (or number of pores per inch, PPI) [17, 39]. 

The use of the metal foams in different applications has grown due to their induced 

pressure drops compared with old fashion types of porous media. As catalytic 

reactors and thermal regenerators, metal foams were found to induce lower 

pressure drops, between 2.5 and 10  times than that induced by packed beds of 

spheres with the same exchange area [8, 117, 118].  

A significant number of pressure measurements have been performed with 

both air and water as working fluids at different flow rates across different types of 

metal foams. Additionally, the hydraulic loss is commonly presented in terms of 

pressure gradient against frontal fluid velocity and friction factor against the 

Reynolds number [39, 77, 90, 92]. 

In the reported studies for pressure measurements through metal foams, the 

relationship of porosity and pore diameter (or PPI) with pressure drop and  hydraulic 

parameters is non-monotonical [103]. This means the same pressure drop is induced 

with different combinations of pore size and porosity.  

 

              Figure 2-6 The effect of porosity on pressure drop 
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The porosity has a measurable effect on pressure drop, as clear from Figure 2-

6. Decreasing the porosity from 0.915 to 0.682 increases the pressure drop by 7 times 

in the same class of metal foams. The pressure drop also increases by 1.7 times when 

the porosity decreases by only 0.3%. 

 Decreasing the porosity increases the pressure drop and inertia and drag 

coefficients while the permeability decreases in different base material metal foams 

with porosities between 0.68 and 0.97 and different pore sizes [17, 19, 39, 67, 68, 90, 

103, 109, 112, 117-130]. The same authors found that the pressure gradient and 

inertia and form drag coefficients increase with decrease of pore size and 

permeability decreases. Whereas, Bhattacharya et al. [18] found the inertia 

coefficient depends only on porosity for aluminium foams with porosities ranged 

from 0.906 to 0.97 and pore densities from 5 to 40 PPI.  

The increase of pressure drop and inertia and drag coefficients with PPI (or 

decrease pore diameter) was reported and the permeability was found to decrease 

with increase of PPI [39, 90, 120, 127, 131]. The effect of pore size on pressure drop 

is also significant. As clear from Figure 2-7, the increase in pore diameter by two times 

decreases the pressure gradient by 1.5 at fixed porosity in aluminium foams.  

 

                       Figure 2-7 The effect of pore diameter on pressure drop 
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This is because the decrease in pore size and porosity results in an increase of 

surface area and blockage path of the flow , creating higher resistance for the flowing 

fluid.  

The permeability in the Darcy flow regime has been determined for replicated 

aluminium sponges, sintered nickel and copper sponges of different porosities and 

pore diameter [41, 57, 132-135]. Shown in Figure 2-8 is the typical linear relationship 

of pressure gradient with frontal fluid velocity at the Darcy flow regime. This method 

is widely used to determine the permeability at the Darcy regime by using Equation 

2.1. At these low flow rates, the linear relationship between pressure drop and flow 

velocity was observed, while pressure drop decreased with increase of both pore 

diameter and porosity. 

 

Figure 2-8 The typical linear relationship at Darcy flow regime 

For the granular packed beds of particles, the permeability is commonly 

found by using the following equation [66, 77, 89, 136]   

𝐾 =
𝜀3𝑑𝑝

2

150(1 − 𝜀)2
 2.7 

 The effect of different base materials (which can impact on the surface 

roughness) on pressure drop has been obsevered when metal foams with the same 
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porosity and PPI are examined [97, 137]. Inconel samples induced higher pressure 

due to their surface roughness  compared with copper and NiFeAlCr foams. The 

copper foam provides higher pressure drop than FeCrAly [137]. Samples have also 

been compressed in order to reduce the porosity to enhance the specific area [96, 

138]. Increasing the compression ratio increases the pressure drop and form and 

inertia coefficients, yet reduces the permeability [78, 96, 139].  

In order to describe the hydraulic energy loss in nondimensional form, the 

permeability based friction factor is widely used to describe the hydraulic resistance 

in porous media  [19, 39, 77, 90-92, 97, 115, 140]. A number of expressions have been 

demonstrated in terms of the permeability based friction factor as function of the 

Reynolds number. These expressions have been tested [39, 41] and no expression 

was found to be suitable for the tested samples. The likely source of inconsistencies 

is the material microstructure differences in terms of ligament shape and thickness 

[39, 41, 141]. Shown in Figure 2-9 is the friction factor against Reynolds number for 

different classes of metal foams. It is clear that the friction factor increases with 

decrease of porosity and equals 1/Rek during the Darcy flow regime. It is also worth 

noting that the friction factor tends to inertia coefficient when the fluid velocity 

reaches infinity [39, 64] and at the turbulent flow regime [104].  

  

Figure 2-9 Permeability based friction factor against Reynolds number 
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The characteristics length used to determine friction factor is also an issue. 

Three different characteristics lengths have been reported in literature; pore 

diameter [76, 120, 142], the equivalent spherical diameter [103, 126] and the 

permeability [39, 90, 92, 97, 104, 127]. The most widely accepted in literature to 

describe the friction factor is permeability. 

In order to compare the performance of different types of metal foams, it is 

necessary that the material properties are defined in a consistent way.  Furthermore, 

the equations for characterising the flow should be consistently defined. This is not 

presently the case resulting in considerable variation in reported data. 

The information about the flow regime borders in metal foams is still scarce 

and there has been disagreement about the points of transition from regimes. The 

morphological parameters in terms of porosity and pore size (or PPI) have been 

found to have a measurable effect on the transition bounds of the flow regimes [78, 

90, 91, 104, 107]. In contrast, the roughness of the cell surface in terms of different 

base materials has also affected the transition boundaries [97].  

Identification of flow regimes in porous materials is vital in order to quantify 

accurate hydraulic parameters. The most examined porous materials thus far have 

been those with high porosity. In contrast, the reported low porosity metal sponges 

have been examined only at low flow rates (Darcy regime) to find the permeability 

[41, 57, 132-135]. At relatively low porosities the information about hydraulic 

parameters in terms of inertia and drag coefficients is spare.  As a result the effect of 

pore size and porosity has not been quantified. The contradiction in results for the 

same class and geometrical parameters of materials could be a result of the 

exhibition in different flow regimes as stated by Dukhan et al. [104]. Mancin et al. 

[39] also pointed out that the different approaches in terms of the friction factor 

failed to validate the experimental results as shown in Figure 2-9. Therefore, there is 

no approach which can be generalized to quantify the friction factor. The 

manufacturing defects’ effect on the pressure drop is also uncommon in open 

literature. The variety of the porous materials parameters in terms of the 
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manufacturing technique used has been also mentioned as a cause of the 

discrepancies between results.    

Permeability is a key parameter of the porous matrix and has been found to 

have different values in different flow regimes [66, 78, 97, 104]. The disagreement in 

the values of the hydraulic parameters, including permeability, inertia and form drag 

coefficients has been noticed for porous materials with the same porosity and 

microstructure [104]. This has been explained by the effect of the thickness along 

and perpendicular to the flow direction [128, 134, 143], exhibited in the values of 

those parameters at different flow regimes [67, 78, 104]. In contrast, a fairly 

conclusive body of evidence shows that increasing the porosity and pore size 

increases the permeability and decreases both drag and inertia coefficients [17, 19, 

39, 68, 103, 109, 112, 117-126] . A number of approaches to predict the permeability 

in cellular material as a function of microstructure parameters (pore size and 

porosity) have been reported in literature [18, 116, 132, 144]. Inconsistency in the 

predicted permeability results with various aporoaches were reported [18, 132].  

There have been a number of attempts to model the fluid flow through the 

metal foams analytically based upon the morphological network [17, 18, 39, 75, 116, 

117, 145, 146]. Two methods of geometric modelling have been widely quoted in 

literature, based on different representative unit cells (RUC) [18, 75, 116, 117, 146, 

147] and a simple analogy of the Forchheimer and Ergun’s equations with equivalent 

specific area [17, 111, 117]. Although different RUC’s of the foam geometry have 

been proposed depending on the porosity range, equivalent results have been 

exhibited for high porosity (𝜀 > 0.9) with different models [17, 111, 146]. It has also 

been reported that high deviations have been observed at low porosities due to a 

change of strut shape and configuration with various porosities [18, 111, 146].  

Analytical models based on the representative unit cell shapes have shown that 

no general model can be used due to the complexity in morphology of the 

microstructure [17, 39, 117]. Lu et al. [148] derived an analytical solution for pressure 

gradients in foams and used an analogous flow through a bank of cylinders. In 
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contrast, there have been a number of geometrical models for high porosity metal 

sponges based on a representative unit cell (distributed rectangular unit cell [116, 

145], cubic cell [18, 74, 117], tetrakaidecahedron [75] and based on microstructure 

parameters measurements [39]). 

Du Plessis et al. [145] and Du Plessis et al. [116] derived a model to predict the 

pressure gradient in Newtonian fluid flowing through the porous matrix based on the 

microstructure parameters. In these models, the concepts of the volume averaging 

approach were applied to the Navier-Stokes equation with uniformly distributed 

velocity and the representative unit cell shaped as a rectangular geometrical 

distribution in Cartesian coordinates [116, 145]. The configuration of the ligaments 

in the cell is comprised of two inclined across the flow direction and one aligned 

parallel to flow direction. In the above mentioned models, the permeability was 

normalised by the pore diameter and expressed in terms of porosity and tortuosity 

of the cellular matrix [116] as in Equation 2.8. 

𝐾

𝑑𝑝
2

=
𝜀2

36𝑋(𝑥 − 1)
      2.8 

Here the tortuosity (𝑋) is defined as the ratio of the overall length of winding 

way available in the unit cell for the flow to the basic stream wise length scale in 

the cellular matrix and expressed as function of porosity [116, 149]. 

1

𝑋
=  

3

4𝜀
+

√9 − 8𝜀

2𝜀
 𝐶𝑜𝑠 {

4𝜋

3
+

1

3
𝐶𝑜𝑠−1 [

8𝜀2 − 36𝜀 + 27

(9 − 8𝜀)
3

2⁄
]}      2.9 

 This model showed a good agreement with their experimental data for high 

porosity metal foams (0.973-0.978) and high pore density (PPI=45-100).  

The other model was derived by the Bhattacharya et al. [18] by adapting the 

model of Du Plessis et al. [116] with the same final expression as in Equation 2.8 but 

estimated different unit cell  structure. As they stated [18], the model used by Du 

Plessis et al. [116] was found to overestimate their samples permeability 

experiments results by the factor 1.4 to 1.7. They modified the expression of the 



 
 

24 
 

tortuosity and included the shape factor (G) that accounts the cross-section 

variation with porosity [18], and there has been a good agreement with their 

experimental results. The modified expression of the tortuosity as function of 

porosity and shape function is shown in Equation 2.10 [18]. 

1

𝑋
=

𝜋

4𝜀
{1 − [1.18√

(1 − 𝜀)

3𝜋
 
1

𝐺
]

2

}      2.10 

𝐺 = 1 − 𝑒−(1−𝜀)/0.04      2.11 

The shape factor and tortuosity expressions were modified to match the 

experimental results for the copper and aluminium foams [110]. The calibration 

coefficient 0.04 in shape factor expression was changed to 0.0283 for aluminium 

and 0.0336 for copper. The coefficient of 1.18 for the tortuosity expression was also 

changed to 1.08 and 1.25 for aluminium and copper foams respectively.     

An approach which is based on the microstructure of the pores as bottlenecks 

which are formed by the ligaments of the solid phase material was derived by 

Despois and Mortensen [132]. In this model, along the fluid way the total resistance 

for flowing fluid is only that be faced within these bottlenecks. As they stated, a 

number of open cell porous materials almost contain spherical shape pores. The 

two types of open cell metal foams which can be categorized by this class of 

material are replicated metal foams and polymeric and moulded ceramics foams.  

In these open cellular materials, the bottlenecks are the windows that connect the 

adjacent pores together and represented as uniform circular bores. The final form 

of this model was expressed in terms of porosity (𝜀), initial packing porosity of the 

particles (𝜀0 = 0.64) and the initial radius of the particles (r) as    

𝐾 =  
𝜀 𝑟

𝜋
[

𝜀 − 𝜀0

3(1 − 𝜀0)
]

3
2⁄

      2.12 

This model predicts that when the void fraction of the solid phase reaches 36 

% the windows shrink and can be locked off.  
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Moreira et al. [144] proposed a correlation for the ceramic foams in terms of 

pore diameter and porosity. They started by using Ergun’s Equation and a number 

of combinations were tested. They replaced the numerical values in Ergun’s 

Equation by the fitting coefficients of the experimental data. The best fit was found 

when using the porosity and the pore diameter as the microstructure parameters. 

The final expression for this correlation is shown in Equation 2.13. 

𝐾 =  
𝜀3𝑑𝑝

0.264

1.36𝑥108(1 − 𝜀)2
      2.13 

The form drag force during the flowing fluid over the ligaments formed the 

porous network is quantified by the inertia factor. This factor is strongly dependant 

on porosity, strut thickness and shape, pore diameter and the shape of both the pore 

and fibre [18, 19, 52, 110-113]. The vital impact on strut shape and thickness has 

been noticed as a result of porosity change, different manufacturing techniques and 

different base material [111, 112, 114]. The fibre cross section shape is strongly 

depending on the porosity, which varies with the change of porosity [18, 32, 52]. 

Furthermore, the pore density (PPI) is also an apparent morphological parameter 

that has an impact on the hydraulic resistance. Increasing the PPI or decreasing the 

pore diameter increases the number of the fibres, and thus the flow resistance [18, 

110]. The total flow resistance across the porous media is the contribution of both 

viscous and inertia forces [112]. Generally, the conducted measurements in this topic 

confirmed that the pressure drop in porous matrix follows the Forchheimer equation 

and permeability and inertia coefficient depend on the foam structure 

characterisations [17, 111].   

The differences in manufacturing methods and the base materials also resulted 

in different strut morphologies, and thus the correlations based on analogy 

technique are also limited to describe the pressure drop [17, 111, 146]. From the 

review of the models, it has been noticed that the strut expressions presented the 

different dependences on porosity but same dependence on pore diameter [17, 

111]. The source of discrepancies in results of the models is most likely due to the 
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characteristic length in friction factor and Reynolds number, which is also a subject 

of ambiguity [17]. Inconsistencies in results not only have been noticed in geometric 

modelling, but also in experimental results, where, at the same porosity different 

inertia coefficient values have been reported. 

The models based on the RUC and analogy of Forchheimer and Ergun 

equations were developed and correlated with empirical factors to validate the 

experimental results. These models presented in terms of porosity, normalised 

permeability with pore diameter, tortuosity and strut diameter [18, 75, 116, 117, 

145, 146]. A wide review of the pressure drop correlations was presented [17, 150] 

and were the only models which by Du Plessis et al. [116], Fourie et al. [75], 

Bhattacharya et al. [18] and Lacroix et al. [117] do not involve fitting coefficients from 

experimental data. These models can be adopted to predict permeability and inertia 

coefficient with deviation ± 30 % [17]. However, it has been stated that no model can 

be adopted to predict these hydraulic parameters at low porosities [111, 146].  

The inertia factor was expressed as a function of porosity (𝜀), normalised 

permeability (
√𝐾

𝑑𝑝
) and tortuosity (𝜒 ) by Du Plessis et al. [116] and without tortuosity 

by Zhao et al. [151] respectively and is shown in Equations 2.14 and 2.15 

𝑓 =
2.05𝜒(𝜒 − 1)

𝜀3(3 − 𝜒)
 
√𝐾

𝑑𝑝
 2.14 

𝑓 = 𝐶[(1 − 𝜀)𝑛]
√𝐾

𝑑𝑝
      2.15 

The effect on which the sample behaves as a porous medium was examined 

when metal foams were presented in different thicknesses [124, 152]. The 

permeability and form coefficient were found to have fluctuate at medium thickness, 

becoming fairly constant at a certain value with increase of thickness. However, 

studies have not found any sensitive effect on pressure gradient as a result of the 

foam thickness [57, 153]. 

The available models have been reviewed and assessed against the 

experimental data [17, 39, 150]. Edouard et al. [17] have concluded that the models 
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provided by Lacroix et al. [117] and by Du Plessis et al. [116] were more appropriate 

to evaluate the pressure gradient in metal foams. It has been also pointed out by 

Mancin et al. [39] that the best estimations are those of Du Plessis et al. [116], 

Bhattacharya et al. [18] and Lacroix et al. [117] whereas that of Fourie et al. [75] gave 

results that under predicted the level for all experimental points. 

Although previous analytical approaches have been based on a simple 

representative unit cell, recent researches have focused on 3D computed 

tomography scan imaging to obtain the real sponge structure [32, 52, 114, 154, 155]. 

This is an effective technique for quantification of the effect of real structural 

parameters such as strut size, shape, and cell shape on the thermal and hydraulic 

characterisations. The strut shape and size in metal foams was found to vary with 

porosity [18, 20, 32], where variations occur from a circle shape at a porosity of 0.85 

to an inner concave triangle when the porosity reaches 0.97. The type of material 

and manufacturing process also play a measurable role on the microstructure 

parameters and may cause inconsistencies with analytical models [111, 112]. The 

results of numerical modelling based on CT-Scan of real structure metallic materials 

is well validated by the experimental results available in open literature[32, 52, 114, 

154, 155].   

2.2 Effective thermal conductivity of metal foams 

Accuracy of data regarding heat transfer and the thermo-physical properties 

of metal foams is a prerequisite for the design and modelling of heat transfer 

applications incorporating metal foams [32, 71, 156, 157]. The conductive heat 

exchange phenomena in porous structures is complex and takes place in two phases 

of the material [20, 32, 70, 158]. These are the network of the ligaments of solid 

materials that has high thermal conductivity, and the fluid itself, which has low 

thermal conductivity. Although the basic principle of heat transfer in metal foams is 

conduction through both phases, the effect of convection and radiation cannot be 

necessarily neglected in all cases [36, 159]. The effective thermal conductivity of 

porous metal materials depends on the morphological parameters of the solid phase 
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such as its porosity and pore size. A further problem with these materials is that the 

repeatability of the morphology is not constant, even when the same manufacturing 

conditions are employed, resulting in an inherent scatter in the material properties 

unless very large samples are tested [19, 71, 160]. 

Maxwell [161] was the first to investigate the ETC in saturated fluid porous 

media [63, 162]. Although there are now a number of models to determine ETC in 

porous media focused on packed beds of spheres and cylinders [63, 162], they are 

not applicable to metal foams as a result of the considerable differences of 

morphological structure [63, 163].  

The topic of ETC determination has received great attention, both 

theoretically and experimentally, with existing literature focusing on both lower and 

upper bounds of ETC [163]. A number of analytical and empirical correlations have 

been reported. These are based on one, two and three dimensional unit cells or 

arrangements of infinite cylinders, and based on the distinguished lower and upper 

bounds of ETC under the consideration of solid and fluid phase’s thermal resistance 

arrangement (series or parallel) for one dimensional heat transfer [18, 70, 73, 156, 

163-168]. The available models and empirical correlations have been reviewed and 

classified in three groups based on the applied methodological method. These are; 

asymptotic solutions, empirical correlations and representative unit cell models 

[168]. The asymptotic solutions correspond to the lower and upper bounds 

arrangement of ETC; the lower limit of the arrangement is in series and the upper 

limit of the arrangement is in parallel [70, 163, 168].  

The effect of different manufacturing technique and the type of base material 

in terms of ligament shape and size on ETC has been reported, as well as the 

distribution of the pores and each phase [20, 71, 156, 160, 168-170]. A review of the 

theoretical and empirical approaches for the prediction of ETC in porous media 

reveals that each approach defines a specific morphology which is limited in terms of 

its application with other types of material [34, 71, 160, 167-169, 171]. Good results 

have been reported when approaches have been calibrated by the experimental 
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fitting coefficients [168, 169, 171]. Figure 2-10 depicts the discrepancy of selected 

models with reported experimental results. At the relative low porosities, the ETC is 

underestimated while at high porosities are overestimated. One of the most likely 

causes for these inconsistencies is the differences between the assumed unit cell 

shape in analytical models and the actual shape.  Manufacturing defects are also a 

possible source of the inconsistencies, closed cells and inclusions (common in low 

porosities) increase the ETC whilst missing cells or ligaments (common in high 

porosities) decrease the ETC [34, 172].  

 

                Figure 2-10 The models and experimental results of ETC against porosity 

In other cases, researchers have relied heavily on experimental work in order 

to measure ETC and validate the models’ results. Both steady state and transient 

techniques have been widely accepted to measure the ETC of metal foams [18, 19, 

34, 36, 70, 158, 171, 173-175]. In the transient method, the temperature gradient 

through the sample is measured instantaneously with time. The most common 

transient method used is the Transient Plane Source (TPS) [176, 177]. TPS has been 

widely used to measure the ETC of porous materials [34, 71, 174, 175]. On the other 

hand, the steady state method has been also used. Its principle is to measure the 

temperature difference normal to the tested surface at thermal equilibrium. There 
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are a number of steady state methods which have been used to measure the ETC in 

porous materials [18, 19, 36, 70, 158, 159, 171, 178, 179].  

The porosity of the metal foams varies with the volume of the solid phase and 

it was found to have a significant effect on the effective thermal conductivity, 

decreasing as the porosity increases [18, 19, 34, 70, 159, 180, 181]. The effect of 

morphological parameters (porosity and pore size) on the process of heat transfer in 

metal foams is hard to generalize. This is because the contact points between the 

solid ligaments differ with the manufacturing process and porosity. It should be 

noted that the sintered metal foams provide a higher effective thermal conductivity 

than non-sintered materials due to better solid-solid contact area [182].  

The measurement results show that the porosity of porous materials has a 

highly sensitive effect on ETC, increasing as porosity decreases [18, 19, 34, 70, 159, 

171, 180, 181]. Figure 2-11 illustrates the effect of porosity on ETC, it is clear that the 

ETC of closed celled porous materials is higher than those of open celled due to 

microstructure differences [171].  

 

Figure 2-11 ETC against porosity for different class of materials 

The pore size effect on ETC has also been studied and no significant influence 

has been reported at moderate temperatures [18, 19, 70, 158, 171, 183], provided 
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the pore size is below a certain value shown to be 4 mm diameter in closed cell 

polymer foams, which is sufficient to suppress convection [50, 184, 185]. In contrast, 

the effect of pore size has been reported at high temperatures when the thermal 

radiation contribution cannot be neglected, where radiation contribution increases 

with pore size and temperature [159, 167, 169, 183]. No measurable effect on ETC 

has been reported by radiation at temperatures less than 300°C [36, 183]. The 

contribution of radiation to the effective thermal conductivity at 800◦C has been 

found to be three times more than that at room temperature [159]. 

Moreover, the contribution of natural convection in ETC measurements 

cannot be neglected in all cases [169, 171], indeed, the natural convection 

contribution was found to increase with fluid thermal conductivity [158] as compared 

to vacuum measurements [159, 183]. It was also found to increase with porosity as 

a result of an increased pathway for to air to move is provided [171]. 

As the shape and size of fibres and interconnection junctions vary with solid 

phase material type, porosity and manufacturing technique, no generalized model 

can be used [20, 50, 167, 171, 185]. The methodological strategies take the way of 

analysing the real internal structure of the foam obtained by 3D Scan computed 

tomography [71, 114, 168, 175]. This technique becomes acceptable to support the 

improvement of more accurate generic correlations and models [36, 71, 167]. The 

numerical simulation based upon 3D Scan computed tomography to estimate the 

ETC of porous foams shows an excellent agreement with experimental results at high 

porosities [32, 36, 114, 175]. This method can provide a viable alternative in 

comparison to the experimental effort. However, the ETC due to pure conduction 

transport still needed as input for simple models based on this technique [36].    

Following this comprehensive review of the existing literature, it can be 

concluded that most of the reported results in the topic of ETC are focused on high 

porosity metal sponges. The only reported measurement results for low porosities 

were for closed celled metal sponges [34]. Although there are a significant number 
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of analytical and empirical models to predict the ETC published in open literature, no 

general approach can be used to predict the ETC at relatively low porosities. Some of 

these are examined and calibrated by fitting coefficients based on the experimental 

measurements to validate the results [18, 70, 165, 167]. Therefore, measurements 

of ETC at low porosities of metal sponges are indispensable due to the insufficiency 

of information in this range of porosity.   

2.3 Convective heat transfer in porous media 

Convective heat transfer in porous materials is still a formal and complex 

subject due to the intricate microstructure and the heterogeneity of pores and 

ligaments [52, 55, 186]. The enhancement of heat transfer in porous media can be 

achieved by two major mechanisms [47, 48]. Firstly, ligaments orientated normally 

to the flow direction provide tortuous pathways to enhance the flow mixing and 

promoting vortices [63, 159, 187]. Secondly, boundary layer disruption increases the 

fluid turbulence [47-49, 52]. They also play a measurable role in extended heat 

transfer surfaces due to high thermal conductivity [36, 47, 48, 55, 188].   

The demand to improve the heat transfer enhancement at surfaces has 

sharply increased in recent years [12, 13, 127, 188]. The development of cellular 

materials has become a competitive and alternative solution as a potential choice for 

many applications due to their characteristic features [13, 55, 127, 148]. Accordingly, 

theoretical and experimental studies of convective heat transfer performance in 

cellular materials has received considerable interest over the past decade and has 

achieved substantial growth and attention in the thermal research area [69, 72, 127, 

148, 189]. 

In thermal regenerators and heat exchangers, the convective heat transfer in 

the prism can be described in terms of number of transfer units (NTUm) [8, 21, 22, 

24, 28, 190-197], convective and volumetric heat transfer coefficients (h, hv) [11, 28, 

48, 54, 59, 64, 69, 121, 122, 130, 186, 198-203] and Nusselt number (Nuvdp) [5, 23, 

47, 48, 52, 54, 69, 72, 122, 127, 188, 189, 198, 199, 204-213]. Two types of convective 
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heat transfer coefficients have been used to characterise the heat transfer in porous 

media: the wall or global heat transfer coefficient (h) and the interstitial or volumetric 

heat transfer coefficient (hv) [122]. The wall heat transfer coefficient determines the 

universal extent of heat transfer enhancement from the attached porous media to 

wall surfaces. Utilization of this coefficient is useful for designing cooling electronic 

applications [30, 69, 122, 212, 214-217]. The volumetric coefficient gives the heat 

exchange between the solid phase matrix and the flowing fluid stream and can be 

applied to compact heat exchangers and energy storage devices [5, 16, 48, 122, 202, 

203, 218]. 

The number of transfer units is the indicative parameter that accounts for the 

size of heat exchangers and thermal regenerators and the amount of thermal energy 

that can be transferred. It is also a dimensionless parameter that determine the 

effectiveness of these thermal applications [8, 219]. The NTUm can be expressed in 

terms of convective and volumetric heat transfer coefficients as shown in Equations 

2.16 and 2.17. 

NTUm =
ℎ 𝐴ℎ

𝑚̇𝑓𝐶𝑓
 2.16 

NTUm =
ℎ𝑣𝑉𝑠

𝑚̇𝑓𝐶𝑓
      2.17 

where 𝐴ℎ  is the heat transfer area,  𝑉𝑠 volume of the prism, 𝑚̇𝑓 the fluid mass 

flow rate and  𝐶𝑓 the fluid specific heat.  

The convective heat transport phenomena in porous media has been 

predominantly investigated  using three methodological techniques; experimentally, 

analytically based on unit cell geometry and numerically based on 3D CT-scan 

tomography [52, 72]. Steady state and transient experimental techniques have been 

widely used to measure convective heat transfer performance [47, 48, 198]. A 

significant number of experiments have been performed to study the thermal 

features of open celled metal foams [53, 213].  
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The measurement of structural parameters of porous materials such as, 

specific area, windows size and pore diameter is difficult [11, 186]. The structure of 

the metal foams is complex and results in difficulties and insufficient accuracy in 

temperature gradient measurement at pore scales [11, 52]. This can also result in an 

unreliable heat transfer area and will affect the global or wall convective heat 

transfer coefficient. Consequently, a number of researchers have adopted the 

volumetric heat transfer coefficient as the governing volume averaged energy 

equations can be solved analytical and numerically [11, 52]. 

The forced convective heat transfer is analysed by both microscopic and 

macroscopic approaches. The former involves the numerical simulation of the flow 

in a representative two phase system. The macroscopic approach is the integration 

of the transport governing equations over the entire control volume and categorized 

into one equation or two equations models [11, 70, 72, 202].  

The Local Thermal Equilibrium (LTE) model has been used to describe the 

temperature gradient in a two-phase medium by assuming the solid and fluid phases 

are in thermal equilibrium and hence can be described by one energy equation [11, 

54, 69, 115, 203, 210]. In this case, the dominant heat transfer mode is thermal 

dispersion [203]. Thermal dispersion occurs due to fluid movement in a complex solid 

skeletal structure and is a hydrodynamic phenomenon predominant at high flow 

rates [69, 122]. Calmidi et al. [69] stated the thermal dispersion can be neglected 

when the fluid to solid phase thermal conductivity ratio is very small (<<1) for 

example if air is the working fluid. This model is not appropriate for some situations, 

such as thermal energy storage devices, unsteady heat transfer and when the heat 

transfer is combined with heat generation or radiation [48, 220, 221]. The validity of 

this approach is also restricted to low Reynolds numbers [55, 148, 187, 222] and 

when there is no difference between the solid and fluid temperatures [54]. 

The Local Thermal Non-Equilibrium (LTNE) model accounts for the convective 

heat transfer between two phases with two separate energy equations [11, 54, 69, 

115, 203, 210]. The volumetric heat transfer coefficient governs heat transfer [11, 

52, 54, 202, 203]. Models of this type are more general and are a more realistic 
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representation of heat transfer in porous media [148, 223, 224]. They can be applied 

to transient processes where the fluid and solid temperatures difference is larger 

than those at steady state due to  the shorter time period [203].  

An understanding the influence of morphological parameters in terms of 

porosity, pore size (or PPI) and fibre (ligament) diameter on thermal characteristics 

is essential for designing different applications. The convective heat transfer 

coefficient (h), volumetric heat transfer coefficient (hv), volumetric Nusselt number 

(Nuvdp) and number of transfer units (NTUm) were measured in different base 

material types of metallic foams and traditional porous media [5, 8, 21, 47, 48, 51, 

52, 57-59, 64, 69, 121, 122, 187, 188, 195, 197, 199, 225]. Two heat transfer 

coefficients h and hv have been found to increase with a decrease of porosity and 

increase of frontal fluid velocity and Reynolds number [5, 8, 21, 47, 48, 51, 52, 57-59, 

64, 69, 121, 122, 187, 188, 195, 197, 199, 225]. The effect of porosity on convective 

heat transfer coefficient can be seen in Figure 2-12. Increasing the frontal flow rate 

subsequently increases the interstitial flow velocity and decreasing the porosity, 

while also increases both the interstitial velocity and specific area. Increasing both of 

these factors; specific area and interstitial velocity, increases the value of h. The 

decrease of h below a certain value of porosity is most likely due to the decrease in 

specific area.  

 

                 Figure 2-12 The effect of porosity on convective heat transfer coefficient 
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Contradictory findings regarding the influence of pore density (PPI) on the 

thermal characterisations in metal foams has been reported in published results 

[127]. In some situations, when decreasing the pore density, the convective heat 

transfer coefficient has been found to increase [51, 59, 64, 121, 225].  In contrast, 

the increase of convective and volumetric heat transfer coefficients has been 

reported with an increase of pore density (decrease of pore size) in different types of 

metallic foams [11, 28, 48, 54, 130, 186, 197-201]. The thermal performance 

parameters were also found to increase with the decrease of particle diameter and 

pitch size in packed beds of spheres and mesh wire screens [5, 6, 16, 23, 24, 197, 226-

229]. The decrease of porosity and pore size was reported both with higher 

interstitial (or pore) velocity and heat transfer area, which led to enhancement in 

thermal performance in terms of convective and volumetric heat transfer coefficients 

[40, 48, 122, 199, 200, 230, 231]. Figure 2-13 shows the effect of different 

combinations of microstructure parameters for different types of solid phase base 

materials on hv.  

 

                   Figure 2-13 The effect of microstructure on volumetric heat transfer coefficient 
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The convective heat transfer performance in porous media is also presented 

in non-dimensional parameters in the forms of Nusselt number (Nuvdp) and the 

number of transfer units (NTUm). The characteristic length term used to quantify the 

Nusselt number is also of specific interest as it is used as particle diameter or pore 

diameter in granular packed beds and metal foams [9, 11, 16, 47, 48, 122, 199, 200, 

224, 226, 232, 233]. Alternatively, the equivalent strut or fibre diameter, equivalent 

spherical diameter, sample thickness along or perpendicular to the flow, hydraulic 

diameter and square root of permeability were also used to determine the Nusselt 

number [5, 23, 43, 52, 54, 69, 72, 127, 189, 198, 205-212]. 

With an increase in Reynolds number, the Nusselt number increases for all 

types of porous media [5, 16, 47, 48, 54, 69, 122, 127, 199, 210, 212, 226, 234]. 

Although there is no significant effect of pore density on Nuvdp reported, the 

proportional increase of Nusselt number with pore density has been observed [127, 

234] as shown in Figure 2-14. Moreover, the substantial heat transfer augmentation 

in terms of Nusselt number has been also observed with low permeability mediums 

and lower porosities [72, 210, 212], whereas in such cases the higher permeable 

foams were found to provide higher Nuvdp [69].  

 

Figure 2-14 Nusselt number against Reynolds number for different of metal foams 
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The porosity and pore size impact on Nuvdp was also observed [47, 48, 122, 

130, 199, 207, 224], as was the material type, which was predominantly determined 

by the change in thermal conductivity [199]. The sample thickness has been also been 

found to effect the Nuvdp, as when the thickness increased, the Nuvdp also increased 

[12, 208, 217]. 

 The decrease in porosity and pore size and the increase in thickness result in 

an increase of the solid-fluid surface interface area and an increase in pore velocity. 

These combined effects are the most likely the cause for the thermal performance to 

increase in terms of Nuvdp.  

There is a demand for improvements in convective heat transfer in micro-

electronic cooling systems due to the sudden increase in heat generation in 

integrated circuits, which is expected to increase in the future [14, 148, 235]. To meet 

this challenge, the design of more efficient cooling sinks for these applications is 

essential by using metal foams in order to augment heat transfer [14, 43, 148, 217]. 

Previous investigations have shown that aluminium metallic foams cooling sinks are 

more efficient compared with commercial ones [30, 69, 212, 214-217]. Another 

possible solution is the utilisation of cellular materials in boiling heat transfer 

applications to improve the thermal performance by absorbing more dissipated heat 

[14, 207, 236]. In the subject of extended heat transfer surfaces, metal foams have 

been investigated and found to be more efficient compared with different 

commercial kinds of heat exchangers and empty channels [12, 31, 131, 237, 238]. 

In thermal energy devices and chemical reactor applications, the most 

commonly used forms of porous structures are packed bed of spheres and mesh wire 

screens [8, 15, 21-24, 28, 190, 193, 196, 232, 239-241]. Alternatively, metal foams 

have the potential to provide a more competitive class of materials in these 

applications and provide better thermal performance due to their structural features 

[8, 15, 28, 197]. The packing arrangement of the particles and the material type were 

also found to have a measurable impact on pressure drop and thermal performance 
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of thermal regenerators [16, 242]. Although, in most of the single blow models, the 

holder effect has been excluded, as it has been found to decrease the effectiveness 

of thermal regeneration by 18% [196]. 

The most commonly used non-dimensional parameter in thermal storage 

devices and heat exchangers to assess the thermal performance is the NTUm. The 

NTUm value decreased with an increase of Reynolds number, pore size and porosity 

[8, 21, 22, 24, 28, 190, 193-197]. This is attributed to an increase the of solid-fluid 

interface area attributed to the decrease in porosity and pore size. This also increases 

the interstitial velocity which is the most likely cause for enhancement of heat 

transfer in terms of turbulence and dispersion. With increasing flow rate or Reynolds 

number, the total energy content in the flowing fluid increases and a certain amount 

of this energy can be transferred based on the interface surface area. This explains 

why the increase in flow rate causes a decrease of the NTUm.  

The theoretical analysis of heat exchange between the flowing fluid and the 

fibres surfaces at pore scales based on a well-known representative unit cell has been 

carried out [53]. Using analytical approaches, the internal structure of the foam was 

simplified as cylinders and rods in a periodic array [243] and a cubic periodic 

arrangement [223]. The cylindrical ligaments with cubic nodes of tetradecahedron 

shape was demonstrated first by Lord Kelvin [244] is commonly used [11, 35, 164, 

202].  

The alternative approach used to define the geometrical structure of the 

foams uses a 3D Computed Tomography Scan (3D CT-scan) which defines the real 

internal structure of the foam [32, 52, 53, 72, 155]. The good agreement for 

predicting the convective heat transfer coefficient based on real structure simulation 

has been reported compared to those based on a representative cell shape [53]. 

These approaches need a supportive experimental bank of data over a different 

range of porosities to provide for validation. 
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As evident from this review, there is an inconsistency in the literature as there 

is no generalized characteristic length used to describe the non-dimensional 

parameters such as Reynolds and Nusselt numbers. The variety of sample thickness 

might influence the thermal results [122, 203]. It is also the case that the comparison 

is made sometimes between completely two different microstructures as a result of 

different manufacturing techniques [203]. The results from different experimental 

techniques (steady state and transient) is also a possible source of contradiction in 

results as mentioned by Fuller et al. [47]. 

In the topic of convective heat transport phenomena most of the published 

literature has focused on high porosity materials. Generally, the convective heat 

transfer coefficient has been found to increase with a decrease of porosity. The only 

work to achieve the optimum porosity was conducted by Zhang et al. [58], in sintered 

copper sponges by single phase flow of water. The numerical and analytical 

approaches based on the representative unit cell in some cases contradicted the 

experimental results due to ligament geometry [53] and the inclination of cell and 

strut tapering [52, 245]. The simulation based on CT-Scan generation of the real 

internal structure has been shown to be more efficient than numerical modelling 

based on a representative unit cell compared with measurement results [52, 53]. This 

technique still needs reliable experimental results for validation at relative low 

porosity with different working fluids. 

This project aims to study the convective heat transfer through relative low porosity 

metal foams with different pore diameters. The current metal foams can be assumed 

to be a different class of cellular porous materials according to the relevant 

manufacturing technique. This study also aims to explore the potential to use these 

materials as thermal regenerators in terms of NTUm and hv and extended heat 

transfer surfaces in terms of Nuvdp and h. The transient method (single blow 

technique) was adopted to measure the thermal characteristics. 
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Chapter 3 

3. Experimental methods and processing techniques 

3.1 Steady state pressure drop measurements  

 Transport phenomena in porous materials has been a topic of interest in a 

number of research studies. The porous matrix structure is complex and is composed 

of random fibres and struts that form tortuous passages [32, 64, 187]. The fluid 

undergoes continuous changes in direction and throttling through the cell windows 

resulting in high pressure drops [77, 104].  As the result of the complexity of the 

matrix, the exact solutions of the transport equations are difficult to obtain. There 

have been various attempts to model the transport phenomena in porous materials 

[17, 18, 111, 117, 146, 147]. However, no model can be generalised and a wide range 

of predicted pressure drops have been reported as a result of differences in strut 

shape [18, 111, 146]. Therefore, the experimental study of the pressure drop remains 

an effective method of understanding flow in porous media [39, 104].    

3.1.1 Pressure drop analysis and hydrodynamics parameters determination 

Understanding the pressure drop induced by the metal sponges during fluid flow 

applications is importance for the design and measurement of hydraulic parameters 

[39]. These parameters are permeability, inertia coefficient and drag coefficient. The 

porous materials are characterized by permeability (K), friction factor (f) and form 

coefficient (CE). These above parameters are defined by (Darcy and Forchheimer–

extended Darcy) equations [18, 19, 39, 78, 80, 117, 121, 246].  
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The most commonly used methodology that has been adopted to determine these 

parameters is the use of a curve fitting technique of the pressure drop and flow 

measurement data [39, 67, 90]. The pressure gradient in the Darcy and Forchheimer 

equations is reduced by the frontal fluid velocity in order to identify the flow regime. 
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∆𝑃

∆𝑋

1

𝑉
= 𝑎    3.3 

                                                
∆𝑃

∆𝑋

1

𝑉
= 𝑎 + 𝑏𝑉    3.4 

The inertia coefficient accounts for the contribution of the inertial forces into 

the hydraulic resistance and strongly depends on the internal cell curvature [82] and 

roughness of the pore surface [97, 247]. The Forchheimer or extended Darcy 

equation (Equation 3.2) is widely adopted to describe the pressure gradient in metal 

foams at higher flow rates [18, 39], where a and b are determined and used to 

calculate the porous media properties [18, 19, 39, 66-68, 78, 91, 93, 96, 107, 117, 

139, 143, 248].  

In order to find the constants a and b in Equation 3.4, the least squares method was 

applied to the pressure and velocity measurement data. There have been two 

methods to estimate a and b; using regression analysis of Equation 2.5 or Equation 

3.4 [18]. Antohe et al. [96] found that the final results of permeability and inertia 

coefficient estimated by the parabolic fit had a higher error compared with a linear 

fit. However, Bhattacharya et al. [18] examined the two methods and found the 

difference in the values of K and f can be neglected. The linear fit is more widely 

accepted and is more convenient to use [18, 19, 39, 66-68, 78, 91, 93, 96, 107, 117, 

139, 143] 

𝑘 =
𝜇

𝑎
    ,   𝑓 =

𝑏 √𝐾

𝜌
       ,  𝐶𝐸 =

𝑏

𝜌
    3.5 

The fitting coefficients a and b of pressure and flow experimental data are used to 

find the porous materials characteristics [39, 67, 90]. The permeability was 

determined in the Darcy regime (Equation 3.3) and the inertia and form coefficients 

at Forchheimer regime (Equation 3.4). 

3.1.2 Friction factor  

The friction factor predicts the energy dissipation due to friction loss at any 

flow rate and can be used to estimate the required pumping power for an 

application. It has been used to describe the pressure loss across several types of 
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permeable medium [142] and has been presented in a number of recent studies [39, 

84, 87, 91-93, 104, 106].   

The square root of permeability is generally accepted as the characteristic 

length for the Reynolds number and friction factor [19, 39, 41, 78, 90, 92-97, 127]. In 

this case the friction factor (fk) is expressed as 

 

                                           𝑓𝑘 =
(

𝑑𝑝
𝑑𝑥⁄ )√𝐾

𝜌𝑉2    3.6 

In Darcy’s regime this simplifies to  (Equations 2.1 and 3.6) 

                                           𝑓𝑘 =
1

𝑅𝑒𝑘
   3.7 

Within the Forchheimer regime the friction factor can be found using the Reynolds 

number and a constant (F) [19, 92, 115, 127, 249]  

                                     𝑓𝑘 =
1

𝑅𝑒𝑘
+ 𝐹   3.8 

 Dybbs and Edwards [106] calculated the friction factor for packed beds of 

spheres and they found 𝑓𝑘 behaved according to the following relation 

                                           𝑓𝑘 =
𝐶1

𝑅𝑒𝐾
+  𝐶2   3.9 

Where the constants C1 and C2 depend on the structure of the porous media 

and are adjustable, these are the same as used in the Ergun correlation. Equation 3.9 

has been recommended for application to porous media as opposed to Equation 3.8 

[104].  

3.1.3 Pressure drop experimental setup 

Shown in Figure 3-1 is a schematic of the experimental setup for the 

measurement of pressure drop at low flow rates.  It consisted of an open circuit wind 

tunnel of cylindrical cross section, made using 2 inch ABS plastic pipe and fittings. The 

measured internal diameter was 52.9 mm. In order to ensure the fluid flow was fully 

developed before entering the test section, the pipe length was 138 diameters in 

length. This length should be greater than the entrance length which was determined 

using Le/D =0.06 Re [250]. The test section was approximately 60 mm long and built 
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made using ABS plastic pipe with same diameter of the main pipe as shown in Figure 

3-1(b). 

The air was provided by the laboratory’s compressed air supply which was 

passed through a tank to damp any fluctuations. A needle valve was also used to 

precisely control the flow rate. Flow rates and pressure drop measurements across 

the samples were taken with the flow at steady state conditions. To check for 

leakage, the test stand was closed from both sides and pressurised to 3.0 bar for 24 

hours. 

 
Figure 3-1 (a) Layout of the experimental apparatus for the low flow hydraulic measurements; (b) 

Schematic of test section with tested and reference samples 

 At low flow rates (creeping flow), the pressure drop across the metal foams 

was small. To improve the accuracy of the pressure measurements a reference 

sample was used to increase the pressure drop in conjunction with the test sample 

as recommended by Dukhan et al. [104]. The reference sample was an extended 

thickness aluminium foam with small porosity and pore size. Three pressure taps 

were provided before and after the samples and were connected to pressure 

measuring instruments as shown in Figure 3-2. The pressure drop was measured by 

inclined liquid and digital manometers. 
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Figure 3-2 Test section with pressure taps  

The pressure drop across the sample was found by using the difference of two 

measurements. The pressure loss across the both samples was measured using a 

digital manometer (Furness Controls Limited FC016 with accuracy of ± 1% of reading). 

The pressure drop across the reference sample was measured by an inclined liquid 

manometer. To prevent air bypassing between the sample and holder wall, layers of 

PTFE tape were used as a seal. The flow rate was measured by a Roxspur air mass 

flowmeter (FFLM0035) with the range of 0.5 LPM to 50 LPM with accuracy of (0.8% 

of reading + 0.2% FS). Flow rates above this range were measured with an Omega air 

mass flow meter (FMA-LP1600A) with the range of 2.5 LPM to 500 LPM with accuracy 

of (0.8% of reading + 0.2% FS).  

In order to measure the air properties, a K-type thermocouple was inserted 

before the test section to measure the temperature. The atmospheric pressure and 

temperature were also measured.  

The high flow rate experimental test rig was designed and built to study both 

hydraulic and thermal air flow through porous matrices, such as metal foams, packed 

bed of ball bearings and mesh wire screens [28]. A schematic of the test rig used for 

high flow rates pressure measurements is shown in Figure 3-3. 
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Figure 3-3 Layout of the experimental apparatus used for high flow rate pressure measurements 

To conduct both pressure drop and thermal experiments, the test rig included 

two test sections. Section A was used for conducting pressure drop tests and 

consisted of ABS flanges used to hold the sample.  Two pressure taps were provided 

before and after the sample and were connected to an Omega differential pressure 

transducer DPT-2 (DPGM409DIFF-350HDWU, 0.08% combined linearity). To prevent 

air bypassing between the sample and wall, layers of PTFE tape were used as a seal. 

The air flow rate was measured using an orifice plate connected to a differential 

pressure transducer, DTP-1 (Furness Controls –Model 332- 4W). This orifice plate was 

designed according to ISO Standards [251, 252]. The positions of the pressure taps 

were located according to the standards in BS EN ISO 5167-1 [252]. The orifice plate 

and differential pressure transmitter were calibrated against a flow meter (Cussons 

Technology P7250) [28]. The discharge coefficient of the orifice plate was found to 

equal 0.632 with maximum deviation of 0.5% [28]. The flow was passed through a 

pipe of 30 D length to ensure it was fully developed turbulent flow prior to the orifice 

plate. This length was determined using Le/D = 4.4 Re1/6 [250]. The air flow was drawn 

into the rig by two centrifugal fans. An 8 amp variable transformer was used to 

control the input current to the fans and control the air flow rate.  

To determine the mass flow rate, the atmospheric air density was required; it 

was found by measurements of ambient temperature (mercury thermometer) for 

pressure measurements and by a thermocouple inserted before the orifice plate. The 

pressure loss through the samples was measured at 15 different flow rates, over the 

range of velocities from approximately ≈1.3 m/s to 7 m/s (170 LPM to 920 LPM).  
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The pressure losses across the samples were measured at a range of flow rates 

from 0.5 LPM to 500 LPM at steady state conditions. The measurements were 

repeated three times at each flow rate. Sixty-eight aluminium foams, three mesh 

wire screens and two packed beds of steel balls were tested. 

3.2 Porous materials effective thermal conductivity measurements 

There are two techniques widely used to measure the ETC in porous 

materials; steady state and transient. The transient method was first demonstrated 

by Gustafsson et al. [253] in 1979 for ETC measurements of insulating materials. 

There are a number of different transient techniques available to measure the ETC 

of metal sponges. For example; the Flash technique [167] and Transient Plane Source 

technique (TPS) [34, 174, 176, 177]. The most common type of transient 

measurement is the Transient Plane Source technique (TPS) [34, 71, 174, 176, 177] , 

where a single element acts as both temperature sensor and heat source. It has been 

widely used to measure the ETC of porous materials [34, 71, 174]. The TPS element 

is positioned between two samples with similar characteristics and measures the 

instantaneous temperature gradient with time [34, 176, 177]. The main advantages 

of this approach are that the tests are quick and easy, and it is possible to measure a 

wide range of thermal conductivities [34, 36]. The analysis can be complex and 

quantification of uncertainty is difficult [36]. Special care of the thermal contact 

resistance in terms of surface roughness and contact pressure is required [34].   

In contrast, there are a number of steady state methods which are widely used to 

measure the thermal conductivity [36]. The basic principle of a steady state method 

is to measure the temperature gradient along a sample length under thermal 

equilibrium conditions. One-dimensional conductive heat transfer can be applied 

perpendicularly to the tested sample surface. The most common steady state 

methods are the comparative-longitudinal and reference techniques [158, 178], 

guarded hot-plate method [159] and panel test technique[18, 36, 70]. At steady 

state, the rate of heat transfer is obtained by measuring the temperature difference 

across a known reference material [158, 178] or using the dissipated heat from a hot 
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water bath or dissipated from an electric heater[18, 19]. The main advantages of this 

method are the simplicity of the evaluation technique, good precision and accuracy 

and the opportunity to conduct unidirectional measurements [36]. While the main 

disadvantages are the long times required to achieve steady state conditions, 

complicated instrumental procedures and the potential difficulties due to thermal 

contact, which can be especially challenging for a porous matrix [36]. In the current 

study, the comparative-longitudinal steady state technique [158] was adopted to 

measure the ETC for the sixty nine replicated aluminium sponges. It was chosen as it 

is simple to evaluate and quantify the ETC and offers good accuracy.  

3.2.1 ETC Experimental Apparatus  

Figure 3-4 shows a schematic of the test apparatus used to measure the effective 

thermal conductivity. The apparatus was constructed around two cylindrical 

aluminium blocks located above and below the sample. The other key parts are a 

cooling source (bath of water), an electric heater and insulation.  

 Heat flux up to 100 W was supplied by the electric heater.  The temperature 

at the upper surface of the upper aluminium block was kept constant by adjusting 

the heating controller. The electric heater coil (OMEGALUX FGR-30/240) was 

wrapped around an aluminium block with a diameter of 60mm which acted as a 

source of distributed heat flux. This was in contact with the upper aluminium block 

that sandwiched the sample. Insulation (rock wool) covered the electric coil (Figure 

3-5) and both the heater and upper heat flux meter were connected as shown in 

Figure 3-5. To reduce the heat loss from the top of the heater, a ceramic insulation 

board and rock wool insulation were used. 
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Figure 3-4 Schematic diagram of a comparative steady state technique used for effective thermal 
conductivity measurements 

The temperature at the upper surface of the upper aluminium block was 

measured using three thermocouples. The controller (WEST-6100) was connected to 

240V AC and reduced the output voltage to the heater based on the adjusted 

temperature. 

 
Figure 3-5 Electric heater and upper heat flux meter connection 



 
 

50 
 

To remove heat from the rig, a bath of cold flowing water was placed at the 

bottom of the rig in direct contact with the lower aluminium block. The cooling water 

was circulated through a chiller and had an adjustable temperature. 

Polyisocyanurate rigid foam insulation (thermal conductivity of 0.022 W/m.K) 

surrounded the rig.   

 The thickness of both aluminium blocks was 50 mm and their diameter was 

equal to the average diameter of the tested samples (50.1 mm). Each sample was 

positioned between the heated and cooled aluminium blocks, whose surfaces were 

polished to improve thermal contact. Thermal grease was also used to minimise 

contact resistance. The temperatures were recorded at all contact surfaces by twelve 

K-type thermocouples (diameter 1.5mm). To determine radial distribution of 

temperature along the contact faces, three groves were drilled at three different 

radial locations to retain the thermocouples as shown in Figure 3-6. They were 

distributed as follows; one at the centre (R=0.0 mm), the second at R=7.5 mm and 

the third at R=19.5 mm, where R is the radius of the block.  

                       

Figure 3-6 Thermocouples places on contact faces 

The rig was supported by two aluminium plates located at the top and 

bottom, bolted together to achieve good contact between all surfaces as shown in 

Figure 3-7. The assembly could accommodate the slightly different thicknesses of the 

samples.  
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Figure 3-7 The bolted bars and lower support plate 

Two USB TC-08 Thermocouple Data Loggers were used to record the 

temperatures at one second intervals. Three temperatures at different radial 

placements were recorded at each contact surface. During these experiments, the 

heater was set to provide a temperature of 50◦C and the chiller was adjusted to 

provide circulating water at 5◦C. This ensured all samples were measured at similar 

temperatures. The temperature at the outer surface of the insulation (To) was 

recorded at three vertical axial locations on the rig, as shown in Figure 3-4, to find 

the heat loss to the environment.  

 The thermocouples were calibrated against a mercury thermometer using the 

water boiling point and ice melting points, which were taken as reference points. It 

was found the maximum deviation did not exceed ±0.2◦C. The test arrangement was 

calibrated by measuring the thermal conductivities of solid aluminium, brass and 

steel. The results were ≤ 5% deviation of published values [254]. More details of the 

calibration technique can be found in Appendix-2. Two values of ETC were found by 

rotating the contact faces of each sample and their average value was calculated and 

reported.  

The direction of the heat flow (upwards or downwards) was found to have an 

impact on the contribution of natural convection in thermal conductivity [158]. In 

this work, four large pore size samples with different porosities were tested in order 

to understand the possible contribution of natural convection. The purpose was to 
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measure the effect of porosity on natural convection phenomena due to air 

movements inside the foam cells. This was achieved by changing the source location 

of heat from above the sample to below it, and maintaining the average source 

temperature of 50◦C at both locations. This configuration should encourage air 

movement due to buoyancy forces. In this case, the measured heat transfer 

comprises conduction through both the solid and fluid phases and natural convection 

surface to upper on is the summation of conduction through the solid phase and the 

convection by the air movement. 

3.2.2 Effective thermal conductivity determination 

In this work, the effective thermal conductivity was found by a steady state 

comparative technique.  During the experimental measurements, the rig was allowed 

to reach thermal equilibrium conditions, this took around 20 minutes. Shown in 

Figure 3-8 is the temperature history of an experiment. For the calculations, the 

average temperatures over 25 minutes in the steady state period were used. In this 

work, the majority of the samples were tested in the up to down configuration to 

minimise natural convection. 

 
Figure 3-8 Experimental recorded temperature 
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The heat loss to the surroundings was calculated based on the outer diameter 

of the insulation (Do =300mm) and the diameter of the block (Di =50.1mm). The 

maximum recorded temperature at the outer insulation surface was 22.7 ̊ C and the 

maximum temperature at the surface of the block was at level 1 and equaled 50.8 ̊ 

C.  In this case, the heat loss was 0.3 Watts. In the same case, the upper fluxmeter 

calculated heat was 44.1 Watts and the lower fluxmeter heat was 43.4 Watts.  

The radial temperature distribution was also examined and the deviation of 

the temperatures along the radial distance at the each level was found with less than 

1 ̊ C, as shown in Figure 3-9. 

 

Figure 3-9 Radial temperature distribution 

The one-dimensional steady state heat transfer method has been widely used 

to measure the effective thermal conductivity of metal foams. The contribution from 

radiation and convection heat transfer is generally neglected [18, 19, 70, 158, 164]. 

The contribution of radiant heat transfer between the contact faces and between the 

adjacent solid phase layers inside the samples has been found less than 1% and 0.5% 

respectively for other experiments on porous metals [181, 255]. Consequently, as 

there is no radial heat exchange due to high thermal diffusivity of the aluminium and 
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neglecting the radiant and convective heat transfer, Fourier’s Law can be applied 

along the aluminium blocks as shown in Figure 3-10. 

 
Figure 3-10 Heat transfer across the aluminium blocks 

The one dimensional heat transfer method was applied in the upper and 

lower aluminium blocks and the porous metal sample at the thermal equilibrium 

(steady state) conditions. The average of the heat transfer rates in the upper and 

lower aluminium blocks was used to obtain the ETC of the porous material sample. 

Assuming no radial conduction, radiation or convection heat transfer, the heat flux is 

a function of the sample thickness only. The heat balance equations through the 

upper and lower blocks are: 

 

                𝑄𝐼 = −𝐴. 𝐾𝑠𝑜𝑙
𝜕𝑇

𝜕𝑋
= 𝐴. 𝐾𝑠𝑜𝑙

(𝑇𝐴𝑣1−𝑇𝐴𝑣2)

𝐿1
                     3.10 

                𝑄𝐼𝐼 = −𝐴. 𝐾𝑠𝑜𝑙
𝜕𝑇

𝜕𝑋
= 𝐴. 𝐾𝑠𝑜𝑙

(𝑇𝐴𝑣3−𝑇𝐴𝑣4)

𝐿2
                     3.11 

  

The heat loss (Qloss) to surroundings through the insulation material was calculated 

by applying the thermal energy exchange equation; the inner side temperature of 

the insulation (Ti) was expressed by the average of outer temperatures at all levels, 

the heat loss was found to be small compared with heat flux through the both 

fluxmeters. Consequently, the heat loss can be described as 
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                                            𝑄𝐿𝑜𝑠𝑠 =
2𝜋𝐿𝑠𝐾𝑖𝑛(𝑇𝑖−𝑇𝑜)

ln (
𝐷𝑜

𝐷⁄ )
      3.12 

Where: 

A= sample and aluminium block cross sectional area, m2 

𝐾𝑠𝑜𝑙= aluminium block material thermal conductivity, W/m.K 

𝐾𝑖𝑛= insulation material thermal conductivity, W/m.K 

L1, L2 and Ls are the lengths of the upper block, lower block and sample thickness 

respectively.  

The amount of heat flow across the sample (Qs) was calculated as the average of heat 

transfer through the both aluminium blocks modified by extracting the amount of 

heat loss to the environments 

                                               𝑄𝑠 =
𝑄𝐼+𝑄𝐼𝐼

2
−  𝑄𝐿𝑜𝑠𝑠        3.13 

 Figure 3-11 is a schematic to show the heat transfer across the sample at steady 

state conditions.  

 
Figure 3-11 Heat transfer across the tested sample 

Therefore, the effective thermal conductivity of the examined foams can be found 

by the thermal energy balance equation as 

                                      𝐾𝑒𝑓𝑓 = 𝑄𝑠. 𝐿𝑠/𝐴(𝑇𝐴𝑣2 − 𝑇𝐴𝑣3)  3.14 
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3.3 Convective heat transfer in porous media 

3.3.1 Introduction 

Heat transfer in porous media is a complex phenomenon due to its 

complicated microstructure. The estimation of the interstitial heat transfer 

coefficient in metal foams is a challenge due to non-repeatability of its morphology. 

The steady state and transient methods are commonly used to estimate the thermal 

performance of heat exchangers and enhanced heat transfer surfaces such as in 

packed beds, mesh wire screens and metal foams [256, 257]. The empirical 

correlations and approaches adopted in literature are limited to certain porosities 

and are defined for specific structures. Therefore, the experimental methodology is 

still the most effective method to study the thermal characteristics of metal sponges.  

Convective heat transfer has mainly been studied in high porosity metal foams. 

Literature on convective heat transfer in low porosity metal sponges is sparse. It has 

been noted however, that convective heat transfer increased with a decrease in 

porosity [57, 58, 64]. The maximum convective heat transfer has been found to occur 

at a porosity of 62% (the fluid was water) [58].  

The purpose of this work was to study heat transfer in low porosity aluminium 

sponges with different pore diameters. The working fluid was air. It was also aimed 

at studying these cellular materials as alternative matrix for thermal regenerators in 

comparison to packed beds of spherical balls and mesh wire screens. Both convective 

heat transfer coefficients and NTUm were calculated.   

3.3.2 Convective heat transfer characteristics measurements 

The determination of heat transfer parameters such as the convective heat 

transfer coefficient and NTUm in metal foams is a challenge as a result of its complex 

structure [18, 20]. There are significant difficulties in measuring temperatures and 

velocities inside the pores of the matrix. Consequently, the average value of the 

convective heat transfer coefficient is usually measured to assess the thermal 

performance of a porous matrix [11, 194, 218]. 
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 There are two main techniques to measure the convective heat transfer 

coefficient; the steady state and transient techniques. In open literature, both 

techniques have been used to measure the thermal parameters of heat exchangers 

and enhanced heat transfer surfaces in configurations such as granular packed beds, 

mesh wire screens, and metal foams [23, 47, 122, 193, 194, 199, 200, 256-258]. In 

this study, the transient method (single blow technique) was used and the working 

fluid was air.   

3.3.2.1 Steady State Technique 

For this technique, a continuous heat flux is supplied to the substrate surface 

using hot flowing fluid or an electrical power supply (Qc) [47, 256]. The convective 

heat transfer coefficient is determined by applying the Newton’s law of cooling at 

the steady state (thermal equilibrium) conditions. The difference between the 

average fluid and average substrate surface temperatures is used for determination 

of the convective heat transfer coefficient [47, 69, 202, 204, 256, 259]. There is a 

transverse temperature gradient through the cellular matrix with the result that the 

temperature on the outer surface is higher than that in the centre of the medium. 

For this reason, the heat transfer coefficient measured by this method will be 

underestimated [47].  

 By measuring fluid mass flow rate (𝑚̇𝑓), outlet and inlet fluid temperatures 

(𝑇𝑓0, 𝑇𝑓𝑖) and average wall temperature (𝑇𝑤), the convective heat transfer coefficient 

can be calculated [43, 59]  

ℎ =
𝑄𝑐

𝐴𝐻𝑚(𝑇𝑤 − 𝑇𝑓𝑏)
=  

𝑚̇𝑓𝐶𝑝𝑓(𝑇𝑓0 − 𝑇𝑓𝑖)

𝐴𝐻𝑚(𝑇𝑤 − 𝑇𝑓𝑏)
 3.15 

This method is relatively expensive and time consuming compared with the 

transient method [209, 260]. However, the convective heat transfer coefficient is 

easily calculated and the heat transfer model is not required as is the case for the 

transient method [209]. Some inconsistency in the results due to the Biot number 

effect has been reported and there may also be issues due to neglecting thermal 

dispersion [202, 203].  
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3.3.2.2 Transient Technique 

The use of the transient technique to measure the average convective heat 

transfer coefficient has been common for many years. Here, a fluid is blown through 

the porous matrix to remove or add heat and the outlet fluid temperature is recorded 

and matched with a predicted one. This technique is widely employed to measure 

the average heat transfer characteristics for heat exchangers and complex heat 

transfer surfaces such as packed beds of porous media [5, 16, 21-24, 48, 191, 194, 

196, 226, 260-263]. The transient method is simpler, quicker and cheaper than the 

steady state technique [24, 191, 209]. It has a variety of names such as “starting stage 

operation” by Anzelius in 1926, “single blow” by Nusselt in 1927 and “transient test 

technique” by Schumann in 1929 [260].  

 There are two transient methods, the single blow and the periodic technique 

which differ with the variation of inlet fluid temperature with time [256, 264]. In the 

single blow method, the matrix is subjected to a step change in temperature whilst a 

sinusoidal variation is used in the periodic technique [23, 191, 256, 264]. The periodic 

method was initially used for a limited range of NTUm between 0.4 and 4.8 but has 

subsequently been developed for a wide range of NTUm from 0.2 to 50 [264]. The 

periodic method requires a more complex test apparatus.   

In the single blow technique a step change in temperature is desired but this 

can be difficult to achieve as inlet fluid temperature variations have an impact on the 

measured NTUm value. A step change was used in the first model proposed by 

Schmann et al. [265]. It was also used by Pucci et al. [260] and Howard et al. [266].  

An exponential function has also been adopted by Liang et al. [256] and Halkarni et 

al. [5]. Sim et al. [209] used cubic spline polynomial to describe the inlet fluid 

temperature.   

The transient technique consists of three main items: an experimental 

apparatus, a mathematical model which predicts recorded fluid temperature (and in 

which the heat transfer coefficient is varied) and an evaluation scheme which 

compares the measured and predicted outlet fluid temperatures [256, 262]. The 
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most common schemes of the evaluation are direct curve matching, maximum 

gradient and initial rise [24, 262, 267].  

3.3.3 Single Blow Technique Models and Assumptions  

 One of the important elements affecting the single blow method is the 

mathematical model. The accuracy of evaluation in the single blow method depends 

on the assumptions used in the model [5, 209, 262]. These assumptions can be a 

source of the error if the model cannot validate and describe completely the actual 

experiment [209, 262]. The thermal energy capacity (𝑚̇𝑓𝐶𝑓) plays an important role 

in the heat transfer process and as a result, the single blow model can be classified 

in two main categories; infinite and finite thermal capacity models [268]. Infinite 

thermal capacity may occur when the energy change of the passing fluid is latent 

(phase change) at constant temperature, or the fluid is liquid with high heat capacity 

leading to a small temperature difference [268]. The thermal conductivity and 

thermal resistance of the solid may also be important, therefore, the infinite 

approach is further categorised in two types as shown in Table 3-1. 

Table 3-1 Classification of infinite fluid capacity models 

Infinite fluid heat capacity [268] 

Infinite thermal conductivity (Neglected 
temperature gradient of solid phase 

material) 

Infinite thermal conductivity (Included 
temperature gradient of solid phase 

material) 

Assumptions 
-Infinite thermal fluid capacity. 

- -The thermal resistance by the convective 
-   film at solid-fluid interface is the major to  
-   the heat transfer. 

-Uniform solid phase temperature.  
 

Assumptions 
- Infinite thermal fluid capacity. 

- -   Thermal resistance by the convective      
-      film in  the same order of that by the  
-      storage material. 

- Temperature gradient of solid material 
is significant.  

The finite heat capacity model is used when the fluid is a gas, as the thermal 

capacity of the gas is small compared with that of the solid [260, 268]. This model is 

again sub-classified into two approaches based on the thermal resistance in the solid-

fluid interface, which are detailed in Table 3-2. 
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Table 3-2 Classification of finite fluid heat capacity models 

Finite Fluid Thermal Capacity [268] 

Neglected thermal resistance model  Simplified model (Schmann-Hausen model) 

Assumptions 
- Finite thermal fluid capacity 
- Finite thermal conductivity of the bed  
      Material 
- Convective heat transfer coefficient is  
      very large  
- The thermal resistance by the  
       convective film at solid-fluid interface  
       is neglected 
- The solid and fluid temperature  
      difference equal zero 
- Uniform initial temperature 
  
 

Assumptions 
- Finite thermal fluid capacity 
- Infinite thermal conductivity of the bed  
      material in the transverse direction 
- Zero thermal conductivity of the bed  
      material in flow direction 
- Housing wall is adiabatic. 
- Uniform initial bed temperature. 
- Uniform convective heat transfer 
      coefficient. 
-  The function of inlet temperature is step  
      Change. 
 

3.3.4 Single blow technique model development 

    The single blow method was first proposed by Schumann [265] in 1929. He 

solved the governing energy equations analytically assuming a step change in the 

inlet fluid temperature. He presented analytical derived breakthrough temperature 

curves against the non-dimensional time for different NTUm values. There was a 

single outlet fluid temperature curve for each value of NTUm. In 1932, Furnas [269] 

built an experimental rig based on the assumptions of Schumann’s model. He was 

able to measure the average convective heat transfer coefficient by directly matching 

the experimental outlet fluid temperature history with Schumann’s curve. In 1957, 

Creswick [270] first considered that axial conduction through the solid material may 

have a measurable impact on the predicted heat transfer parameters and solved the 

governing equations using the numerical technique. This work was extended by 

Howard [266], who used the finite difference method to solve the differential 

equations and found that the axial thermal conduction could not be ignored. Loehrke 

[262] found that ignoring longitudinal conduction within the solid can result in the 

underestimation of the NTUm value by a factor of 2 and the error increased with the 

increasing NTUm. It is now generally accepted that longitudinal thermal conduction 

cannot be ignored for NTUm  ≥ 3 [271] and it is of significance when NTUm > 2 [260].  
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It is generally assumed that the sample is perfectly insulated from its holder. 

In this case, the thermal exchange between the fluid and the holder are neglected. 

Chen et al. [190] included heat losses through the wall and found the NTUm  value 

was underestimated by greater than 10 % if this was ignored. The effect of the Joule-

Thomson coefficient may also be of significance, which can occur at high gas flow 

rates. Chen et al. [193] studied the effect of the Joule-Thomson coefficient for packed 

beds of 200 mesh wire screen layers and showed that the temperature decreased by 

3% when the pressure drop was 0.2 MPa.    

3.3.5 Governing equations of single blow technique model  

3.3.5.1 Energy balance equations  

The thermal exchange between the fluid and the solid is complicated. The 

temperature distribution of the fluid is difficult to predict due to the complexity of 

the solid structure [115, 187, 210]. Therefore, most investigations have relied on 

experimental work to characterise the thermal parameters of the porous medium. 

The solid and the fluid are initially assumed to be at uniform temperature then the 

air flow temperature is changed. Shown in Figure 3-12 is an element of the porous 

matrix within which the heat fluxes occur. These are obtained by applying the local 

volume average technique and LTNE [199, 203, 218] on the element. The 

assumptions employed to simplify the mathematical model are:  

 Finite fluid thermal capacity. 

 The one-dimensional longitudinal conductive heat transfer is considered.  

 The solid, wall and fluid temperatures vary along the flow direction.  

 The thermal diffusivity of the solid is high, there is no heat exchange 

perpendicular to the flow direction.  

 The properties of the fluid are temperature independent. 

 Incompressible and steady fluid flow. 

 The porous medium is homogeneous (uniform porosity) and isotropic. 

 Uniform inlet air velocity and temperature. 
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 Non-adiabatic holder walls. 

 The Joule-Thomson effect is neglected due to low pressure drop across the 

samples. 

 

Figure 3-12 Control element of the complex 

The air flows at high temperatures through the matrix, hence heat is 

transferred to the matrix and the wall simultaneously at all positions along the flow 

direction as shown in Figure 3-13. Starting with the first law of thermodynamics, the 

energy content of the entering fluid equals the energy transferred to the wall and 

matrix materials and the energy in the leaving air.  

 

Figure 3-13 Energy balance in control volume element of flowing air 

 [Content energy in entering air] = [energy transfers to porous matrix] + 

[energy transfers to holder wall] + [the content energy in the leaving air]  

𝑚̇𝑓𝐶𝑓𝑇𝑓
∗|𝑥 = ℎ𝑏(𝑇𝑓

∗ − 𝑇𝑚
∗ )𝑑𝑥 + ℎ𝑤𝑧(𝑇𝑓

∗ − 𝑇𝑤
∗ )𝑑𝑥 + 𝑚̇𝑓𝐶𝑓𝑇𝑓

∗|𝑥+𝑑𝑥 3.16 

The heat transfer area of the control volume to the matrix material is 𝑏𝑑𝑥 and 

to the housing wall is 𝑧𝑑𝑥.   
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As,  𝑇𝑓
∗|𝑥+𝑑𝑥 = 𝑇𝑓

∗|𝑥 +
𝜕𝑇𝑓

∗

𝜕𝑥
𝑑𝑥 . This can be substituted into equation 3.12 and 

after rearrangement  

ℎ𝑏(𝑇𝑓
∗ − 𝑇𝑚

∗ )𝑑𝑥 + ℎ𝑤𝑧(𝑇𝑓
∗ − 𝑇𝑤

∗ )𝑑𝑥 + 𝑚̇𝑓𝐶𝑓

𝜕𝑇𝑓
∗

𝜕𝑥
𝑑𝑥 = 0 3.17 

When the hot air passes through the matrix, the majority of the heat is 

transferred to the porous material rather than the wall due to high heat transfer area. 

Applying the first law to an element of the solid matrix, as shown in Figure 3-14, in 

addition to the energy transferred by convection from the air, there is also energy 

entering by conduction. These equal the thermal conduction from the element and 

the accumulative energy stored in the matrix (𝐶𝑚𝑆𝑚𝑑𝑥). 

 
Figure 3-14 Energy balance in control volume element of solid matrix 

[Entering conductive heat transfers to porous element] + [convective heat 

transfers to porous matrix] = [energy stored in porous material] + [conductive heat 

leaving from the porous element]  

−𝐾𝑒𝑓𝑓𝐴𝑠

𝜕𝑇𝑚
∗

𝜕𝑥
+ ℎ𝑏(𝑇𝑓

∗ − 𝑇𝑚
∗ )𝑑𝑥

= 𝑆𝑚𝐶𝑚

𝜕𝑇𝑚
∗

𝜕𝜏
𝑑𝑥−𝑘𝑒𝑓𝑓𝐴𝑠 (

𝜕𝑇𝑚
∗

𝜕𝑥
+

𝜕2𝑇𝑚
∗

𝜕𝑥2
𝑑𝑥) 

 

3.18 

Noting that the conduction equation can be simplified by 
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−𝑘𝑒𝑓𝑓𝐴𝑠 (
𝜕𝑇𝑚

∗

𝜕𝑥
+

𝜕2𝑇𝑚
∗

𝜕𝑥2
𝑑𝑥) = −𝑘𝑒𝑓𝑓𝐴𝑠

𝜕𝑇𝑚
∗

𝜕𝑥
−𝑘𝑒𝑓𝑓𝐴𝑠

𝜕2𝑇𝑚
∗

𝜕𝑥2
𝑑𝑥,  

then the Equation 3.18 becomes  

  

 

𝑆𝑚𝐶𝑚

𝜕𝑇𝑚
∗

𝜕𝜏
𝑑𝑥 + ℎ𝑤𝑧(𝑇𝑓

∗ − 𝑇𝑚
∗ )𝑑𝑥−𝑘𝑒𝑓𝑓𝐴𝑠

𝜕2𝑇𝑚
∗

𝜕𝑥2
𝑑𝑥 = 0 3.19 

As the warm air flows through the porous matrix, a portion of its energy will 

be transferred to the holder. The energy balance in the control volume of the holder 

is shown in Figure 3-15. The energy transferred from the air plus the conduction 

energy entering to the wall element are equal to the stored energy in the wall 

material plus that lost to conduction in the flow direction. 

 
Figure 3-15 Energy balance in control volume element of holder wall 

[Entering conductive heat transfers to wall element] + [convective heat 

transfers to wall element] = [energy stored in wall material] + [conductive heat 

leaving from the wall element]  

−𝐾𝑤𝐴ℎ𝑤

𝜕𝑇𝑤
∗

𝜕𝑥
+ ℎ𝑤𝑧(𝑇𝑓

∗ − 𝑇𝑤
∗ )𝑑𝑥

= 𝑆𝑤𝐶𝑤

𝜕𝑇𝑤
∗

𝜕𝜏
𝑑𝑥 − 𝑘𝑤𝐴ℎ𝑤 (

𝜕𝑇𝑤
∗

𝜕𝑥
+

𝜕2𝑇𝑤
∗

𝜕𝑥2
𝑑𝑥) 

 

3.20 

 The conduction balance in the conduction heat transfer second term on the left hand 

side can be simplified as 
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−𝑘𝑤𝐴ℎ𝑤 (
𝜕𝑇𝑤

∗

𝜕𝑥
+

𝜕2𝑇𝑤
∗

𝜕𝑥2
𝑑𝑥) = −𝑘𝑤𝐴ℎ𝑤

𝜕𝑇𝑤
∗

𝜕𝑥
− 𝑘𝑤𝐴ℎ𝑤

𝜕2𝑇𝑤
∗

𝜕𝑥2
𝑑𝑥 

 

 

𝑆𝑤𝐶𝑤

𝜕𝑇𝑤
∗

𝜕𝜏
𝑑𝑥 − ℎ𝑤𝑧(𝑇𝑤

∗ − 𝑇𝑓
∗)𝑑𝑥 − 𝑘𝑤𝐴ℎ𝑤

𝜕2𝑇𝑤
∗

𝜕𝑥2
𝑑𝑥 = 0          3.21 

Equations 6.17, 6.19 and 6.21 can be simplified by dividing all terms by 𝑑𝑥 

and are then converted to a non-dimensional form by using the following terms [8, 

190, 191, 193, 194] 

𝑇𝑓 =
𝑇𝑓

∗−𝑇0

𝑇𝑓𝑚𝑎𝑥−𝑇0
       ,  𝑇𝑚 =

𝑇𝑚
∗ −𝑇0

𝑇𝑓𝑚𝑎𝑥−𝑇0
       ,  𝑇𝑤 =

𝑇𝑤
∗ −𝑇0

𝑇𝑓𝑚𝑎𝑥−𝑇0
 ,   𝑋 =

𝑥

𝐿
,   

𝑡 =
𝜏

𝑡∗
  ,     

 

𝑅𝑡𝑐 =
𝑀𝑚𝐶𝑚

𝑀𝑤𝐶𝑤
 ,    𝜆𝑚 =

𝐾𝑒𝑓𝑓𝐴𝑚

𝑚̇𝑓𝐶𝑓𝐿
 ,  𝜆𝑤 =

𝐾𝑤𝐴𝑤

𝑚̇𝑓𝐶𝑓𝐿
,  𝑁𝑇𝑈𝑚 =

ℎ𝐴ℎ

𝑚̇𝑓𝐶𝑓
, 

𝑁𝑇𝑈𝑤 =
ℎ𝑤𝐴ℎ𝑤

𝑚̇𝑓𝐶𝑓
  

 

 

 

 

 

 

3.22 

 

After simplification, the porous matrix heat transfer area is (𝐴ℎ = 𝑏𝐿) and for the 

holder wall is (𝐴𝑤 = 𝑧𝐿).  

 The non-dimensional groups in Equation 3.22 and the fluid total heat capacity 

(𝑚̇𝑓 . 𝐶𝑓) are put in the Equations 3.17, 3.19 and 3.21 and the equations are 

rearranged into their final form  

For fluid: 

𝜕𝑇𝑓

𝜕𝑋
+ 𝑁𝑇𝑈𝑚 (𝑇𝑓 − 𝑇𝑚) + 𝑁𝑇𝑈𝑤(𝑇𝑓 − 𝑇𝑤) = 0 3.23 

For matrix: 

𝜕𝑇𝑚

𝜕𝑡
− 𝜆𝑚

𝜕2𝑇𝑚

𝜕𝑋2
+ 𝑁𝑇𝑈𝑚(𝑇𝑚 − 𝑇𝑓) = 0 3.24 

For side wall: 

𝜕𝑇𝑤

𝜕𝑡
− 𝑅𝑡𝑐 𝜆𝑤  

𝜕2𝑇𝑤

𝜕𝑋2
+ 𝑅𝑡𝑐 𝑁𝑇𝑈𝑤(𝑇𝑤 − 𝑇𝑓) = 0 3.25 
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 In the above single blow model, the side holder is non-adiabatic. 

Consequently, there are three unknown temperatures; the fluid temperature, core 

matrix temperature and holder wall temperature. The above equations have been 

used by a number of researchers to determine the NTUm and convective heat transfer 

coefficient in different classes of porous media, e.g., Chen et al. [22], Hwang et al. 

[122], Geb et al. [23], Barari et al. [8] and later on Ranganayakulu et al.[191], Vijay et 

al. [203], Halkarni et al. [5] and Xia et al. [48]. These equations are resolved 

numerically with the appropriate initial and boundary conditions. 

Initial conditions 

At  𝑡 = 0,   𝑇𝑓(𝑋) = 𝑇𝑚(𝑋) = 𝑇𝑤(𝑋) = 𝑇0 

Boundary conditions 

𝑇𝑓(0, 𝑡) = 1 − 𝑒
(−𝑡

𝛽⁄ )
  

For 𝑡 ≥ 0 

At  𝑋 = 0,   
𝜕𝑇𝑚

𝜕𝑋
=

𝜕𝑇𝑤

𝜕𝑋
= 0   

At  𝑋 = 1,   
𝜕𝑇𝑚

𝜕𝑋
=

𝜕𝑇𝑤

𝜕𝑋
= 0       

The constant, 𝛽, was found using the curve fitting method for each 

experiment. From the NTUm, the wall and volumetric heat transfer coefficients can 

be determined.  

3.3.5.2 Numerical solution  

Numerical methods are utilized to find an approximate solution. This can be 

performed by the discretization of independent variables and replacement of the 

partial derivatives by approximations [272, 273]. Equations 3.24 and 3.25 are second 

order parabolic partial differential equations (PDE) and Equation 3.19 is a first order 

differential equation, and need to be solved by different numerical techniques. In 

this work the fully explicit finite difference scheme was employed and all the partial 
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derivatives were centrally differenced [23, 122]. A FORTRAN code was written to 

solve these equations. Equation 3.23 was discretized in space and solved by using a 

forward explicit difference approximation. Equations 3.24 and 3.25 were discretized 

in space and solved by a centred symmetric difference approximation, and in the 

time domain they were solved by a forward explicit difference approximation. As 

shown in Figure 3-16, the spatial discretization divides the porous prism sample 

matrix and holder wall into equally located nodes. The solution of the equations is 

achieved at increment integral values of non-dimensional time. The numerical 

solution yields the fluid, solid phase and holder wall temperatures as a function of 

time and location.  

 

Figure 3-16 Computational discretization for the explicit form 

The forward finite difference describes the approximation of the first order 

PDE in the spatial discretization and the time as 

𝜕𝑇

𝜕𝑋
=

𝑇𝑖+1
𝑛 − 𝑇𝑖

𝑛

∆𝑋
 3.26 

𝜕𝑇

𝜕𝑡
=

𝑇𝑖
𝑛+1 − 𝑇𝑖

𝑛

∆𝑡
 3.27 

The centred symmetric finite difference approximation used to approximate 

the second derivatives as 

𝜕2𝑇

𝜕𝑋2
=

𝑇𝑖+1
𝑛 − 2𝑇𝑖

𝑛 + 𝑇𝑖−1
𝑛

(∆𝑋)2
 3.28 
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The above finite difference expressions were substituted into the partial 

differential equations (3.19, 3.20 and 3.21) to find the final finite differences forms.  

𝑇𝑓𝑖+1
𝑛 − 𝑇𝑓𝑖

𝑛

∆𝑋
+ 𝑁𝑇𝑈𝑚 (𝑇𝑓𝑖

𝑛 − 𝑇𝑚𝑖
𝑛 ) + 𝑁𝑇𝑈𝑤(𝑇𝑓𝑖

𝑛 − 𝑇𝑤𝑖
𝑛 ) = 0 3.29 

𝑇𝑚𝑖
𝑛+1 − 𝑇𝑚𝑖

𝑛

∆𝑡
− 𝜆𝑚 (

𝑇𝑚𝑖+1
𝑛 − 2𝑇𝑚𝑖

𝑛 + 𝑇𝑚𝑖−1
𝑛

(∆𝑋)2
) + 𝑁𝑇𝑈𝑚(𝑇𝑚𝑖

𝑛 − 𝑇𝑓𝑖
𝑛) = 0 3.30 

𝑇𝑤𝑖
𝑛+1 − 𝑇𝑤𝑖

𝑛

∆𝑡
− 𝑅𝑡𝑐𝜆𝑤 (

𝑇𝑤𝑖+1
𝑛 − 2𝑇𝑤𝑖

𝑛 + 𝑇𝑤𝑖−1
𝑛

(∆𝑋)2
) + 𝑅𝑡𝑐𝑁𝑇𝑈𝑤(𝑇𝑤𝑖

𝑛 − 𝑇𝑓𝑖
𝑛) = 0       3.31 

The convergence and stability of any numerical technique is important to 

ensure the method is applicable and that a reliable solution is achieved. The method 

is convergent when the finite difference results approach the analytical solution as 

∆𝑡 and ∆𝑋 approach zero. It is considered stable when the errors during any stage of 

the computation progress are attenuated [272, 273]. To assess the stability and 

convergence of the explicit method, the diffusion factor (𝜆 = 𝑘
Δ𝑡

(Δ𝑋)2 ) was used, in 

this case 𝑘 = 𝜆𝑚 for Equation 3.30, and 𝑘 = 𝑅𝑡𝑐𝜆𝑤 for Equation 3.31. It has been 

shown that the explicit method was stable and convergent when 𝜆 ≤ 0.5 but that 

errors might oscillate [273]. It was also found by setting 𝜆 ≤ 0.25, the solution 

oscillation could be prevented and if 𝜆 ≤ 0.16, the truncation error is reduced [273].  

The impact of the time increment ∆𝑡 and the number of nodes on the position 

𝑖 of the sample on the stability and accuracy of the explicit scheme was checked 

[122]. This was done by systematically increasing the number of nodes until no 

difference in fluid temperature was found. From this study it was found that 100 

(∆𝑋 = 0.01) nodes was sufficient. The time step was also examined, and no 

substantial difference between 0.05 and 0.01 was found [122]. At both the spatial 

and temporal resolutions used, the solutions were found to be grid independent.  

The thermal conductivites of the samples were different and the thermal 

conductivity of the holder material was small compared with the porous material. In 

order to prevent oscillation and to reduce the truncation error, the diffusion factor, 
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(𝜆), was kept under the condition of 𝜆 ≤ 0.16. This factor was calculated for each 

sample and flow rate to check it was less 0.16 by changing the time increment (Δ𝑡) 

to ensure stability and convergence.  

3.3.6 Evaluation methods 

 The evaluation scheme was used to compare the experimental and modelled 

results. There are a number of evaluation methods; direct curve matching, maximum 

slope, the differential fluid enthalpy and the initial rise [24, 262, 274]. Furnas [269], 

first used the direct curve matching method when he found the average heat transfer 

coefficient by matching the experimental fluid temperature with Schumann’s 

analytical curves. The entire predicted outlet fluid temperature profile was compared 

with the measured temperatures for a given NTUm. The value of NTUm was adjusted 

and the calculation repeated until the mean residuals (difference between 

experiment and model) reached the acceptable value. This method has been widely 

utilized to assess heat exchangers, thermal regenerators and to measure the 

convective heat transfer coefficient, and works for all ranges of NTUm [5, 16, 23, 48, 

122, 186, 199, 203, 232, 263, 275].  

 The maximum slope method was first used by Locke [276] in 1950 in order to 

decrease the amount of data reduction in the direct matching technique. He 

excluded axial conduction and gave a unique value of the maximum slope of outlet 

fluid temperature for a given NTUm. Howard [266], in 1964, extended this method 

with the inclusion of longitudinal conduction and employed an explicit finite 

difference method to solve the equations. He recommended that the maximum 

slope method should not be used when NTUm<3.5. Kohlmayr [277] indicted that at 

low NTUm values (NTUm<2) there is no inflection point of the outlet fluid 

temperature history, making it difficult to identify the maximum gradient. He 

developed an indirect curve matching method by finding the centroid of area under 

the fluid temperature curve to cover the range 0.5 < NTUm< 3.5. Despite these 

issues, the maximum gradient evaluation method has been used by number of 

researchers [8, 21, 22, 28, 190, 191, 193, 260, 278]. For low NTUm samples, the 
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“initial rise” method developed by Mondt and Siegla [267], where a unique 

relationship between NTUm and the step fraction rise in the measured fluid 

temperature at zero time, is assumed.  

 The differential fluid enthalpy technique has also been developed. Here, the 

inlet and outlet temperatures difference at specific times, and the inlet forcing 

function time constant must be measured [24]. The differential fluid enthalpy is 

obtained by measuring the inlet and outlet fluid temperatures and the total heat 

capacity of the fluid. It is essential to identify the time constants of the 

thermocouples used to record the inlet and outlet fluid temperatures; the heat 

exchange parameter between the wall and the fluid (NTUw); and finally the 

exponential signal of the inlet fluid temperature time constant [24, 279].  

 Kohlmayer [280] recommend using two or more evaluation methods and 

accept only results in agreement. Heggs et al. [24] assessed the four common 

methods (least squares, maximum slope, differential fluid enthalpy and the shape 

factor)  using a simple mathematical model.  He found that the accuracy of the 

maximum slope and the shape factor were lower than the other two methods. He 

also mentioned that the results obtained by direct matching technique and 

differential fluid enthalpy were more consistent. The most commonly used methods 

in literature to measure the thermal performance are direct matching technique and 

maximum gradient.  

 In this work, these two methods (direct matching and maximum gradient 

techniques) were employed to measure the number of transfer units of each sample. 

The first step after smoothing the experimental data was to employ the direct 

matching technique for both experimental and predicted outlet fluid temperatures. 

Firstly, an estimated NTUm and NTUw were used to solve Equations 3.23, 3.24 and 

3.25 and the measured inlet fluid temperature was used as boundary condition for 

the solution. The NTUm was iterated until the satisfied accuracy between the 

predicted and experimental outlet fluid temperatures was achieved. Secondly, the 

NTUm was confirmed by using the gradient method in order to obtain a reliable result.  
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3.3.7 Experimental apparatuses and data reduction  

3.3.7.1 Experimental Setup 

 Shown in Figure 3-17 is the layout of the test apparatus used to obtain thermal 

measurements. The fans used to blow the air and the office plate to measure flow 

rate are the same used for pressure measurements (section 3.1.3). The thermal test 

section (Test section B) was made from 2” PVC pipe and four PVC flanges to hold the 

sample as shown in Figure 3-18. Shown in Figure 3-19 is the schematic of the thermal 

test section. The thermocouples were positioned at the entrance and exit of the test 

section.  

 
Figure 3-17 Layout of the experimental apparatus used for thermal measurements 

 A three-way solenoid valve was used to achieve a step change of inlet 

temperature. This valve was operated by pneumatic rotary actuator (Norgren 

M/60284/90). The heated air flow was initially directed through dummy samples 

(used to provide a pressure drop) and then through the test section, during which 

the changeover took less than 0.15 seconds. The temperatures of the air before and 

after the tested samples were measured by unsheathed K-type thermocouples of 

0.25 mm diameter arranged in the centre of the pipe of 52.9 mm (2 inch) inside 

diameter. Thermocouple transmitters (Farnell 300 TX with ± 0.2 % accuracy of 

thermocouple range) were used to amplify and linearize the signals. The outputs 

from transducers and thermocouples were collected by a data acquisition system. 

The connections and fittings were tested for leakage using soap foams and sealing 

and pressurising the rig up to 3.0 bar for 24 hour for both test stands. 
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Figure 3-18 Thermal test section  

 
Figure 3-19 Schematic of thermal test section 

     Thermal tests were performed at six different flow rates. The incoming air 

was heated to 55°C by an AC heater (AHF-14240 Omega) placed in the entrance of 

the rig. To adjust the temperature of the incoming air, a solid state zero crossing relay 

(SSR) was used to switch the input power on and off at 7 Hz. The temperature after 

the heater was controlled by a 0.5 mm K-type thermocouple to provide feedback to 

a PID Lab-View code [28].  

An orifice plate was used to measure the air mass flow rate at room 

temperature conditions. Details can be found in Section 3.1.3. The flow rates at 

elevated temperatures were then calculated. One of the key parameters to 

determine the mass flow rate according to ISO Standards [251, 281] is the fluid 

density at the inlet of the orifice plate. There was a pressure drop due to the heater, 
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which was measured and accounted for in the flow rate calculations in terms of air 

density. This loss was found to increase with the flow rate as shown in Figure 3-20.  

 

Figure 3-20 Pressure drop across the heater 

3.3.7.2   Experimental data reduction  

The three measured parameters in the thermal experiment are the pressure 

drop across the orifice plate and the outlet and inlet air temperatures as function of 

time. The average value of the pressure drop across the orifice plate was used to 

determine the air mass flow rate. Shown in Figure 3-21 are typical measured inlet 

and outlet fluid temperatures.  

 

Figure 3-21 Measured inlet and outlet temperature versus time 
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From Figure 3-21, it can be seen that both temperatures were the same prior 

to opening the valve and subjecting the sample to a step change at ~3 s. The average 

value of these temperatures was taken as the initial temperature at time zero (𝑇0). 

When the valve was opened, hot air passed through the test section and there was a 

sharp increase in the inlet fluid temperature, achieving a maximum value at 0.22 

seconds after opening. The outlet fluid temperature also increased but took a longer 

time to reach a constant, certain value. After 35 seconds, the experiment reached 

steady state. There was a fixed difference between the temperatures due to heat 

loss through the holder wall.  

Measured data before the opening of the valve were not taken in account in 

the analysis. Both measured temperatures and the time were non-dimensionalised 

before being matched with the modelling results [8, 24, 28, 190, 191, 193, 194]. The 

system time (𝑡∗) was used to non-dimensionlise the measured time (𝜏), using 

Equation 3.32. The fluid temperature was non-dimensionalised by the initial and 

maximum fluid temperatures (𝑇0, 𝑇𝑓𝑚𝑎𝑥), as in Equation 3.33. The average value of 

the steady state inlet fluid temperature was taken as maximum fluid temperature.   

𝑡 =
𝜏

𝑡∗
  ,       𝑡∗ = (

𝑚𝑚. 𝐶𝑚
𝑚̇𝑓 . 𝐶𝑓)⁄   3.32 

𝑇𝑓 =
𝑇𝑓

∗ − 𝑇0

𝑇𝑓𝑚𝑎𝑥 − 𝑇0
 3.33 

3.3.8 Smoothing and fitting data 

The next step was to smooth the experimental data as the temperature 

measurements contained noise and some outlier data. The source of the noise might 

be from the rotors, fans, the electric and electronic devices, vibrations and turbulent 

flow. There are a number of common smoothing techniques used to remove noise 

and filter the experimental data [282, 283]. In this work, the Savitzky-Golay filtering 

method was used [283]. There are some outliers which can be observed due to their 

deviation from the overall trend of the graphed data as shown in Figure 3-22. To 

improve the accuracy of smoothed data, the outlier data was removed. The filter 
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coefficients were derived by an unweighted linear least-squares fit by a given 

polynomial degree. Increasing the polynomial degree achieved a higher level of 

smoothing but did not affect the data features [283].  The polynomial degree was 

increased until two consecutive degrees gave the same results. In most of the 

examined samples, after the ninth degree the difference was very small. Shown in 

Figure 3-22 is sample of the smoothing data for one of the samples tested.  

 

          Figure 3-22 Outlet fluid temperature versus time Smoothed data 

 

Figure 3-23 Experimental outlet fluid temperature and gradient 
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The gradient of the experimental data was found from the derivative of the 

polynomial function. Shown in Figure 3-23 is a representative outlet fluid 

temperature and its gradient. The maximum gradient occurred at the inflection in 

the curve, as shown in the figure. 

The inlet fluid temperature forcing function (𝑇𝑓𝑖 = 𝑓(𝑡)) is a description of its 

change with time and is defined as 𝑇𝑓𝑖(𝑡) = 1 for the single blow method and 

𝑇𝑓𝑖(𝑡) = sin (𝜔 𝑡) for the periodic method. Liang et al. [256]  first used an exponential 

function to describe the forcing inlet fluid temperature. Both the step change and 

the exponential function are used in the literature to define the inlet fluid 

temperature in the single blow model [5, 16, 191, 195, 284].  

In this work, an exponential function was used to define the inlet fluid 

temperature, and curve fitting was utilised to find the necessary coefficients. A 

typical sample of the measured inlet fluid temperature is shown Figure 3-24. The 

rapid rise in the inlet fluid temperature obtained in these tests meant that the 

implementation of the exponential function had no measurable effect compared to 

using a step change. The coefficient, 𝛽, was found to have an average value of 0.013.  

 
Figure 3-24 Inlet fluid temperature as function of time 

3.3.9 Fluid temperature prediction and matching technique 

Prediction of the exit fluid temperature is essential for accurate curve 

matching as it accounts for thermal losses to the pipe and holder. The effective 
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thermal conductivity of the porous material was measured and the thermal 

conductivity of holder and wall (ABS plastic) was provided by the manufacturer. 

These were utilised in Equation 3.22 to give  𝜆𝑚 and 𝜆𝑤. The heat capacity ratio of 

the tested sample to holder (𝑅𝑡𝑐) should also be known.  

    Some previous studies have excluded heat lost to the side wall because the 

core matrix area is much larger than the holder wall [191]. However, in these tests it 

was found that ignoring thermal exchange with the holder resulted in a measurable 

error in determining the convective heat transfer coefficient [190, 191]. In order to 

predict the fluid temperature, the values of NTUm, NTUw were assumed at the start 

of the analysis [190], and effect of the side wall on the exit fluid temperature 

response was assessed by introducing 𝑅𝑁𝑇𝑈, where 

𝑅𝑁𝑇𝑈 =
𝑁𝑇𝑈𝑤

𝑁𝑇𝑈𝑚
 3.34 

 It was initially assumed that its value equals the ratio of areas of the wall to 

matrix heat transfer area [190, 191]. Before starting the matching technique, it is 

important to understand the impact of each parameter on the response of exit fluid 

temperature. Shown in Figure 3-25 is the effect of NTUm on the predicted 

temperature response for constant values of Rtc, NTUw and λm.  

 

Figure 3-25 The effect of 𝑵𝑻𝑼𝒎on the exit fluid temperature response 
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As NTUm increases, the fluid temperature is initially reduced. There then 

follows an intersection point and then it increases. This is brought about by a relative 

increase in the amount of energy being absorbed by a porous matrix due to an 

increase in the heat transfer area of the matrix or its total heat capacity or a decrease 

of the fluid mass flow rate. The impact of changing  NTUm is largest before the 

intersection point. 

A portion of the incoming heat is transferred to the side wall and this 

continues until thermal equilibrium is achieved. This can be assessed by changing  

NTUw as shown in Figure 3-26. Heat transfer to the side wall has a measurable 

impact on the exit fluid temperature and as a result, the maximum slope is reduced. 

Initial heat transfer to the matrix is therefore due to its high heat transfer area and 

total heat capacity compared with the side wall. As NTUw increased, the maximum 

slope decreased. Therefore, the side wall could not be assumed to be adiabatic and 

the effect of NTUw should be considered when the maximum slope technique is 

used.  

 

Figure 3-26 The effect of 𝑵𝑻𝑼𝒘 on the maximum slope and exit fluid temperature response 

The impact of the thermal capacity ratio (Rtc) is illustrated in Figure 3-27 (for 

constant NTUm, NTUw and λm). For t<1.0, there is no measurable effect on the 
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breakthrough curve of the exit fluid temperature or the maximum gradient. 

Therefore, most of the heat content in the incoming air is transferred to the porous 

matrix rather than to the wall due to its high area. It can also be noted that the effect 

of 𝑅𝑡𝑐 is similar to NTUw, as it has most impact in the later stages of the temperature 

rise. For the case at NTUw = 0.185, remarkable differences in the outlet fluid 

temperature breakthrough curve only occur for t>1.0 with different values of Rtc. An 

explanation for this is that the matrix material reached the thermal equilibrium state 

and no more energy could be stored in the core. Increasing Rtc decreases the thermal 

capacity of the holder, which means that less energy can be stored in the holder and 

therefore, the outlet fluid temperature increases as shown in Figure 3-27.  

 

Figure 3-27 The effect of 𝑹𝒕𝒄 on the maximum slope and exit fluid temperature response 

From the above, it can be seen that the impact of NTUm is greatest at the 

initial stages of the heating process whereas, the impact of both Rtc and NTUw is 

greatest during the later stages. It is also worth noting that at the last stage, the 

thermal exchange phenomena has multiple relationships in terms of 

both Rtc and NTUw.  

Increasing Rtc might decrease the heat transfer area of the holder and thus 

the NTUw. Therefore, identifying the impact of both these parameters on the outlet 
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fluid temperature and the thermal exchange individually is difficult. In the last 

portion, the outlet fluid temperature history is more sensitive to the change of 

 NTUw than that of Rtc. Where the effect of  NTUw change started at t≈0.5, whereas 

that of Rtc started at t≈1.0. This is because increasing the  NTUw increases the heat 

transfer to the holder and thus to the environment at constant wall heat capacity. At 

constant NTUw, increasing the Rtc decreases the thermal capacity of the wall and 

thus the energy stored by the holder material.  

 As there is an effect of these parameters on the breakthrough curve of the 

outlet fluid temperature, so excluding the holder might have an impact on the heat 

transfer results. In order to obtain reliable results, the physical parameters used to 

determine the Rtc value should be measured carefully. As recommended by  Heggs 

et al. [24], relying on more than one technique to determine the thermal parameters 

is importance to achieve reliable results.  

3.3.10 Matching method  

A trial and error approach was used to match the predicted and experimental 

exit fluid temperatures. Values of NTUm and NTUw were assumed and the exit fluid 

temperature was determined by solving the Equations from 6.9 to 6.11. Then, the 

values of both NTUm’s were modified until the difference between experimental and 

predicted exit fluid temperatures was acceptable (in this case <10-3). Both the direct 

matching and maximum slope techniques were used. The role of the maximum slope 

method was mainly to confirm the values of NTUm and NTUw obtained by the direct 

matching method. An example of the iterative steps is given below, the results are 

shown in Figure 3-28. 

1. Start with Equation 6.23. For the case at Rtc = 1.4 (sample V.S-1) the 

area ratio was found ≈ 0.0162, then the RNTU equals the same value.  

2. A first guess of  NTUm  was 8.0, then from the Equation 6.23 

 NTUw=0.13.  

3.  NTUm  was modified until the predicted temperature matched the 

experimental one at  NTUm = 10.2. 
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4.  NTUw was modified until satisfactory matching was reached 

at NTUw = 0.185.  

5. The values of  NTUm  and  NTUw were changed and iterations 

continued until an acceptable value of least squares (R) was achieved 

[5, 24] between the predicted and experimental exit fluid 

temperatures (𝑇𝑓𝑝𝑟𝑒𝑑.𝑖,𝑇𝑓𝑒𝑥𝑝.𝑖). 

𝑅 = √∑ [(𝑇𝑓𝑝𝑟𝑒𝑑.𝑖 − 𝑇𝑓𝑒𝑥𝑝.𝑖)
2

]

𝑖=𝑛

𝑖=1

 6.24 

 
Figure 3-28 The trials of the matching technique 

 The final step was to confirm that the curves had the same maximum slope. 

Shown in Figure 3-29 is the final match between the predicted and experimental exit 

fluid temperatures. The value of  NTUm predicted by maximum slope was 10.25.   



 
 

82 
 

 

Figure 3-29 Final fit of exit fluid temperature by maximum slope method 
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Chapter 4 

4.  Porous material production 

4.1 Introduction  

Porous materials are cellular bodies made up of a solid skeleton surrounded 

by pores or voids. They have received great interest for a number of applications 

due to their thermo-physical and mechanical properties such as: permeability, high 

stiffness and low specific mass [38, 285]. For heat transfer applications they offer a 

high specific surface area and high thermal conductivity. Porous materials are 

available in many materials, including aluminium, nickel, copper, ceramics, 

polymers and other metal alloys [17, 39-41]. They can be produced with different 

porosities and pore size depending on the application. There are a number of 

methods used for their manufacture, including the replication method, vapour 

deposition and electrochemical deposition. The manufacturing methods are 

classified according to the state of the material and the properties of the final 

product [38, 285]. A full review of manufacturing methods can be found in 

reference [38]. 

The replication method (Casting) was used in this work to produce repeatable 

aluminium foam structures with porosities over 60% [286]. The basic principle of 

this method was to infiltrate melted aluminium through spaces between packing 

salt (sodium chloride) particles (preform) [132, 287]. The salt was then washed 

away with water to make void spaces in the cellular sponges. The preform material 

(NaCl) must have three properties [27, 28, 288]: (i) its melting point must be higher 

than that of molten metal sued for casting; (ii) be chemically stable within the 

casting metal; (iii) be easy to remove after the cast metal has solidified. The main 

attraction of the replication method is that it allows the production of different pore 

shapes [133]. 

In this work, the aim was to produce aluminium metal sponges with four 

different average pore diameters using the spherical and irregular pre-form salt 



 
 

84 
 

shapes. The different pore diameters were classified into four groups depending on 

the average grain diameter as; ‘Very Small’ (dp=0.71-1.0mm), ‘Small’ (dp=1.0-

1.18mm), ‘Medium’ (dp=1.4-1.7mm) and ‘Large’ (dp=2.0-2.36mm). The spherical 

pre-form salts are regenerated with Hydraulic water softening granules of sodium 

chloride (NaCl), (http://www.aquadition.co.uk/shop/granular-water-softener-salt). 

Shown in Figure 4-1 are examples of the spherical and crushed pre-form salt used. 

 

Figure 4-1 Spherical and crushed salt 

The pre-form salt was prepared from raw salt by sifting using graded sieves. 

Both crushed and spherical salt particles were manufactured for each grade except 

for the Very Small where only spherical particles were used. The raw salt was hydro-

soft water softening particles. Shown in Figure 4-2 is the arrangement of the sieves 

grades used to prepare the salt grains.  

 
Figure 4-2 The sieves grades used for each pore size group 

http://www.aquadition.co.uk/shop/granular-water-softener-salt
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For the irregular shaped grains, the raw salt was first crushed.  It was then 

passed (by shaking) through the first sieve with a grade 2.36 mm. The salt which 

remained was further crushed. The salt which passed through was then sieved using 

the 2.0 mm sieve. If it was retained in this sieve it was collected to use for 

manufacturing the large pore diameter foams. This process was repeated as the salt 

became smaller.   

4.2  Replication manufacturing process  

The manufacturing method is described in full detail in previous studies [27, 

28, 197, 289], although a brief description is given here. The salt was poured into 

the mould and shaken to improve the particle packing. The amount of salt varied 

between 100g and 300g depending on the height of the sample. To allow the air 

inside the mould to move from the preform, 100g of fine salt (approximately one 

fourth of preform grain size) was poured first [27, 197].  

Shown in Figure 4-3 is the mould as it was setup before processing. The 

aluminium block, which was melted, sat above the preform and fine salt. The inside 

and outside diameters of the mould were 51mm and 60mm respectively. The mould 

was made of stainless steel and was 150 mm high.   

 

Figure 4-3 The schematic of the mould used for the replication method 
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After the preform and the aluminium were arranged in the mould it was 

bolted together and connected to a vacuum pump and argon supply. A schematic 

of the manufacturing configuration is shown in Figure 4-4. Initially, valves 1 and 2 

were closed and the valves 3 and 4 were opened and then the vacuum pump turned 

on until a vacuum pressure of 720 torr was achieved. Then, the vacuum pump was 

switched off and left 5 minutes to test the vacuum inside the mould. 

  
Figure 4-4 The arrangement of the replication method connections 

To melt the aluminium, the mould was placed in a furnace for 50 to 60 

minutes at a temperature of 740°C. The NaCl salt can crack at high temperatures as 

a result of its reaction with oxygen [28] where it turns to ashes, which will have an 

effect on the structure of the metal sponge. This issue was resolved by heating up 

the salt under vacuum and infiltration using argon [27, 28, 132]. Once the aluminium 

was thought to be melted, valves 3 and 4 were closed and the argon infiltrated 

through the sample. The infiltration pressure was controlled by valve 1 after valves 2 

and 4 were opened to start the process. After 1 minute, the mould was taken out 

from the furnace and left to cool, causing the melted aluminium to solidify. The 

infiltrated aluminium sponge still in the mould is shown in Figure 4-5.   
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Figure 4-5 Infiltrated sample after solidification 

Microstructure parameters, such as the pore diameter and porosity can be 

controlled during the manufacturing process. The porosity can be controlled by the 

infiltration pressure [27, 287]. The size of the preform and its packaging quality (for 

example by vibration the mould) have also be shown to change porosity [286, 290, 

291].  

4.3 Produced metal sponges samples  

The techniques were used to produce sixty-nine aluminium sponges from 

pure aluminium (99.9%) with different porosities and pore sizes. Shown in Figure 4-

6 are the photos of the four different pore size samples.  

 
Figure 4-6 Photos of appearance surfaces 
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Geometrical parameters of the sample examined in this work are tabulated 

in Table 4-1, Table 4-2, Table 4-3 and Table 4-4.  

    Table 4-1 Geometrical parameters of Very Small pore size samples (PPI=20-25, dp=0.71-1.0 mm) 

Sample 
Name 

Weight, 
gr 

Thickness, 
(mm) 

Volume, 
(mm3) 

Porosity, 
% 

V.S-1 39.24 25.78 50781 0.7225 

V.S-2 36.94 21.71 42764 0.6962 

V.S-3 38.82 21.22 41799 0.666 

V.S-4 46.77 25.00 49245 0.659 

V.S-5 48.50 27.26 53696 0.6822 

V.S-6 50.58 27.07 53322 0.6595 

V.S-7 48.11 26.12 51451 0.6643 

V.S-8 37.06 23.70 46684 0.715 

V.S-9 58.04 31.60 62245 0.665 

V.S-10 47.34 24.19 47649 0.643 

V.S-11 47.68 27.16 53499 0.680 

V.S-12 44.00 25.00 49245 0.679 

 
    Table 4-2 Geometrical parameters of Small pore size samples (PPI=15-20, dp=1.0-1.18 mm) 

Sample 
Name 

Weight,  
gr 

Thickness, 
(mm) 

Volume, 
(mm3) 

Porosity, 
% 

S-1 48.10 23.70 46684 0.6301 

S-2 48.78 23.65 46585 0.6272 

S-3 51.70 24.70 48654 0.6184 

S-4 51.30 25.10 49442 0.6272 

S-5 42.22 25.13 49501 0.6960 

S-6 41.71 25.33 49895 0.6992 

S-7 38.02 25.64 50505 0.7302 

S-8 45.43 24.95 49146 0.6683 

S-9 45.84 25.07 49382 0.6680 

S-10 41.71 25.17 49579 0.6990 

S-11 35.80 23.64 46566 0.7246 

S-12 40.11 25.23 49698 0.7107 

S-13 45.14 25.40 50033 0.6770 

S-14 38.23 25.15 49540 0.7227 

 
Table 4-3 Geometrical parameters of Medium pore size samples (PPI=10-15, dp=1.4-1.7 mm) 

Sample 
Name 

Weight,  
gr 

Thickness, 
(mm) 

Volume, 
(mm3) 

Porosity, 
% 

M-1 52.33 24.50 50245 0.6103 

M-2 50.22 24.12 49466 0.6205 

M-3 49.13 24.35 49937 0.6323 

M-4 47.13 24.03 49281 0.6425 

M-5 49.63 24.50 50245 0.6308 
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M-6 52.55 23.95 49117 0.6000 

M-7 49.9 23.80 48700 0.6369 

M-8 52.0 26.50 54200 0.6415 

M-9 48.7 24.50 50100 0.6168 

M-10 44.03 26.10 51411 0.6922 

M-11 42.53 24.96 49166 0.6902 

M-12 44.51 25.10 49442 0.6766 

M-13 34.10 26.70 52593 0.7628 

M-14 30.96 25.75 50722 0.7796 

M-15 33.89 25.19 49619 0.7527 

M-16 46.81 23.05 45404 0.6317 

M-17 34.98 26.05 51313 0.7578 

M-18 41.19 23.85 46979 0.6853 

M-19 43.24 24.65 48555 0.6816 

M-20 39.91 25.70 50623 0.7170 

M-21 42.49 25.15 49540 0.6919 

M-22 39.91 24.75 48752 0.7091 

M-23 38.33 25.65 50525 0.7306 

M-24 44.09 25.82 50860 0.6896 

M-25 41.29 25.22 49678 0.7018 

M-26 41.51 24.70 48654 0.6937 

 
Table 4-4 Geometrical parameters of Large pore size samples (PPI=5-10, dp=2.0-2.36 mm) 

Sample 
Name 

Weight,  
gr 

Thickness, 
(mm) 

Volume, 
(mm3) 

Porosity, 
% 

L-1 54.03 25.63 52563 0.6158 

L-2 54.80 24.62 50491 0.5943 

L-3 49.18 24.70 50655 0.6371 

L-4 41.14 24.00 49220 0.6116 

L-5 49.68 24.05 49322 0.6235 

L-6 48.82 23.46 48112 0.6207 

L-7 47.40 25.50 52296 0.6612 

L-8 48.80 25.30 51886 0.6492 

L-9 51.40 26.70 54757 0.6491 

L-10 41.66 24.97 49185 0.6974 

L-11 38.79 23.92 47117 0.7075 

L-12 38.95 25.55 50328 0.7224 

L-13 44.08 25.81 50840 0.6929 

L-14 43.89 25.78 50781 0.6907 

L-15 38.19 24.98 49205 0.7222 

L-16 37.79 25.45 50131 0.7311 

 

4.4 Other porous materials 

Two other types of more traditional porous materials were used in this study 

for comparison; packed beds of spherical stainless steel balls and mesh wire screens. 
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Packed beds of spherical stainless steel balls were prepared by pouring the balls into 

a holder which was then shook to improve the distribution of the packaging. Two 

different steel balls samples were used in this study; 1.5 mm and 2.0 mm diameter 

balls. The mesh wire screens were produced using a Norton 6DB fly press to cut 

circles of diameter 51mm from sheets of mesh as described in [197]. The three 

packed beds of mesh wire samples with different pitches were used in the pressure 

drop study. In the thermal study, only type of pitch was used but the number of layers 

was varied. The structural parameters of the packed beds of spheres and mesh wire 

screens samples are tabulted in Table 4-5.  

Table 4-5 Geometrical parameters of traditional porous matrix (Packed beds of balls and mesh 
wire screens) 

Sample porosity 
(𝜀) 

Pt, 
mm 

Particle 
diameter, 

mm 

Wire 
diameter 
(𝑑𝑤), mm 

Material 

Mesh-1 0.746 1.0 - 0.36 Stainless steel 

Mesh-2 0.878 1.4 - 0.24 Aluminium alloy 

Mesh-3 0.784 2.0 - 0.56 Stainless steel 

Ball-1 0.362 - 1.5 - Stainless steel 

Ball-2 0.393 - 2.0 - Stainless steel 

 

The porosity (𝜀) of the replicated metal sponges were defined as the void 

volume to the total volume of the sample(𝑉𝑡) [39, 117, 173]. It can be determined by 

measuring the sample mass (𝑚𝑠) and knowing the densities of the air and solid 

material [173].  

𝜀 =
𝜌𝑠𝑜𝑙 − 𝑚𝑠 𝑉𝑡⁄

𝜌𝑠𝑜𝑙 − 𝜌𝑎𝑖𝑟
 4.1 

The porosity of the packed beds of spheres was obtained by the total volume 

of the holder and the volume of all spheres. For the packed beds of mesh wire screens 

the porosity was been obtained by the expression given by Chang [228, 292].  

𝜀 = 1 −
𝜋 𝑛 𝑑𝑤

2

2 𝑝𝑡 𝐷
 (1 +

𝑑𝑤
2

𝑝𝑡
2 )

1
2⁄

 4.2 
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The heat transfer area for the packed beds of spheres can be obtained using 

the number of balls and the surface area of one ball. For the packed beds of mesh 

wire screens, it can be obtained by the using the expression [228]. 

𝐴ℎ = 4 𝐴𝑐𝐿(1 − 𝜀)/𝑑𝑤 4.3 

Where the n, 𝑑𝑤, 𝑝𝑡, D, 𝐴𝑐 , L are the number of screens layers, diameter of 

the wire, screens transverse pitch, diameter of the sample, cross sectional area of 

the sample and thickness of the sample respectively. The microstructure parameters 

used to chractersise the porous sponges were porosity, pore diameter, strut 

thickness and node diameter. For the spherical ball packed beds, the main 

parameters were the porosity and particle diameter. The chracterisation parameters 

for the mesh wire screen packed beds are porosity, transverse pitch, and wire 

diameter.  
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Chapter 5 

5. Pressure drop results and discussion 

5.1 Pressure drop measurements results 

The pressure drop measurements are typically presented in terms of pressure 

drop per unit length against the frontal air velocity.  Shown in Figure 5-1 is a sample 

of the measurement data demonstrating the agreement between the 3 repeated 

tests.  

 

Figure 5-1 Typical values of pressure measurements 

The main aim of the low flow rate experiments was to find the permeability in 

Darcy’s regime which can be identified when the pressure gradient increases linearly 

with flow velocity. Shown in Figure 5-2 to Figure 5-6 are the pressure drops per unit 

length versus frontal air velocity of four groups of aluminium foam samples.   
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Figure 5-2 Measured pressure drop per unit length versus frontal air velocity (Very Small pore size 

samples) 

 

Figure 5-3 Measured pressure drop per unit length versus frontal air velocity (Small pore size 
sample) 

 

Figure 5-4 Measured pressure drop per unit length versus frontal air velocity (Medium pore size 
sample) 
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Figure 5-5 Measured pressure drop per unit length versus frontal air velocity (Medium pore size 
samples) 

 

Figure 5-6 Measured pressure drop per unit length versus frontal air velocity (Large pore size 
samples) 

 The impact of particle diameter on packed beds of spheres and pitch size in 

mesh wire screens was also studied and the experimental pressure results are shown 

in Figure 5-7 and Figure 5-8. Also shown in Figure 5-8 is predicted pressure drop 

calculated using the Ergun Equation which agreed well with the experimental results.  
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Figure 5-7 Measured pressure drop per unit length versus frontal air velocity (Mesh wire screens) 

 

Figure 5-8 Measured pressure drop per unit length versus frontal air velocity (Ball Bearings) 

In order to identify the end of Forchheimer flow regime and the transition to 

turbulent flow regime, the flow rate was increased. The experiments were 

conducted over a range of velocities from 1.3 to 8.0 m/sec. Shown in Figure 5-9 to 

Figure 5-13 are the pressure drops per unit length versus the frontal air velocity for 

four different pore sizes.  
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Figure 5-9 Measured pressure drop per unit length versus frontal air velocity (Very Small pore size 

samples) 
 

 
Figure 5-10 Measured pressure drop per unit length against frontal air velocity (Small pore size 

samples) 

              
Figure 5-11 Measured pressure drop per unit length against frontal air velocity (Medium pore size 

samples) 
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Figure 5-12 Measured pressure drop per unit length against frontal air velocity (medium pore size 
samples) 

         

Figure 5-13 Measured pressure drop per unit length against frontal air velocity (Large pore size 
samples) 

5.2 Flow regimes in porous media 

The identification of flow regimes and pressure characterizations in different 

classes of porous media has been a topic of interest in a number of engineering 

applications. The experimental outcomes relating to flowing fluids in porous media 

has shown the existence of four regimes of flow [86, 87, 90, 91, 93, 104, 106]: pre-

Darcy, Darcy, Forcheimer and turbulent. The reduced pressure drop has been 

presented against frontal air velocity [87, 91, 93] and against Reynolds number [86] 
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to identify the flow regimes. The change in gradients as the flow is increased 

indicates the transition between regimes. The aim of this study was to identify the 

bounds of the flow regimes for samples at lower porosities than the data available 

in the literature and to obtain permeability for each sample in the Darcy regime.  

5.2.1 Pre Darcy’s and Darcy’s flow regimes 

The boundaries of Darcy regime are likely to be influenced by pore size and 

porosity. Here, experiments were performed for metal foams with different 

porosities and pore sizes in order to identify their impact on the boundaries of the 

Darcy regime and to measure the permeability in the Darcy regime. 

 To determine the permeability of the porous media, Darcy’s law (Eq. 2.1) was 

used. The Darcy regime can be identified when the normalized pressure gradient 

plotted against the frontal air velocity is horizontal (slope=0) [78, 87, 91, 93, 94, 

97]. It can also recognized by the linear relationship between the pressure 

gradient and the flow velocity [41, 57, 132, 134, 240]. Examples of normalized 

pressure drop and pressure gradient against frontal air velocity are shown in 

Figure 5-14 and Figure 5-15.  

 

Figure 5-14 Reduced pressure drop against frontal air velocity 
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Figure 5-15 Pressure drop per unit length versus frontal air velocity for a Small sample S-6 

  For the samples tested, the permeability was found by using curve fitting for 

the linear pressure gradient and velocity data as shown in Figure 5-16.  

 

Figure 5-16 Curve fitting of pressure drop against air velocity data in the Darcy regime. 

Shown in Figure 5-16 are linear least square fits to the experimental data in the 

Darcy regime. For the packed beds of spheres, the permeability was determined 

and compared with those obtained by Equation 2.7. The difference in the 

permeability between the measured and calculated values was less than 1.6% and 

1.8% for 1.5 mm 2 mm packed beds respectively. The measured permeability and 
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boundaries within the Darcy regime of the samples tested for this work and those 

available in open literature are presented in Table 5-1 to Table 5-7.  

Table 5-1 Geometrical and Darcy’s regime limitations of Very Small pore size samples (dp=0.71-1.0 
mm &PPI=20-25) 

Sample 𝜀 K X10-9  

 m2 

Darcy’s Regime 

limitations 

Sample 𝜀 K X10-9  

m2 

Darcy’s Regime 

limitations 

V.S-1 0.7225 3.40 0.087< Rek <0.29 V.S-7 0.6643 3.20 0.10< Rek <0.18 

V.S-2 0.6962 3.86 0.041< Rek <0.15 V.S-8 0.715 5.31 0.20< Rek <0.46 

V.S-3 0.666 1.64 0.032< Rek <0.085 V.S-9 0.665 2.81 0.047< Rek <0.11 

V.S-4 0.659 1.67 0.041< Rek <0.10 V.S-10 0.643 1.24 0.042< Rek <0.081 

V.S-5 0.6822 2.62 0.045< Rek <0.095 V.S-11 0.680 2.32 0.086< Rek <0.18 

V.S-6 0.6595 2.19 0.033< Rek <0.086 V.S-12 0.679 3.09 0.090< Rek <0.15 

Table 5-2 Geometrical Darcy’s regime limitations of Small pore size samples (dp=1.0-1.18 mm & 
PPI=15-20) 

Sample 𝜀 K X10-9  
 m2 

 Darcy’s Regime 
limitations 

Sample 𝜀 K X10-9  
m2 

Darcy’s Regime 
limitations 

S-1 0.6301 3.93 0.16< Rek <0.23 S-8 0.6683 4.94 0.16< Rek <0.30 

S-2 0.6272 4.55 0.067< Rek <0.13 S-9 0.6680 4.74 0.14< Rek <0.23 

S-3 0.6184 2.80 0.095< Rek <0.20 S-10 0.6990 7.55 0.19< Rek <0.36 

S-4 0.6272 3.58 0.071< Rek <0.14 S-11 0.7246 7.72 0.33< Rek <0.81 

S-5 0.6960 5.93 0.176< Rek <0.31 S-12 0.7107 7.63 0.20< Rek <0.37 

S-6 0.6992 6.17 0.164< Rek <0.31 S-13 0.6770 5.05 0.12< Rek <0.19 

S-7 0.7302 6.35 0.19< Rek <0.38 S-14 0.7227 5.54 0.13< Rek <0.21 

Table 5-3 Geometrical and Darcy’s regime limitations of Medium pore size samples (dp=1.4-1.7 
mm & PPI=10-15) 

Sample 𝜀 K X10-9  
 m2 

Darcy’s Regime 
limitations 

Sample 𝜀 K X10-9  
m2 

Darcy’s Regime 
limitations 

M-1 0.6103 6.90 0.11< Rek <0.20 M -14 0.7796 19.03 0.31< Rek <0.58 

M -2 0.6205 6.42 0.11< Rek <0.21 M -15 0.7527 21.13 0.53< Rek <0.90 

M -3 0.6323 7.07 0.16< Rek <0.26 M -16 0.6317 10.53 0.34< Rek <0.50 

M -4 0.6425 7.40 0.154< Rek <0.265 M -17 0.7578 11.16 0.25< Rek <0.44 

M -5 0.6308 6.74 0.18< Rek <0.28 M -18 0.6853 6.96 0.16< Rek <0.28 

M -6 0.6000 7.60 0.17< Rek <0.31 M -19 0.6816 7.40 0.19< Rek <0.32 

M -7 0.6369 7.72 0.22< Rek <0.33 M -20 0.717 12.10 0.27< Rek <0.56 

M -8 0.6415 7.95 0.16< Rek <0.25 M -21 0.6919 13.01 0.26< Rek <0.40 

M -9 0.6168 5.52 0.10< Rek <0.16 M -22 0.7091 8.63 0.12< Rek <0.22 

M -10 0.6922 9.11 0.14< Rek <0.26 M -23 0.7306 8.01 0.14< Rek <0.24 

M -11 0.6902 9.70 0.14< Rek <0.25 M -24 0.6896 6.93 0.14< Rek <0.26 

M -12 0.6766 8.60 0.18< Rek <0.32 M -25 0.7018 8.01 0.20< Rek <0.34 

M -13 0.7628 20.71 0.28< Rek <0.55 M -26 0.6937 7.76 0.13< Rek <0.23 

Table 5-4 Geometrical and Darcy’s regime limitations of Large pore size samples (dp=2.0-2.36 mm 
& PPI=5-10) 

Sample 𝜀 K X10-9  
 m2 

Darcy’s Regime 
limitations 

Sample 𝜀 K X10-

9  m2 
Darcy’s Regime 
limitations 

L-1 0.6158 17.21 0.29< Rek <0.42 L -9 0.6491 12.03 0.34< Rek <0.43 
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L -2 0.5943 11.55 0.27< Rek <0.39 L -10 0.6974 10.48 0.29< Rek <0.42 

L -3 0.6371 11.30 0.25< Rek <0.36 L -11 0.7075 11.74 0.24< Rek <0.36 

L -4 0.6116 11.98 0.071< Rek <0.14 L -12 0.7224 9.78 0.25< Rek <0.36 

L -5 0.6235 11.40 0.36< Rek <0.52 L -13 0.6929 9.79 0.14< Rek <0.24 

L -6 0.6207 14.73 0.41< Rek <0.56 L -14 0.6907 10.79 0.16< Rek <0.28 

L -7 0.6612 11.02 0.36< Rek <0.53 L -15 0.7222 15.90 0.45< Rek <0.58 

L -8 0.6492 15.17 0.35< Rek <0.48 L -16 0.7311 12.82 0.34< Rek <0.44 

 
Table 5-5 Geometrical and Darcy’s regime limitations of metal sponges reported in literature 

Reference Metallic foam type 𝜀 PPI Pore size, mm Darcy’s Regime 
limitations 

Boomsma et. al [78] Aluminium 0.921 10 6.9 Rek <26 .5 

Boomsma et. al [78] Aluminium 0.920 20 3.6 Rek <22.3 

Boomsma et. al [78] Aluminium 0.928 40 2.3 Rek <14.2 

Dukhan et al. [91] Aluminium 0.89 10 NA 12.5< Rek <29.2 

Dukhan et al. [91] Aluminium 0.9 20 NA 12.5< Rek <29.2 

Dukhan et. al [104] Aluminium 0.87 20 NA 1.2< Rek <1.9 

Bagci et al. [90] Aluminium 0.885 10 NA 1.3< Rek <3.9 

Bagci et al. [90] Aluminium 0.885 40 NA 1.3< Rek <2.1 

Bagci et al. [90] Aluminium 0.876 20 NA 1.2< Rek <1.9 

Kouidri et al. [97] Copper 0.93 20 1.2 4.5< Rek <7 

Kouidri et al. [97] NiFeCr >0.91 20 1.2 4< Rek <5.4 

Kouidri et al. [97] Inconel >0.92 20 1.2 3< Rek <3.88 

Table 5-6 Geometrical and Darcy’s regime limitations of mesh wire screen packed beds and 
Darcy’s bounds 

Sample 𝜀 Pt, mm K X10-9 ,m2 Darcy’s Regime 
Limitations 

Mesh-1 0.746 1.0 9.69 0.17< Rek <0.45 

Mesh-2 0.878 1.4 21.1 0.29< Rek <0.56 

Mesh-3 0.784 2.0 29.62 0.72< Rek <1.10 

Table 5-7 Geometrical and hydraulic parameters of packed beds of balls samples and Darcy’s 
bounds 

Sample 𝜀 Particle 
diameter
, mm 

K X10-9 ,m2 
Experimental 

K X10-9 ,m2 
Equation 
(4.7) 

Darcy’s Regime 
limitations 

Ball-1 (current study) 0.362 1.5 1.72 1.75 0.034< Rek <0.085 

Ball-2 (current study) 0.393 2.0 4.31 4.39 0.060< Rek <0.12 

Kecocioglu et. al [95] 0.40 3.0mm NA NA 0.062< Rek <0.12 

Kecocioglu et. al [95] 0.40 6.0mm NA NA 0.062< Rek <0.12 

R. Fand et al [87] 0.357-
0.359 

2.098 - 
4.029 

NA NA Rek <0.26 (±0.01) 

Bagci et al [93] 0.3501 1.0 0.69 NA 0.29< Rek <0.77 

Bagci et al [93] 0.3558 3.0 6.423 NA 0.02< Rek <0.59 

Kundu et al. [82] 0.4174 2.5 18.79 NA 0.003≤ Rek ≤0.2 

Kundu et al. [82] 0.3696 3.5 28.19 NA 0.004≤ Rek ≤0.3 

Kundu et al. [82] 0.3478 5 49.90 NA 0.006≤ Rek ≤0.15 

Kundu et al. [82] 0.3913 3.25 
(Mixed) 

22.53 NA 0.004≤ Rek ≤0.2 
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Both geometrical parameters (pore size and porosity) are found to have an 

effect on the bounds of the Darcy flow regime. As an example, Figure 5-17 depicts 

the effect of porosity on the departure border from Darcy flow for two Very Small 

pore size samples V.S-1 and V.S-6 (same nominal pore size) with porosities 0.723 and 

0.66 respectively. The flow departed from the Darcy regime in samples with lower 

porosity (Rek ≈0.092) than those with higher porosity (Rek=0.29). The lower porosity 

sample has a higher blockage area resulting in higher velocities within the matrix. In 

contrast, the higher porosity sample has more free area and the flow can easily 

penetrate the foam structure. This phenomena was visualised by Hwang et al. [122] 

by using the wire-smoke technique.  

 
Figure 5-17 Measured pressure drop per unit length against permeability based Reynold's 

Number (metal foams) 

The free flow area can be observed by image processing photographs of the 

samples. Shown in Figure 5-18 are the threshold images for both samples. The 

sample V.S-6 (porosity = 0.66) provides 17% free flow area to total cross sectional 

area and the sample V.S-1 (porosity = 0.723) provides 27%. 
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Figure 5-18 Threshold images of V.S-1 and V.S-6 

Figure 5-19 shows the effect of the pore size on the departure from the Darcy 

regime for two samples with the same porosity (0.63). The flow starts departing from 

the Darcy regime for the small pore size sample before the medium sample. This is 

due to the greater inertial forces in the smaller pore size samples resulting in higher 

pressure losses. At the same frontal air velocity, the interstitial pore velocity is higher 

in lower pore size and porosity samples than those that have higher porosities and a 

high pore size. This higher pore velocity results in higher drag and inertial forces. 

 

Figure 5-19 Measured pressure drop per unit length against permeability based Reynold's 

Number (metal foams) 

Shown in Figure 5-20 and Figure 5-21 are the pressure drops per unit 

length versus the frontal air velocity across the different microstructure of mesh 

wire screens and packed beds of balls. Both the particle diameter in granular 

packed beds and transverse pitch in mesh screens influence the bounds of the 
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flow regime. As with the porous media, the flow departs from the Darcy regime 

where the pores are smaller, resulting in higher velocities within the media. 

 
Figure 5-20 Measured pressure drop per unit length versus Reynold's number based permeability 

(Mesh wire screens packed beds) 

 
Figure 5-21 Measured pressure drop per unit length versus Reynold's number based permeability 

(balls packed beds) 

5.2.2 Forchheimer flow regime 

As the flow rate increases, there is a further transition  to another laminar 

regime where inertial forces govern the flow [76]. The pressure gradient relationship 

with frontal fluid velocity becomes non-linear and the inertia forces become 

pronounced. The pressure gradient has a quadric non-linear relationship with the 
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fluid velocity and can be described by the Forchheimer equation (Equation 2.5) [93, 

107]. However, the flow in this regime remains laminar and steady [87, 94]. This 

regime of flow can be identified by the linear relationship of the reduced pressure 

gradient and superficial fluid velocity by the constant gradient as shown Figure 5-22  

and Figure 5-23  for the lower and higher bounds. 

 

Figure 5-22 Reduced pressure drop against frontal air velocity and permeability based 

Reynold’s Number (the lower bound of Forchheimer Flow) 

 

Figure 5-23 Reduced pressure drop against frontal air velocity and permeability based Reynold's 
number (the upper bound of Forchheimer flow) 
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Similarly, as for Darcy regime, there has been disagreement as to at which 

Reynolds number the flow enters and departs the Forchheimer regime [86, 87, 91, 

93, 106]. The five studies which provided the borders of the transition zones of the 

Forchheimer regime in metal foams (Dukhan et al. [91, 104], Boomsma et al. [78], 

Bağcı et al. [90] and Kouidri et al. [97]) have no agreement. This is likely to be due to 

the fact that the microstructure parameters (such are the pore size and porosity) 

have a measurable impact on the transition [78, 91]. In packed beds of spheres, the 

borders of the flow regimes are different depending on whether the characteristic 

length of the Reynolds number was the square root of permeability or particle 

diameter [86, 87, 93]. The contradiction of the transition point of flow regimes in 

packed beds of spheres was also reported depending on the balls diameter and 

porosity [77, 82, 86, 87, 93, 99]. In the current work, the lower and upper bounds of 

the Forchheimer regime was affected by the microstructure parameters in terms of 

porosity and pore size in all classes of porous media.  

5.2.3 Turbulent flow regime 

The fourth flow regime in porous media is the turbulent regime, which is 

associated with the formation of flow vortices in the porous matrix [87, 106]. Various 

methods have been used to examine the nature of the flow in this regime. These 

include flow visualization in packed beds of spheres and cylindrical rods [106] and 

the electrochemical technique [293, 294]. The transition from laminar to turbulent 

flow in porous media has been demonstrated to be gradual as opposed to the clearly 

defined transition observed in pipe flow [294]. There is a little available information 

about this regime in metal foams.  Only four studies (Kouidri et al. [97], Bağcı et 

al.[90], Dukhan et al. [104] and Lage et al. [107]) have reported the lower bound of 

this regime. The smoke wire technique was used to study the effect of porosity on 

the flow patterns inside the pores [122]. At a porosity of 0.7, a large number of eddies 

were observed at the rear face compared with a porosity of 0.95, where the flow was 

still laminar and at the same incoming fluid velocity [122].   
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The transition regime was again identified by an increase in slope of reduced 

pressure gradient with flow velocity [86, 87, 91, 93, 107]. From Figures 5-24 and 5-

25, a measurable impact on the transition zone with porosity and pore size can be 

observed. For a Small sample (S-3, porosity 61.84%), the flow departed the 

Forchheimer regime at Rek=12.45 and entered the turbulent regime at Rek=14.21. 

This increased to Reynolds numbers of 25.1 and 26.12 for a higher porosity sample 

(S-7, porosity 73.02%). The same scenario was noticed for all groups of pore size 

samples. The change in pore size also impacted on the transition zone as seen in 

Figure 5-25. For a Small sample (porosity of 69.62%), the flow departed the laminar 

regime at Rek=20.21 and entered the turbulent regime at Rek=22.0, whereas, for a 

Large sample of the same porosity it increased to 32.43 and 42.04. This is the result 

of the porosity or pore size decreasing the flowing fluid area and hence increasing 

the interstitial velocity.   

 

Figure 5-24 The effect of porosity on the upper borders of Forchheimer regime and lower borders 
of turbulent regime 
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Figure 5-25 The effect of pore size on borders of Forchheimer and turbulent regimes 

The above scenario can also be seen in traditional porous media, such as 

packed beds of spheres when the ball diameter changed as shown in Figure 5-26. The 

borders of the Forchheimer and turbulent regimes in all the tested samples and 

available in literature are reported from Table 4-8 to Table 4-13.  

 

Figure 5-26 The particle diameter effect on borders of Forchheimer and turbulent regimes 

5.3 Permeability models and measurements results 

The permeability of the porous matrix is the key parameter in a number of 

engineering applications and was the formal subject in the previous investigations 
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[132]. In recent years there have been a number of studies examining the impact of 

foam properties on the pressure drop. Clearly, the pressure drop will depend on 

the size porous media. Therefore, to remove this influence, just the permeability is 

quoted. At low fluid flow rates, Darcy’s law (Equation 2.1) is a widely accepted 

method to measure the permeability for different classes of porous media [76, 86, 

87, 91, 93, 132, 133].  

The experimentally measured permeabilities are presented from Table 5-1 to 

Table 5-4 and presented in Figure 5-27 and Figure 5-28. Permeability increases with 

both porosity and pore size. The irregular pore shape samples provide higher 

permeability than those with spherical pores. These findings agree with studies 

performed using dimensional analysis, where the permeability was non-

dimensionalised by the average pore diameter [18, 49, 132, 144].  

 

Figure 5-27 Permeability versus porosity 
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Figure 5-28 Permeability versus pore size 

The normalised permeability is often non-dimensionalised by the square of 

the average pore diameter. Here, the particle size of the infiltration salt was used 

[132, 133, 144, 248, 291]. Shown in Figure 5-29 is the normalised permeability against 

the solid phase fraction of the metal foams for samples from this study and those in 

the literature. The value of  
𝐾

𝑑𝑝
2 increased with porosity.  

 

Figure 5-29 Normalized permeability versus a solid phase fraction 

In Figure 5-30, two predicted permeability models were plotted with the 
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experimental results.  The Fourie and Du Plessis [75] model  over predicts the entire 

range of the porosities. The Despois et al. [132] model under predicts most 

experimental data, but fits well with their own. There is a noticeable decrease in the 

permeability predicted by this model when the porosity reaches 0.64. This is because 

the model assumes that the windows will close at that porosity and so is not 

applicable for the current samples whose porosity was less than 64%.  

 

Figure 5-30 Permeability models as a function of solid phase fraction 

The empirical correlation prepared by Moreira et al. [144] from the fitting of 

ceramic sample results is compared with the experimental measurement as shown 

in Figure 5-31. The predicted data found by this correlation is mismatched with most 

of experimental results. This might be due to differences in the microstructure 

between the samples that Moreira et al. [144] used and those of others.   
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Figure 5-31 Permeability empirical correlation with different pore size as a function of solid phase 
fraction 

From these results, it can be seen that the permeability increased with both 

porosity and pore size. As permeabilty increases there is more space within the 

material resulting in less friction area inside the pores [18, 19, 78, 144]. As none of 

the existing models or correlations can predict permeability for the entire range of 

porous media data available, an empirical expression was developed  

                                           
𝐾

𝑑𝑝
2 = 𝐴(𝐵 +  𝑒𝐶(1−𝜀))   5.1 

The constants A and B were found by curve fitting both the available data in 

the literature [18, 39, 103, 116, 118, 122, 124, 126, 132, 142] and present 

experimental tests. The constants are A=0.0514, B=0.028 and C=10.7.  Shown in 

Figure 5-32 is a comparison of the fit with the experimental data. Generally, Eq. 5.1 

represents the experimental database well.  This approach should be treated with 

some reservation, as different types of porous media are being tested and there may 

be differences in the method of measurement of the permeability [104]. There are 

two exceptions that do not fit particular well with the other data; Despois et al. [132] 

and Bonnet et al. [142], which both sit below the correlation. The results of Despois 

et al. [132] are replicated in aluminium foams with a very small pore size (75 µm and 

400 µm), and the pore windows may not be fully open. The samples used by Bonnet 
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et al. [142] were produced from nickel chromium, which may have an impact on the 

cell shape in reducing the permeability.   

 

Figure 5-32 Normalised Permeability as function of solid phase fraction 

5.4 Inertia and Form Drag coefficients results 

In the present study, the borders of the Forchheimer regime were identified 

for all the samples. Both linear and quadric least squares fits were applied to the 

data.  The difference between them was small (<2%), as shown from Figure 5-33 to 

Figure 5-35.  

 
Figure 5-33 Reduced pressure drop per unit length versus frontal air velocity 
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Figure 5-34 Pressure drop per unit length versus frontal air velocity 

 

Figure 5-35 Reduced pressure drop per unit length versus frontal air velocity 

The permeability, inertia and drag coefficients were determined in the Forchheimer 

regime and tabulated in Tables 5-8 to Table 5-11. 

Shown in Figures 5-36 to 5-39 are the effects of the porosity and pore 

diameter on the inertia factor and form drag coefficient. Both inertia and drag 

coefficients decreased with increasing porosity and pore diameter. However, the 

results split into two groups: samples which were produced using crushed salt 
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(irregular shape) had lower inertia and drag coefficients than those produced with 

spherical salt.  

 
Figure 5-36 Inertia factor versus porosity 

 
Figure 5-37 Inertia factor versus pore diameter 
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Figure 5-38 Form drag coefficient versus porosity diameter 

 
Figure 5-39 Form drag coefficient pore diameter 

There have been a anumber of attmepts to predict the inertia factor and the 

form drag coefficient [18, 75, 116]. Bhattacharya et al. [18] applied the model of Du 

Plessis et al. [116] to their samples and found it did not work. They concluded that 

the inertia coefficient is more senstive to changes in porosity than the pore size and 

strongly affected by the cross-section of the ligament shape. The shape and the 

thickness of the fibre formed the porous network, which also vary with different 

manufacturing method used and variation in base materials [17, 111, 146].  
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Figure 5-40 Inertia coefficient as a function of porosity 

Shown in Figure 5-40 are the measured inertia coefficient ( f ) against porosity 

for the current samples and those available in literature. It is clear from these results 

the f decreases with an increase of porosity and is more sensitive to porosity than 

pore size.  

The scattering in results is most likely due to the differences in pore size and pore 

density (PPI). Increasing the PPI (decreasing the pore diameter) increases the number 

of fibres forming the structure, and thus the flow resistance [18, 110]. In addition, 

the different thicknesses of struts in the direction and perpendicular to flow, and the 

inertia coefficient encountered in different flow regimes are also a possible cause of 

inconsistency [104, 134, 143].   

Photographs of the two types of sample are shown in Figure 5-41. These 

differences are due to the variation in flow area, which is higher in the crushed salt 

samples as windows between the cells are more open. Similar results have been 

demonstrated by others [19, 109, 120].    
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 Figure 5-41 Photos of different infiltration salt samples 

 A wide range of pressure drop correlations were presented [17, 150] and the 

only the models used by Du Plessis et al. [116], Fourie et al. [75], Bhattacharya et al. 

[18] and Lacroix et al. [117], do not involve fitting coefficients from experimental 

data. These models can be adopted to predict permeability and the inertia coefficient 

with a deviation ± 30 % [17]. However, it has been stated that no model can be 

applied to predict these hydraulic parameters at low porosities [111, 146]. Therefore, 

three models have been adopted that apply to current results; the Du Plessis et al. 

model [116], the Zhao et al. correlations [151] and the Bhattacharya et al. model [18], 

which has been excluded because it is applicable only for high porosities.   

In order to generalise the relationship and to improve scattering in the data, 

the inertia factor experimental data has been normalised by the value (
√𝐾

𝑑𝑝
) as shown 

in Figure 5-42. It is also worth noting the current results are in the same order with 

those reported in literature. From the comparison of Figure 5-40 and Figure 5-42, the 

scattering is still the same and is likely a result of the differences in microstructure in 

terms of fibre shape and thickness, the differences in pore density (PPI) and variation 

of base material. The defects and differences in manufacturing technique are also a 

possible cause of this scattering.  
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Figure 5-42 Normalised inertia factor versus porosity 

 

Figure 5-43 Normalised inertia factor versus porosity 

As clear from Figure 5-43, the above expressions defined their own respective 

sample and no one can be generalised. The inertia coefficient is under predicted at 

low porosity. Extending at low porosities, the Du Plessis [116] model only agrees with 

crushed salt samples. Therefore, the pore and ligament shapes have a measurable 

impact on the hydraulic parameters. The analytical model’s approaches are based on 
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identical typical shapes of pores without any manufacturing imperfections and 

misalignment taken into account. Shown in Figure 5-44 are inertia factor against 

porosity for the replicated aluminium foams with spherical pore shape. 

For the current replicated aluminium samples and those used by Weber et al. 

[248] and  Zhao et al. [151], techniques and expressions have been adopted to obtain 

a relationship of inertia factor with porosity. The expression proposed here is a 

function of pore diameter, permeability and porosity;  

𝑓 = 𝐶[(𝜀)𝑛]
√𝐾

𝑑𝑝
      5.2 

The current sample’s results and those of Weber have been used to find the 

empirical fitting coefficients. The factor found are; n = -4.4 and the coefficient C is 

0.192 for spherical shape sample and 0.05 for irregular shape samples. Equation 5.2 

is used to determine the value of (
√𝐾

𝑑𝑝
).  The validity of these expressions is shown in 

Figure 5-44. 

 
Figure 5-44 Inertia coefficient expression for replicated aluminium foams 

The results of the measured hydraulic parameters and the transition points 

of Forchheimer and turbulent flow regimes for current samples and those reported 

in literature are tabulated in Tables 5-8 to 5-13. 



 
 

121 
 

                      Table 5-8 Geometrical and hydraulic parameters of very small pore size samples (dp=0.71-1.0 mm & PPI=20-25) 

Sample 𝜺 Permeability 
(K) x10-9, m2 

Frochhiemer 
Regime 

Turbulent 
Regime 

Inertia 
Coefficient (f) 

Drag 
Coefficient CE, m-1 

V.S-1 0.7225 4.21 0.38< Rek <16.18 Rek>20.41 0.72 11367 

V.S-2 0.6962 4.58 0.31< Rek <20.21 Rek>22.0 0.735 11804 

V.S-3 0.666 1.93 0.18< Rek <10.35 Rek>11.06 1.280 32596 

V.S-4 0.659 2.00 0.21< Rek <8.25 Rek>10.91 1.630 44524 

V.S-5 0.6822 2.94 0.20< Rek <8.25 Rek>10.95 1.23 27153 

V.S-6 0.6595 2.48 0.18< Rek <9.85 Rek>11.97 1.228 28853 

V.S-7 0.6643 4.21 0.29< Rek <16.96 Rek>21.0 0.743 14479 

V.S-8 0.715 9.49 0.57< Rek <32.5 Rek>35.0 0.622 8317 

V.S-9 0.665 3.27 0.18< Rek <11.17 Rek>13.44 1.20 24924 

V.S-10 0.643 1.54 0.16< Rek <6.07 Rek>7.38 2.46 76272 

V.S-11 0.680 2.93 0.26< Rek <12.61 Rek>14.64 1.283 29347 

V.S-12 0.679 3.62 0.22< Rek <19.11 Rek>21.28 1.016 20168 
 

                     Table 5-9 Geometrical and hydraulic parameters of small pore size samples (dp=1.0-1.18 mm & PPI=15-20) 

Sample 𝜀 Permeability 
(K) x10-9, m2 

Frochhiemer 
Regime 

Turbulent 
Regime 

Inertia 
Coefficient (f) 

Drag 
Coefficient CE, m-1 

S-1 0.6301 4.88 0.32< Rek <18.11 Rek>23.53 0.774 13625 

S-2 0.6272 5.13 0.30< Rek <19.3 Rek>26.0 0.986 16213 

S-3 0.6184 3.28 0.31< Rek <12.45 Rek>14.21 0.960 21033 

S-4 0.6272 4.21 0.30< Rek <19.87 Rek>25.93 0.625 12624 

S-5 0.6960 8.84 0.46< Rek <23.16 Rek>24.32 0.660 9538 

S-6 0.6992 7.53 0.47< Rek <26.42 Rek>35.2 0.600 8442 
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S-7 0.7302 8.90 0.55< Rek <25.1 Rek>26.12 0.691 9568 

S-8 0.6683 6.89 0.42< Rek <24.0 Rek>33.81 0.939 14715 

S-9 0.6680 6.10 0.40< Rek <19.0 Rek>28.0 0.868 13906 

S-10 0.6990 9.27 0.474< Rek <29.57 Rek>36.2 0.513 6518 

S-11 0.7246 11.0 1.05< Rek <33.92 Rek>40.45 0.385 4646 

S-12 0.7107 9.45 0.562< Rek <32.20 Rek>39.1 0.406 5576 

S-13 0.6770 6.29 0.295< Rek <25.0 Rek>30.0 0.905 14038 

S-14 0.7227 6.90 0.295< Rek <25.4 Rek>31.0 0.787 11616 

 

                     Table 5-10 Geometrical and hydraulic parameters of medium pore size samples (dp=1.4-1.7 mm & PPI=10-15) 

Sample 𝜀 Permeability 
(K) x10-9, m2 

Frochhiemer 
Regime 

Turbulent 
Regime 

Inertia 
Coefficient (f) 

Drag 
Coefficient CE, m-1 

M-1 0.6103 8.65 0.31< Rek <27.4 Rek>34.7 0.747 11376 

M -2 0.6205 8.56 0.32< Rek <27.95 Rek>34.7 0.749 11728 

M -3 0.6323 9.54 0.36< Rek <29.43 Rek>35.27 0.689 10410 

M -4 0.6425 10.0 0.38< Rek <30.0 Rek>35.83 0.601 8820 

M -5 0.6308 8.65 0.375< Rek <28.74 Rek>35.8 0.664 10051 

M -6 0.6000 10.13 0.42< Rek <30.34 Rek>36.6 0.672 9169 

M -7 0.6369 10.08 0.46< Rek <32.5 Rek>37.6 0.495 6970 

M -8 0.6415 9.72 0.35< Rek <29.3 Rek>36.5 0.483 7079 

M -9 0.6168 6.05 0.29< Rek <24.8 Rek>33.0 0.965 11510 

M -10 0.6922 13.82 0.44< Rek <32.43 Rek>42.04 0.731 9667 

M -11 0.6902 12.67 0.43< Rek <33.91 Rek>47.6 0.676 9358 

M -12 0.6766 13.27 0.52< Rek <34.3 Rek>48.6 0.773 9934 

M -13 0.7628 32.37 0.99< Rek <56.7 Rek>61.3 0.343 2813 

M -14 0.7796 28.11 1.01< Rek <57.9 Rek>64.1 0.312 2725 



 
 

123 
 

M -15 0.7527 32.03 1.22< Rek <64.74 Rek>74.0 0.331 2445 

M -16 0.6317 16.16 0.99< Rek <33.30 Rek>39.82 0.495 5707 

M -17 0.7578 14.39 0.67< Rek <35.0 Rek>50.21 0.562 5847 

M -18 0.6853 11.60 0.45< Rek <24.6 Rek>35.2 0.994 15108 

M -19 0.6816 13.18 0.50< Rek <26.2 Rek>37.5 0.951 13231 

M -20 0.717 16.52 0.69< Rek <44.3 Rek>56.3 0.488 5094 

M -21 0.6919 17.77 0.65< Rek <36.5 Rek>51.6 0.500 5612 

M -22 0.7091 11.19 0.33< Rek <28.0 Rek>38.8 1.024 14359 

M -23 0.7306 11.47 0.35< Rek <28.5 Rek>39.0 0.905 13230 

M -24 0.6896 9.85 0.40< Rek <21.4 Rek>32.4 1.006 15794 

M -25 0.7018 12.32 0.43< Rek <24.4 Rek>38.8 0.930 12633 
 

                     Table 5-11 Geometrical and hydraulic parameters of the large pore size samples (dp=2.0-2.36 mm & PPI=5-10) 

Sample 𝜀 Permeability 
(K) x10-9, m2 

Frochhiemer 
Regime 

Turbulent 
Regime 

Inertia 
Coefficient (f) 

Drag 
Coefficient CE, m-1 

L-1 0.6158 25.84 0.51< Rek <47.9 Rek>54.7 0.516 5299 

L -2 0.5943 18.65 0.47< Rek <41.4 Rek>48.1 0.777 9232 

L -3 0.6371 29.95 0.42< Rek <37.0 Rek>46.1 0.713 8667 

L -4 0.6116 18.51 0.30< Rek <19.87 Rek>25.93 0.611 6041 

L -5 0.6235 18.11 0.65< Rek <43.1 Rek>49.8 0.567 5715 

L -6 0.6207 25.51 0.68< Rek <44.9 Rek>58.0 0.568 5573 

L -7 0.6612 16.66 0.66< Rek <43.6 Rek>49.3 0.404 4208 

L -8 0.6492 20.63 0.63< Rek <43.5 Rek>55.7 0.605 4910 

L -9 0.6491 16.84 0.53< Rek <37.6 Rek>45.0 0.482 4918 

L -10 0.6974 15.91 0.56< Rek <31.6 Rek>42.0 0.726 8562 
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L -11 0.7075 22.72 0.47< Rek <33.5 Rek>48.0 0.914 11412 

L -12 0.7224 19.42 0.45< Rek <32.2 Rek>39.1 0.894 11276 

L -13 0.6929 15.79 0.32< Rek <26.4 Rek>35.4 1.06 15014 

L -14 0.6907 20.79 0.37< Rek <27.4 Rek>36.8 0.939 13064 

L -15 0.7222 27.21 0.67< Rek <45.1 Rek>56.6 0.450 3803 

L -16 0.7311 19.58 0.57< Rek <38.6 Rek>49.6 0.612 6293 

                   Table 5-12 Geometrical and hydraulic parameters of packed beds of balls samples and flow regimes bounds 

Reference Metallic foam 
type 

𝜺 PPI Pore size, 
mm 

Forchheimer 
Regime 

Turbulent 
Regime 

Boomsma et. al [78] Aluminium 0.921 10 6.9 Rek >26.5 NA 

Boomsma et. al [78] Aluminium 0.920 20 3.6 Rek >22.3 NA 

Boomsma et. al [78] Aluminium 0.928 40 2.3 Rek >14.2 NA 

Dukhan et al. [91] Aluminium 0.89 10 NA Rek >96.1 NA 

Dukhan et al. [91] Aluminium 0.9 20 NA Rek >29.2 NA 

Dukhan et. al [104] Aluminium 0.87 20 NA 6.4< Rek <37.5 Rek>50.0 

Bagci et al. [90] Aluminium 0.885 10 NA 6.2< Rek <45.2 Rek>46.2 

Bagci et al. [90] Aluminium 0.885 40 NA 3.9< Rek <39.1 Rek>47.1 

Bagci et al. [90] Aluminium 0.876 20 NA 6.4< Rek <37.5 Rek>50.0 

Kouidri et al. [97] Copper 0.93 20 1.2 Rek >21 NA 

Kouidri et al. [97] NiFeCr >0.91 20 1.2 8.15< Rek <16.5 Rek>19 

Kouidri et al. [97] Inconel >0.92 20 1.2 4< Rek <12.3 Rek>14.5 

 

          Table 5-13 Geometrical and hydraulic parameters of packed beds of balls samples and flow regimes bounds 

Sample 𝜀 Particle 
diameter, mm 

K X10-9 ,m2 
Experimental 

K X10-9 ,m2 
Equation (4.7) 

Darcy’s Regime 
limitations 

Forchheimer 
Regime 

Turbulent 
Regime 

Ball-1 (current study) 0.362 1.5 1.72 1.75 0.034< Rek <0.085 0.11< Rek <9.8 Rek>11.48 

Ball-2 (current study) 0.393 2.0 4.31 4.39 0.060< Rek <0.12 0.21< Rek <19.28 Rek>22.44 

Kecocioglu et al. [95] 0.40 3.0mm NA NA 0.062< Rek <0.12 0.34< Rek <2.3 Rek>3.4 
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Kecocioglu et al. [95] 0.40 6.0mm NA NA 0.062< Rek <0.12 0.34< Rek <2.3 Rek>3.4 

R. Fand et al. [87] 0.357-
0.359 

2.098 - 4.029 NA NA Rek <0.26 (±0.01) 0.57< Rek <9 Rek>13.5 

Bagci et al. [93] 0.3501 1.0 0.69 NA 0.29< Rek <0.77 1.28< Rek <9 NA 

Bagci et al. [93] 0.3558 3.0 6.423 NA 0.02< Rek <0.59 1.81< Rek <6.21 Rek>7.16 

Kundu et al. [82] 0.4174 2.5 18.79 NA 0.003≤ Rek ≤0.2 Rek>0.3 NA 

Kundu et al. [82] 0.3696 3.5 28.19 NA 0.004≤ Rek ≤0.3 Rek>0.4 NA 

Kundu et al. [82] 0.3478 5 49.90 NA 0.006≤ Rek ≤0.15 Rek>0.25 NA 

Kundu et al. [82] 0.3913 3.25 (Mixed) 22.53 NA 0.004≤ Rek ≤0.2 Rek>0.3 NA 
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5.5 Friction factor   

The friction factor is presented as a function of Reynold’s number. Shown in 

Figure 5-45 is the friction factor for one sample showing the borders of the flow 

regimes. The friction factor was found to follow the 1/Rek line over the entire range 

of Darcy’s regime. Dukhan et al. [104] stated that the friction factor and pressure 

drop increased with the decrease of porosity and pore size.  

 

Figure 5-45 Friction Factor versus Reynold’s Number 

At high Reynold’s numbers (or in the turbulent regime flow), the friction 

factor tends to the inertia coefficient as stated by Dukhan et al. [104] and Mancin et 

al. [39]. This can be seen in Figure 5-46, where at the highest Reynolds numbers, 

corresponding to the turbulent Regime, the friction factor tends to the inertia 

coefficient. The same scenario can be noticed for all the results in this study as shown 

in Figure 5-46. The black horizontal continuous lines are the inertia coefficients for 

each sample.  

The same scenario can be noticed for all samples, and may be because the 

inertia coefficient is itself a function of the fluid velocity [295]. For the present 

samples, the inertia coefficient was estimated over the entire Forchheimer regime. 

According to Equation 3.8 the friction factor in the Forchheimer regime was 

estimated from the permeability and inertia coefficient. The later was found from 

pressure data over the full Forchheimer regime.  
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Figure 5-46 Friction Factor versus Reynold’s Number 

Figure 5-47 shows a comparison of Equation 3.8 with selected experimental 

results. It can be seen that there is a consistent overestimate of the friction factor 

predicted by Equation 3.8 in the Forchheimer regime. For example, for the sample 

V.S-10, the overestimated friction factor can be observed when Rek<1 and for M-9 at 

Rek<2. 

 

Figure 5-47 Experimental and predicted friction factor against Reynold number
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Figure 5-48 Friction Factor versus Reynolds Number 
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The constant F in Equation 3.8 has been found to have different values; 

examples are 0.074 for Beavers et al.  [92], 0.057 for Vafai et al. [115], 0.105 for Paek 

et al. [19] and 0.076 for Hamaguchi et al. [249]. In each case, these figures for F were 

recommended as universal. Mancin et al. [39] assessed these values for aluminium 

foams and found that none of the above values agreed with the experimental results. 

It has been shown that the constant F tended to the inertia coefficient when the 

velocity was high [39, 104] or in the turbulent regime [104]. As shown in Figure 5-48, 

a single value of F would not be suitable for the present tested samples or other 

samples in literature.   

The contribution of the inertia forces increases with flow rate and is 

proportional to the square of fluid velocity [99]. At relatively high velocities, the first 

term in Equation 2.5 is small compared with inertia term and can be neglected. The 

inertia coefficient (Ergun coefficient) depends on the microstructure parameters 

strongly; namely pore diameter, porosity and strut thickness [18, 19, 52, 110-113].   

The contribution of inertia has been investigated inside the pores by the 

electrochemical probes measurement technique in terms of onset velocity 

fluctuation [294, 296-298]. In this technique, the rate of velocity gradient fluctuation 

is evaluated by the probes positioned in different places. The stability of the 

fluctuation rate with Reynolds number corresponds to the turbulent flow regime 

[294, 296, 298]. It has been found that the contribution on the inertia at the end of 

the laminar regime was about 68 % in packed beds of spheres [294, 297, 299], where 

as in synthetic foams was more than 80 % [297].  

Shown in Figures 5-49 and 5-50 are the lower and upper bounds of the 

Forchheimer flow regime for a selected sample (M-9). From Figure 5-51, it can be 

seen that the inertia coefficient increased until certain a Reynolds number and then 

settled at constant value.  
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Figure 5-49 Reduced pressure drop against permeability based Reynolds number 

 

Figure 5-50 Reduced pressure drop versus permeability based Reynolds number 

In order to identify the impact of flow characteristics on the inertia 

coefficient, the inertia coefficient was determined for each measured single flow 

velocity and pressure drop.  Therefore, for the current samples, the inertia coefficient 

was found to increase with fluid velocity over the Forchheimer regime until it became 

constant.  

Figure 5-51 shows the impact of Reynolds number and morphology on the 

inertia coefficient. The small pore size and low porosity samples have higher inertia 

coefficients at the same Reynolds Number. The inertia coefficient initially increased 

with Reynolds Number and then becomes constant. 
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Figure 5-51 Inertia coefficient as function of Reynold number 

 As mentioned earlier there have been a number of attempts to identify the 

inertia contribution at pore scales. The portions of the viscous and inertia 

contributions were determined based on the general correlation of the friction factor 

as function of particle or pore diameter and Reynolds number [294, 298-300].  For 

the selected sample (M-9), the proportion of the viscosity and inertia were 

determined from the experimental data by using the Forchheimer Equation. The 

same technique used in literature was also adopted by using the Equation 3.9 [294, 

298-300]. From Equation 3.9, the theoretical proportions of viscous (Vc) and inertia 

(Ic) contributions can be estimated as 

                                           𝐼𝑐 =
0.79

0.79+𝑓𝑅𝑒𝐾
   5.3 

                                           𝑉𝑐 =
𝑓 𝑅𝑒𝐾

0.79+𝑓𝑅𝑒𝐾
   5.4 

Shown in Figure 5-52 is the contribution portions of the viscosity and inertia on the 

pressure drop over the flow regimes.  

The viscous contribution decreased whereas that of the inertia increased with 

Reynolds number and at the end of Darcy regime are 92% and 10% respectively. It is 

also clear that the contribution of the inertia is about 94% at the end of Forchheimer 
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flow regime, which is confirmed with the results of Comiti et al. [299], Seguin et al. 

[294] and Hirech et al. [298].  

 

Figure 5-52 Viscous and inertial contributions 

As Equation 3.8 was found not to work with these results particularly well, 

Equation 3.9 [106] was applied to these results instead. This required the 

determination of two constants. Good agreement with the experimental data was 

obtained when the constant C1 was found to equal 0.79 and constant C2 was 

expressed as the inertia coefficient for each sample. Shown in Figure 5-53 is the 

validity of the Equation 3.9 with experimental results of the friction factor.  
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Figure 5-53 Modified friction factor model and experimental 

5.6 Uncertainty analysis   

5.6.1 Velocity uncertainty 

In this work, the air flow rate is measured by three instruments depending on 

the range of the velocity measurements. The uncertainties in the flow rates of the 

mass flow meters were calculated based on the equipment uncertainties provided 

by the manufacturer. The fractional uncertainty of the flow rate measured by the 

orifice plate was determined according to (EN ISO 5167-2-2003 and EN ISO 5167-

1:1997) [251, 281] by this formula  

𝛿𝑚̇
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(
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                                                                                                                                           5.5 

 

The diameter ratio β, was 0.46, therefore the uncertainty of the discharge 

coefficient (C) in the orifice plate was be taken as 0.5% when β ≤ 0.6 [281]. The 

expansibility factor (𝜀1) was estimated as  

𝜀1 = 1 − (0.41 + 0.35 𝛽4)
∆𝑃

𝐾 𝑃1
   5.6 

According to the ISO Standards, the error in the expansion factor was 

estimated by this formula  
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𝛿𝜀1 = 4
∆𝑃

 𝑃1
   5.7 

The maximum uncertainty of the expansion factor was ≤ 5%, and was found 

at the maximum flow rate. The maximum value for 
𝛿𝐷

𝐷
 may be taken as 0.4% and 

0.07% for 
𝛿𝑑

𝑑
  according to EN ISO 5167-1:1997 [281]. The error of the measured 

pressure drop across the orifice plate was considered to be 5.0 %. The individual 

errors were used to calculate the total uncertainty of the mass flow rate and it was 

found to equal 4.5%.  The summary of uncertainties of flow rates depending on the 

instruments are tabulated in Table 5-14.  

 

 

Table 5-14 Flow rates uncertainties 

Instrument type Flow rate range Uncertainty 

Roxspur Air Mass Flowmeter 
(FFLM0035) 

0.5 - 50 LPM 
0.003 - 0.38 m/s 

5.8% 

Omega Air Mass Flowmeter 
(FMA-1612A-V2) 

50 – 500 LPM 
0.38 – 3.8 m/s 

2.8% 

Orifice Plate 3.34 – 20 g/s 
1.26 – 7.5 m/s 

4.5% 

5.6.2 Pressure drop Uncertainties 

The error in the pressure measurements was found using the uncertainties in 

the instruments and by the repeatability for the inclined liquid manometer. The 

maximum error in pressure measurements was found to be 4% for the inclined 

manometer.  

5.6.3 Permeability uncertainty 

Before starting to find the error in the permeability, the parameters which were 

used in calculation should be known with their uncertainties. The maximum 

deviation in sample thickness was found to be 0.4%. Equation 2.1 was used to 

determine the permeability, so the permeability can be written as a function of the 

measured and calculated parameters as 
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𝐾 = 𝑓(∆𝑃, 𝐿, 𝜇, 𝑉)      5.8 

The total error of the permeability measurements can be found by the 

contributions from the uncertainties of all relevant parameters which are 

summarized by Equation 5.8 by the uncertainty propagation analysis [18, 39, 157, 

181, 301] 

𝛿𝐾

𝐾
= √(

𝛿∆𝑃

∆𝑃
)

2

+ (
𝛿𝐿

𝐿
)

2

+ (
𝛿𝜇

𝜇
)

2

+ (
𝛿𝑉

𝑉
)

2

 5.9 

The calculated permeability error is the maximum possible error relating to 

maximum uncertainties of relevant parameters.  

5.6.4 Reynolds Number Uncertainty 

 Equation 2.4 describes all of the relevant parameters in the uncertainty of 

Rek. Consequently, the Rek can be expressed as a function of those parameters as 

 
𝑅𝑒𝑘 = 𝑓(𝜌, 𝐾, 𝜇, 𝑉)       5.10 

 
The uncertainty propagation analysis can be applied to obtain the error in Reynolds 
Number. 
 

𝛿𝑅𝑒𝑘

𝑅𝑒𝑘
= √(

𝛿𝜌

𝜌
)

2

+ (
𝛿𝐾

𝐾
)

2

+ (
𝛿𝜇

𝜇
)

2

+ (
𝛿𝑉

𝑉
)

2

 5.11 

5.6.5 Friction factor uncertainty 

 Using the Equation 3.6 the related parameters are summarized as 

𝑓𝑘 = 𝑓(𝜌, 𝐾, ∆𝑃, 𝐿, 𝑉)        5.12 

 
The uncertainty of the friction factor was found using 

𝛿𝑓𝑘
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 5.13 

The summary of all parameter uncertainties are reported in Table 5-15. These 

listed errors are the maximum expected uncertainty for each parameter. 
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Table 5-15 Summary of uncertainties of parameters 

Parameter Unit Uncertainty 

Thickness  m 0.4 % 

Pressure Pa 4.0 % 

Dynamics Viscosity N.S/m2 0.1 % 

Velocity m/s 5.8 % 

Density Kg/m3 0.1 % 

Permeability m2 6.4 % 

Reynolds Number - 8.0 % 

Friction factor - 8.1% 

 
It is worth noting that the error in Reynolds Number varied with flow rate and the 

value reported in the Table 5-14 is a maximum at low flow rates.  
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Chapter 6 

6. ETC experimental results and discussion 

6.1 Experimental results 

The measured values of ETC were presented against the macroscopic 

porosity. In Table 6-1 Geometrical parameters and experimental results of replicated 

aluminium foams effective thermal conductivity were reported. Shown in Figure 6-1 

are the measured effective thermal conductivities of the tested samples plotted 

against porosity. There was some scatter in the results which is inherent from the 

nature of porous metals, the manufacturing process and the size of samples that 

could be manufactured.   

 
Figure 6-1 The ETC versus porosity (Ksol=205 W/m.K, temperature is 33◦C) 

In order to compare the measured values of ETC with those available in the 

literature, the ETC is presented (Figure 6-2) and normalized with the thermal 

conductivity of solid phase material from which the porous structure is made. The 

results of other researchers are also presented. 
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Figure 6-2 Normalised effective thermal conductivity versus porosity 

It can be seen that for the samples tested here and those of others, the ETC 

decreased as the porosity increased. The foams manufactured by Solórzano et al. 

[34] by the powder metallurgical method resulted in closed cells with a similar range 

of porosities to those manufactured in this work. They used the Transient Plane 

Source (TPS) technique to determine the ETC. The closed cell metal foams examined 

by Babcsan et al. [179] are also plotted. Three representative measurements of high 

porosity metal foams manufactured using investment casting have been included. 

The samples tested in Paek et al. [19] and Bhattacharya et al. [18] are Duocel foams, 

produced by the ERG Materials and Aerospace Corp.  Dyga and Witczak [158] do not 

mention the origin of their samples but are reported as ranging from 20 to 40 PPI.  

All used a similar method to determine the ETC as the one used here. 
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Table 6-1 Geometrical parameters and experimental results of replicated aluminium foams effective thermal conductivity 

 

 

Sample A 𝜀 𝐾𝑒𝑓𝑓 

W/m.K 

Sample B 𝜀 𝐾𝑒𝑓𝑓 

W/m.K 

Sample C 𝜀 𝐾𝑒𝑓𝑓 

W/m.K 

Sample C 𝜀 𝐾𝑒𝑓𝑓 

W/m.K 

Sample D 𝜀 𝐾𝑒𝑓𝑓 

W/m.K 

V.S-1 0.7225 21.45 S-1 0.6301 33.15 M-1 0.6103 36.92 M-17 0.7578 21.22 L-1 0.6158 34.17 

V.S-2 0.6962 23.67 S-2 0.6272 33.20 M-2 0.6205 35.80 M-18 0.6853 28.58 L-2 0.5943 40.00 

V.S-3 0.666 24.34 S-3 0.6184 36.76 M-3 0.6323 33.29 M-19 0.6816 25.42 L-3 0.6371 33.39 

V.S-4 0.659 35.98 S-4 0.6272 35.00 M-4 0.6425 32.31 M-20 0.7170 22.67 L-4 0.6116 37.80 

V.S-5 0.6822 31.96 S-5 0.6960 26.37 M-5 0.6308 33.79 M-21 0.6919 23.90 L-5 0.6235 31.85 

V.S-6 0.6595 27.61 S-6 0.6992 25.71 M-6 0.6000 37.62 M-22 0.7091 26.01 L-6 0.6207 31.10 

V.S-7 0.6643 27.34 S-7 0.7302 21.11 M-7 0.6369 32.19 M-23 0.7306 24.55 L-7 0.6612 29.54 

V.S-8 0.715 26.63 S-8 0.6683 29.73 M-8 0.6415 31.22 M-24 0.6896 26.38 L-8 0.6492 31.60 

V.S-9 0.665 36.32 S-9 0.6680 27.93 M-9 0.6168 36.23 M-25 0.7018 28.20 L-9 0.6491 33.44 

V.S-10 0.643 35.3 S-10 0.6990 23.39 M-10 0.6922 28.93 M-26 0.6937 24.84 L-10 0.6974 25.01 

V.S-11 0.680 31.0 S-11 0.7246 22.26 M-11 0.6902 27.30 M-27 0.5750 42.21 L-11 0.7075 24.65 

V.S-12 0.679 28.0 S-12 0.7107 22.04 M-12 0.6766 28.00    L-12 0.7224 26.04 

   S-13 0.6770 30.38 M-13 0.7628 19.90    L-13 0.6929 25.83 

   S-14 0.7227 26.50 M-14 0.7796 16.60    L-14 0.6907 27.24 

      M-15 0.7527 20.00    L-15 0.7222 21.27 

      M-16 0.6317 30.00    L-16 0.7311 22.44 

A- Very small pore size samples (dp=0.71-1.0 mm & PPI=20-25) 
B- Small pore size samples (dp=1.0 -1.18 mm & PPI=15-20) 
C- Medium pore size samples (dp=1.4 -1.7 mm & PPI=10-15) 
D- Large pore size samples (dp=2.0 - 2.36 mm & PPI=5-10) 

 



 
 

140 
 

 It can be seen that the ETC decreased as the porosity increased in both closed 

and open cell sponges. The measurements encompass samples with pore sizes 

ranging from 0.7mm to 2.4mm. No measurable impact of pore size could be 

determined. In these tests, the fluid phase (air) had a lower thermal conductivity 

compared with solid phase and the ratio of 𝑲𝒔 𝑲𝒇⁄   is more than 𝟏𝟎𝟑. As a result of 

this, Argento et al. [302] have suggested that the main mechanism of heat exchange 

is by conduction through the struts and ligaments which form the porous network. 

The reduction in the volume fraction of the fluid phase (decrease in porosity) leads 

to the increase of the fraction of solid phase ligaments, hence the thickness of the 

skeletal fibres increases. As a result, the ETC is dependent on the change in the solid 

phase volume fraction. For the same reason as stated by Dias et al. [182], the sintered 

material foams provide a higher ETC at the same range of porosity in comparison 

with the non-sintered ones.  

The dependence of sample properties on convection was explored by testing 

four large pore size samples (dp=2.0-2.4mm) with different porosities in both upward 

and downward configurations.  Shown in Figure 6-3 is the effect of porosity on the 

contribution of convective heat transfer to ETC, including data from a high porosity 

aluminium foam [158], whose pore size is roughly equivalent to the pore size tested 

here.  

 

Figure 6-3 The effect of porosity on the natural convection contribution on ETC (33°C) 
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The contribution of natural convection is calculated as the percentage 

increase in ETC when measured with heat flow vertically upwards, over the value 

when it flows in the opposite direction (suppressing the convection contribution), 

and is found to increase with porosity as a result of increased fluid space. However, 

the overall contribution from natural convection remains low. Subsequent 

measurements were performed with the direction of heat downwards to minimize 

the influence of convective heat transfer.  

While in this analysis, natural convection was assumed to be negligible, 

previous researchers have demonstrated that it can contribute to heat transfer in 

this type of test [158]. To test for its impact, the rig was rotated such that the heat 

source was below the sample. This configuration has been shown to encourage air 

movement within the pores due to buoyancy forces [158]. Natural convection 

depends on temperature, and so measurements were performed for at a range of 

heater temperatures; the results for which are shown in Figure 6-4 for large pore size 

samples. The effective thermal conductivity increased with temperature, as might be 

expected as both the thermal conductivity of air and aluminium increase with 

temperature.  However, once these factors were taken into account, it was found 

that the relative contribution of convection also increased by ~1% for an 18◦C rise in 

the air temperature. 

   

Figure 6-4 The impact of temperature on the contribution of natural convection to ETC 
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6.2 Models and correlations validity and assessment 

Since their development, there have been a number of studies on high porosity 

metal foams and sponges (ε > 90%). The ETC’s found have been shown to be strongly 

influenced by the morphology of the unit cell [19, 169]. Empirical and structural 

based models have been developed. However, theoretical models of ETC often still 

rely on experimentally determined constants to account for manufacturing variability 

and the difficulties in representing the complex three-dimensional structures [160, 

169]. Models have often been based on a number of structures such as a two-

dimensional array of hexagonal cells [18] and 3D tetrakaidecahedron cells [167, 303].  

The materials studied here have lower porosities and a more random structure 

than some other types of porous material, so their ETC would not necessarily be 

expected to agree with equations derived for alternative types of metal foams or 

sponges.  However, it is desirable to have an expression that can predict ETC for 

porous metals over the range of porosities from 0.5 to values approaching 1.0.  A 

number of models and correlations have been selected and compared to available 

measurements of ETC, which are shown in Table 6-2.  

         Table 6-2 Effective thermal conductivity models and empirical correlations 

Name                                                                                                    Expression                                                    

Models: 

Series – Parallel [34]                    𝐾𝑒𝑓𝑓 = 𝐾𝑠𝑜𝑙 (1 − 𝜀
2

3⁄ ) +
𝐾𝑠  𝜀

2
3⁄

𝐾𝑓+(𝐾𝑠−𝐾𝑓)  𝜀
1

3⁄
           6.1 

                                     

Misnar Model [34]                      𝐾𝑒𝑓𝑓 = 𝐾𝑠𝑜𝑙 (1 +
1−𝐾𝑠 𝐾𝑓⁄

1−𝜀1 3⁄  (1−𝐾𝑠 𝐾𝑓⁄ )
)                       6.2 

 

Dul’nev Model [73]                    𝐾𝑒𝑓𝑓 = 𝐾𝑠𝑜𝑙𝑡
2 + 𝐾𝑓(1 − 𝑡)2 +

2𝑡(1−𝑡)𝐾𝑠𝑜𝑙𝐾𝑓

𝐾𝑠𝑜𝑙(1−𝑡)+𝑡𝐾𝑓
       6.3 

                                                        Where 𝑡 =
1

2
+ cos (

1

3
𝑐𝑜𝑠−1(2𝜀 − 1) +

4𝜋

3
)     

 
Scaling Relation [34, 285]           𝐾𝑒𝑓𝑓 = 𝐾𝑠𝑜𝑙(1 − 𝜀)𝑛                                                6.4 

                                                        Where 𝑛 ∈ [1.65,1.85)   
 

Progelhof [304]                                  𝐾𝑒𝑓𝑓 = 𝐾𝑓(1 + 𝐾𝑠𝑜𝑙 𝐾𝑓 𝜀𝑛⁄ )                             6.5 

 
Empirical Correlations for high porosity foams:                                             

Bhattacharya et al. [18]             𝐾𝑒𝑓𝑓 = 𝐴(𝜀𝐾𝑓 + (1 − 𝜀)𝐾𝑠𝑜𝑙) +
1+𝐴

𝜀

𝐾𝑓
+

1−𝜀

𝐾𝑠𝑜𝑙

               6.6 
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                                                                  where A= 0.35         
                                               

Singh et al. [165]                              𝑘𝑒𝑓𝑓 = 𝐾𝐼
(1−𝐹)

𝐾𝐼𝐼
𝐹    0 ≤ F ≤ 1                             6.7 

                                                              𝐾𝐼 =
𝐾𝑠𝑜𝑙𝐾𝑓

(1−𝜀)𝐾𝑓+𝜀𝐾𝑠𝑜𝑙
                                  

                                                              𝐾𝐼𝐼 = 𝜀𝐾𝑓 + (1 − 𝜀)𝐾𝑠𝑜𝑙 

                                                              𝐹 = 0.9683 (0.3031 + 0.0623ln (𝜀 
𝐾𝑠𝑜𝑙

𝐾𝑓
)) 

Coquard et al. model [167]              𝐾𝑒𝑓𝑓 = 𝐾𝑠𝑜𝑙( 𝛼 (1 − 𝜀) + 𝜒(1 − 𝜀)2)                  6.8 

                                                            𝛼 = 𝑓 (
𝐷𝑠𝑡

𝑑𝑙𝑢
⁄ ),  𝜒 = 𝑓 (

𝐷𝑠𝑡
𝑑𝑙𝑢

⁄ ) 

 

Maxwell Model [34, 163]                           𝐾𝑒𝑓𝑓 =
2 𝐾𝑠𝑜𝑙+𝐾𝑓−2(𝐾𝑠𝑜𝑙−𝐾𝑓)𝜀

𝐾𝑠𝑜𝑙+𝐾𝑓+(𝐾𝑠𝑜𝑙−𝐾𝑓)𝜀
                             6.9 

 

There are some of models which can be simplified according to the 

assumption Kf << Ksol [34] and when the Ksol / Kf >103, the main mechanism of heat 

transfer is conduction along the solid – solid contact area [182]. Five models were 

used; one based on the assumption that conduction through the solid material can 

be either in series or parallel. A Misnar model, which proposed that for porous 

materials consisting of solid ligaments with random air, inclusion is used. A simple 

scaling expression was proposed for the metal foams and the exponent n as a fitting 

coefficient [285]. An empirical model used the scaling expression fitted to 

experimental results of polymeric foams by Progelhof [304].  The model proposed by 

Dul’nev et al. [73] was also used, and in this model the fibrous structure was a 

random arrangement of infinitely cylinders, as shown in Figure 6-5. Although, it was 

also stated the replacement of the cylinders with the same cross sectional square 

bars will not effect the ETC. 

 

Figure 6-5 (a) Infinite cylinders arrangement, reproducing from [32] with permission of Elsevier; (b) 
unit cell intersection  
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An analytical model based on the numerical and 3D tomographic structure 

parameters in terms of ratio between the thickness of the struts and the nodes 

(referred to as lumps in the originating work, and preserved in the notation here, 

Dst/dlu) and the node shape is also used [167]. Two empirical expressions for high 

porosity (> 90%) foams are also compared to our experimental measurements. This 

is beyond their range of applicability and the object of including them was to observe 

if they might extend to lower porosity materials.  

 The final expressions of the simplified models [34] are tabulated in Table 6-3. A 

simple scaling relation and simplified Progelhof model take the same expression. The 

series –parallel and Misnar models give the same equation. All of them give the 

function of porosity and solid phase thermal conductivity.   

        Table 6-3 Simplified models 

Name                                                                                                    Expression                                                    

Simplified models: 

Simplified Series – Parallel                      𝐾𝑒𝑓𝑓 = 𝐾𝑠𝑜𝑙(1 − 𝜀
2

3⁄ )                                          6.10                                      

and Misnar Models [34]    
 

Dul’nev Model [73]                                  𝐾𝑒𝑓𝑓 = 𝐾𝑠𝑜𝑙𝑡2 + 𝐾𝑓(1 − 𝑡)2 +
2𝑡(1−𝑡)𝐾𝑠𝑜𝑙𝐾𝑓

𝐾𝑠𝑜𝑙(1−𝑡)+𝑡𝐾𝑓
    6.11 

                                                                      Where 𝑡 =
1

2
+ cos (

1

3
𝑐𝑜𝑠−1(2𝜀 − 1) +

4𝜋

3
)     

 
Scaling Relation [34, 285]                            𝐾𝑒𝑓𝑓 = 𝐾𝑠𝑜𝑙(1 − 𝜀)𝑛                                              

6.12 
                                                           Where 𝑛 ∈ [1.65,1.85)   

Simplified Coquard et al. model [167]          𝐾𝑒𝑓𝑓 =  𝛼 (1 − 𝜀) + 𝜒(1 − 𝜀)2                      6.13 

                                                                         𝛼 = 𝑓 (
𝐷𝑠𝑡

𝑑𝑙𝑢
⁄ ),  𝜒 = 𝑓 (

𝐷𝑠𝑡
𝑑𝑙𝑢

⁄ ) 

 
 

Empirical Correlations for high porosity foams:                                             

Bhattacharya et al. [18]                          𝐾𝑒𝑓𝑓 = 𝐴(𝜀𝐾𝑓 + (1 − 𝜀)𝐾𝑠𝑜𝑙) +
1+𝐴

𝜀

𝐾𝑓
+

1−𝜀

𝐾𝑠𝑜𝑙

             6.14 

                                                                               where A= 0.35            
                                            

Singh et al. [165]                                            𝑘𝑒𝑓𝑓 = 𝐾𝐼
(1−𝐹)

𝐾𝐼𝐼
𝐹    0 ≤ F ≤ 1                           6.15 

                                                              𝐾𝐼 =
𝐾𝑠𝑜𝑙𝐾𝑓

(1−𝜀)𝐾𝑓+𝜀𝐾𝑠𝑜𝑙
                                  

                                                              𝐾𝐼𝐼 = 𝜀𝐾𝑓 + (1 − 𝜀)𝐾𝑠𝑜𝑙 

                                                              𝐹 = 0.9683 (0.3031 + 0.0623ln (𝜀 
𝐾𝑠𝑜𝑙

𝐾𝑓
)) 

Maxwell Model [34, 163]                   𝐾𝑒𝑓𝑓 =  𝐾𝑠𝑜𝑙
2(1−𝜀)

(2+𝜀)
                                            6.16 
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 The simplified expressions have been examined by a comparison of predicted 

ETC with the original models. The deviation in predicted ETC by the simplified series 

- parallel model at porosity 0.5 ≈ 1.0% and increased gradually after a porosity of 0.8 

reached 26.6% when the porosity increased to 0.98. This can be explained, as in this 

case the mechanism of heat transfer is through conduction along the solid –fluid-

solid instead along finite contact area. The possible reason for that is the decrease of 

the solid phase volume.     

 The experimental results from this study and those of other researches are 

presented in Figure 6-6 with expressions given in  

 

Figure 6-6 Empirical correlations and simplified models assessment 

From Figure 6-6, it can be seen that there is considerable variation in the 

predicted ETC, with mismatches between empirical correlations and the 

experimental results across the full range of porosity. The experimental data might 

be considered to be in better agreement than the proposed fits; the scatter observed 

here between the samples tested being less than that of the predictions. This, in part, 

reflects the lack of experimental data that has been available for porous materials 

and the necessity for further measurements. The series-parallel or Minsar models 

over predicted the ETC at all porosities by 65%, at a porosity of 70% and 86% at a 
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porosity of 95%. The two models derived for high porosity materials, Bhattacharya 

et al.[18],  and Singh et al.[165], tend to under predict the ETC at lower porosities by 

24% and 50% at a porosity of 60% respectively, which indicates some material or 

structural difference at this range from the higher porosity form. Scaling relationships 

gave reasonable agreement for some of the measurements but tended not to work 

for materials where the porosity was greater than 90%, which under predicted ETC 

by 77% at a true porosity of 95%. The Dul’nev model predicted ETC well across the 

whole range of porosities, although the values of the effective thermal conductivity 

for the high porosity foams are so low that the relative error will be significant. The 

successful predictions of this model are likely to relate to the fact that the fibrous 

structure in the model is assumed to be an infinite random arrangement of cylinders. 

The replacement of the cylinders with square bars of the same cross sectional area 

will not affect the ETC [73], and so this random arrangement is a good representation 

of the strut structure of the tested foams.   

 Further to this, the shapes of the nodes and struts have a measurable effect 

on the predicted ETC. The cross sectional shape of metal fibres (strut) changes with 

porosity, from a circle at a porosity of 85% to a concave triangle when the porosity 

reaches 97% [18, 20, 32] as show in Figure 6-7 . It depends strongly on the porosity 

and the type of material and manufacturing process also have an important impact 

on the topological structure of the foams [146]. Therefore, incorrectly considered 

shapes and cross sections of struts which comprise different forms is a possible 

reason of  the discrepancies in the predicted ETC by models for the very high porosity 

foams [20].  

 
Figure 6-7 Strut cross sections at different porosities. Reproducing from [18] with permission of 

Elsevier 

To include the effect of the thickness ratio of the nodes and struts, the 

predicted ETC from the Coquard et al. model [167] was compared with experimental 

results with cubic and parallelepipedic node shapes. For both shapes at high Dst/dlu, 



 
 

147 
 

the ETC was under predicted at low porosity by 15% and 36% for parallelepipedic and 

cubic nodes respectively, and tends to good estimation at very high porosities with 

high and low ratio. The overestimated values were found at lower porosities with 

very low Dst/dlu. When the ratio is 2.0, the shape of the nodes tends to a measurable 

difference of around 8% at a porosity of 65%. In this model, the thickness ratio 

between the nodes and struts needs to be obtained accurately in order to be able to 

predict a reliable ETC value.   

 The analytical and numerical approaches describe the typical shape of unit 

cells as homogenous, without any misalignment or other defects, which in reality will 

be present [34, 172]. Such features will be the origin of the differences between the 

predictions and the experimental results. 

As can be seen from Figure 6-6, no empirical correlation or model can be 

generalized to predict the ETC over the whole range of porosity. Thereby, the 

objective of this work was to modify one of the available models to cover the whole 

experimental range. The scaling relation was proposed for open cells metal foams to 

find the thermal properties, such as thermal conductivity and specific heat [285]. In 

the scaling relation (Equ. 6.4), the exponent n varied from 1.65 to 1.85 [34, 285].  

Therefore, n was modified so the exponent fit all experimental results. From Figure 

6-6, the impact of differences in material properties on the ETC can be observed.  This 

is particularly noticeably between the metal foams with porosities from 0.6 to 0.8 

and the foams with porosities greater than 0.9. In order to find the values of 

exponent n as a function of porosity, current experimental results and those reported 

in open literature were used in the scaling relation. Thus, the value of exponent n 

was allowed to vary with the porosity of the metal foams.  

This can be expressed as: 

𝐾𝑒𝑓𝑓 = 𝐾𝑠𝑜𝑙(1 − 𝜀)𝑛=𝑓(𝜀)     6.17 
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Figure 6-8 Exponent n as function of porosity 

From Figure 6-8, the value of n was observed to gently decrease with 

increasing porosity, but then rapidly tail off beyond a porosity of 0.8. In order to fit 

this data, a power law was investigated, also shown in Figure 6-8, as a dashed line.  

The best fit was found to be 

𝑛 = 2.15(1 − 𝜀)0.16     6.18 

Resulting in the final form of the empirical scaling law for porous metals for with pore 

fractions ranging from 0.5 to 0.98 to be  

𝐾𝑒𝑓𝑓 = 𝐾𝑠𝑜𝑙(1 − ε)2.15(1−ε)0.16
     6.19 

 Figure 6-9 shows the predicted ETC using Equation 6.19 in comparison 

with the experimental results. The error bars show the respective percentage error. 

The alternative expression of ETC (Equ. 6.19) is in a good agreement with 

experimental results of open cell metal foams. It also under predicts by 20% for 

closed celled sintered porous materials due to the different in microstructure. The 

comparison is reported in Figure 6-9. The Maxwell model was obtained for a material 

consisting of solid spheres randomly dispersed in the second phase and is not valid 

for the metal foams due to the differences in microstructure [34, 163]. There is a 

mismatch between Maxwell model and experimental data and the model 

overestimated the ETC over all the range of porosity. 
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Figure 6-9 Predicted effective thermal conductivity by modified scaling relationship versus 
porosity 

Shown in Figure 6-10 is selected experimental data with the proposed 

empirically derived scaling law given in Equation 6.19. The agreement with all three 

forms of porous material is considered to be good.  There is some deviation with the 

‘low’ porosity sintered metal foams (which are closed cell) [34] which had a slightly 

higher ETC than the open celled materials most likley due to the structural difference. 

 
Figure 6-10 Predicted versus experimental ETC 
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Also shown in Figure 6-9 is the prediction by an analytical expression for cellular 

metal honeycombs [305]. Here, the thickness and height of the solid material 

decreases in proportion as the porosity increases, as the cells become smaller and 

the walls thinner. The reduction in effective thermal conductivity with porosity is 

more linear in this situation. It should be noted that these results are only applicable 

for unidirectional heat transfer and that there is a different correlation for heat 

transfer in alternative planes. In contrast, the high porosity metal foams (𝜀>0.9) are 

characterised by thickened intersections with thinner walls resulting in relatively 

lower values of ETC than might be expected if the material was distributed evenly in 

the matrix. 

The empirical expression derived here clearly has its limitations. However, it 

provides better agreement with the full range of experimental data than the existing 

analytical expressions.  While methods that make links between the structure and its 

behaviour clearly have great potential to yield understanding of the mechanisms and 

could lead to accurate predictions, accessing all of the required parameters 

experimentally can be challenging. Structural differences inherent in different 

manufacturing techniques (e.g. the thin strut thicknesses seen in the high porosity 

investment cast foams), and changes in structure over large ranges of porosity, mean 

that a general correlation for ETC will be difficult to achieve. 

6.3 Uncertainty analysis  

The possible uncertainties in measured parameters result in an accumulative 

error in the ETC. As the porosity has a strong influence on the ETC, this will also be 

determined. The error in porosity, can be expressed as a function of geometrical 

dimensions and the mass of the sample. 

𝜀 = 𝑓(𝐿𝑠,  𝐴𝑠, 𝑚𝑠)         6.20 

Where the important parameters are cross sectional area (𝐴𝑠), length (𝐿𝑠) and mass 

(𝑚𝑠) of the sample. The uncertainty of the porosity can be estimated as [18, 159, 181, 

301] as: 

 



 
 

151 
 

𝛿𝜀

𝜀
= √(

𝛿𝐴

𝐴
)

2

+ (
𝛿𝐿𝑠

𝐿𝑠
)

2

+ (
𝛿𝑚𝑠

𝑚𝑠
)

2

     6.21 

The key parameters in error in ETC are uncertainty in upper and lower heat 

fluxes (𝑄𝐼 , 𝑄𝐼𝐼), the geometrical dimensions of the samples and temperature 

differences (∆𝑇) as 

𝑄𝑠 = 𝑓(𝐿𝑠, 𝐴, 𝑄𝐼 , 𝑄𝐼𝐼 , ∆𝑇)     6.22 

Therefore, the uncertainty can be found as  

𝛿𝑄𝑠

𝑄𝑠
= √(

𝛿𝐴

𝐴
)

2

+ (
𝛿𝐿𝑠

𝐿𝑠
)

2

+ (
𝛿𝑄𝐼

𝑄𝐼
)

2

+ (
𝛿𝑄𝐼𝐼

𝑄𝐼𝐼
)

2

+ (
𝛿∆𝑇

∆𝑇
)

2

 6.23 

Considering the relation which used to calculate the effective thermal conductivity 

the related parameters can be expressed as follows 

𝐾𝑒𝑓𝑓 = 𝑓(𝐿𝑠, 𝐴, 𝑄𝑠, ∆𝑇)     6.24 

Then the uncertainty of the effective thermal conductivity can be as  

𝛿𝐾𝑒𝑓𝑓

𝐾𝑒𝑓𝑓
= √(

𝛿𝐴

𝐴
)

2

+ (
𝛿𝐿𝑠

𝐿𝑠
)

2

+ (
𝛿𝑄𝑠

𝑄𝑠
)

2

+ (
𝛿∆𝑇

∆𝑇
)

2

     6.25 

The uncertainties of parameters which were used in the valuation of effective 

thermal conductivity are tabulated in Table 6-4. From the above calculation the 

uncertainty of the porosity was found <1.8% and the uncertainty of the effective 

thermal conductivity <6.1%. The test rig was examined by the three known material, 

aluminium, brass and steel. The deviation compared with published values [254] was 

found <1.5%, < 2% and 5% respectively.  

Table 6-4 Uncertainties of parameters 

Parameter  Uncertainty  

Sample length (Ls) 0.4% 

Sample Area (A) 0.8% 

Sample Weight (ms) 0.25% 

Porosity (𝜀) 1.8% 

Temperature Difference (∆𝑇) 0.25◦C 
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Chapter 7 

7. Convective heat transfer experimental results and discussion 

  The thermal performance of different classes of porous material is generally 

presented by plotting the thermal parameters against pore Reynolds number. The 

pore velocity can be obtained by using the sample porosity (𝜀) [23, 47, 122].  However 

in section 3.1 the permeability based Reynolds number was used due to uncertainty 

in the definition of the pore size. Both will be presented here.  

𝑅𝑒𝑑𝑝 =
𝜌𝑓𝑉𝑓𝑑𝑝

𝜇𝑓 𝜀
  7.1 

𝑅𝑒𝐾 =
𝜌𝑓𝑉𝑓√𝐾

𝜇𝑓 𝜀
  7.2 

  The heat transfer area of the metal foams was obtained by assuming the pores 

were spherical with an average pore diameter of the preform salt. For the steel balls 

samples the surface area of one ball was calculated and multiplied by the number of 

balls. The heat transfer area for the mesh wire screens was a function of porosity, 

sample thickness (L), frontal area (Af) and wire diameter (dw) and can be obtained as 

[229]. 

𝐴ℎ =
4 𝐴𝑓𝐿(1 − 𝜀)

𝑑𝑤 
  

7.3 

  The volumetric heat transfer coefficient is typically expressed in dimensionless 

form as the pore Nusselt number [47, 122, 198, 199].  

𝑁𝑢𝑉𝑑𝑝 =
 ℎ𝑉𝑑𝑝

2

𝐾𝑓 
  7.4 

   The thermal conductivity of the air (𝐾𝑓 ) was taken at average of inlet and exit 

fluid temperatures.  

7.1 Number of transfer units 

   The thermal experimental results are first presented in terms of NTUm against 

permeability based Reynolds number. The number of transfer units is the indicative 

parameter to assess thermal performance of heat exchangers and thermal 

regenerators. It is a measure of the amount of energy transferred from the fluid to 
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the matrix or vice versa. Three different classes of porous material were examined, 

including four different pore size metal foams, mesh wire screens and steel balls 

packed beds. Shown in Figures 7-1 to 7-5 are the number of transfer units results 

against permeability based Reynolds number for all different classes of porous 

media.  

 

Figure 7-1 Very Small samples NTUm against Reynolds number based Permeability 

 

Figure 7-2 Small samples NTUm against Reynolds number based Permeability 
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Figure 7-3 Medium samples NTUm against Reynolds number based Permeability 

 

Figure 7-4 Large samples NTUm against Reynolds number based Permeability 

 
Figure 7-5 Steel balls and mesh wire screens samples NTUm against Reynolds number based 

Permeability 



 
 

155 
 

   The NTUm was found to decrease with Reynolds number [8, 194]. The NTUm 

is an indicative measure of the amount of energy transferred from the fluid to the 

matrix or vice versa. As the flow rate increased so did the content energy but the 

heat transfer area of the core matrix remained constant so the relative heat transfer 

was lower.  

 It can be seen that NTUm increased with decreasing of the pore size as the smallest 

pore size samples provided higher heat transfer area. Although the interstitial 

velocity also increased with the decreasing in pore size and this would also enhance 

the heat transfer. In the case of the packed bed of steel balls the total heat capacity 

was higher due to its higher density (lower porosity) compared to the other samples. 

For this reason it had a relatively high NTUm as it was able to absorb more energy 

than the aluminium metal sponges. In the case of mesh wire screens, the NTUm 

increased with number of layers as the result of increase in the total thermal capacity 

in terms of mass and heat transfer area.  

7.2 Convective heat transfer coefficient 

   The thermal performance of porous media can be presented in terms of wall 

and volumetric convective heat transfer coefficients. In order to obtain the 

convective heat transfer coefficients the specific area per unit volume and the heat 

transfer area should be known. The area of replicated aluminium sponges is 

calculated based upon the average value of the preform salt diameter, porosity, and 

the dimensions of the sample. Once the specific area (area per unit volume) and heat 

transfer area are known the convective heat transfer coefficients can be obtained by 

Equations 2.16 and 2.17. Shown in Figures 7-6 to 7-10 are the volumetric heat 

transfer coefficients against the permeability based pore Reynolds number.  
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Figure 7-6 Volumetric heat transfer coefficient against permeability based Reynolds number (Very 
Small pore size samples) 

 
Figure 7-7 Volumetric heat transfer coefficient against permeability based Reynolds number (Small 

pore size samples) 

 
Figure 7-8 Volumetric heat transfer coefficient against permeability based Reynolds number 

(Medium pore size samples) 
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Figure 7-9 Volumetric heat transfer coefficient against permeability based Reynolds number (Large 
pore size samples) 

 

Figure 7-10 Volumetric heat transfer coefficient against permeability based Reynolds number 
(Steel balls and mesh wire screens samples) 

   As the Reynolds number increased the volumetric heat transfer coefficient 

increased. With increasing pore size the volumetric heat transfer coefficient 

decreased, although the values of hv for the Small and Very Small samples were 

similar; hence, as the pore size decreased the hv increased. The increase in volumetric 

heat transfer coefficient with decrease of pore size or particle diameter and porosity 

was also reported in open literature [5, 48]. For the mesh wire screens samples no 

effect of varying the number of layers on hv was found as the specific area and the 

microstructure parameters were the same. At the same Reynolds number the steel 

ball sample had higher hv due to its relatively high specific area.  
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  The thermal performance of the porous materials can also be described by the 

wall convective heat transfer coefficient (h). This parameter is an indication of the 

heat transfer per unit area at certain temperature difference.  Shown in Figures 7-11 

to 7-15 is h as a function of permeability based Reynolds number.  

 

Figure 7-11 Heat transfer coefficient against permeability based Reynolds number (very small 
samples) 

 

Figure 7-12 Heat transfer coefficient against permeability based Reynolds number (small samples) 
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Figure 7-13 Heat transfer coefficient against permeability based Reynolds number (medium 
samples) 

 

Figure 7-14 Heat transfer coefficient against permeability based Reynolds number (large samples) 

 
Figure 7-15 Heat transfer coefficient against permeability based Reynolds number (steel balls and 

mesh wire screens samples) 
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   The same trend as for the volumetric heat transfer coefficient has been 

observed for convective heat transfer coefficient. And both volumetric and wall heat 

transfer coefficients increased with the decrease of porosity. Some scattered data 

were found in the pressure drop and will be discussed in the next chapter. These 

scattered data were the result of the manufacturing defects and differences in pore 

shape and porosity.  

7.3 Effect of microstructure parameters on convective heat transfer coefficient 

   The microstructure parameters (porosity, pore size) were observed to play a 

measurable role in heat transfer phenomena in metal foams. An increase in the 

convective heat transfer coefficient with decreasing of porosity and increasing of PPI 

(decrease of pore size) has been reported by a number of authors [47, 64, 199, 202].  

Shown in Figure 7-16 is the effect of porosity on the convective heat transfer 

coefficient at certain mass flow rate per unit area (G). This value of mass flow rate is 

7.0 g/s in current experiments. Decreasing the porosity and pore diameter increases 

the specific area and thus the heat transfer area. Also the decrease of both these 

geometrical parameters increases the pore velocity. This increase of both heat 

transfer area and pore velocity resulted in increase of convective heat transfer 

coefficient.  

 

Figure 7-16 Effect of porosity on convective heat transfer coefficient 

  The scattering in the reported data in Figure 7-16 is the result of the pore 

diameter and shape differences and manufacturing defects.  
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 The volumetric heat transfer coefficient (hv) is widely used to assess the thermal 

performance of porous material. Shown in Figure 7-17 is volumetric heat transfer 

coefficient (hv) against pore Reynolds number for all the current samples.   

 

Figure 7-17 Volumetric heat transfer coefficient against pore Reynolds number for different 
classes of porous media 

   The characterization of convective heat transfer in reticulated materials is 

frequently reported in terms of volumetric heat transfer coefficient. This is because 

measuring the specific area of cellular reticulated porous material is difficult [11, 

186].  The increase in hv with the decrease of porosity and pore size as a result of the 

increase of pore velocity and specific area has been reported [48, 69, 122]. The 

samples with the highest value of hv are the Very Small pore size (0.71-1.0mm) 

samples and they have a higher hv four times that of the large pore size samples at 

the same a Redp ~ 400.  At the same Redp they also provide hv approximately two 

times higher than those provided by steel balls and mesh wire screens.  

  The comparison of hv for the current samples with those in the literature is 

shown in Figure 7-18 in order to show the effect of pore density (or pore size) and 

porosity on hv. It appears the samples from the current study have a higher hv 

compared with more open metallic foams reported in the literature due to their 

higher porosity. The effect of porosity also can be noticed from the tested samples 

by Hwang et al. [122]. The increase in hv with increase of PPI at fixed porosity is clear 

from examined samples of Fu et al. [186], Vijya et al.[203],  Kamiuto et al.[198], Ando 

et al. [200] and Xia et al. [48]. 
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Figure 7-18 Volumetric heat transfer coefficient versus frontal velocity
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 In contrast, the contradiction in the results of two samples with same porosity 

(0.87) and PPI (10) was reported by Younis et al. [199] and Vijay et al. [203]. This was 

explained as the difference in the thickness that resulted in an important entrance 

effect [122, 203]. They were also produced with different techniques and with 

different pore diameter [203]. Therefore, the effect of pore diameter is more 

predominant on the convective heat transfer than porosity [203]. This can be also 

concluded from the comparison of current tested samples (low porosity) with 

samples with high porosity, namely, those examined by Fu et al. [186] with pore 

diameter 1.25 mm and Calmidi et al. [69] with pore diameter 1.8mm.    

  The method of measuring the hv whilst transient or steady state is the possible 

source of the contradiction in the reported results, due to transverse temperature 

distribution as stated by Fuller et al. [47], when the same samples of Calmidi et al. 

[69] and Hwang et al. [122] were compared. In the steady state technique the 

temperature in the centre of the samples is less than that of the substrate wall at the 

source of the heat. The effect of the base material type on hv has been found not that 

substantial when the Ni, Sic and Cu foams were examined at the same conditions and 

with the same geometrical parameters [48].     

  Shown in Figure 7-19 is the effect of porosity on the volumetric heat transfer 

coefficient. Increasing the porosity and the pore size reduced the volumetric heat 

transfer coefficient. This is attributed to lower specific area and pore velocity and can 

also result in changes of the ligament shape and thickness. The effect of pore and 

fibre shape on the convective heat transfer has been reported in open literature in 

terms of cell inclination and ligament tapering [52, 245]. In the current study, the 

samples with spherical pore shape provide higher volumetric heat transfer 

coefficients than those of irregular pore shape. This can be attributed to the 

differences in fibre shapes and the irregular pore samples having less pore velocity 

due to higher window size. The heat transfer area provided by the spherical pores is 

higher than that provided by the irregular pores. For the same causes the samples 

with small pore size provide higher thermal performance. 
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Figure 7-19 The volumetric heat transfer coefficient versus porosity 
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Figure 7-20 Volumetric Nusselt number against pore Reynolds number
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 The usual non-dimensional form to illustrate the volumetric convective heat 

transfer coefficient is pore volumetric Nusselt number (Nuvdp) [5, 48, 122, 199, 203, 

218]. Although a number of attempts have been made to generalise a relation of 

Nusselt number as function of pore Reynolds and Prandtl numbers, the differences 

in morphological structure due to different manufacturing methods prevented such 

efforts. Some of these correlations have been examined by Xia et al. [48] who found 

the deviation for some was as high as 100%, while the minimum deviation was found 

by Dietrich [201] to be about 30%. The Figure 7-20 shows the Nuvdp against the pore 

Reynolds number.  

   The results show the agreement between the packed beds of balls, mesh wire 

screens packed beds and aluminium sponges over this range of Redp in this study. At 

low Reynolds number, agreement is not satisfactory between the metal foams and 

packed beds of balls regarding the Beasley et al. [9] results.  A satisfactory validation 

can be observed between the current aluminium foams and the ceramic sponges 

examined by Ando et al. [200], Younis et al. [199] and Ichimiya et al. [218]. An 

unsatisfactory agreement was noticed with the aluminium sponges results studied 

by Hwang et al. [122]. This can be attributed to the fact that the ceramic sponges and 

aluminium sponges produced by replication resemble each other in structure. 

Whereas, the Hwang et al. [122] samples are Duocel and their cell shape and 

ligaments are different and produced with a different technique. Also the source of 

the contradiction in results is inconsistency of the characteristic length used in Nuvdp 

and Redp. The pore mean diameter is used in some studies [122], while Fu et al. [186] 

used the pore diameter as function of porosity and PPI. There is also different 

interpretation in terms of considering pore diameter as actual pore diameter or 

window size [203].      

7.4   Effective thermal conductivity impact on thermal characteristics and 

effectiveness  

  In the relatively low porosity materials manufactured in this study the thermal 

conductivity may have a significant impact on the heat transfer between fluid and 

solid. When the thermal conductivity of the solid material is high, the heat 

conduction through the solid matrix reduces the temperature difference between 
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the fluid and matrix. In order to reduce the effect of thermal conductivity, a low 

thermal conductivity solid material can be used such as steel or ceramic. This was not 

practical in this case as using the replication technique for different materials than 

aluminium was not feasible, therefore samples were cut into slices. The small air gap 

between the slices works as thermal resistance with very low thermal conductivity 

(Kf) but the surface area of the samples is maintained constant. Electrical discharge 

machining (EDM) was used to cut the samples without damaging the ligament of 

pores as shown in Figure 7-21.  

 

Figure 7-21 Surfaces of the cut samples 

  Three samples with different pore diameters were selected to study the effect 

of ETC on the NTUm. The samples were cut into five equal slices with constant 

thickness of all slices. The thermal resistance due to the air gap can be described 

using an electrical resistance analogy as shown in Figure 7-22. 

 
Figure 7-22 Electrical analogy of thermal resistances 

  The total thermal resistance (Rt) of the complex can be obtained by the 

summation of air gaps thermal resistance (Ra) and slice thermal resistance (Rs). The 

resistances Rs and Ra can be determined by the each slice thickness (ts), the air gap 

thickness (tf) and number of slices (N). The air gap was measured by measuring the 
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total length. If we assume the air gaps were of equal thickness and the slices were 

cut by equal length, the complex total thermal resistance can be obtained by the total 

of single resistances for air gap and slice sample as  

𝑅𝑎 =
𝑡𝑓

𝐴𝑚𝐾𝑓
, 𝑅𝑠 =

𝑡𝑠

𝐴𝑚𝐾𝑒𝑓𝑓
 7.5 

𝑅𝑡 = (𝑁 − 1)
𝑡𝑎

𝐴𝑚𝐾𝑎
+ 𝑁

𝑡𝑠

𝐴𝑚𝐾𝑒𝑓𝑓
 7.6 

Then the effective thermal conductivity of the complex (Keffc) can be obtained by 𝑅𝑡, 

cross section area of the sample (𝐴𝑚) and total thickness of the complex (𝑡𝑇) as  

𝐾𝑒𝑓𝑓𝑐 =
𝑡𝑇

𝐴𝑚𝑅𝑡
 7.7 

  The number of slices plays a measurable role to reduce the effective thermal 

conductivity and to increase the overall thermal resistance. Hence, as the number of 

slices increased the number of the air layers increased and this resulted in lower 

effective thermal conductivity and higher thermal resistance. Shown in Figure 7-23 is 

the impact of number of slices on the effect thermal conductivity and thermal 

resistance of the complex (e.g. 𝐾𝑒𝑓𝑓 = 26.37
𝑊

𝑚 .𝐾
 , 𝑡𝑇=25.22mm). 

 

Figure 7-23 Effect of slices number on complex thermal conductivity 

 The effective thermal conductivity of the sliced samples was measured 

experimentally using the rig described in section 3.2. The results of the measured and 

calculated 𝐾𝑒𝑓𝑓𝑐 are shown in Table 7-1. From the results, the effective thermal 
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conductivity was reduced by 8 times for sample (V.S-1) and 15 times for sample (S-5) 

and sample (M-25).  

Table 7-1 Geometrical and thermal conductivity values of porous material 

  

  Shown in Figure 7-24 and Figure 7-25 are the recorded exit fluid temperatures 

of an original and sliced sample.  

 
Figure 7-24 Dimensionless exit fluid temperature response (very small pore size sample) 

 As can be seen from both Figure 7-24 and Figure 7-25, the exit fluid temperature 

of the sliced samples increased sharply compared with that of lower thermal 

conductivity. 

 
Figure 7-25 Dimensionless exit fluid temperature response small pore size sample) 

Sample Porosity Pore 
diameter, 

mm 

Original thermal 
conductivity 

Sliced sample  
thermal 

conductivity, 
calculated 

Sliced sample  
thermal 

conductivity, 
measured 

V.S-1 0.723 0.71-1.0 21.45 1.69 2.6 

S-5 0.696 1.0-1.18 26.37 1.57 1.7 

M-25 0.702 1.4-1.7 28.20 1.67 1.8 
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  In the case of the original samples a significant portion of the heat was 

transferred by conduction between the neighbouring elements. As the pathway for 

conduction was reduced by slicing the samples, the convective heat transfer 

increased, driven by an increase in temperature difference between the matrix and 

fluid. The significance of this effect will depend on the flow rate.  Shown in Figure 7-

26 are the recorded and predicted exit fluid temperatures at high flow rates. 

Comparing Figure 7-24 and Figure 7-26 for the same samples, the effect of slicing the 

samples and hence the effect of conduction can be seen to have less influence at high 

flow rates.  

 

Figure 7-26 Dimensionless exit fluid temperature response 

 The number of transfer units of the three samples is presented against the 

Reynolds number based pore size in Figure 7-27, Figure 7-28 and Figure 7-29.  
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Figure 7-27 Effect of thermal conductivity on NTUm for sample V.S-1 

 
Figure 7-28 Effect of thermal conductivity on NTUm for sample S-5 

 
Figure 7-29 Effect of thermal conductivity on NTUm for sample M-25 
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Figure 7-30 Effect of thermal conductivity on volumetric heat transfer coefficient 

From Figure 7-27, for sample V.S-1, the NTUm increased by 23% at a frontal 

air velocity of 2.72 m/s but increased by only 13% at 6.63 m/s. For sample S-5, shown 

in Figure 7-28, NTUm increased by 34% at 2.64 m/s. Therefore the increase in 

convective heat transfer was most significant at lower flow rates. This is because the 

influence of thermal conductivity decreased with the increase of flow rate. The same 

scenario can be observed for the volumetric heat transfer coefficient as shown in 

Figure 7-29.  

7.5 Convective heat transfer uncertainty analysis 

  The errors in number of transfer units and heat transfer coefficient are mainly 

from the deviation of the predicted and measured exit fluid temperatures. This 

difference can be found by considering the uncertainty of root-mean square (RMS).  

The maximum error (Rm) in RMS in temperature difference was found to be 8.5%. 

Starting with the number of transfer units uncertainty this can be summarised as  

𝑁𝑇𝑈𝑚 = 𝑓(𝑚̇𝑓 , ∆𝑇𝑓 , 𝐾𝑒𝑓𝑓, 𝑅𝑚) 7.8 

The uncertainty of flow measured by the orifice plate was found to be 4.5% (see 

Chapter 4), the temperature uncertainty was <0.5% and for the thermal conductivity 

was found to be <6.1%. Therefore, the total uncertainty of  NTUm can be determined 

as  
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𝛿𝑁𝑇𝑈𝑚

𝑁𝑇𝑈𝑚
= √(

𝛿𝑚̇𝑓

𝑚̇𝑓
)

2

+ (
𝛿∆𝑇𝑓

∆𝑇𝑓
)

2

+ (
𝛿𝐾𝑒𝑓𝑓

𝐾𝑒𝑓𝑓
)

2

+ (𝛿𝑅𝑚)2 7.9 

By using the above known uncertainties, the 
𝛿𝑁𝑇𝑈𝑚

𝑁𝑇𝑈𝑚
 <11.4 %. The same procedure 

was followed to find the uncertainty of hv.  

ℎ𝑉 = 𝑓(𝑁𝑇𝑈𝑚, 𝑉𝑆, 𝐶𝑓 , 𝑚̇𝑓) 7.10 

  Once the uncertainties of sample volume (𝑉𝑆) and specific heat of the fluid were 

identified as 0.9% and 0.5% the uncertainty of ℎ𝑉 was found to be <11.45%.  
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Chapter 8 

8. Microstructure and manufacturing defects effect on measured parameters 

8.1 Introduction 

 For open cell metal foams the microstructure varies with porosity and 

manufacturing technique, with fibre thickness decreasing as the porosity 

increases [105]. The ligament cross section shape has been shown to change from 

circular at porosity 0.85 to an inner concave triangle at porosity 0.97 [18, 20, 32, 306]. 

Both the ligament shape and its cross section have a measurable impact on the 

pressure drop and heat transfer in metal foams [245, 306]. Both the inertia and drag 

form coefficients are sensitive to the roughness of the metal sponge. The roughness 

of foam is strongly based upon the shape of the fibre and cell size [105]. An increase 

in the ligament cross sectional area increases the conduction heat transfer.  

 There are three techniques to obtain material parameters in metallic 

foams [306]: experiments, numerical simulation based on the CT-Scan tomography 

of the real sample, and computational models based on the cell geometry. Due to 

the complexity and unrepeatability of the microstructure of foam cells, modelling 

based geometry is a challenging problem because of the inherent production defects 

in the microstructure of foams [38, 60, 307]. Evans et al. [308, 309] classified three 

kinds of defects in the microstructure as: lost or thin cell ligaments, bending cell 

struts, and the high relative density ranges due to inclusions. The main types of 

defects reported in the literature include: variation of strut thickness, irregularity in 

the cell size and shape, and wavy cell strut [60, 310-312]. Information is available 

about the effect of defects on the mechanical properties materials [60] but 

information is scarce about the impact on pressure drop and convective heat transfer 

[34, 172]. These defects might be the reason for the mismatch between the 

experimental results and the models [34, 313].  

 In the experimental results for this work significant scattering was noticed in 

the measured hydraulic and thermal parameters. In this chapter the detection of the 

manufacturing defects is discussed and their effect on microstructure, pressure drop, 

thermal conductivity and convective heat transfer coefficient determined. The 
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current replicated samples were produced using two types of infiltration salt: 

crushed and spherical, resulting in differences in cell and ligament shape. Image 

processing has been used to identify the defects and differences in microstructure 

parameters in terms of average window size and free flow area.   

8.2 Defects identification and microstructure differences  

Shown in Figure 8-1 are photographs of the faces of a sample demonstrating 

completely and semi closed cells. This defect was noticeable in low porosity spherical 

replicated metal foams infiltrated by spherical salt particles and is due to the high 

infiltration pressure that forced the melted aluminium to penetrate and close the 

contact point of spherical salt particles.   

 

     Figure 8-1 Scanned cross-sections for sample M-23 

Another noticeable defect is the missing cells, an example of which can be 

seen in sample M-15, shown in Figure 8-2, which gave the lowest pressure drop in 

the medium group of samples. In the same figure sample M-21 is shown which has 

missing ligaments in some cells.  
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                                  Figure 8-2 Missing cells and ligaments defects 

The cell shape was found to impact on the presence of defects. Shown in 

Figure 8-3 are photographs of two large pore size samples with spherical (sample L-

15) and crushed salt infiltration (sample L-2). The difference in pore shape can be 

clearly observed with L-2 exhibiting a more irregular structure.  

 
              L-15 (Spherical pore shape)                                                 L-2 (Irregular pore shape) 

Figure 8-3 Microstructure difference in samples 

As the thickness and shape of the ligaments have been shown to have a 

measurable effect on the pressure drop it would be expected to observe differences 

in pressure drop even at the same porosity and pore diameter. As shown in Figure 8-

4, the sample L-2 (Por=0.5943) induced the same pressure drop per unit length as 

sample L-10 (Por=0.6974) due to the pore shape effect.  
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Figure 8-4 Pore shape effect on pressure drop 

8.3 CT-Scan tomography and image processing  

There are three non-destructive methods commonly used to achieve detailed 

information about the internal microstructure of porous media: optical analysis, X-

ray computed micro tomography (micro-CT), and magnetic resonance imaging (MRI) 

[314]. X-ray tomography has been widely used to visualise and find such 

morphological parameters as free flow cross sectional area (Amin), ligament 

thickness (Df) and pore diameter (dp) [32, 52, 72, 130, 245, 315-317]. However, the 

large number of samples manufactured here means this technique was not practical. 

Image processing of photographs of the external surfaces can be used to identify 

manufacturing defects and to obtain surface microstructure parameters such as free 

flow area ratio (AR) and average window cell size (dw). This method was adopted in 

the current work by employing the ImageJ software which is widely used for X-ray 

tomography segmentation analysis [52, 315, 318].  

Both faces of the samples were scanned by high resolution scanner (Sharp MX-

5141). In order to differentiate between the aluminium and the pores, suitable 

threshold values were selected [32, 130, 319]. To identify the solid phase material 

over the cross section of the metal foam the intensity of the colour can be recognised 

by the histogram of foam cross section as shown in the Figure 8-5. The histogram 

shows the intensity of the colour with pixel values ranging from 0 for the black to 255 

for the white [130, 314, 319]. An appropriate value of thresholding intensity for each 
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sample was found by taking the average value of two consecutive peaks on the left 

half of histogram as shown in Figure 8-5. This average value was applied in the ImageJ 

software for the threshold. The brightness and contrast quality of the image were 

improved by the ImageJ software filters.     

 
Figure 8-5 The histogram of the sample M-23 

For one face of the sample M-23 the intensity average value was found to 

be 84. Shown in Figure 8-6 are the original and thresholded photos. Increasing the 

thresholding value by one increased the free area ratio by 6% and the average 

particle diameter by <5% and vice versa.  

 

Figure 8-6 The original and thresholded photos of sample M-23 

8.4 Microstructure and defects effect on pressure drop 

  In order to study the effect of closed pore defects on pressure drop, two 

samples from the same pore size group were selected: M-21 with porosity of 0.69 

and M-23 with porosity of 0.73 and a measured pressure drop higher than that of M-

21. Shown in Figure 8-7 are images of M-21 and M-23.  
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 From these images it can be seen that the free flow area in sample M-23 is 

diminished by the closed cells. Whereas, in the sample M-21 there are no closed 

pores and some missing cells are apparent that increased the free flow area.    

 

Figure 8-7 Scanned cross-sections of M-21 and M-23 samples 

To determine the free flow area the images were analysed using the ImageJ 

software. Shown in Figure 8-8 are the thresholded images where white is the material 

and the black represents the pores.  

 
Figure 8-8 The pixel threshold of the samples 

For the sample M-23, the average cell size (from both faces) was found to be 0.163 

mm and the free area ratio was 16.76 %. In the case of M-21 the average cell size was 

found to be 0.252 mm and the free area ratio was 23.32%.   
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The effect of morphological parameters on hydraulic parameters such as, 

pressure drop and inertia coefficient is complex [103]. There are the multiple 

influences of free flow area ratio, average cells size, ligament shape and size, and cell 

shape.  All have a measurable impact on the pressure drop and permeability [17, 74]. 

In the current samples the impact of cell shape in pressure measurements can be 

demonstrated by comparing crushed and spherical salt samples.  For example, in the 

large pore size group samples the sample L-2 induced the same pressure as sample 

L-10 even though they have different porosities. The porosity of L-2 was 0.59 and for 

L-10 it was 0.70, while from image processing analysis the average cell sizes were 

0.153 mm and 0.167 mm and the free flow area ratios were 21.57% and 21.50% 

respectively. In this case the values of average cell size and free area ratio of both 

samples were approximately the same.  

The effect of the defects and imperfections on the pressure drop was noticed 

for all pore size groups . Shown in Figures 8-9 to 8-12 are measured pressure drop 

against frontal air velocity for selected samples, with their corresponding geometrical 

parameters given in Table 8-1. 

 

Figure 8-9 Pressure drop per unit length against frontal air velocity (very small pore size samples) 
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Figure 8-10 Pressure drop per unit length against frontal air velocity (small pore size samples) 

 

Figure 8-11 Pressure drop per unit length against frontal air velocity (Medium pore size samples) 

 

Figure 8-12 Pressure drop per unit length against frontal air velocity (Large pore size samples) 
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Missing pores or fibres were found to be the reason for the low pressure drop, 

such as in sample S-11. Whereas closed pores resulted in higher pressure drops than 

normal, as seen in S-14, M-2 and M-23. Samples S-10 and M-21 had the same 

pressure drop but the free area and the average window size were different, see 

Figure 8-13. These differences can be seen in terms of ligament thickness and 

window size and free flow area. In the sample M-21 it is clear that the cells were 

bigger and the fibre thicker compared with those for S-10, whereas the free flow area 

ratio in sample S-10 was higher than in M-21.   

 
S-10                                                   M-21 

Figure 8-13 Difference in cell window size between samples S-10 and M-21 

Table 8-1 The geometrical parameters of the samples and identified defects 

Sample Porosity, 

% 

Free area 

ratio (AR), 

% 

dw, 

mm 

Defect Effect 

V.S-3 66.60 11.12 0.079 One face some closed pores Higher pressure drop 

V.S-9 66.50 14.52 0.119 Closed pores on one face Higher pressure drop 

V.S-11 68.0 13.57 0.105 One face semi closed pores Higher pressure drop 

V.S-12 67.92 14.74 0.135 No clear defects Normal pressure drop 

S-10 69.90 24.10 0.200 No clear defects Normal pressure drop 

S-11 72.46 28.84 0.355 Missing pores on one side Lower pressure drop 

S-13 67.70 16.10 0.10 No clear defects Normal pressure drop 

S-14 72.27 19.47 0.141 Closed pores on both faces Higher pressure drop 

M-2 62.05 19.71 0.352 No clear defects (crushed 

salt sample) 

Normal pressure drop 

M-6 60.0 20.68 0.373 No clear defect (crushed salt 

sample) 

Normal pressure drop 

M-14 77.96 28.77 0.410 No clear defects Normal pressure drop 

M-21 69.19 23.32 0.252 Missing pores on both faces Normal pressure drop 

M-23 73.06 16.76 0.163 Closed and semi closed pores 

on both faces 

Higher pressure drop 
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L-2 59.43 21.57 0.153 No clear defect (crushed salt 

sample) 

Normal pressure drop 

L-10 69.74 21.50 0.167 No clear defects Normal pressure drop 

L-11 70.75 23.54 0.322 Closed pores more than 

missing pores 

Non normal pressure drop 

L-12 72.24 17.83 0.269 Closed pores on one face Higher pressure drop 

L-13 69.29 14.79 0.142 Closed pores on both faces Higher pressure drop 

 

8.5 Microstructure and defects effect on thermal conductivity 

Lu et al. [172] studied the effect of the fraction of cell wall misalignments and 

the random distribution of the fractured cell walls on thermal conductivity. They 

found that whereas the former defect had a relatively small influence on the effective 

thermal conductivity, thermal conductivity can be reduced by the impact of the 

random distribution of the fractured cell walls. It was also noticed that solid 

inclusions lead to increase in the thermal conductivity [172].  

The thermal conductivity depends on the solid phase cross section area and 

the thickness of the fibres. Therefore, the fraction of the material visible on the face 

of the samples was used to identify any impact from defects. The samples V.S-11 and 

V.S-12 had almost the same porosity but V.S-11 had a higher pressure drop due to 

the closed pores. However, the thermal conductivity of V.S-11 (31 W/.m.K) was only 

10% higher than that of V.S-12 (28 W/m.K). In the small pore size group samples, S-

11 and S-14 had the same macroscopic void fraction but had thermal conductivities 

of 22.3 W/m.K and 26.5 W/m.K respectively. The sample S-11 was missing pores on 

one face and S-14 had a closed cells on both faces. Sample S-14 had a pressure drop 

of more three times that of S-11 but the thermal conductivity was bigger only by a 

factor of 1.2. The same scenario was noticed for the samples M-21 and M-23, where 

the increase in the pressure drop was 125% but in the thermal conductivity just 3%.  

It can be concluded that the closed cells have a higher measurable effect on 

pressure drop than the thermal conductivity. Conduction heat transfer depends upon 

the solid phase cross sectional area and ligament thickness. Closed or missing cells 

will only add or remove a little heat transfer area. Therefore, their impact on the 

pressure drop is not the same. The thermal conductivity is more sensitive to the solid 
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phase void fraction than to the pore shape. This can be seen from the comparison of 

the samples L-2 and L-10 which had the same pressure drop. The thermal 

conductivity of sample L-2 was 1.6 times higher than that of L-10 due to the 

difference in macroscopic porosity. The sample V.S-9 provided high thermal 

conductivity (36 W/m.K) and the cause of this might be the closed cell inclusions 

enlarging the heat transfer area as shown in Figure 8-14.  

 
           Figure 8-14 Inclusions on the view section of the sample 

8.6 Microstructure and defects effect on convective heat transfer coefficient 

The convective heat transport phenomenon between the solid phase and 

flowing fluid is based upon the heat transfer area, flow rate and temperature 

difference. As the current tests were performed at the same conditions, a 

comparison in terms of convective heat transfer coefficient (h) can be done. Shown 

in Figure 8-15 is the convective heat transfer coefficient versus permeability based 

Reynolds number for the very small pore size samples. 
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Figure 8-15 Convective heat transfer coefficient against permeability based Reynolds number 
(Very small pore size samples) 

The sample V.S-11 had the highest h, while V.S-9 had the lowest. From Table 

8-1, it can be seen that the average window size in V.S-11 was smaller, resulting in 

an increase of the interstitial velocity. The heat transfer area was also larger in V.S-

11 due to the increased fibre thickness and solid phase material. Completely closed 

pores were observed on one face of the sample V.S-9 and these might be closed 

within the sample, thus reducing the convective heat transfer coefficient. The 

samples (V.S-3, V.S-12) had the same heat transfer coefficient.  

Shown in Figure 8-16 are two small pore size samples, S-10 and S-13. Sample 

S-13 has a heat transfer coefficient higher than of S-10 due to its higher porosity and 

smaller average pore size. Missing pores resulted in lower heat transfer area such as 

in sample S-11, as evident in Figure 8-17. 
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Figure 8-16 Convective heat transfer coefficient against permeability based Reynolds number 
(small pore size samples) 

 

Figure 8-17 Samples of missing and damaged pores and ligaments (Sample S-11) 

    Missing and damaged pores can contribute to lower heat transport 

mechanism in terms of lower heat transfer area and lower pore velocity. Whereas, 

closed and semi closed pores lead to lower average window size, higher heat transfer 

area and high pore velocity, for example in S-14.  

The convective heat transfer coefficient increases with a decrease of porosity. 

Therefore, M-14 has the lowest value of h in the medium group as shown in Figure 

8-19. In this sample a small heat transfer area occurred due to the thinner ligaments 

as the result of its high porosity. On the other hand, the pore velocity was lower as 

the result of its wider cell windows. For the sample M-23, semi closed and closed 

cells were observed on the surface, resulting in higher surface area and inside pore 
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velocity. Samples M-14 and M-21 can be assumed ‘normal’ because the number of 

missing ligaments and cells was small compared with the total number of cells.  

The typical behaviour of porous materials is that if the porosity increases the 

window size increases, while the heat transfer area and pore velocity are decreased.  

As a result, the pressure drop in sample M-14 is lower as well as the value of h.  On 

the other hand, the semi closed cell windows result in high pressure drop but also 

give high thermal performance such as in sample M-23.  Shown in Figure 8-18 is a 

photo of M-23 in which semi closed cells are evident and increase the flow velocity 

inside the cells. 

 

             Figure 8-18 View of surface of sample M-23 

 

Figure 8-19 Convective heat transfer coefficient against permeability based Reynolds number 
(medium pore size samples) 



 
 

188 
 

Shown in Figure 8-20 are the convective heat transfer coefficient results of 

the selected samples from large group size samples. The best thermal performance 

in terms of h was provided by L-12; this is due to the same cause as in the medium 

pore samples, namely, semi closed cells and thicker fibres resulting in higher heat 

transfer area and interstitial high velocity due to the cells’ small window size. The 

sample L-11 has both missing pores and closed pores, hence it cannot be determined 

which of these most influences its results.  

 

Figure 8-20 Convective heat transfer coefficient against permeability based Reynolds number 
(Large pore size samples) 

 This analysis showed the effect of the manufacturing defects on hydraulic and 

thermal results for porous material. The commonly reported defects are missing cells 

and ligaments, pore misalignment, curved fibres and inclusions. Due to the relatively 

low porosity in the current work the closed and semi closed cells were also identified. 

The cause of this defect was high infiltration gas pressure which was used to control 

the porosity of the sample. If too high a pressure is used the melted aluminium is 

forced to penetrate through the contact point of the spherical salt balls and the metal 

sponge’s cells become closed. It also might be the case that not all the salt can be 

removed. In addition, the limited infiltration pressure varies depending on the 

average spherical salt diameter.  

 The solidification rate and uncontrolled production technique are 

demonstrated as direct causes of the missing and damaged cells, curved ligament 
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and inclusions [38, 60, 307]. The infiltration pressure in casting production methods 

can be considered the direct cause of the closed and semi closed defect.  

 The impact of the these defects on the measured hydraulic and thermal 

parameters can be summarised as 

- Closed and semi closed cells are the cause of high pressure drop and high 

convective heat transfer coefficient, while a little effect on thermal 

conductivity has been noticed. 

- Lost or damaged cells and ligaments are the source of lower pressure drop 

and convective heat transfer and the effect on thermal conductivity is not 

that measurable. 

- The inclusions are the source of high thermal conductivity and pressure drop 

and lower heat transfer coefficient.  

- The effect of all the above defects depends upon the fraction of the defected 

compared with non-defected cells.  
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Chapter 9 

9. Conclusions and recommendations  

9.1 Conclusions  

Cellular metallic foams have become the potential choice for many engineering 

applications as a result of their morphological features. Knowledge of impact of 

geometrical parameters (porosity and pore size) on the thermal performance and 

pressure loss across the cellular materials is essential. The increase of thermal 

performance in terms of convective and volumetric heat transfer coefficients with 

decrease of porosity and pore size has been reported. The increase of pumping 

power in terms of pressure drop has been also observed with decreasing porosity 

and pore size.  

In this project sixty eight samples with four different pore sizes and porosity 

varying from 0.57 to 0.77 have been examined. The pore diameter varied between 

0.85 and 2.18 mm. These aluminium sponges were produced by the replication 

technique.  These replicated foams were examined to obtain hydraulic and thermal 

characterisations, using air as the working fluid. The effective thermal conductivity 

was also measured. The results of this study are summarised in the following 

concluding remarks.   

9.1.1 Steady state pressure drop measurements and hydraulic parameters 

The steady state measurements of pressure drop results can be summarised in 

these points 

1- The four flow regimes in porous media were observed; pre-Darcy, Darcy, 

Forchheimer and turbulent. These regimes were identified by the change in slope 

of the reduced pressure drop per unit length.  

2- The effect of pore size and porosity on the transition points of flow regimes was 

investigated. With increasing the porosity or pore diameter the Reynolds number 

at the transition points of flow regimes increased.   
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3-  The pressure drop increased with frontal air velocity. The typical linear and 

quadratic relationships between the pressure drop and frontal air velocity were 

observed in the Darcy and Forchheimer flow regimes respectively.  

4- The pressure drop per unit length increased with decreasing of porosity and pore 

diameter of the metal foams. It also increased with the decrease of particle 

diameter and pitch size for packed beds of spheres and mesh wire screens 

respectively.  

5- The inertia factor and drag form coefficient increased with the decrease of pore 

size and porosity. The relationship between porosity and pore diameter with 

pressure drop, permeability and inertia form drag coefficients was found to high 

interdependent. For instance, some samples with different pore size induced the 

same pressure drop due to the increase in porosity of the smallest pore diameter.   

6- The permeability is key parameter of porous media and was found to increase 

with increase of both porosity and pore diameter. It was normalised by the pore 

diameter and correlated well with porosity of metal foams.  

7- The friction factor is the common nondimensional relation to describe hydraulic 

loss in different fluid flow applications.  The friction factor increased with decrease 

of pore diameter and porosity and decreased with increase of Reynolds number. 

The friction factor was found to equal 1/Rek at Darcy flow regime. It was also 

correlated well with Reynolds number and inertia factor.  

8- The replicated foams pore shape was found to have a significant effect on the 

pressure drop and hydraulic parameters in terms of inertia and drag coefficients. 

The spherical shape metal foams induced higher pressure drop than those of 

irregular shape. The inertia and drag coefficients for spherical pore shape samples 

were higher than those for irregular pore shape.    

9- The effect of manufacturing defects in terms of fully or semi closed cells was 

resulted in scattering and increase in the pressure drop results.   

9.1.2 Effective thermal conductivity 

The comparative steady state method was used to measure the effective thermal 

conductivity.  
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1- The ETC increased with decrease of porosity and no measurable effect was noticed 

due to the pore size.  These results showed good agreement with published results.  

2- The closed celled metal foams provides higher thermal conductivity than those 

with open celled due to the differences in microstructure and thermal contact 

resistance. 

3- There was no effect of pore shape on ETC.  

4- The natural convection heat transport contribution in ETC was assessed by change 

the configuration of the rig and the source of heat source. 

5- The contribution of natural convection increased with temperature and porosity 

and resulted in the increase in ETC.  

6- Some of available correlations and models in previous studies for open celled 

metal foams were examined and it was found that they were not applicable for low 

range of porosities.  

7- A new correlation to determine the ETC was demonstrated for range of porosity 

from 0.5 to 1.0. 

9.1.3 Convective heat transfer 

 The convective heat transfer results were demonstrated for two types of 

applications: for thermal regenerators in terms of NTUm and hv and for extended heat 

transfer surfaces in terms of h and Nuvdp. The effect of thermal conductivity on the 

thermal performance was also reported.  

1- The single blow technique was used and the local thermal non equilibrium (LTNE) 

approach was applied to derive the mathematical model. In this model the axial 

conduction was included and the holder wall was assumed as non-adiabatic.  

2- The effect of longitudinal conduction and the Rtc on the outlet fluid temperature 

and thermal performance were analysed.   

3- The direct matching technique was implemented to match the predicted and 

measured outlet fluid temperatures and calibrated by the maximum gradient 

scheme in order to confirm the results.   

4- The NTUm decreased with the increase of Reynolds number or flow rate. It also 

increased with decrease of pore size and porosity.  
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5- The convective and volumetric heat transfer coefficients increased with Reynolds 

number. With decreasing porosity and pore size the both heat transfer coefficients 

increased. The convective heat transfer coefficient reached the maximum value at 

porosity around ~ 60%.    

6- Nusselt number based on the average pore diameter was found to increase with 

Reynolds number. The very small pore size samples provided lower thermal 

performance in terms of Nuvdp. In contrast, the medium and small pore diameters 

samples provided Nuvdp in almost the same order.   

7- The pore size effect was found more dominant in convective heat transfer when 

the volumetric heat transfer and Nuvdp compared. The Nuvdp was also found to 

increase with decrease of porosity.  

8- In packed beds of mesh wire screens and spherical balls, the NTUm increased with 

decreasing of both pitch size and spherical diameter. It also increased with the 

number of layers in mesh wire screens and decreased with increase of Reynolds 

number.  

9- In mesh wire screens packed beds, there is no effect was noticed from the number 

of layers on convective and volumetric heat transfer coefficients and Nusselt 

number.   

10- The thermal results in terms of volumetric heat transfer coefficient and Nusselt 

number are in the same order compared with reported values in literature.  

11- The thermal performance of thermal regenerators can be improved by 

decreasing the thermal conductivity of the prism. This was done by using the metal 

foams in forms of slices to increase the thermal resistance. Where the NTUm 

increased by 34% when the sample was sliced to five pieces.  

9.1.4 Manufacturing defects 

 There are common manufacturing defects as a result of uncontrolled production 

techniques and conditions. These defects are demonstrated in types of missed or 

twisted fibre, missed cells, closed cells and inclusions. The closed cells are commonly 

found in low porosities and pore diameter samples. The missed cells and the fibres 

are also usually recognised at high porosities. A significant influence of these defects 

on the mechanical properties was reported in literature. In current samples the 
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defects were tracked by scanning the faces of the samples and their effect was also 

analysed by implementation of the image processing technique. The concluded notes 

are listed as 

1- The closed cell and inclusion defects were identified in some current samples and 

they might be a result of high infiltration pressure and a high solidification rate. 

These defects increased the pressure drop significantly but the minor knocking up 

of ETC was observed due these defects.  

2- The missed cell or fibre defect was resulted in lower pressure and lower thermal 

performance and the slight decrease in ETC was also noticed.  

3- Imperfections impact in terms of semi or fully closed cells differ from parameter 

to others. For example, the effect on ETC was not that measurable because there 

was a slight increase in conductive heat transfer area. In contrast, the measurable 

influence was reported in pressure drop and convective heat transfer because these 

defects were resulted in blockage area of the flow.   

9.2 Recommendations and future plan 

 Due to time limitation several points of research were out of scope and could not 

be covered and some were discovered and related to this topic of project. These 

opportunities can be expressed in the following list 

1- The shape of the pore was found to have a measurable influence on the pressure 

drop and hydraulic parameters such as inertia and drag coefficients. The examined 

irregular pore shape samples in this study were with limited porosities < 0.65. 

Therefore, producing more samples with irregular shape with porosity higher than 

0.65 and compared with current samples would be a great opportunity to 

investigate the pore shape.  

2- In the replicated aluminium foams the pore diameter is usually expressed as the 

average value of lower and higher limitations. In this case the distribution of the 

preform salt particles is random and unknown. Producing samples with small 

range of preform salt diameter by closing the range of sieves size might be a 

possible solution to improve pore diameter effect.  
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3- There is a minimum porosity can be achieved with each spherical preform salt 

diameter with a certain infiltration pressure. In this case the pores will be closed 

and this pressure should be identified to avoid producing samples with closed 

cells.    

4- The small and very small pore size samples provides the best thermal performance 

and induced higher pressure. Thereby, producing samples with different layers of 

preform salt diameters will be a possible technique to improve the performance. 

It could be also sliced to study the ETC effect.  

5- Increasing the flow rate to cover the turbulent regime is a great opportunity to 

study the behaviour of the flow and how the hydraulic parameters is effected in 

this regime.  It is also expected to influence by the compressibility. 

6-  Using the image processing to measure structural dimensions such as, fibre or 

ligament thickness and windows size is beneficial. This technique gives 

opportunity to apply the approaches which based on these parameters to predict 

pressure drop.  

7- The ETC is the key parameter in the subject of heat transfer collaborating metal 

foams. In this study the ETC was measured at moderate temperatures. To include 

the contribution of radiative heat transfer and to express the ETC as function of 

temperature the ETC could be measured at relative high temperatures. These 

measurements can be conducted at vacuum container to exclude the natural 

convection effect.  

8- The most common fluids used with metal foams in different applications are air 

and water. Therefore, measuring the effective thermal conductivity with water as 

a filler fluid and the contribution of the natural convection is essential to provide 

bank of data about these class of cellular materials.  

9- There are still a number of opportunities of research in the topic of convective 

heat transfer in current class of metal foams. The priority is increasing the fluid 

velocity to study this phenomena at turbulent regime.  

10- In the case of high flow rates, the effect of two more important factors could be 

examined and included to the single blow technique model. First is the Joule-

Thomson coefficient because at high flow rates the pressure drop will be increased. 

Secondly, the dispersion effect is recommended to include at high velocities.  
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11- There are two kinds of single blow technique, one is to blow hot fluid and the 

other is to blow cold fluid to cool the sample. In the application of thermal storage 

knowledge about the two processes is essential to know for estimating the 

efficiency of the regenerator. Therefore, assessment the thermal characteristics in 

both processes is important. 

12- The effect of ETC decreases with flow rate, then by increasing the flow rate can 

be identified at which flow rate the ETC influence might be excluded.  

13- The effect Rtc (heat capacity ratio) was studied theoretically and was found to 

have a measurable effect on thermal characteristics of the thermal regenerators. 

So, this influence can be studied experimentally by changing the holder of the test 

section with different materials.   

14- Increasing the number of slices gradually to reduce the thermal conductivity 

and to identify the number of slices effect on the thermal conductivity.  
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Appendix A  

1- Flow rate devices calibration  

In order to perform measurements at low flow rates (creeping flow) at ranges 

of (0.5 L/m – 50 L/M), the Roxspur air mass flowmeter (FFLM0035) with accuracy of 

(0.8% of reading + 0.2% FS) was used. At the moderate flow rates (50 L/M – 300 L/M) 

were also measured by the Omega air mass flow meter (FMA-LP1600A) with the 

range of 2.5 LPM to 500 LPM with accuracy of (0.8% of reading + 0.2% FS). These 

mass flow meters were calibrated by the manufactured companies. The calibration 

certificates are shown in Figures A-1 and A-2 respectively.  

 
Figure A-1 Calibration certificate of the Mass flow meter (0.5 L/M - 50 L/M) 
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Figure A-2 Calibration certificate of the Mass flow meter (2.5 L/M - 500 L/M) 
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Appendix B 

1- Thermocouples calibration 

 Sixteen thermocouples were used for effective thermal conductivity 

measurements. These thermocouples were calibrated against mercury thermometer 

at the ice melting point and water boiling point individually. Both the thermocouples 

and thermometer were put in thermal insulated vessel with ice for the first point. As 

shown in Figure B-1 is the typical calibration technique against the ice melting point.  

                            
Figure B-1 Thermocouples calibration equipment arrangement 

  The second point is against the water boiling point at atmosphere, the 

calibration against this point was performed by using the container and heater. The 

thermometer and thermocouples were held at the same level in the boiling point at 

the container. During all calibration procedures the thermocouples were connected 

with USB TC-08 Thermocouple Data Loggers during the calibration in order to include 

the errors of the loggers and connections.  

 In order to improve the calibration precision the water in the container left 

to cool and the data collected from the thermocouples and the mercury 

thermometer in the same time. Shown in Figure B-2 is the sample of typical 

calibration data collected. The same procedure was done for the all thermocouples. 

The typical linear relation used for the fitting data is  

Y = a X + b B.1 
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Where Y is the calibrated temperature (thermometer reading) and the X is the 

thermocouple reading. The fitting factors (a and b) are tabulated in Table B-1.  

 

Figure B-2 The typical thermocouple calibration data fitting 

 

Table B-1 the fitting coefficients of the thermocouples 

Thermocouple a b R2 

1 0.9987 -02908 1 

2 1.0009 -0.2485 1 

3 1.0011 -0.365 1 

4 0.9916 0.6889 1 

5 0.9996 0.4021 0.9999 

6 0.9993 0.0643 0.9999 

7 1.0022 -0.4487 1 

8 1.0015 -0.5347 0.9999 

9 1.0014 -0.417 1 

10 0.9979 -0.1997 1 

11 1.0024 -0.2447 1 

12 1.0016 0.0958 1 

13 0.9919 .04752 1 

14 1.0013 -0.2142 0.9999 

15 1.0011 -0.1954 1 

16 0.9996 0.1304 1 

 

 

 


