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Abstract

The increasing demand for high-speed data service triggers researchers

investigating and developing mobile wireless technology for indoor ser-

vices. Some types of small cellular networks (small cells) are designed

for indoor and random deployment with minimal operator involve-

ment. The random deployment feature raises the probability of both

co-tier and cross-tier interference. It enforces the small cells to have

a feature of self-organisation. Hence, the research question going to

be solved is “how to mitigate interference in small cells subject to the

spectrum scarcity, random deployment, dynamic wireless channel, and

complexity of the heterogeneous cellular networks (HetNet)?”

Considering the complexity problem, researchers consider a concept

with a comprehensive approach to addressing those problems, e.g.

cognitive small cell or cognitive interference management. To simplify

and speed up information exchange among base-stations (BSs) and

to consider channel gain for resource allocation, some methods called

spectrum splitting based-cognitive interference management (SSCIM)

are proposed in this thesis. The methods start with recognising sub-

channel gain, in which each BS broadcasts pilot signals. Then each

user terminal will receive the pilot and transmit back to its serving

BS. Base on the pilot, the macro cellular BS (macro-BS) will iden-

tify and classify the resource blocks based on an assigned threshold,

map and schedule the resource allocation. Subsequently, the macro-

BS broadcasts the control channel and followed by data broadcasting.

Meanwhile, small-BSs sense and analyse the macro-BS’s control chan-

nel and then calculate and decide to occupy the idle spectra by using

some power allocation techniques. The simulation results show that



SSCIM methods outperform both non-interference management and

interfering resource blocking-based-CIM for the allocated subcarriers.

Moreover, SSCIM methods have better spectrum efficiency than two

others. However, the results are penalised by less macrocell perfor-

mance. Additionally, the SSCIM’s cell capacity is less than two others

because of less allocated subchannels.

Furthermore, a sub-optimal spectrum and power allocation (sOSPA)

method is also proposed to maximise sum rate in a simple HetNet

model. SOSPA combines some techniques, such as local search and

penalty function, to solve the nonlinear and nonconvex optimisation

problem. sOSPA achieves the near optimum by finding out equi-

librium of equal power allocation in each subchannel of the mutual

interfering networks and sets either less or no power for violated sub-

channels. In the high-interference environment, with the proper SINR

threshold, sOSPA achieves higher rate than the other methods. Addi-

tionally, sOSPA achieves the near optimum by considering both chan-

nel gain and inter-cell interference with a high rate of convergence.
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Chapter 1

Introduction

Along with the increasing demand on the high-speed data service, especially in

indoor areas, the cellular technology has been growing up to heterogeneous cel-

lular networks (HetNet) that include the main macro cellular (macrocell) and

the underlaying small cellular (small cell) networks. Location, width, and the

number of indoor areas can be various. Moreover, the thick and the material of

the surrounding walls of indoor areas can be various as well. It will be costly

and overload if radio resource allocation in indoor small cells, such as picocell

and femtocell, must be arranged and controlled by the network provider. Based

on this situation, indoor small cells are designed to enable random deployment

without or with least intervention of the network provider. However, this feature

of random deployment has a potency of interfering to nearby cellular networks,

either macrocells or small cells. Thus the small cells also need a feature of inter-

ference mitigation capability to avoid or merely mitigate the harmful interference,

either co-tier or cross-tier interference.

This thesis investigates the Interference Mitigation in Cognitive Small Cell

Networks. The problems come up due to the random deployment of small cell

networks. This situation has a potency of interfering the core macrocell network

as well as among nearby small cell networks. It will degrade the performance of

the overall system.

Some algorithms have been offered to mitigate the interference in HetNet.

Various schemes are offered to solve the problem such as interference cancelation

(Lopez-Perez et al., 2009), interference randomisation (Stamatiou and Proakis,
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2005), interference avoidance (Rahman and Yanikomeroglu, 2010), co-tier vs

cross-tier management (Saquib et al., 2012), coordinated management (Kosta

et al., 2013) and distributed management (Chandrasekhar et al., 2009). The

benefits of those various schemes as mentioned above were mutually exclusive, in

which the combination of those approaches will give more benefits to the system

(Rahman and Yanikomeroglu, 2010).

Alternatively, cognitive radio (Mitola, 1999) is considered the smartest radio

technology to deal with dynamic and uncertainty of wireless propagation channel.

The concept has inspired and motivated some researchers to apply this approach

to small cell to enable smart and cognitive small cell dynamically and responsively

adapt to the surrounding environment.

In this thesis, the interference management and radio resource allocation in

HetNet have been studied. Some methods related to cognitive interference man-

agement in orthogonal frequency division multiple access (OFDMA)-based Het-

Net have been proposed. A numerical method to maximise sum rate in HetNet

has also been proposed. Finally, conclusions of the research and potential future

works are discussed in the last Chapter.

1.1 Motivation

The increasing need for data services, especially in indoor areas (Ericsson, 2014),

encourages researchers to develop wireless technology to cover this area. Coexis-

tence between the macrocell and the small cells is termed as HetNet. In which,

at least two different network tiers coexist in the same area. Those networks have

some remarkably different characteristic, such as transmission power, the radius

of coverage areas, number and distribution of users. Thus, each element in these

networks has a high probability of interfering each other harmfully.

Small cells are small, low-price, and low-power indoor base stations. These

networks are generally consumer deployed and connected to the users’ internet

backhaul. In these aspects, they are similar to wireless-fidelity (Wi-Fi); but

they alternatively utilise one or more commercial cellular standards and licensed

spectrum. With the portable size and limited capacity, the deployment cost

of small cells becomes more affordable for the users and can be installed in the
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desired areas subject to provided internet backhaul connected to the main network

provider.

Along with the increase in wireless applications, radio spectrum becomes in-

creasingly scarce. Thus, the deployment of HetNet needs to be aware of the

spectrum efficiency, for example by applying radio spectrum sharing among coor-

dinated networks. Moreover, as the extended coverage areas of the core macrocell

networks, the small cell design must consider not to interfere, or to minimise the

negative impact, to the macrocell and guarantees the improvement of the perfor-

mance and the data rate for indoor users.

The proper selection of resource allocation strategies, such as transmission

power control, frequency reuse, and dynamic spectrum access, can help improve

the spectrum efficiency as well as reduce interference in HetNet. Resource al-

location strategies mentioned above are complementary. It is necessary for the

planning, coordination, and implementation appropriately and regular evalua-

tion periodically. So that, it can mitigate interference in a dynamic and complex

environment of HetNet.

Furthermore, having the inherent characteristic of awareness and adaptive,

the cognitive radio concept gives an expectation in solving the problem of limited

resources, dynamic and uncertainty of the wireless environment of the small cell

networks.

1.2 Related Works

Some different schemes have been proposed to mitigate the interference in the

small cell networks. A brief description of the schemes will be discussed here.

Interference cancellation is an interference mitigation scheme that decodes

the received signal, and then use it along with channel estimates to remove the

interference from the received signal. However, this scheme is often disregarded

due to errors in the cancellation process (Lopez-Perez et al., 2009).

For interference randomisation, this scheme mitigates interference by dynam-

ically and periodically allocating different time or frequency to a user, such as

time hopping (Zahir et al., 2013) and frequency hopping (Verhulst et al., 1984).

However, there are challenges to implementing these techniques, such as synchro-
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nisation between transmitter and receiver, and the overall bandwidth required to

provide frequency hopping is much wider than that of one carrier system.

Meanwhile, interference avoidance manages the radio resources to avoid the

impact of interference. By having the proper resource allocation techniques,

such as transmission power control (Foschini and Miljanic, 1993), frequency reuse

(Rappaport, 2002), time-access scheduling (Kong et al., 2009), and beamforming

(Van Veen and Buckley, 1988), the system can keep the interference impact as

low as possible.

The above schemes are commonly used in single layer networks. Those tech-

niques can be classified as co-tier interference management. In those schemes, the

resource allocation techniques are well planned, centrally coordinated and con-

trolled to achieve the required performance of the overall system. However, the

conventional static resource allocation techniques are not suitable for fast growing

and random deployment of small cells (Saquib et al., 2012). Thus the method

should also consider the existence of the small cells. In HetNet, the interference

problems will be more complicated than in single layer cellular networks. Thus,

the more independent, more distributed and hierarchical methods will be useful

to deal with the problems.

For cross-tier interference management, the method should consider the ex-

istence of different tiered networks, such as the central macrocell network and

its underlaying small cells. Each type of network groups has several unique dif-

ferences such as maximum transmission power, the radius of coverage areas, the

required performance and deployment objectives. In HetNet, the networks with

different tiers could share the same radio spectrum, the same geographical space

and the same time-access as well as the total allocated power. Under certain

conditions, the network provider could assign different service priorities to dif-

ferent tiers of networks. To some extent, these networks need coordination and

information exchange among tiers to mitigate interference and to improve the per-

formance and capacity of overall HetNet. For example, to reduce the cross-tier

interference, the strongest interferer femtocells should decrease their transmis-

sion power till a cellular user obtaining its signal-to-interference-plus-noise-ratio

(SINR) target (Chandrasekhar et al., 2009). In which, it needs an information

exchange among tiers to make a right decision of power allocation.
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The coordinated interference management scheme mitigates the interference

among networks by performing a coordination among interference sources. Some

related nodes exchange inter-cell signalling among each other to understand each

node’s parameter and then allocate resources accordingly. In which, inter-cell

signalling refers to the communication interface between neighbouring cells, and

the received measurement message report from the user equipment (Kosta et al.,

2013). Recent developments of the coordinated interference management are

characterised by its control strategies. Inter-cell interference coordination (ICIC)

(Kosta et al., 2013), coordinated multipoint (CoMP) (Irmer et al., 2011), and

clustering small cells (Abdelnasser et al., 2014) can be considered as part of this

scheme.

Distributed interference management is designed to enable scalability, reduce

signalling overhead, and ease the implementation of small cells. This design will

allow small cells to manage their resources with minimum dependency on the core

macrocell network. In distributed networks, each node still requires coordination

among others. In conventional networks, a backhaul network performs the nec-

essary coordination (Pennanen et al., 2016). On the other hand, for fast-growing

small cell deployments, such as picocell or femtocell, inter-network coordination

will increase congestion and time delay in backhaul networks. Thus it needs an-

other method to avoid those problems. Chapter 3 provides a detailed discussion

of various interference management schemes above.

However, the complexity of interference management in the small cell networks

and the dynamic nature of wireless channel need a comprehensive approach to

addressing the problem. Rahman and Yanikomeroglu (2010) considered that some

benefits of those schemes above were mutually exclusive. Thus, the combination

of those approaches will give more benefits to the system.

Alternatively, cognitive interference management (CIM) is designed to com-

bine some advantages of different schemes above by adopting the concept of a

cognitive radio (CR) process. The idea of CIM comes from the CR concept that

has a cognitive ability to sense the radio-scene, to identify the idle channels, to

analyse and make a decision as well as to adjust the radio resources to use by con-

sidering some important aspects such as interference and channel gain (Haykin,

2005; Jouini et al., 2012; Mitola, 2000). CR is considered as the smartest radio
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technology to deal with dynamic and uncertainty of wireless propagation channel

(Mitola, 1999). It is an intelligent wireless communication system that is aware of

and learns from the radio environment and adapts to statistical variations in the

input stimuli (Haykin, 2005). This concept becomes an answer for small cells that

require the self-optimisation feature to adapt to their unpredicted environment.

This concept has encouraged some researchers to apply this method to small cell

to enable smart and cognitive small cell dynamically and responsively adapt to

the surrounding environment.

1.3 Research Objectives

The research objectives of this thesis are:

� To investigate the radio resource allocation strategies that mitigate inter-

ference in HetNet.

� To investigate the sum rate maximisation methods in OFDMA-based Het-

Net.

� To analyse, compare, and evaluate the statistical performance of the pro-

posed methods with some well-known algorithms.

1.4 Research Contributions

In this thesis, the author has:

1. Developed a model of HetNet including their propagation channel models.

2. Developed a simplified model of frame-based downlink transmission Long

Term Evolution (LTE) networks.

3. Proposed some novel radio resource allocation techniques to mitigate inter-

ference as well as to maximise the overall system performance in HetNet.

The proposed methods are spectrum-splitting-based cognitive interference
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management (SSCIM1) (Chapter 4), the extended methods of SSCIM1 (SS-

CIM: 2, 3 and 4) (Chapter 5), and sub-optimal spectrum and power allo-

cation (sOSPA) (Chapter 6).

4. Analysed and compared the proposed methods with other existing meth-

ods. They consist of spectrum-sharing and equal power allocation (EPA)

of non-interference management (NIM), interfering-resource-blocking-based

CIM (IRB-CIM) (Kaimaletu et al., 2011), water-filling power allocation

(WF) (Goldsmith, 2005), iterative water-filling (IWF) (Yu et al., 2002),

partial orthogonal spectrum-allocation (also called as on-off power alloca-

tion: OOPA).

Some contributions are published in the following papers:

1. Siswanto, D.; Zhang, L. & Navaie, K. Spectrum splitting-based cognitive

interference management in two-tier LTE networks. Wireless Communica-

tions Systems (ISWCS), 2014 11th International Symposium on, 26-29 Aug.

2014, Barcelona, Spain.

2. Siswanto, D.; Zhang, L.; Navaie, K.; & Deepak. Weighted Sum Throughput

Maximization in Heterogeneous OFDMA Networks. 2016 IEEE 83rd Vehic-

ular Technology Conference: VTC 2016-Spring, 15 –18 May 2016, Nanjing,

China.

1.5 Thesis Outline

Following the Introduction in Chapter 1, the thesis is organised as follows:

Chapter 2 will overview the Cognitive Small Cell network including the con-

cept and key requirements of a small cell, indoor deployment scenarios and self-

organisation requirements. It also covers the current research of cognitive small

cell and the underlying concept of cognitive radio.

Chapter 3 will discuss Interference and Resource Allocation in HetNet including

some interference management techniques in small cell networks. This Chapter

will also discuss a cognitive radio approach for interference management. In the

last part, this Chapter will discuss various radio resource allocation techniques
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in HetNet, including their issues such as channel capacity and optimisation prob-

lems.

Chapter 4 will propose Spectrum-Splitting-based Cognitive Interference Man-

agement (SSCIM1) to mitigate interference in HetNet. The Chapter will also

describe the network and radio infrastructure models as well as the propagation

channel model to provide a comprehensive understanding of the problem. The

Chapter will end with simulation results and the performance analysis of the pro-

posed scheme.

Chapter 5 will discuss the extended work of SSCIM1 (Chapter 4), namely SS-

CIM2, SSCIM3 and SSCIM4. These proposed schemes combine some resource

allocation methods with the objectives of mitigating the interference and max-

imising sum rate of HetNet.

Chapter 6 will discuss weighted sum rate maximisation in a simplified OFDMA-

based HetNet model. The Chapter covers problem formulation and a proposed

method and also provides numerical analyses.

Chapter 7 will conclude the thesis with a summary, key findings, and explore

the future works that can be extended from the current study.
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Chapter 2

Cognitive Small Cells

2.1 Introduction

Cognitive small cell (CSC) brings the idea of small cell technology equipped with

the self-adaptive ability of cognitive radio (CR). The small cell is designed to

provide service with less coverage area than the conventional macrocell network,

ranging from few metres to few kilometres, from indoor to outdoor and from urban

to rural areas. For the smaller coverage of both outdoor and indoor areas, picocell

and femtocell are designed to have self-organising capabilities (Claussen et al.,

2008; Zhang and de la Roche, 2011), which includes some features such as self-

configuration and self-optimisation. These features allow end users to self-deploy

the small cell network with minimal intervention from the mobile operator.

Discussion of the CSC is necessary to know the objectives of small cell deploy-

ment and the need for features that support these objectives as well as the archi-

tecture required to support the feature to function. This Chapter aims to review

the small cell concept, its deployment objective, the concept of self-organisation

needed for small cell deployment and the idea of the CSC including deployment

scenarios of these networks.

In this Chapter, some aspects of the small cell will be discussed. Section 2.2

will review the small cell concept. Self-Organisation features and concepts re-

quired for small cell deployment will be presented in Section 2.3. Section 2.4 will

discuss the concept of CSC. Moreover, deployment scenarios will be discussed in

9



2. COGNITIVE SMALL CELLS

Section 2.5. Finally, Section 2.6 will summarise this Chapter.

2.2 The Concept of Small Cell

2.2.1 A Brief History

The idea of small cells has appeared for more than three decades (Stocker, 1984).

Initially, “small cell” was a term for the cell size in a metropolitan area. In which

a macrocell having a diameter of some kilometres is split into some smaller cells

with reduced transmission power, known today as microcells, and having a radius

of around several hundred metres.

At the same time, cellular repeaters or “boosters” were investigated as an al-

ternative to small base stations (Drucker, 1988; Quinn, 1986). These re-radiating

devices were intended to improve the signal quality in bad coverage regions as

well as to reduce costs because of not requiring a wireline backhaul. However,

their reuses of the licensed spectrum for backhaul limit the achievable throughput.

Hence, cellular repeaters were not helpful to the system capacity.

In the 1990s, a pioneer to cellular pico cells began to appear (Iyer et al.,

1990). Their cell sizes ranged from tens to about one hundred metres. These

“traditional” small cells were used for coverage infill and capacity improvement.

In which macrocell penetration was insufficient to provide a reliable communica-

tion link or where the macrocell was overloaded. However, these types of small

cells were a smaller version of the macro base station and required comparable

planning, management, and network interfaces.

Meanwhile, in the 1992s, BellSouth developed a small cell that is similar

to the current femtocell concept (Brickhouse and Rappaport, 1996). The project

developed an indoor femtocell-like solution that re-used the same spectrum as the

macrocells and used wired backhaul (T1 or public switched telephone network).

However, there was a lack of ubiquitous Internet Protocol (IP) backhaul at that

time, and the integration level had not yet achieved the necessary condition in

which the small cell functions as a miniature of a base station. Like the other

small cell technologies mentioned above, they were technically a step forward

but economically unsuccessful. These were caused by the cost of deploying and
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operating a large number of small cells outweighed the advantage they provided.

Since the 2000s, the operational and cost features of small cell deployment

have become a new concern on the configuration and deployment of cellular net-

works (Andrews et al., 2012). These concepts have been applied successfully

to residential femtocells, especially for cost issues. The femtocell concept is in-

tended to combine fixed-line broadband access with cellular telephony, which uses

the deployment of low-cost and low-power home base-stations in the subscribers’

homes or premises (Claussen et al., 2008). Fundamentally, a femtocell is differ-

ent from the traditional small cell. Femtocell needs to be more independent and

self-adaptive (Andrews et al., 2012). In July 2007, the Femto Forum was founded

to promote femtocell standardisation and deployment worldwide. In 2008, Home

Node B (HNB) and Home Evolved Node B (HeNB) were first introduced in 3rd

Generation Partnership Project (3GPP) Release 8. HNB and HeNB are femto-

cell standards for Universal Mobile Telephone System and Long Term Evolution

(LTE), respectively. By using second and third-generation chipsets, the higher ca-

pacity of femtocells was developed that leads these networks suitable for business

with higher traffic throughput and coverage.

The coverage of femtocells was then extended outdoors, to include outdoor

urban areas and even rural or remote areas. This increased scope led to an

evolution of the term Small Cell. In February 2012, Femto Forum had renamed

the Small Cell Forum to preferably reflect its work that includes residential,

enterprise, metro and rural small cells, and also to prevent the perception that

the small cell arena is fragmented.

Recently, small cells have become a hot topic for research. There is a sig-

nificant increase in publications in this area, in which small cell technology

has advanced a great deal from the uncomplicated cell splitting ideas (3GPP,

2015; Andrews et al., 2012; Nakamura et al., 2013; Stocker, 1984). Further-

more, the European Union has started funding research on femtocells, such as

the BeFEMTO project, which concentrates on the analysis and development

of LTE/LTE-Advanced (LTE-A) compliant femtocell technologies (BeFEMTO,

2010). Today, auto-configuration and self-optimisation capabilities have enabled

small cells to be deployed by the end-user in a plug-and-play manner. Small cells

can automatically integrate themselves into existing macrocell networks, which
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is an essential step to enable large-scale deployments of small cells.

Since LTE Release 10, small cell network densification has been an essential

evolution direction in 3GPP to provide the necessary means to accommodate the

anticipated huge traffic growth, especially for hotspot areas (Nakamura et al.,

2013). Recently, LTE Release 12 has been started with more focus on small

cell enhancements; in which, they will be focused on additional functionalities

for enhanced performance in indoor and outdoor hotspot areas using low power

nodes. In 3GPP-LTE Release 13 (3GPP, 2015), the target scenarios for small

cell enhancement are defined as: (1) deployment scenarios, (2) spectrum usage,

(3) traffic characteristics.

2.2.2 Types of Small Cells

Small cells are available for a broad range of air interfaces such as GSM, CDMA-

2000, TD-SCDMA, W-CDMA, LTE and WiMax. Small cells provide a small ra-

dio coverage, which can cover from few metres within urban and indoor locations

to few kilometres in rural area. Picocells and microcells can also have a range

of a hundred metres to a few kilometres. However, they differ from femtocells in

which they do not always have self-organising and self-management capabilities.

Figure 2.1 illustrate varying small cells as part of future mobile networks.

Small Cell Forum (2012) has defined some terms about small cells as follows.

� Small Cell: This is an umbrella term for low-powered radio access nodes,

which operates in a licensed and unlicensed spectrum and has a range of

10 metres to several hundred metres. It contrasts with a typical mobile

macrocell which might have a range of up to some tens kilometres. This

term covers femtocells, picocells, microcells and metrocells.

� Femtocell: This term is used for a low-power, short-range, self-contained

base station. Initially, the term is used to describe consumer units intended

for residential homes. Later, the term has expanded to include higher ca-

pacity units for wider areas such as enterprise, rural and metropolitan areas.

Key attributes of this network include IP backhaul, self-optimisation, low

power consumption and ease of deployment.
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� Picocell: This term is typically used for low power compact base stations,

which is deployed in enterprises or indoor public areas. The term is some-

times used to include outdoor small cells as well. For indoor use, this

network deployment requires of selecting the number and location of these

cells. Moreover, the self-optimising features of newer picocells, adopted from

femtocell technology, minimise the amount of specialist knowledge required.

� Microcell: This term is typically used to describe an outdoor short-range

base station intended for improving coverage area for both indoor and out-

door users, in which macro coverage is insufficient. Occasionally this net-

work is installed indoors to provide coverage and increase the capacity in

areas beyond the scope of a picocell.

� Metrocell: This term is used to describe small cellular technologies designed

for improving the capacity of metropolitan areas. These devices are typi-

cally set on building walls or street furniture such as lampposts and closed-

circuit television (CCTV) poles. This category can encompass technologies

such as femtocells, picocells, and microcells that meet the deployment cri-

teria.

A mix of macrocells and small cells as discussed above, and in some cases in-

cluding wireless-fidelity (Wi-Fi) access points (Small Cell Forum, 2012), is called

as heterogeneous networks or heterogeneous cellular network (HetNet). This Het-

Net is deployed together to provide coverage and improve capacity with handoff

capabilities between them.

2.2.3 Deployment Objectives

Small cells can provide both indoor and outdoor wireless services. Mobile op-

erators use them to extend their service coverage or increase network capacity.

There is a huge data requirement for indoor areas. Almost 80 % of data traffic

happens indoors. Besides, just 10 % of cells handle nearly 90 % of data traffic

(Viavi Solution, 2015). This indoor service can be provided by indoor small cells

such as picocells or femtocells.
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Figure 2.1: Small cells as an integral part of modern mobile networks

An enterprise small cell network can also enable service providers to offer

services based on location or presence. Network access and applications can

be customised based on a device location and employees can manage their ac-

cessibility (for example, when in a laboratory or conference room, delivering all

communication to voicemail) based on their location or presence (Exact Ventures,

2012).

Rural coverage is also a key market. Mobile operators have started to install

metrocell devices in remote and rural areas. Deploying small cells will make

economically feasible to provide coverage of much smaller communities - from

tens to hundreds of users. Small Cell Forum (2013) has described the technology

and business case aspects related to the rural small cell.

Mobile operators have either tested or installed such systems in both devel-

oping and developed world countries. SoftBank Mobile, the Japanese mobile

operator, has pioneered in providing rural coverage using small cells (Bright and

Mavrakis, 2012). It has installed more than 3000 public access small cells on post

offices throughout rural Japan. The backhaul requirement in remote locations
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is deployed using very small aperture terminal (VSAT) satellite backhaul to link

sites to the core network.

Small cell deployment will reduce the macrocells’ load of serving some indoor

users, which is also called as offloading. Allocated resources for each indoor small

cell user-terminal (small-UT) is equivalent to macrocell’s resources that available

for serving more than one outdoor macrocell UT (macro-UT), which results in a

macrocell offloading gain. The macrocell offloading capacity gain due to indoor

small cell deployments has been investigated by Claussen and Calin (2009), which

results in up to 30% increase for mean throughput and about 100% gain for cell-

edge user throughput. However, this work did not show total sum throughput of

the entire HetNet that makes their overall capacity cannot be evaluated.

The objectives of small cell deployment, as investigated by Das et al. (2011),

can be classified as follows.

� Maximisation of sum-cell-rate: Sum-cell-rate is the sum-rate of all small-

UTs and the outdoor macro-UTs within the same coverage area of the

macrocell. The maximum total system capacity can be achieved by allocat-

ing the macrocell traffic load optimally (50%) and decreasing the number of

macro-UTs, which means offloading macrocell traffic load into small cells.

Moreover, the maximum capacity achievement is also supported by enabling

all deployed small cells with 100% traffic load and transmission power of

2 dBm, in which the increasing small cells’ load have more impact on ca-

pacity maximisation than that of increasing the transmission power. Thus,

some benefits for this scenario are maximising the total system capacity,

offloading macrocell traffic to small cells, increasing small cell’s load, and

increasing area spectral efficiency when using co-channel for different net-

work tier.

� Maximising the number of active small cells: The number of active small

cells is the optimal number of small cells allowed operating at the same

time without causing much co-channel interference to macrocell networks.

The maximum number of active small cells is achieved by decreasing the

number of macro-UTs and finding the optimal value of macrocell traffic

load. If compared to the previous result, i.e. sum-cell-rate maximisation,
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this scenario showed that the 150% increase in the number of active small

cells can be achieved against a penalty of 12.8% reduction in the total

capacity. Thus, the benefits of this approach are maximising coverage and

traffic offloading from macrocells into small cells.

� Combination of the above two objectives, i.e. to find the benefits by com-

bining the above two purposes. This scenario can be achieved by decreasing

the number of macro-UTs and finding optimum value of macrocell load. In

which, the benefit of this scenario is improving macrocell throughput.

2.3 Self-Organisation

Due to the uncertainty in the number, distributions, and coverage area of small

cells, each small cell is required to be able to completely self-organise themselves,

especially for picocell or femtocell that are considered as having a user-deployed

feature. By having this capability, the small cell needs either no or minimum

intervention from the users.

2.3.1 Self-Organisation in Small Cells

From a network management perspective, there are two fundamental differences

between the small cell and the conventional macrocell (Fehske et al., 2014).

1. Small cells come in much larger number into wireless networks than macro-

cells. As a consequence, manual processes for configuration and optimisa-

tion are no longer feasible.

2. Small cells are deployed much more dynamically. For macrocell, thoroughly

planning is required before network deployments. On the other hand, small

cells are often commissioned quickly whenever a capacity need is detected

and without a procedural and gradual planning phase.

In general, the impact of small cell deployments on users connected to macrocells

must be kept minimal at all times. As a result, small cell networks not only

required more adaptations and reconfigurations due to more cells, but also they
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feature more adaptations and reconfigurations per cell. At a basic conceptual

level, small cells do not look different from macrocells, especially from a terminals

perspective. Due to the expectedly much large number of small cells, however,

their automatic configuration is much more relevant than it is for macrocells. A

manual configuration of each small cell would be costly and strongly question its

business case.

The self-organisation capability should allow small cells to do some duties as

follows (Claussen et al., 2008; Zhang and de la Roche, 2011).

� integrate themselves into the existing networks with minimal human in-

volvement,

� learn about and adapt to their radio environment (neighbourhood and in-

terference),

� tune their parameters accordingly,

� rearrange cell association to offload traffic from one base-station (BS) to

another one,

� reconfigure and re-optimise itself when getting a problem.

Based on the scope of network and required time for the process, the self-

organisation of small cells can be classified as follows (Fehske et al., 2014).

1. Small-scale short-term self-organisation:

The reliable and efficient operation of small cells requires proper handovers

and cell reselections between adjacent cells, such as between a macrocell

and a small cell as well as between two small cells. In particular, the

requirements are as follows.

� Proper mobility: It covers the capability to avoid radio link failures

(RLFs) and unnecessary handovers such as ping-pong. The 3GPP

standard has defined precise mechanisms to analyse RLFs and ex-

change corresponding information among BSs which is referred to as

Mobility Robustness Optimisation (MRO). Information exchange be-

tween BSs is practically achieved via X2 interface (ETSI, 2012), and
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MRO can thus readily be applied to small cells as long as an X2 inter-

face is available.

� Proper traffic steering: Appropriate fractions of traffic will be moved

toward the small cells and potentially back to the macrocell. The

choice of handover time is controlled via a specific parameter called

a cell individual offset (CIO), which can be set individually for every

cell pair. Small procedures for modifying CIOs due to unbalance traffic

distribution are called mobility load balancing (MLB).

Since both MRO and MLB procedures modify the same parameters, their

interaction must be handled with care.

2. Large-scale, long-term self-organisation:

Large-scale, long-term centralised self-organising network (C-SON) algo-

rithms optimise certain configuration management parameters of a collec-

tion of a neighbouring-cell cluster. Typical C-SON uses for small cell deploy-

ments are the so-called coverage and capacity optimisation and the energy

saving management. In particular, MRO and MLB, as discussed above for

short-term adaptations, may be addressed by long-term techniques as well.

Based on the scope of duties, self-organisation required by a small cell can be

classified as follows.

1. Self-configuration: A small cell, especially the one that is designed for user-

deployed such as picocell and femtocell, needs to adjust its parameters ac-

cordingly that regular users do not need to know them in detail. Some

critical parameters can affect the network performance if the provider lets

low-skilled users tune themselves. It will be safer for overall systems to en-

able a small cell having self-configuration features from purchase to network

integration. On installation steps, it is required the small cell having the

ability to select the initial parameters required to commence its operation.

Claussen et al. (2008) describes that the initial set up need to include some

processes and parameters as follows.
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(a) Purchase and Registration: After buying a small cell, the user provides

small cell identity (ID), registers user’s information and the address,

preferential access UT for the small cell.

(b) Installation and authentication: the user plugs in power and backhaul

connectivity, such as digital subscriber line, and switches on the small

cell. When an Internet connection is established, the small cell contacts

a home unit server (HUS) in the operator’s network and transmits

the identification code, part of user’s small cell ID. The HUS then

authenticates the small cell.

(c) Autoconfiguration and initial parameters: Some parameters are trans-

mitted to small cells, such as: (i) Operating frequency for uplink and

downlink; (ii) Femtocell scrambling code list; (iii) Cell ID; (iv) Loca-

tion, routing and service area codes; (v) Initial pilot signal and maxi-

mum transmission power based on a target range, and (vi) (A) search

priority list(s) of the macrocell’s neighbour (if information on macro-

cells is available).

Fehske et al. (2014) considered configuration and optimisation begin

with the acquisition of an IP address, downloading the correct software

version, and then downloading the correct parameter configuration

from an operators database. The process continues with adjusting pa-

rameter configuration during operation based on some measurements,

such as key performance indicators, and customer complaints.

(d) Location check: The physical location of a small cell must be verified

to ensure the position of the deployed small cell. It must comply with

the operator’s terms and conditions as set out in the contract with the

end user. It is also not a location where the operator does not own

radio frequency (RF) spectrum usage rights.

2. Self-optimisation: During operation, the small cell will need to monitor

periodically and sense the environment to ensure that it takes into account

of any changes required including the channel; pilot and maximum data

transmission power; and the neighbour list. It ensures minimal impact on

the macrocell network and provides maximum performance in the small cell
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under the given constraints. Mitola (1999) develops a CR concept, which

is a smart radio system that is aware and adaptive to its environment.

This concept is expected to solve the need for self-optimisation features in

small cells. Self-optimisation can be achieved through different strategies

as follows.

� Distributed self-deployment: Guo and Wang (2012) proposed a dis-

tributed self-deployment solution to improve the indoor throughput.

The proposed method identifies the direction of the strongest inter-

ference source. Then, the algorithm suggests a place to locate an

indoor small cell optimally in a multi-room indoor environment. The

proposed technique can be viewed as a distributed self-organising solu-

tion that does not require channel state information (CSI) or inter-cell

interfaces. Moreover, the technique does not cause additional interfer-

ence to the outdoor network that can be used in conjunction with

other methods. The benefit of the proposed technique compared to

blind placement is that it can achieve a throughput improvement of

20% to 50%.

� Self-optimisation of antenna tilt: Barth and Kuehn (2010) considered

that the optimisation target is first to provide continuous coverage;

in which connections can be established with acceptable service qual-

ity. The second optimisation target is cell capacity because the SINR

distribution over the cell area depends again on antenna tilt.

� Self-optimisation of handover performance: Barth and Kuehn (2010)

also considered that handover performance is a very critical quality

measure for mobile communication systems. On one side, for the mo-

bile user, a seamless mobility support without service interruption or

call dropping is an essential feature. On the other hand, the system

load generated by handovers has to be kept within reasonable limits

to prevent a declining network efficiency.

3. Self-healing: As problems may occur after set-up or when in operation, the

small cell will need to be able on solving any problems that may happen.
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3GPP (2014) has developed a self-healing concept that consists of several

functions and being processed sequentially such as monitoring, diagnosis,

recovery actions, evaluation, fallback, and parameter update.

4. Self-decision-making for public access policy: When there is only one macro-

cell’s resource block available to grant public access to a small cell, the small

cell having ability to take over the service for macro UTs of the same opera-

tor having a position close to the small cell to prevent excessive interference

(Claussen et al., 2008).

2.3.2 Cognitive Radio and Cognitive Cycle

Cognitive radio (CR) is an intelligent wireless communication system that is aware

of and learns from the radio environment and adapts to statistical variations in

the input stimuli (Haykin, 2005). Two primary objectives of CR are (i) highly

reliable communication whenever and wherever needed; (ii) efficient utilisation of

the RF spectrum. This concept becomes an answer for small cells that require

the self-optimisation feature to adapt to their unpredicted environment.

Cognitive Radio

The concept of CR is proposed as the answer for more RF spectrum needed

by the new wireless application and the limitation of RF spectrum availability

(Mitola, 1999). Six key words stand out in the definition of CR are awareness,

intelligence, learning, adaptivity, reliability, and efciency (Haykin, 2005). The

awareness capability of CR includes recognition of the transmitted waveform, RF

spectrum, communication network, geography, locally available services, the user

needs, language, situation, and security policy (Fette, 2006).

In CR terminology, primary users (PUs) have higher priority or legacy rights

to occupy a specific RF spectrum. Otherwise, secondary users (SUs) have lower

priority to exploit the RF spectrum in such a way that they do not interfere with

PUs. For enabling to access the RF spectrum, SUs need to have CR capabilities,

such as sensing the RF spectrum reliable for finding out the unused RF spectrum

and changing the radio parameters to exploit the RF spectrum.
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Before accessing the RF spectra, CR needs to sense and analyse which RF

spectra are available for SUs. The spectra have been classified as follows (Haykin,

2005).

1. Black spaces: The spectra are occupied by high-power local interferers some

of the time.

2. Grey spaces: These are partially occupied by low-power interferers.

3. White spaces: The spectra are free of RF interferers except for the ambient

noise, which is made up of natural and man-made of noise.

Among those spectra, white spaces (for sure) and grey spaces (to a lesser oppor-

tunity and careful occupation) are obvious candidates for use by SUs.

Cognitive Cycle

The underutilisation of the spectrum has stimulated a confusion in engineering,

economics, and regulation communities. They are searching for better spectrum

management policies and techniques. Opposite to the static spectrum access,

dynamic spectrum access (DSA) has broad connotations that encompass various

approaches to spectrum reform. DSA strategies can be broadly categorised into

three models: dynamic exclusive use model, open sharing model, and hierarchi-

cal access model (Zhao and Sadler, 2007). Further discussion about DSA will

presented in 3.6.2.

Considering DSA is undoubtedly an essential application of CR; then CR rep-

resents a much broader paradigm where numerous aspects of communication sys-

tems can be improved via cognition. Self-awareness, user awareness, and machine

learning differentiate ideal CR architecture from DSA (Mitola, 2009). CR needs

this characteristic to adaptively and correctly responds the surrounding environ-

ment. Self-awareness is related to the responsiveness to the stimuli from outside

world to recognise the context of its communications tasks. User awareness is

related to the sensitivity of user’s need such as urgency to respond; bandwidth

needs to assure the quality of service (QoS). Moreover, machine learning enables

the system to develop its capability and intelligence to respond the dynamic en-

vironment.
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The implementation of CR needs some steps that usually called a cognitive

cycle. The cognitive cycle starts from observing the input information both from

radio environment and the input terminal, such as a keypad, and then terminates

with action, as shown in Figure 2.2.

According to Haykin (2005), fundamental cognitive tasks are:

1. Radio-scene analysis, which encompasses the following:

� estimation of interference temperature of the radio environment, which

is a measure of interference power in a particular frequency band and

a geographical area (FCC, 2002).

� detection of RF spectrum holes, which some RF spectra are assigned

to PUs, but, at a particular time or specific geographical area, the RF

spectra are not being utilised by those users.

2. Channel-state estimation and prediction, which encompasses the following:

� CSI estimation;

� prediction of channel capacity for use by the transmitter.

3. Transmission power control and dynamic spectrum management.

Tasks (1) and (2) are carried out in the receiver, and task (3) is carried out in

the transmitter. By interaction with the RF environment, these three tasks form

a cognition cycle or cognitive tasks, as described in Figure 2.3.

It is apparent that the cognitive transmitter must work harmoniously with the

cognitive receiver. A feedback channel that connects the receiver to the trans-

mitter is needed to maintain this harmony at all times. By using the feedback

channel, the receiver can convey information on the performance of the forward

link to the transmitter.

From the decision-making perspective, the basic cognitive cycle considers

three macro-steps as follows (Jouini et al., 2012):

1. Observation: The CR gathers information about its environment through

its sensors. Raw data and pre-processed information help the agent to build

a knowledge base. In this context, the environment refers to any source of
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Figure 2.2: Mitola’s simplified cognition cycle (Mitola, 2000)

information that could improve the CRs performance (such as internal state,

interference level, regulators rules and enforcement policies).

2. Analysis : This macro-step includes all needed operations before given spe-

cific orders to the actuators (i.e., before reconfiguration in CR contexts).

The step can deal with metric analysis, performance optimisation, schedul-

ing, and learning, which depends on the level of sophistication.

3. Action: This step reconfigures mainly parameters and transmits waveform.

The cognitive cycle should implement a reconfiguration management archi-

tecture to ensure efficient and quick reconfigurations.

As illustrated in Figure 2.4, a cognitive agent (CA) perceives an environment

in a broad sense. The CA repeats the cognitive cycle. It observes the environ-

ment, analyzes the collected information and decides the next action to take.

A broadly defined CR technology accommodates a scale of differing degrees of

cognition. At one end of the scale, the user may only pick an RF spectrum hole

and develop its cognitive cycle around the hole (Haykin, 2005). At the other end

of the scale, the user may apply multiple implementation technologies to build its
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Figure 2.3: Haykin’s basic cognitive cycle ©2005 IEEE (Haykin, 2005).

cognitive cycle around a wideband RF spectrum hole or set of narrowband RF

spectrum holes to provide the best-expected performance concerning RF spec-

trum management and transmission power control, and process them in the most

highly secure manner possible.

Haykin’s DSA gives emphasis that CR needs to be aware of the many occu-

pants of a radio environment by analysing the RF spectrum (Haykin, 2005). This

awareness is required to avoid interference, to operate in RF spectrum holes, and

to provide channel state information for enhancing the transmission quality.

2.4 Cognitive Small Cell

Cognitive Small Cell is considered as the cognitive radio-enabled small cell that

aware and adaptive with the change and the dynamic of surrounding wireless en-

vironment. A cognitive network entity such as a small cell BS (small-BS) will be

capable of monitoring the surrounding radio environment, adapting its transmis-

25



2. COGNITIVE SMALL CELLS

Figure 2.4: Basic cognitive cycle (Jouini et al., 2012).

sion parameters (such as transmission power and beamforming), identifying and

locating major interference sources and then avoiding them by opportunistically

accessing orthogonal channels (Elsawy et al., 2013). The idea of this concept

comes from CR, which is designed to be aware, adaptive and dynamic access to

the scarce RF spectrum. By having these characteristics, this concept is expected

to be a solution to the complexity of small cell’s radio environment.

2.4.1 Objectives

The objectives of the cognitive small cell development, including picocell and

femtocell, can be listed as follows.

� to mitigate interference in HetNet (Hossain et al., 2014),

� to improve the network performance (Elsawy et al., 2013),

� to enable ultra-dense small cell deployment for future fifth Generation (5G)

cellular technology (Tseng et al., 2015),

� to increase the network capacity in serving indoor users (Gur et al., 2010),

� to allow for higher capacity and intelligent coverage, with guaranteed QoS

for future indoor services (Al-Rubaye et al., 2011),

� to improve the energy efficiency in cellular HetNet (Hasan et al., 2011),
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� to provide more effective dynamic RF spectrum access and management

(Gur et al., 2010),

� for enabling multi-tiered opportunistic access in next-generation wireless

systems (Gur et al., 2010),

� to solve the RF spectrum scarcity problems (Al-Rubaye et al., 2011),

� to secure the RF spectrum efficiency in near-future networks (Gur et al.,

2010).

Briefly, the objectives of cognitive small cell development above can be sum-

marised as follows.

� to mitigate interference in multi-tier networks that effect to increasing the

performance and capacity of HetNet;

� to allocate radio resources of HetNet efficiently or optimally depends on

the objective function, such as energy efficiency, RF spectrum efficiency

and opportunistic time access.

2.4.2 Requirements

To enable these objectives, a CSC should have capabilities as follows.

1. Being aware of the surrounding wireless environment by sensing the RF

spectrum occupation to estimate any free resources (Al-Rubaye et al., 2011).

This awareness will also prevent any interference with the macrocell cover-

age area. Then, transmissions occur wherever the macrocell’s user is idle.

Awareness of the radio environment is essential for a CSC to obtain available

RF spectrum opportunities in macrocell networks. In which RF spectrum

opportunities exist in various domains such as frequency, time, geographical

space, code, beamforming, and code (Yucek and Arslan, 2009).

2. Having capabilities of learning and adapting to the surrounding environ-

ment (Gur et al., 2010). These features will help the small-BS allocates

radio resources efficiently and consequently will be able to mitigate inter-

ference in HetNet.
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3. In addition to cognitive capability, self-configuration capabilities are also

the main characteristic of a CSC (Huang et al., 2013). Self-configuration

capability helps a cognitive small-BS to coexist in a two-tier network with-

out impact on existing cellular networks. This feature exploits cognitive

information in a spectrum state database to optimise parameters of all lay-

ers in dynamic surroundings. Self-configuration module enables small cells

to adapt to a dynamic environment.

2.4.3 Architecture

CSC should be developed by modifying hardware and firmware modifications in

conventional small-BS for providing high-performance spectrum sensing, which

can be listed as follows (Gur et al., 2010).

� Protocol stack changes, which provide security and privacy, should also al-

low access to the cognitive network provider to authorise the SUs and apply

the required authentication, authorisation, and accounting functionalities.

� Powerful signal analysis methods for reliable wideband spectrum sensing.

� Hardware requirements such as antennas, more advanced RF front-ends and

signal processing circuitry.

On the other hand, for small cells’ users, substantial changes are limited to the

software domain for wider and easier service penetration (Gur et al., 2010).

Figure 2.5 illustrates the functional architecture of the cognitive small-BS.

A cognitive engine synthesises the cognitive and self-configuration modules. The

cognitive module provides small cells with radio awareness capability. Any change

sensed by the cognitive module automatically triggers an adjustment. Moreover,

the self-configuration module enables small cells to adapt to a dynamic wireless

environment.

The self-configuration module includes three components: (i) spectrum mo-

bility, (ii) spectrum sharing, and (iii) spectrum configuration. Spectrum mobility

management enables small cells to smoothly hand-over, which minimises their

performance degradation as much as possible when macro channels are unavail-

able, or current channel conditions become worse. This scenario enables small
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Figure 2.5: Cognitive small cell functional architecture ©2013 IEEE (Huang

et al., 2013).

cells to provide open access for external users. Spectrum sharing management

avoids co-channel collisions of multiple small cells. The spectrum configuration

module ensures that small cells work in the best available channels. Configurable

parameters in the physical layer include time-frequency resource blocks of orthog-

onal frequency-division multiplexing (OFDM), modulation and coding schemes,

transmission power, and antenna angle/ beamforming.

Briefly, the resource allocation mechanism in a cognitive small cell can be

described as follows (Huang et al., 2013). At first, the cognitive module senses

the environment and collects specific information of all layers, such as spectrum

holes, collision probability, and QoS requirement. Second, the cognitive engine

analyses spectrum characteristics and estimates available resources. Also, third,

the self-configuration module exploits cognitive information in an RF spectrum

state database to optimise parameters of all layers in dynamic environments.

With learning and reasoning capabilities, cognitive small cells keep track of

variations and estimate spectrum state from historical data in a dynamic envi-

ronment. Since cognitive small-BSs have potential to allocate radio resources
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adaptively and efficiently mitigate co-channel interference in a two-tier network,

it is promising to apply CR-enabled small cells to break through the spatial reuse

barrier of cellular systems.

2.5 Deployment Scenarios

There are some parameters should be considered when deploying CSCs. It spans

from the simple one such as the spectrum sensing threshold to the complicated

one such as interference mitigation. This section will discuss deployment scenarios

of those kinds of cellular networks.

2.5.1 Spectrum Sensing Threshold and Channel Categories

A spectrum sensing threshold is a border level for received signal on a communi-

cation system to determine the good or bad quality of the signal. The obtained

information in the term of received power level can represent the channel quality

when the signal is transmitted with uniform distribution transmission power for

all allocated subchannels such as in pilot signal.

A channel is considered free by a CSC if the received interference power on

that channel is smaller than the spectrum sensing threshold. It can be either

free channels or semi-occupied channels, depend on the determined level of the

spectrum sensing threshold. Otherwise, the channel is considered as occupied by

another network.

The spectrum sensing threshold is a very critical design parameter that can

be tuned to achieve the desired trade-off between spatially spectral efficiency

and interference (which translates to outage probability) (Elsawy et al., 2013).

Based on the spectrum sensing threshold, CSCs will avoid using the same channel

used by the neighbouring network elements. However, if the spectrum sensing

threshold is not carefully tuned, cognition may degrade network performance and

increase outage probability (Elsawy et al., 2013).

By using spectrum sensing threshold, channel characteristic can be measured

by the possible interference level. Hence, the channels can be classified as follows

(Femto Forum, 2010; Li, 2010).
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� Free channels (interference free): the channels are 100% free of use because

of zero interference. The channels are not reused anywhere in the whole

network and thus automatically gain the highest reuse priority. A CSC

should always start serving its users by using these perfect channels without

causing interference to others.

� Semi-occupied channels (soft-interference): the channels that are only inter-

fered by the majority of far-way small cells. Each of them contributes a low

interference to the small cell of interest, and the aggregate effect behaves

like a Gaussian distribution due to the Central Limit Theorem. A CSC

can opportunistically select the best channels for reuse, which generates

the smallest interference to co-channel cells at far distances. The proposed

methods in Chapter 4, and Chapter 5, and Chapter 6 apply a threshold to

reuse the semi-occupied subchannels.

� Occupied channels (hard-interference): the channels those are not reusable

because of strong interference from neighbouring cells. The interference

signature of these channels is easily obtainable through either spectrum

sensing or channel information exchange between nearby cells. A small cell

should assign the lowest priority to reuse these channels or always tries to

orthogonalize its occupied local channels to those channel category.

2.5.2 Types of Sensed Information

At least, a communication system uses three types of signals to preserve the

quality of the transmitted signal in a downlink wireless system with different

functions, namely pilot, control and traffic signal, such as in LTE (Rumney,

2013). The wireless communication system could utilise these signals accordingly

to maintain the quality of its transmitted signal.

After getting spectrum information from surrounding environment, subse-

quently, a CSC will analyse it as well as estimate and predict the following spec-

trum condition. Then the CSC can decide to deal with the spectrum. This section

will discuss some information types having been proposed for complementing the

cognitive cycle of the CSC.
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Pilot Signal

As discussed by Rumney (2013), the pilot signals hold known amplitude and phase

and being allocated in the time and frequency domain. From these pilots, the

UT can calculate corrections and thus minimise the probability of demodulation

errors. Moreover, the UT can demodulate downlink signals and to report the

downlink channel state information on the uplink.

Kaimaletu et al. (2011) proposed a method to mitigate interference in hetero-

geneous networks. In the proposed method, the pilot signal was used to identify

which users were getting significant interference on their resource blocks and to

mark them as a victim. Subsequently, those users getting victim status have less

priority to access the resource blocks.

Control Signal

As discussed by Pantisano (2013), cognitive small base stations can decode the

macrocell control signal and independently identify the transmission opportuni-

ties, which is the non-allocated component carriers. Based on this information,

the small cells can perform targeted operations for enhancing the QoS or opti-

mising the radio resource usage.

Lopez-Perez et al. (2009) considered that small-BSs must be able to sense the

air interface and to tune their parameters accordingly to changes in the network

or channel. By decoding the control channels, the small cell can synchronise with

the external network, to reselect its physical cell identity, and optimise its neigh-

bouring cell list and handoff parameters. Finally, the small-BS adapts its power

and selects its subchannels according to the obtained sensing information to en-

sure that it provides the dominant signal in the desired coverage area. Chapter 4

and Chapter 5 propose cognitive interference management methods by sensing

the pilot and control signals to recognise the spectrum occupations.

Traffic Signal

A sensing-based spectrum access strategy for small-BSs was proposed to exploit

the activity information of the nearest macrocell BS (macro-BS) (Nguyen and

Le, 2014). In particular, upon detecting the interference-plus-noise power, each
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small-BS decides to opportunistically access the macrocell spectrum by using two

different thresholds depending on the presence or absence of the nearest macro-

BS. The proposed method in Chapter 6 senses the traffic signal to recognise the

spectrum occupations.

2.5.3 Spectrum Sensing Period

In the cognitive cycle, spectrum sensing is a significant aspect. From this activity,

relevant information of channel states will be obtained and then will be used by

the cognitive system to take action accordingly. In general, the longer the sensing

period, the more information will be obtained in the sensing time, but less time

will be used to transmit useful signal.

Nguyen and Le (2014) proposed an algorithm to determine the sensing period

and access thresholds for throughput maximisation in heterogeneous networks.

The results showed that optimal sensing time is obtained by setting an opti-

mum number of samples of the sensed interference plus noise power. It also pre-

sented that the total throughput by the access scheme with activity information

of the nearest macro-BS is higher than that without this macro-BS. Moreover,

the throughput due to the spectrum access scheme without sensing is very poor

compared to those schemes with sensing.

2.5.4 Spectrum Sensing Techniques

It is important to have an efficient and accurate spectrum sensing technique,

which is mostly influenced by two key metrics such as sensing speed and accu-

racy (Kpojime and Safdar, 2015). Sensing of the spectrum to find unoccupied

spaces enhances the opportunities for CSC users to access the spectrum. CSCs

can benefit from various conventional spectrum sensing techniques found in the

literature such as energy detection, matched filter, cyclo stationary feature de-

tection, waveform detection, wavelet detection and co-operative sensing. The

proposed methods in Chapter 4 and Chapter 5 assume to apply the spectrum

sensing technique that can differentiate between the received signal power and

the interference plus noise power. Table 2.1 presents various spectrum sensing

techniques that can be used in the CSC.
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Table 2.1: Spectrum Sensing Techniques ©2015 IEEE (Kpojime and Safdar,

2015)

2.5.5 Cognition Technique

Referring to the discussion of Cognitive Radio and Cognitive Cycle, see Sec-

tion 2.3.2, cognition technique in CSC could be implemented in various ap-

proaches at the same time keeps the basic idea of CR, which is aware of and

learn from the surrounding radio environment and adapt to statistical variations

in the input stimuli (Haykin, 2005). This following Section is discussing some

cognition techniques having been proposed by researchers.

Full vs Semi Cognitive

The performance of two cases of cognitive small-BSs in a multichannel environ-

ment, namely the full-cognitive and the semi-cognitive case, has been analysed

by Elsawy and Hossain (2013). Both cognitive cases above used two different

channel access schemes, namely contention-resolution-based channel access and

uncoordinated aggressive channel access, respectively Elsawy et al. (2013).
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Figure 2.6: Spectrum access in HetNet (a) full-cognitive (b) semi-cognitive.

In the full-cognitive (FC) case, an FC small-BS considers both nearby macro-

BSs and nearby small-BSs as major interference sources that should be avoided.

The small-BSs access the spectrum via a contention resolution process. Spectrum

access for an FC small-BS can be implemented in a way similar to the cognitive-

carrier sense multiple access (C-CSMA) (Nguyen and Baccelli, 2010), in which,

each time slot is divided into three main parts (Figure 2.6(a)). The algorithm

of C-CSMA is as follows. At first, each cognitive small-BS senses the available

spectrum to detect the channels that are not used by nearby macro-BSs. Second,

each cognitive small-BS contends to access one of the available channels (for ex-

ample by using a random backoff process while persistently sensing the channel).

Third, if the sensed channel is free during the entire back off duration (i.e., not

used by a nearby small-BS), the cognitive small-BS transmits on that channel

for the rest of the time slot. Hence, both the co- and cross-tier interferences are

minimised, but at the expense of reduced spectrum access opportunities.

Meanwhile, in the semi-cognitive (SC) case, an SC small-BS considers only

nearby macro-BSs as major interference sources that should be avoided. In this

scenario, each time slot is divided into two main parts (Figure 2.6(b)). By using

this technique, only cross-tier interference is minimised.
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The results showed that the outage probability could be significantly decreased

for both SC and FC cases. It also indicated that the uncoordinated contention

among the FC small-BSs for spectrum access results in SINR outage, in which

the SINR falls below the threshold. Thus the obtained gain regarding the SINR

outage of the scheme is worthless. Moreover, the result showed that an SC small-

BS always outperforms an FC small-BS. The proposed methods in Chapter 4

and Chapter 5 apply the semi-cognitive technique to avoid the strong interference

power from the macrocell.

Temporary Cognition

Al-Hourani and Kandeepan (2013) has proposed a temporary cognitive secondary

LTE small cell network to improve the coverage of an LTE network for public

safety communications. The concept of temporary cognitive small cell network

(TCSN) is presented as a secondary supplement for the main network, which

is referred as the parent network. CR networks obtain radio environment maps

intelligently using sensing and localisation, which are the key enabler in the pro-

posed solution. TCSN will provide the necessary platform to enable the direct

mode (device-to-device) in LTE that will allow two devices communicate with

each other without the need to route the traffic via the parent network. Using

the proposed technique and complemented by interference mitigation techniques,

the results showed the coverage enhancement.

Cross-Cognition

Unlike the conventional primary user (PU) and secondary user (SU) analogy, Hu

et al. (2012) has proposed a scheme that recognises a small cell in the same regard

as macrocell with the argument that small-BSs could be densely populated with

a large amount of data and traffic requiring high priorities like macro-BS. The

scheme employed in LTE-A OFDMA Heterogeneous Networks utilises the concept

of cross cognition and graph colouring concept technique to mitigate cross-tier

and co-tier interference respectively. In cross cognition, all the network elements

perform cognition in the system (including small-BSs, small-UTs, macro-BSs and

macro-UTs). The spectrum is divided into licensed and unlicensed parts with the
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macro-BSs and small-BSs having access to both parts. Small-UTs and macro-

UTs utilise the licensed spectrum offered by the corresponding serving small-BS

and macro-BS but opportunistically utilise the unlicensed spectrum when the

licensed spectrum is exhausted.

The results showed that compared with the traditional cognitive schemes,

the cross-cognition scheme improves the capacity of small-UTs considerably in

dense small cell scenario. Moreover, the interference coordination scheme based

on graph colouring increase the SINR and improve the capacity of small-UTs in

the cognitive radio small cell network.

2.5.6 Resource Deployment

As discussed by Huang et al. (2013), the resource deployment of indoor small

cells, such as femtocells, can be grouped as follows.

Co-Channel Deployment

In this scenario, the wireless system achieves high spectral efficiency as the overall

RF spectra are shared among macrocells and small cells. Both network-tiers

benefit on occupying overall RF spectra. Moreover, co-channel deployment is

more attractive to operators due to low cost and backwards compatibility.

However, it needs effective interference management techniques among macro-

cells and small cells to get the benefit of shared RF spectrum scenario. Besides,

co-channel deployments of closed (access) subscriber group (CSG) small cells cre-

ate coverage holes in macrocells (Huang et al., 2013). Then, cognitive small cells

are developed to solve that problem by sensing their surroundings and flexibly

adapt their operations to minimise cross-tier interference.

Dedicated Channel Deployment

In this scheme, a portion of RF spectra allocated to a macrocell is assigned

specifically to small cells. Dedicating a portion of the spectra for the exclusive

use of small cells eliminates interference with macrocells (Alsohaily and Sousa,

2013). However, small cells should share spectrum with macrocell most of the
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time due to spectrum scarcity. The proposed methods in Chapter 4 and Chapter 5

apply this technique to deploy the spectrum in HetNet.

Partial-Channel-Sharing Deployment

Using this scenario, overall RF spectra for the system is partitioned into two

parts. One part is exclusively assigned to macrocells, and the other one is shared

by macrocells and small cells. Macrocells benefit on the particular carrier fre-

quency for universal coverage and shared carrier frequency for partial coverage

(outside the small cell coverage). This strategy is efficient without causing much

bandwidth loss and mutual interference. However, small cells have to access fewer

RF spectra and share them with the macrocell that increases the probability of

cross-tier interference and decrease system’s performance and capacity.

2.5.7 Network Access

Cognitive small cells are expected to be deployed using one of the following net-

work access modes.

Closed Access

Closed access or also called as closed subscriber group mode restricts the network

access to specifically registered users. An indoor small cell, such as a femtocell,

can be positioned in closed access network areas, such as homes or offices, which

mean that the indoor small-BS provides services to fewer clients, and only regis-

tered mobiles can have access to such an indoor small cell. This method has the

advantage of decreasing the number of handovers in this particular network and

that each user can get a high data rate for being close to the small cell station

and because of the limited number of users.

However, this scheme has a disadvantage as well when unregistered macro-

UTs stay in a closed-access small cell area and transmit their power strongly

to achieve their serving macro-BS. In this situation, the macro-UT became a

strong interference source for the uplink-small cell. This thesis investigates the

interference mitigation strategies with a closed access policy for all UTs in HetNet.
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Open Access

Open access mode allows any user terminal (UT) to access any small cell. This

mode enables dynamic cell association for both small cell and macrocell UTs,

which UTs can handover from one base station to the other ones based on the

strongest received signal or interference potency.

Small-BSs can be deployed in open access modes such as at airports or banks.

Any user has the right to access these small-BSs, and there is no need for reg-

istration in this case. One benefit of this method is less interference with the

macrocellular environment. However, unwanted handover may be increased for

many users entering and leaving such small cells, causing a noticeable decline in

the QoS.

Shared Access

As discussed by Jo et al. (2012), there is a conflict of interests among of home and

cellular users. In which home users prefer closed access; conversely cellular users

prefer open access. The paper highlighted that the conflict most noticeable for

indoor small cells, such as femtocells, near the cell edge when there are numerous

cellular users and fewer small cells. The paper has proposed a shared access

strategy to mitigate this conflict, in which small cells allocate a several numbers

of time-slots between home and cellular users such that a specified minimum rate

for each UT can be achieved. The results showed that for small cells within

the outer area, shared access achieves higher throughput than open access while

performing the QoS of both home and cellular users. Meanwhile, closed access

mode fails for cellular users, and open access mode fails for the home users.

Hybrid Access

Hybrid access mode is similar to CSG, with the exception that an unregistered

subscriber may stay for a while and receive some level of service from the small

cell (Fan and Sun, 2010). The unregistered subscribers are allowed to access the

small-BS only for the limited use of resources (Al-Rubaye et al., 2011). Usually,

the indoor small cell operates as a CSG cell. When an incoming unregistered

subscriber can potentially cause interference, it will be allowed to access. Thus,
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the incoming subscriber becomes a member of the small cell and naturally removes

all the potential interference to both sides. On the other hand, in the hybrid

mode, registered subscribers may potentially get higher priority of access to the

local network.

2.6 Summary

In this Chapter, the literature related to the cognitive small cell has been re-

viewed. From the perspective of mobile operators, the objective of small cell

deployment is to extend the service coverage or increase network capacity as

well as to infill the blank spot areas. Moreover, deploying small cells will make

economically feasible to provide coverage of much smaller communities. By de-

ploying small cells as underlaying networks of macrocells, the macrocell network

could get offloading capacity gain and even be higher for cell-edge throughput.

Considering complexity and dynamic of the environment where small cells are

deployed, especially for picocells and femtocells, these networks are considered

having a capability of self-optimisation. By having this feature, small cells are

expected to be able to avoid interference and to increase capacity in HetNet. CR

is an intelligent wireless communication system that is aware of and learns from its

environment and adapts to statistical variations in the input stimuli. The small

cell requirement upon self-optimisation feature encourages the implementation of

the CR concept in the small cell, which is also known as the cognitive small cell.

CR proposed the idea of learning and decision making of radio resource man-

agement in dynamic and complexity situation such as small cell environment.

However, one of the biggest problem obstructing the small cell deployment is in-

terference, especially for co-channel deployments. In Chapter 3, the Interference

Problem and Resource Allocation in HetNet will be discussed further.
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Chapter 3

Interference and Resource

Allocation in HetNet

3.1 Introduction

The small cell has the benefit of the short distance to their served users. It

results in less propagation loss of the transmitted signal compared to the macro-

cell. However, in densely deployed small cells and randomly users’ deployment

condition, it will generate interference problem for both co-tier and cross-tier in-

terference. This interference needs to be mitigated to achieve the required quality

of service (QoS).

In addition to system design and proper choice of technology, radio resource

allocation is one of the essential elements contributing to achieving an optimum

condition in the wireless system. Proper resource allocation can reduce low in-

terference, improve some performances such as QoS, throughput, and spectrum

efficiency. The success of an interference mitigation technique cannot be sepa-

rated from resource allocation strategies that address interference problem appro-

priately. Accurate and thorough resource allocation also requires a well-planned

and an optimum macro strategy. Hence, many aspects need to be considered in

resource allocation span from the physical layer to the network layer or even to

the application one, from the smallest element of manageable resources to the

global optimisation strategy.
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This Chapter will discuss some aspects of interference problems, resource al-

location and their issues in HetNet. Section 3.2 will discuss various interfer-

ence problems in heterogeneous cellular network (HetNet). Then various schemes

of interference management in these networks will be discussed in Section 3.3.

Moreover, Section 3.4 will discuss the development of cognitive radio approach

to solving the interference problems in these networks. Some issues in resource

allocation will be explored in Section 3.5, including channel capacity and optimi-

sation problem in this area. Section 3.6 will discuss resource allocation techniques

in HetNet. Finally, the discussion will be summarised in Section 3.7.

3.2 Interference in Small Cells

When small cells and macrocells are densely deployed in the same area, as ex-

pected in the 5G networks, problems may arise by a formation of dead zones

in parts of macrocell or small cell areas. The excessive interference from neigh-

bouring small cell base-stations (small-BSs) or macrocell BSs (macro-BSs) would

affect the basic connectivity of and service delivery to user-terminals (UTs) in

the areas of the serving cellular networks.

The interference scenarios that may arise in HetNet can be classified in the

following ways, which can be illustrated as showed in Figure 3.1 and Figure 3.2.

� downlink interference: It comes from a BS to its neighbouring UTs, which

are served and controlled by its neighbouring BSs.

� uplink interference: It comes from a UT to its neighbouring BSs.

� same (co-) channel interference: The interference source has the same fre-

quency spectrum with the interfered receiver.

� adjacent-channel interference: The interference comes from the adjacent

frequency spectrum.

� benign (not harmful) interference: The interference leads to negligible de-

graded performance to the receiver end.
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� harmful interference: It affects the significantly degraded performance at

the receiver end.

� cross-tier interference: The interference source and the interfered receiver

comes from different tier networks, such as from macro-BSs to neighbouring

small-UTs or from macro-UTs to neighbouring small-BSs.

� co-tier interference: The interference source and the interfered receiver

comes from the same tier networks, such as interference among small cells.

As considered in Femto Forum (2010), certain interference scenarios were

found to be benign, having negligible performance degradation, and do not seem

to require new interference mitigation technique. Moreover, the report also con-

sidered that the following scenarios might get advantages from interference miti-

gation techniques.

� downlink interference from a small-BS to macro-UTs or another nearby

small-UTs on the same carrier;

� uplink interference from a small-UT to a macro-BS or another nearby small-

BS on the same carrier.

Harmful scenarios will occur as the number of deployed small cells increase and

the distances among BSs decrease, either among small-BSs or cross-tier cellular

networks.

3.3 Interference Management in Small Cells

Interference mitigation can be performed either in macrocell side or small cell

side to mitigate the impact of harmful interference in either macrocell or small

cell networks. Interference mitigation, as a technical approach to interference

management, can improve the utilisation of radio resource and network infras-

tructure, as well as increase the data throughput to end users or other criteria

such as QoS or low dropped calls. There are some schemes can be used to mit-

igate the interference impact that will be discussed in this Section. Figure 3.3

illustrates interference management schemes with various techniques.
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Figure 3.1: Interference scenarios in heterogeneous cellular networks
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Figure 3.2: Co-/ cross-tier interference in heterogeneous cellular networks

3.3.1 Interference Cancellation

Interference cancellation scheme reduces interference at the receiver end. Hence,

interference is cancelled after the signal is received. This scheme demodulates

or decodes desired information and then use it along with channel estimates to

cancel received interference out from the received signal defined. Two classical

techniques in interference cancellation applied in the uplink of CDMA system are

successive interference cancellation (SIC) and parallel interference cancellation

(PIC) (Andrews, 2005). SIC detects only one user per stage. The strongest

received signal is detected first, and then followed by the next strongest, and so

Figure 3.3: Interference management schemes
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on. Meanwhile, PIC detects all users simultaneously. The initial estimate can be

used to cancel some interference, and then parallel detection can be repeated.

Most of the interference cancellation techniques require information of the

characteristics of the interfering signal and antenna arrays at the receiver system

to cancel any interference. These requirements make the schemes less suitable for

UTs, but more suitable for implementing in base stations. Therefore, the schemes

are mostly applied for the uplink interference mitigation.

3.3.2 Interference Randomisation

Interference randomisation mitigates interference by dynamically and periodically

allocating different time or frequency to a user. This scheme can be realised by

using either time or frequency hopping channel assignment.

In frequency hopping, radio signals are transmitted by rapidly switching a car-

rier among many frequency channels and using a pseudorandom sequence known

to both transmitter and receiver. The advantages of employing frequency hop-

ping in a cellular system are well-known (Olofsson et al., 1995; Verhulst et al.,

1984), such as:

� avoiding or reducing interference such as co-channel, adjacent channel, and

intermodulation interference,

� increasing the channel capacity, and

� decreasing multipath fading effect by switching the frequency channel peri-

odically.

However, there are challenges to implementing this technique as follows.

� synchronisation between transmitter and receiver, and

� overall bandwidth required to provide frequency hopping is much wider

than that needed for transmitting the same information that uses only one

carrier frequency.

Moreover, for time hopping, the pulse position of the transmitted signal is

varied within the frames. When different time-hopping sequences are assigned to
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different users, these sequences can be arranged in such a way that pulses collide

only in a few (Ncollide) frames, but not the others. This results in a suppression of

interference by a factor of Ncollide/Nframe, where Nframe is the number of frames.

As presented by Zahir et al. (2013), time hopping technique is used to reduce

cross-tier uplink interference in HetNet. In this technique, the transmission pe-

riod is subdivided into small portions; and subsequently, a user transmits and

keeps silent for the other portions. When there is no synchronisation in trans-

mission period between two network tiers, then each network tier independently

chooses its periods. The advantage of this technique can control interference level

among controlled sequences. However, the disadvantage is difficult to design syn-

chronised sequences, especially if it is desired a large number of sequences with

small collisions.

3.3.3 Interference Avoidance

Interference avoidance manages radio resource in such a manner to avoid the

impact of interference. By having the proper resource allocation, the system can

keep the interference impact as low as possible. Therefore, the designed QoS and

data rate can be achieved using this scheme.

This scheme is closely related to the proper resource allocation regarding

transmitted power, occupied spectrum, time access and spatial location. Some

power allocation techniques to avoid interference are iterative water-filling (Yu

et al., 2002), limiting the transmission power and dynamically distributed power

control (Foschini and Miljanic, 1993). For spectrum allocation, some techniques

for this scheme are frequency reuse (Rappaport, 2002), fractional frequency reuse

and soft frequency reuse (Rahman and Yanikomeroglu, 2010). Meanwhile, some

techniques based on spatial location are beam-forming (Van Veen and Buckley,

1988) and load balancing (Sharma et al., 2012). Moreover, time-access based

resource allocation techniques are multiple access (Jamalipour et al., 2005) and

scheduling (Kong et al., 2009). Section 3.6 will discuss some techniques being used

for radio resource allocation in HetNet, which are mostly related to Interference

Avoidance techniques.
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3.3.4 Co-Tier Interference Management

Interference management in single layer cellular networks or co-tier interference

management has been developed and widely implemented. The characteristics

of used techniques are a single layer or co-tier networks and centrally controlled.

Moreover, both static and dynamic techniques are used. In which, the static

approach is usually used in macrocell networks. While, the dynamic approach is

usually used for the smaller networks, such as indoor small cells.

Some above schemes could be applied to single layer cellular networks such

some techniques in interference cancellation (Section 3.3.1), randomisation tech-

niques (Section 3.3.2), and interference avoidance (Section 3.3.3) as well as coor-

dinated techniques (Section 3.3.6).

3.3.5 Cross-Tier Interference Management

Nevertheless, for HetNet, the interference problems will be more complicated.

Thus, the more independent, more distributed and hierarchical methods will be

useful to deal with the problems, such as discussed in Section 3.3.7.

Cellular networks have been developed into many types, such as the macrocell,

microcell, metrocell, picocell and femtocell, to serve users with different environ-

ment and requirement. Each type of networks has different characteristics such

as coverage area and users’ mobility; different performance requirement such as

transmission power and QoS; and the different objective. In HetNet, some net-

works with different tiers could share the same frequency, space and time access

and could be the total allocated power.

In certain condition, network provider must set the priority of service for

different tiers of networks. These kinds of networks need coordination and infor-

mation exchange among tiers to mitigate interference and improving performance

and capacity of overall HetNet. In conventional cellular networks, cross-tier in-

terference management is performed using some approaches such as cell splitting

that is followed by reduced transmission power and antenna down-tilting and

could be frequency reuse (Rappaport, 2002). However, the conventional static

resource allocation techniques are not suitable for fast growing and randomly

small cell deployment (Saquib et al., 2012). Thus, dynamic and adaptive ap-
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proach to resource allocation is required that can match the dynamic change of

small cell network deployment.

3.3.6 Coordinated Interference Management

This scheme mitigates the interference among networks by performing a coordi-

nation among interference source nodes. Some related nodes exchange inter-cell

signalling among each other to understand each node’s parameters and then al-

locate resources accordingly. Inter-cell signalling refers to the communication

interface among neighbouring cells and the received measurement message report

from the user equipment.

Kosta et al. (2013) surveyed key issues in mitigating interference and gives an

overview of the recent developments of an interference avoidance through inter-

cell interference coordination. The paper considered that this scheme could be

classified based on its characteristics of control strategies. They include fixed,

adaptive (semi-static), real-time (dynamic); time-scale: long days, days, minutes,

seconds; adaptability: non-adaptive, adaptive on long-term network condition,

cell-load adaptive, user-load adaptive, fully synchronised, and adaptive to dif-

ferent cell-type; techniques: particular frequency reuse, selective power reuse,

invert selective frequency/ power reuse, self-organising channel reuse for small

cells. ICIC (Kosta et al., 2013), CoMP (Irmer et al., 2011), and clustering small

cells (Abdelnasser et al., 2014) can be considered as part of this scheme.

3.3.7 Distributed Interference Management

Small cells are designed to have some autonomous functions to enable scalability,

to reduce signalling overhead, and to ease implementation. This design will enable

small cells to manage their resources with minimum dependency on the main

macrocell network.

It is possible to provide sufficient knowledge to the small cells through the

backhaul network. However, it would cause much congestion on the backhaul

network and additional load on the main network. Furthermore, as the number

of small cells grows up and their locations spread out, it is impractical for the

main network to provide great information in real time condition to small cells
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through the backhaul. In those cases, distributed methods get more benefits

compared to the centralised ones (Chandrasekhar and Andrews, 2009a).

Moreover, in distributed networks, to some extent, coordination among nodes

is still required. In conventional networks, this coordination is performed through

backhaul networks (Pennanen et al., 2016). Fast growing of small cell deploy-

ments, such as picocell or femtocell, will also increase congestion and time delay

in backhaul networks. Thus it needs another method to avoid those problems.

3.3.8 Disadvantages of the Conventional Methods

Section 3.3 has discussed some interference management schemes in HetNet. Each

scheme above has its advantages for specific interference problem. Thus, there is

no guarantee that each method will be suitable and matched the overall require-

ments of HetNet. This Section will summarise and discuss disadvantageous of

schemes as mentioned earlier.

In addition to some advantages, interference cancellation scheme (Section 3.3.1)

has also some disadvantages. However, this scheme requires the information of

characteristics of interfering signals such as modulation techniques, decoding tech-

niques, and channel estimates. These make the schemes less suitable for downlink,

in which UTs perform the interference cancellation process. These schemes are

mostly suitable for implementing in base stations; that mostly is used for the

uplink interference mitigation.

Interference randomisation scheme (Section 3.3.2) has also some disadvan-

tages. It needs synchronisation between the transmitter and the receiver, and

additional bandwidth for frequency hopping. There is no guarantee for this

scheme that the destination hopping points, such as frequency, time slot, and

code, will be the most optimum choice that mitigates the interference problem.

Interference avoidance scheme (Section 3.3.3) is based on natural radio and

system parameters such as transmission power, frequency spectrum, time access

and spatial locations. It is the simplest way for interference mitigation. However,

to accurately and optimally mitigate the problem of potentially mutual-interfering

networks, such as cellular and HetNet, it needs to adopt and combine the other

techniques accordingly.
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Distributed interference management scheme (Section 3.3.7) is more scalable

and easier to deploy compared to the centralized one. It is used for one-tier

networks such as cellular networks. However, it still needs information of sur-

rounding networks as a reference for decision making of resource allocation so

that the scheme will be optimal for overall systems. In which, the required in-

formation can be obtained or exchanged through inter-cell signalling that is an

additional burden to the system. To some extent, cross-tier interference man-

agement scheme (Section 3.3.5) has similar methods with the distributed one.

However, it is even more complicated. Different tiered-networks usually have less

inter-cell signalling that limits the knowledge of different network tiers.

For coordinated interference management scheme (Section 3.3.6), it needs

some inter-cell signalling to accurately and optimally allocate resources with-

out interfering with adjacent networks. It will be worse when more users need

service, or more small cells coexist with the macrocell. Thus it is suitable for

limited and specific users, especially on the border of some adjacent networks,

e.g. some users in handoff (handover) condition.

Since a small cell is surrounded by varied and complicated environments as

well as dynamic wireless channels, implementing one scheme above for interfer-

ence mitigation does not guarantee to result in optimum performance in a wire-

less system. Rahman and Yanikomeroglu (2010) argued that the benefits of those

schemes are mutually exclusive, and the combination of those approaches is likely

to be implemented in the system. However, the combination of those schemes

must consider the aspects that make this combination achieves the assigned ob-

jectives. Thus, it needs a well-planned, thorough and visionary effort to smartly

and wisely select and combine some schemes above and then constructs into a

new method that expected has better performance than the conventional ones.

Hence, it needs to carry out new research with the aim of interference mitigation

in HetNet.
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3.4 Cognitive Radio Approach for Interference

Management

To combine advantages of different techniques above, recently researchers have

integrated cognitive radio into interference management methods, also called as

cognitive interference management. Cognitive interference management mitigates

the interference impact by implementing cognitive process either on BS side or

both BS and UT sides. It could be applied to either small cells or overall HetNet.

The idea comes from cognitive radio concept that has a cognitive ability to sense,

analyse, make a decision and adjust the radio resources to use by considering

some important aspects such as interference and channel gain.

Lopez-Perez et al. (2009) has discussed some guidelines regarding cognitive

interference management. Especially on the approach to spectrum allocation and

interference mitigation problems, the use of self-configuration and self-optimisation

techniques for the interference avoidance. In that paper, it is explained that small-

BSs must be able to sense the air interface and to tune their parameters accord-

ingly to changes in the network or channel. In sensing phase, small-BS must be

(i) aware of the presence of neighbouring cells and spectrum allocations, (ii) able

to learn about the state of the network (e.g. architecture and load) and channel

conditions (e.g. interference, fading and shadowing). In tuning phase, small-BS

should also be able to select and modify parameters in different situations base

on its requirement. Self-configuration provides the initial settings of the small-BS

when it is turned on; whereas self-optimisation updates the configuration of the

small-BS to adapt its parameters to the environment.

Wireless propagation channel conditions can alter rapidly due to shadowing

and multipath fading. Moreover, network load and user traffic fluctuate quickly

depending on the hierarchical position of the network element, user location and

time, and because of the packet nature of the services. OFDMA small cells must

dynamically adapt their radio resource to their environments to anticipate the

fluctuating conditions and keep optimal the network performance. Information

changes can be detected during the sensing phase such as traffic load, power and

frequency interference, user mobility/ hand-over, and dropped calls. By taking
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into account this information, then the small-BSs analyse, decide and tune their

parameters (such as power, subchannel, and time access) to mitigate interference

across cells.

In Chapter 4 and Chapter 5, we propose interference mitigation methods to

deal with interference problem in HetNet. In the proposed methods, a cogni-

tive radio approach is adopted to provide the guidelines of resource allocation

procedures.

3.5 Issues in Resource Allocation

This Section will discuss some issues in radio resource allocation. The discussion

focuses on multi-users multi-carriers HetNet.

3.5.1 Resource Allocation Issues

In HetNet, various types of cellular networks, i.e. macrocells and small cells, are

deployed together in the same area. As discussed in Section 2.2.2, small cells

consist of microcells, metrocells, picocells and femtocells. In which the last two

types of cellular networks are mainly used to provide indoor coverage and could

be explicitly dedicated to closed (access) subscriber groups (CSGs). Resource

allocation in orthogonal frequency division multiple access (OFDMA)-based het-

erogeneous networks, such as Long Term Evolution (LTE) and Worlwide Inter-

operability for Microwave Access (WiMAX), should consider all their resources

regarding multi-carriers, multi-users, and HetNet. They should also consider their

inherent radio resources such as transmission power, frequency spectra, time ac-

cess, and spatial location.

In LTE system, a resource block (RB) is the smallest unit that can be sched-

uled for transmission (Rumney, 2013). Resource allocation for each UT bases on

the comparison of per-RB metrics. The n-th RB will be allocated to the k-th

user if its metric mk,n is the biggest one that satisfies the following equation.

mk,n = max
j
{mj,n};∀j ∈ {1, · · · , K}. (3.1)

These metrics can be interpreted as the transmission priority on a different RB

for each user. Based on the desired performance requirements, the computation of

53



3. INTERFERENCE AND RESOURCE ALLOCATION IN
HETNET

these metrics is usually evaluated from the data flow information and affects the

decision-making process of the allocation of the following parameters (Capozzi

et al., 2013).

� The “status of transmission queues” is considered in minimising packet

delivery delays.

� The “channel quality” is considered in allocating resources to users expe-

riencing better channel conditions and improving the system performance

and capacity.

� The “resource allocation history” is considered in improving fairness.

� The “receiver-side buffer conditions” is considered in avoiding buffer over-

flows.

� The “QoS requirements” is considered in driving specific policies with the

aim of meeting QoS requirements.

Meanwhile, some key aspects that always should be taken into account before

defining an allocation policy for LTE are (Capozzi et al., 2013):

1. Complexity and scalability: An LTE packet scheduler works with a time

granularity of 1 ms. It has to take allocation decisions every transmission

time interval. Low complexity and scalability are fundamental requirements

for limiting the processing time and memory usage.

2. Spectral efficiency: This is one of the main goals to be achieved.

3. Fairness: This is a major requirement that should be considered to guaran-

tee minimum performance also for the cell-edge users (in general for users

encountering bad channel conditions).

4. QoS provisioning: It may vary depending on the application. They are

usually mapped into some parameters, i.e. minimum guaranteed bit rate,

maximum delivering delay, and packet loss rate.

Moreover, scheduling strategies for LTE downlink can be classified as follows

(Capozzi et al., 2013): (i) channel-unaware; (ii) channel-aware/QoS-unaware;
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(iii) channel-aware/QoS-aware; (iv) semi-persistent scheduling for voice over IP

(VoIP) support; and (v) energy-aware strategies.

3.5.2 Channel Capacity

Channel capacity describes the upper bound of the rate at which information can

be reliably transmitted over a communications channel. In wireless communica-

tions, channels are characterised by some parameters such as separating distance

between/ among communicating devices, random noise power, received interfer-

ence power, frequency bandwidth, and surrounding obstructed objects. So that,

different channels have different relevant parameters that lead to different channel

capacities.

Capacity in Gaussian Channel

The capacity C in bits per second (bps) of a discreet-time additive white Gaussian

noise (AWGN) channel is given by Shannon’s well known formula (Goldsmith,

2005).

C = B · log2(1 + γ), (3.2)

where B is the channel bandwidth. The signal to noise ratio (SNR) is the trans-

mission power P over the noise power (N0B), γ = P/(N0B). N0 is the Gaussian

noise power spectral density.

Therefore, Shannon capacity is an upper bound of the achievable data rates

under real system constraints at that time, which predicted speeds of roughly

30 kilo-bps (kbps) over the same telephone lines. When Shannon developed his

theory, data rates over standard phone lines were about 300 bps. Currently,

investigations of digital electronic, modulation and coding techniques, result in

commercial modem close to the speeds predicted by Shannon in the 1950s. More-

over, modems can exceed this 30 kbps Shannon’s limit on some telephone chan-

nels. That is because of transmission lines today are of better quality than in

Shannon’s day. Thus, these channels result in a higher received power than that

used in Shannon’s initial calculation.
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Capacity of (Time Invariant) Frequency-Selective Fading Channels

Fading causes the channel gain fluctuates each time. In a block fading channel, the

gain is constant over some block length T . Then it changes to a new independent

value following certain probability distribution p(g). The capacity of channel

fading depends on knowledge of the channel gain g(i) at time i, also called the

channel state information (CSI), at the transmitter and receiver. Some scenarios

regarding this knowledge can be presented as follows (Goldsmith, 2005).

1. Channel Distribution Information: In this scenario, the probability dis-

tribution p(g) of the channel gain g(i) is known by the transmitter and

receiver.

2. Receiver CSI: For this scenario, the value of channel gain g(i) is known at

the receiver at time i. Moreover, both transmitter and receiver know the

probability distribution p(g).

3. Transmitter and Receiver CSI: Both transmitter and receiver know the value

of g(i) at time i and its probability distribution p(g) for this scenario.

Because of fading, broadband channel gain will vary for different spectra that

are called as frequency selective fading channel. It can be considered that this

channel consists of a set of parallel flat fading channels with SNR equals to

|Hn|2Pn/(N0B) on the subchannel-n. Pn is the power allocated to subchannel-n

in this parallel set, subject to the power constraint:

N∑
n

Pn ≤ Ptot,∀n ∈ {1, 2, · · · , N}, (3.3)

where N is the total number of subchannels. Ptot is the total power allocated to

the wireless system.

Then the capacity of this parallel set of channels is the overall sum of each

channel rate with power optimally allocated over all channels.

C = max
Pn:

∑
n Pn≤Ptot

N∑
n

B · log2

(
1 +
|Hn|2 · Pn
N0 ·B

)
,∀n ∈ {1, 2, · · · , N}, (3.4)

where |Hn|2 is the channel power gain of the subchannel-n.
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Using the Lagrangian technique, then the optimal power allocation for the

frequency selective fading channel can be obtained, which leads to the water-

filling over frequency (Goldsmith, 2005):

Pn
Ptot

=

 1
γ0
− 1

γn
, γn > γ0,

0, γn < γ0,∀n ∈ {1, 2, · · · , N},
(3.5)

where Ptot is the total power constraint. γn = (|Hn|2Pn)/(N0B) is the SNR asso-

ciated with the subchannel-n, assuming the entire power budget being allocated.

γ0 is the “cut-off” value. Appendix A.2 explains the mathematical proof of the

Equation (3.5).

By substituting the power adaptation formula (3.5) into the power constraint

(3.3), then the cut-off value is obtained as follows (Goldsmith, 2005).

N∑
n=1

(
1

γ0

− 1

γn

)
= 1,∀n ∈ {1, 2, · · · , N}. (3.6)

Then γ0 can be obtained as follows.

N

γ0

−
N∑
n=1

1

γn
= 1,

γ0 =
N

1 +
N∑
n=1

1
γn

. (3.7)

By having the γ0 value, then water-filling-based power allocation for subchannel-n

(Pn) can be obtained as follows.

Pn = Ptot

(
1

γ0

− 1

γn

)
,∀n ∈ {x ∈ I : 1 ≤ x ≤ N}, (3.8)

where γn ≥ γ0.

The proposed methods in Chapter 4 and Chapter 5 use this technique to

allocate power on each subchannel of either the macrocell or small cells.

Then, the capacity of frequency selective channels becomes (Goldsmith, 2005):

C =

∫
f :γ(f)≥γ0

log2

(
γ(f)

γ0

)
df. (3.9)

where γ(f) is the SNR on subchannel f .
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3.5.3 Optimisation Problems in Resource Allocation

Three optimisation problems in resource allocation for multiuser OFDM systems,

which also represents the objectives for resource allocation, have been proposed

by researchers as follow: (i). Maximisation sum capacity, (ii). Maximisation min-

imum user’s capacity, and (iii). Maximisation weighted sum capacity. Table 3.1

summarises the optimisation problems in resource allocation for multiuser OFDM

system.

In maximisation sum capacity, the capacity is maximised when each sub-

channel is allocated to the user with the best subchannel gain and then power

is distributed by the water-filling algorithm (Jang and Lee, 2003). However,

the scheme does not consider fairness in its objective. When user locations are

very diverse and have different path losses, most resources, e.g. subchannels and

power, will possibly be allocated to users with higher average channel gains for a

significant portion of time or frequency. On the contrary, users with lower average

channel gains may be unable to receive any data.

In maximisation minimum user’s capacity, the objective is maximising the

worst user’s capacity at the same time ensuring that all users achieve a similar

data rate (Shen et al., 2005). Nevertheless, the scheme can only provide maximum

fairness among the users. In most wireless systems, it is possible that not all users

require the same data rates. It may be provided by allowing users to subscribe

to different levels of service.

Table 3.1: Optimisation problems of multiuser OFDM resource allocation

Methods Objective Advantage Disadvantage

Max. max
∑K
k=1Rk Best sum capacity No proportional capacity

sum capacity being shared among users.

Max - min user’s max min
k
Rk Equal user’s capacity Inflexible capacity distribution.

capacity

Max. weighted max
∑K
k=1 wkRk - Adjustable capacity fairness - No guarantee for maximising

sum capacity by modifying weights. sum capacity.

- Balances the trade-off between - No guarantee for equal

capacity and fairness. user capacity.
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In maximisation weighted sum capacity, the objective is still the sum capacity,

but proportional fairness is assured by the different weighted factor for each

capacity (Shen et al., 2005). This scheme balances the tradeoff between capacity

and fairness.

3.6 Resource Allocation in HetNet

Based on the types of radio resources, resource allocation techniques in Het-

Net can be classified as follows: power allocation, spectrum allocation, spatial

location-based resource allocation and time-access scheduling. This Section will

discuss resource allocation in multiuser OFDM-based HetNet.

3.6.1 Power Allocation

Power allocation is a process of transmission power assignment at the transmitter

end with the objective of maximising the end receiver throughput. It should

consider some channel characteristics such as channel gain, noise power, fading,

received and interference power. For an AWGN channel, power allocation can be

obtained from Equation (3.2) (Section 3.5.2) by also considering a channel gain

between two communicating points.

Water-filling Power Allocation

In (time-invariant) frequency-selective fading channels, channel gains of overall

spectrums are not coherent. In this case, the optimal power allocation is obtained

using a water-filling formula in frequency domain (Goldsmith, 2005). Power and

data rates are increased when channel conditions are favourable. Power allocation

in this formula can be presented as follows.

Pn
Ptot

=

 1
γ0
− 1

γn
, γn > γ0

0, γn < γ0

(3.10)

where Pn is the allocated transmission power on the subchannel-n. Ptot is the

total power constraint. γn = (|Hn|2Pn)/(N0B) is the SNR associated with the
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subchannel-n, assuming the entire power budget is allocated. γ0 is the cut-off

value or the SNR threshold.

Power Control

Power control is needed for systems that the transmitted power interferes to

another subsystem with the purpose of adjusting the transmission powers of all

communicating nodes (i.e. base stations, user terminals) such that each node

achieves the required performance. To avoid users from poor channels and to

limit interference caused by neighbouring cells, contemporary wireless systems

employ the power control such as in frequency reuse technique. In a frequency

reuse technique, which aims to improve system capacity, power control must be

adjusted optimally to keep low interference power. The threshold of transmitted

power may be different for each node, which depends on its required performance.

However, cross-tier interference might significantly decrease the performance

of conventional power control techniques in HetNet. Signal strength based power

control employed by macro-UTs results in unacceptable decrease of signal-to-

interference-plus-noise-ratio SINR in small cell (Chandrasekhar and Andrews,

2009b). It is caused by a user on a network’s edge transmits to its serving base

station with high power to meet the required power target. Then, it will result

in cross-tier interference at nearby small cells.

A critical point for efficient channel occupation can be achieved by using

limited transmission power, which not exceeding the required power in meet-

ing a minimum SINR constraint per user (Foschini and Miljanic, 1993). It also

considered that channel reuse could be maximised by keeping the interference

environment as low as possible. Cellular communication systems seek a simple

and effective means of power control associated with randomly dispersed users,

which are reusing a single channel in different and separate cells.

A dynamic distributed power control for wireless cellular communication sys-

tems has been proposed (Foschini and Miljanic, 1993). This technique evolves

downlink power levels to achieve required SINR of each user iteratively with chan-

nel reuse scenario in different cells based on local measurement, instead of the

global one. In this research, the proposed technique adjusts the transmission
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power iteratively in a static propagation channel model.

Parameters in Power-Control

For downlink transmission, the overall power allocation for all UTs is bounded

by the total allocated power to the BS. Moreover, the signal quality at the end

user terminals is also influenced by the transmitter amplifiers, interference power

from an undesired source, and the channel gains to dedicated UTs. So that, the

optimum condition could be achieved by providing CSI to the transmitting BS.

It can be performed by transmitting back the downlink CSI from UTs to the BS,

which will lead to communication overhead.

In wireless cellular networks, power control should consider some functionali-

ties to optimise the networks’ objectives as follows (Chiang et al., 2008).

1. Interference Management: Power control helps ensure efficient frequency

reuse and meet user needs.

2. Energy Management: Power control can minimise the overall energy expen-

diture.

3. Connectivity Management: Power control can maintain the logical link for

a given signal processing scheme to the end systems.

Based on the quantity measured to determine the allocated power, power

control techniques can be classified as follows (Han and Liu, 2008).

1. Power strength-based: The BS measures the signal strength received from

a UT to determine its power is higher or lower than the desired level.

2. SINR-based: In this group, an SINR threshold is considered to determine

the received signal or the related channel is good or bad. In our proposed

methods (Chapter 4, 5, and 6), an SINR threshold is selected and compared

with the SINR of the received signals. The channels with SINR higher

than the threshold will be considered having good channel gain, and radio

resources will be allocated to these channels.

3. Bit-error-rate (BER)-based: If the received signal and the interference

power are constant, the value of BER will be a function of the SINR level.
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In fact, the SINR is a time varying function. Different digital signal pro-

cessing techniques, such as channel encoding and modulation scheme, will

result in different BER values for the same SINR value.

Modern wireless communication systems have already prepared for link

adaptation, or adaptive modulation and coding (AMC), a mechanism to

anticipate dynamic channel conditions. The implementation of AMC en-

ables to hold the transmission power constant over a frame interval and to

change the modulation and coding format to match the currently received

signal quality or channel conditions (Shami et al., 2010). When the channel

is in good condition, the high possible data rate can be transmitted, e.g. by

using larger signal constellation, such as 64-quadrature amplitude modula-

tion, and less robust error-correcting codes, such as 3/4 convolutional codes

or turbo codes. Otherwise, the lower data rate will be transmitted, e.g.

by using smaller signal constellation with robust coding such as quadrature

phase shift keying with rate 1/2 convolutional or turbo codes.

In Chapter 4, 5, and 6, we propose some methods to mitigate interference

in HetNet. The methods use some approaches to power allocation and manage

accordingly as well as join with another resource allocation schemes to mitigate

interference in the HetNet. Some power allocation schemes used in the proposed

methods are equal (uniform) power allocation (EPA), water-filling power alloca-

tion and sub-optimal power allocation based on local search and penalty function.

3.6.2 Spectrum Allocation

In cellular networks, spectrum allocation is a process of allocating radio spectra

and communication channels of end systems (such as BSs or UTs) to the various,

often competing, interests. The objective is to achieve the maximum system

spectral efficiency (in bps/Hertz/site) and to assure a particular QoS by avoiding

or minimising co-channel, adjacent channel and cross-network interference (in

HetNet) among nearby cells that share the radio spectrum. This Section will

discuss the basic strategies of spectrum allocation in HetNet.
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Spectrum Splitting and Reuse

This method mitigates the interference by splitting the allocated frequency spec-

tra of a wireless system into two or more groups to serve some areas, reusing the

spectra on different geographical areas and keeping the interference impact as low

as possible. By using different frequency spectra, a serving cellular network will

not get interference from nearby cells. Therefore, the QoS and high data rate

throughput can be achieved using this method.

The common and frequently used technique in spectrum splitting and reuse

(SSR) is a frequency reuse technique, which is the common technique used in

cellular network dedicated to improving spectrum efficiency. The relationship

among signal-to-interference-ratio (Sr/I), a co-channel reuse ratio (Q), and a

cluster size (Nc) can be presented as follows (Rappaport, 2002).

Sr
I

=
(D/r)n

i0
=

(
√

3Nc)
n

i0
, (3.11)

where Q = D/r is the co-channel reuse ratio. D is the distance between centres

of the nearest co-channel cells. r is the cell radius. i0 is the number of co-channel

interfering cells. And n is the path loss exponent.

There are some techniques in SSR to improve capacity and to keep low in-

terference. Figure 3.4 presents radio resource allocation based on SSR. Figure

3.4(a) and 3.4(b) show the frequency reuse 1 and 3 techniques respectively with

the total transmission power per sector remains constant in both cases. Reuse 1

uses the same spectrum for all cells without employing any interference coordina-

tion among nearby cells, but limit the maximum transmission power. Meanwhile,

reuse 3 implements total power but using the different spectra for different sec-

tors. As presented by Stiakogiannakis and Kaklamani (2009), the performance

comparison between both techniques shows that WiMAX networks employing

per sector frequency reuse with a frequency reuse factor (FRF) of 1 are strongly

“interference-limited”. Whereas, in the case of per cell FRF of 3, the network

behaves as “resource-limited”.

Slightly different with frequency reuse techniques, the fractional frequency

reuse (FFR) technique is developed to achieve an effective reuse factor between

FRF 1 and FRF 3 (Rahman and Yanikomeroglu, 2010). The soft frequency reuse
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(SFR) technique, a variation of FFR, employs zone-based reuse factors in the

inner-cell and the outer cell areas. Restrictions are imposed regarding frequency

and power allocation in the zones that effective reuse of the techniques can be

adjusted by the division of powers between the frequencies used in the inner and

outer zones.

In Figure 3.4(c), for 3-sector cell sites that implement SFR, 1/3 of the available

spectrum is allocated for the cell-edge band (also termed as the major band).

This spectrum band is orthogonal to those in the neighbouring cells and forms a

structure of cluster size of 3. Meanwhile, the cell centre band (also called minor

band) in any sector is comprised of the frequencies used in the inner zone of

neighbouring sectors. Each group of spectra is adjusting the transmission power

based on the required effective reuse factor while keeping the total transmission

power fixed. Higher transmission power is adjusted for the major band as shown

on the right side of Figure 3.4(c).

On the contrary, the idea of the partial frequency reuse (PFR) is to restrict

the part of the resources so that some frequencies are not used in some sectors

at all. The effective reuse factor of this technique depends on the fraction of

unused frequency. An example of PFR for sites with three sectors is shown in

Figure 3.4: Spectrum splitting and reuse methods adapted from Rahman and

Yanikomeroglu (2010)
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Figure 3.4(d). If it is assumed that the available system bandwidth is B, which

is divided into the inner (Bi) and outer (Bo) zones. Band Bi is used with a reuse

factor of 1. Whereas, for the tri-sector BSs, the reuse factor for Bo is usually

3 in the outer zone. In this case, the effective frequency reuse factor is given

by B/
(
Bi + (Bo/3)

)
. Therefore, the effective reuse of PFR technique is always

greater than 1. Similar to SFR technique, the power used on frequencies in the

outer zone can be amplified as shown in Figure 3.4(d).

Spectrum Splitting vs. Spectrum Sharing

Spectrum sharing allows macrocells and small cells access the same subchannels.

Whereas SSR is the other method that allows macrocells and small cells access

separate portions of the spectrum. For the cellular system, this approach applies

in term of spectrum clustering.

Cheung et al. (2012) have investigated the effect of spectrum allocation in

two-tier networks. In this paper, the scenario of closed access policy is applied

for macrocells. For the small cells, either open or closed access is applied. The

results indicate that with closed access small cells, the optimised shared and

split spectrum allocations produce the highest throughput among all schemes

in sparse and dense small cell networks, respectively. Whereas, for open access

small cells, the optimised shared spectrum allocation provides the highest possible

throughput for all small cell densities.

Mehanna (2013) has investigated spectrum allocation in OFDMA HetNet us-

ing two different scenarios, i.e. sharing vs splitting spectrum. The paper discovers

that, for low small cell interference condition, the performance of spectrum shar-

ing is slightly better than SSR. On the other side, for high small cell interference

condition, it is better to split the spectrum between macro and small cells. The

analysis shows that it is better to assign separate portions of the spectra to the

macro and small cell networks, rather than using the shared spectra.

Unlicensed and Under-Utilised Spectrum Access

The wireless communication industry has purposed to increase the area capacity

(in bps per square metre) by three orders of magnitude in the next five to ten years
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(Zhou et al., 2016). In addition to densely deploying small cells and improving the

spectral efficiency, another easy way is to exploit all available spectra for cellular

services (Andrews et al., 2014). In which, future generation cellular networks

probably involve multiple radio access technologies over multiple frequency bands.

The prime bands today are the licensed frequency bands under 3 GHz and

the 2.4 GHz and 5 GHz unlicensed frequency bands. The industry is currently

developing standards for side-by-side deployment of LTE in licensed and unli-

censed spectrum. Recent standardisation developments have started to consider

the opportunities for cellular networks to use the unlicensed spectrum bands such

as the 2.4 GHz and 5 GHz bands that are currently used by Wi-Fi (Zhang et al.,

2015).

Some methods for coexisting those two systems have been investigated (Choi

and Park, 2015). They are duty cycle method, and two other methods based

on listen-before-talk method, i.e. load-based equipment (LBE) and frame-based

equipment (FBE) methods. When the wireless system is co-existence and shared

spectrum with Wi-Fi, the collisions and latency will be derived. The simulation

showed that LBE and FBE have the least effects on collisions and latency of

Wi-Fi, respectively. Furthermore, the best performance for total devices in these

HetNet is achieved by the co-existing of Wi-Fi and LBE.

Moreover, the Federal Communications Commission (FCC) and the Euro-

pean Telecommunications Standards Institute (ETSI) acknowledged the scarcity

of available spectrum. By exploiting the existing wireless spectra opportunis-

tically, CR networks are being developed to answer current wireless network

problems resulting from the limited available spectrum and the inefficiency in

spectrum usage (Akyildiz et al., 2008).

Thus the idea of Cognitive Radio came as a solution to the limited wireless

spectrum that most of the frequency bands are already assigned or in some cases

underutilised. Unlicensed spectrum bands such as the Industrial, Scientific and

Medical (ISM) (ITU-R, 2011), which is set aside to encourage innovation, is

either too congested or heavily underutilised. The FCC released a “NOTICE

OF PROPOSED RULE MAKING AND ORDER”for the use of technological

capabilities in the exploration of unused bands such as television broadcast bands

(FCC, 2003).
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Static vs Dynamic Spectrum Access

If spectrum allocation deals with a process of allocating radio spectra and com-

munication channels of end systems to the various interests; then spectrum access

deals with the decision of whether an individual user can access certain spectra.

In general, there are two typical spectrum access methods in cellular networks,

i.e. static and dynamic spectrum access. Static spectrum access, such as fre-

quency reuse, has left spectrum access limited rather than throughput limited.

The radio spectrum measurements obtained by the FCC’s Spectrum Policy Task

Force (FCC, 2002) shows that most spectrum occupation at any given time and

location lies idle. This low spectrum occupation has triggered exciting activities

in engineering, economics, and regulation societies in looking for better spectrum

management policies and techniques.

Opposite to the current static spectrum management policy, the term dy-

namic spectrum access has broad interpretations. The different ideas that were

discussed at the first IEEE Symposium on New Frontiers in Dynamic Spectrum

Access Networks in 2005 (DySPAN 2005) extend this term. Figure 3.5 illus-

trates the classification of dynamic spectrum access mentioned above. Thus the

implementation of dynamic spectrum access can be classified as follows.

1. Dynamic Exclusive Use Model (DEM)

This model preserves the basic composition of the current spectrum regulation

policy. In which spectrum bands are licensed for exclusive use. The main idea

is introducing flexibility for improving spectrum efficiency. Two approaches have

been proposed under this model; they are (i) spectrum property rights and (ii)

dynamic spectrum allocation (Zhao and Sadler, 2007). The first approach enables

licensees to sell and trade spectrum and to choose technology freely. Then, the

second approach aims to improve spectrum efficiency through dynamic spectrum

assignment by exploiting its radio spectrum environment, which is the spatial

and temporal traffic statistics of different services. In other words, in a certain

region and certain time, the spectrum is allocated to services for exclusive use.

2. Open Sharing Model (OSM)

This model employs open sharing among some users, which is the basic idea

of spectrum management. The approach to this model has been successfully
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implemented to wireless services in the unlicensed ISM radio bands, such as Wi-Fi.

Centralised and distributed spectrum sharing strategies have been investigated to

address technological challenges under this spectrum management model (Zhao

and Sadler, 2007).

3. Hierarchical Access Model (HAM)

This model adopts a hierarchical access structure that classifies users into two

groups, i.e. primary and secondary users. The basic idea is to provide licensed

spectrum to secondary users while limiting the interference received by primary

users (licensees). Spectrum sharing approaches for this model are (i) spectrum

underlay, and (ii) spectrum overlay (Zhao and Sadler, 2007). Spectrum underlay

applies severe constraints on the transmission power of secondary users. So the

SUs operate below the noise floor of primary users. Different from spectrum un-

derlay, the overlay approach does not necessarily apply severe restrictions on the

transmission power of secondary users, but rather on when and where they may

transmit. At first, this approach was proposed by Mitola (1999) under the term of

spectrum pooling ; and then investigated further by the DARPA Next Generation

programme under the term of opportunistic spectrum access (Zhao and Sadler,

2007). It directly targets at spatial and temporal idle spectrum and permitting

secondary users to identify and utilise local and instantaneous spectrum avail-

ability in a nonintrusive manner. Compared to DEM and OSM, HAM could be

the most compatible model with the current spectrum management policies and

legacy wireless systems. In which, the secondary system try to access spectra

without disrupting to the main system and the spectrum licensee.

Opportunistic Spectrum Access for Cognitive Radio

To improve the utilisation of the limited radio resources, it needs a method that

optimally utilises the current spectrum allocation. Cognitive radio has been pro-

posed to dynamically and opportunistically access the spectra that previously has

been allocated to another system. One of the major challenges in system design

is to coordinate and cooperate in accessing the spectrum opportunistically among

multiple distributive users with only local information (Han and Liu, 2008).

There are similarity and intersection ideas between this CR and HAM of
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Figure 3.5: Dynamic spectrum access adapted from Zhao and Sadler (2007)

dynamic spectrum access. In which CR performs as a secondary system that

accesses the spectrum opportunistically without disrupting the main primary

system. Goldsmith et al. (2009) have discussed that there are three main cog-

nitive radio network paradigms; they are underlay and overlay, which are also

considered in HAM, and interweave. In the underlay network paradigm, cogni-

tive users are allowed to operate if the interference that effects to non-cognitive

users is below a given threshold. In the overlay paradigm, cognitive radio devices

use sophisticated signal processing and coding to maintain or improve the per-

formance of communication of non-cognitive radios at the same time to obtain

some additional bandwidth for their communication. In the interweave system,

the cognitive radios opportunistically exploit spectral holes to communicate with-

out disrupting other transmissions. Figure 3.6 illustrates those cognitive radio

network paradigms.

In our proposed method (Chapter 4 and 5), we use an interweave approach

for perfect CSI, in which small cells will sense, analyse and occupy spectrum

holes that are not occupied by the macrocell. In these methods, small-BSs will

be assisted by their small-UTs to identify CSI.

3.6.3 Spatial Location-based Resource Allocation

Spatial location-based resource allocation assigns radio resources to maximise

capacity and minimise interference by considering the spatial location of each
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Figure 3.6: Dynamic spectrum access models in cognitive radio: (a) Underlay,

(b) Overlay, (c) Interweave; adapted from Song et al. (2012).

node. This type of resource allocation has also been applied inherently in the

other method, such as power control and frequency reuse that considering spatial

location to minimise interference among adjacent cellular networks.

Based on the way the radio resource is allocated to serve communication

nodes, beamforming can be classified into spatial position-based resource alloca-

tion. Beamforming is a process of generating a directional beam from an array

antenna. It can be used to manage radio resources to maximise power alloca-

tion to desired nodes and to minimise interference to/ from unwanted nodes.

Beamforming can be applied to achieve spatial selectivity at both the transmit-

ting and receiving ends. The power improvement compared with omnidirectional

reception/transmission is known as receive/transmission gain.

As considered by Van Veen and Buckley (1988), beamforming or spatial filter-

ing is a signal processing technique used in antenna/sensor arrays for directional

signal transmission or reception. Transmission beamforming uses multiple an-

tennas to control the direction of a wavefront by appropriately weighting the

magnitude and phase of individual antenna signals. These array antennas make

possible to provide an array gain (also called beamforming gain) and better per-

formance in specific areas along the edges of cells. In our proposed methods

(Chapter 4 and 5), we assume using a single monopole antenna for each BS,
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instead of multiple (array) antennas, with omnidirectional beam pattern.

Meanwhile, to balance the load among different cells, a load balancing method

is enabled to transfer the overloaded traffic from overloaded cells to neighbouring

less-load ones. Various techniques of load balancing in the cellular network have

been reviewed by Sharma et al. (2012). One technique of load balancing that

widely known and has been implemented is to use smart base station antennas

to change dynamically cellular coverage size and shapes, e.g. cell-breathing as

used in code-division-multiple-access CDMA system and cell association. Our

proposed methods (Chapter 4, 5 and 6), use a CSG approach instead of cell

association.

3.6.4 Rate Adaptive-based Resource Allocation

Rate adaptation is one of the essential resource allocation issues, in which the

system can adapt the users’ data rates so that the limited radio resources can

be efficiently utilised. Compared to power control, rate adaptation provides a

different dimension of freedom to change the information rate over time, e.g.

transmission power maintains the desired link quality whereas rate adaptation

adjusts this link utilisation.

Fantacci et al. (2009) proposed the efficient adaptive modulation and coding

techniques for WiMAX-based wireless networks, which captures the concept of

rate adaptation. The techniques allow improving the network performance in

case of non-line-of-sight (NLOS) communications, which are typical in urban

areas. The modulation order and coding rate are possible to be switched using

these techniques to match the channel conditions better. Hence, the wireless

networks will obtain better performance both regarding error probability and

data throughput.

In the proposed methods (Chapter 4 and 5), rate adaptation is assumed being

implemented in scheduler units to allocate resources by considering proportional

fairness among UTs, which will be discussed in detail in Section 3.6.5.
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3.6.5 Time-Access Scheduling

In radio resource allocation, scheduling is a technique to distribute subchannels,

regarding time and frequency access, to multiple-UTs by considering channel con-

dition and QoS requirements (Capozzi et al., 2013). There are some approaches

considered in scheduling techniques that will be discussed in this Section.

Multiuser Systems

In a multiuser system, resources must be divided among multiple users (Gold-

smith, 2005). Signals of bandwidth B and time duration T utilise a signal space

of dimension 2BT , which the number 2 represents the forward and the reverse

communication links. Signalling dimensions can be allocated to different users

in various ways so that multiuser channel capacity is defined by a rate region

instead of a single number. This region describes all possible user rates, which

can be simultaneously supported by the channel with small error probability.

In a system with multiple users whose channels independently fade, multiuser

diversity takes advantage of the fact that some users have better channel gain

than others at any given time. System resources are allocated to the users with

the best channel gain. It leads to improved system capacity and performance.

Multiuser diversity was first proposed by Knopp and Humblet (1995) as a method

to reduce error probability and increase throughput in uplink channels, and the

same ideas can be implemented to downlink channels. The paper presented that

an increase in capacity over a perfectly power-controlled (Gaussian) channel can

be achieved, especially for a large number of users.

In multiuser diversity, different users are associated with different channels;

and the system typically uses selection-diversity to choose the user with the best

channel in any given fading state. The multiuser diversity gain relies on various

channels among users. The larger the range of the dynamic fading, the higher

the multiuser diversity gain. Moreover, system performance improves with the

number of independent channels. Hence, the utilisation of multiuser diversity in

a wireless system with a large number of users is so effective that will improve

the system capacity when being included in the resource allocation strategy.
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Multiple Access

The signal dimensions must be allocated to different users to support multiple

users. It is also called as multiple access. The limitation of wireless radio resources

and the increasing number of UTs demand communication channels be shared

among multiple UTs. Hence the multiple access allocates limited radio resources

to multiple UTs.

Because of limited resources, it needs to combine several signals for transmis-

sion on a particular shared medium, e.g. a radio spectrum channel. Signals are

combined at the transmitter side by a multiplexer and split up at the receiver

site by a demultiplexer. Based on the techniques used to share the transmission

medium, the multiple-access schemes can be classified as time division (TDMA),

frequency division (FDMA), code division (CDMA), space-division (SDMA) and

orthogonal-frequency-division (OFDMA). Advantages and disadvantages of those

different schemes have been discussed by Jamalipour et al. (2005).

In Chapter 4, 5, and 6, we propose resource allocation schemes to mitigate

interference in OFDMA-based HetNet.

Proportional Fairness Scheduling

Multi-users need to get access to network service fairly following the objective of

the network deployment. The serving network has a service module dedicated

to access scheduling to distribute access to multi-users, which is also called as a

scheduler.

A multiuser scheduler with proportional fairness (PF) has been proposed to

maximise the downlink throughput of an LTE cellular communication system

(Kwan et al., 2009). The paper was intended to examine some scheduling schemes,

focussing on how the physical resource blocks are assigned. Numerical analyses

showed that the proposed technique provides a superior fairness performance with

a modest loss in rate relative to the Max-Rate scheduler, as long as the user’s

average SINRs are relatively uniform.

Besides, Huang et al. (2009) have found that the gradient-based scheduling

scheme can reduce the complexity of the optimisation problem of resource alloca-

tion in a dynamic channel, in which the problem is solved in each time-slot based.
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By using this approach, the scheduling and resource allocation problems involve

some processes. They consist of selecting a subset of users for transmission,

preparing the assignment of available subcarriers to selected users, and for each

subcarrier determining the transmission power as well as the coding and modu-

lation scheme used. Whereas, these duties are processed during each time-slot.

By using a dual formulation, the simulation showed that an optimal algorithm

was obtained when multiple UTs can share each tone in a time manner.

Moreover, a QoS-aware proportional fairness packet scheduling method has

been proposed for the downlink of OFDMA systems (Kong et al., 2009). The

proposed method is based on a cross-layer design, in which the scheduler considers

both the channel (physical layer) and the queue state (data link layer) information

to obtain proportional fairness at the same time to maximise each user’s packet-

level QoS performance. In this method, a proportional fairness value at time-slot

t can be presented as follows.

PF (t) =
K∑
k=1

log

1 +

N∑
n=1

xkn(t) · rkn(t)

(tc − 1)Rk(t)

 ,

=
K∑
k=1

log

(
1 +

rk(t)

(tc − 1)Rk(t)

)
, (3.12)

where K is total number of UTs. xkn(t) = {0, 1} represents the channel assign-

ment status of user-k on subchannel-n at time-t. rkn(t) is the k-th user’s data

rate on subchannel-n at time-t. rk(t) is the instantaneous data rate of k-th user.

tc (time slots) is the average window size. Rk(t) is the average data rate over the

transmission period of user k at time slot t, which can be approximated using a

moving average value with average window size tc time slots (Kong et al., 2009).

Rk(t+ 1) =

(
1− 1

tc

)
·Rk(t) +

1

tc
· rk(t). (3.13)

Notice that if one subcarrier is allocated to a different user, then the resulting

PF value will be different. For example, before the assignment of the nth sub-

channel the user rate for every user k ∈ K is rk(t). Then when the subcarrier is
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allocated to the k′th user, the new PF value is given by (Kong et al., 2009):

PF (t, k′) = log

(
1 +

rk′(t) + rk′n(t)

(tc − 1)Rk(t)

)
+
∑
k 6=k′

log

(
1 +

rk(t)

(tc − 1)Rk(t)

)
. (3.14)

The simulation results showed that this algorithm is efficient regarding packet-

dropping probability, packet delay, and average system throughput as well as

maintaining adequate fairness among users with relatively low scheduling over-

head.

In our proposed methods (Chapter 4 and Chapter 5), a PF scheduler as part

of a resource allocation system is developed based on this work.

3.7 Summary

Some aspects of interference problems, resource allocation and their issues in Het-

Net have been presented in this Chapter. Section 3.2 has discussed various types

of interference problems in HetNet. The interference can be classified based on

transmission direction (downlink or uplink); frequency similarity (same or adja-

cent channel); destructive power (harmful or benign interference); and hierarchi-

cal network level (cross or co-tier). Different characteristics of the interference

need a different approach to eliminate its destructive effect.

Then, various interference management schemes in HetNet have been dis-

cussed in Section 3.3. In which, the schemes are effective for the specific purpose

in where they are specifically designed for. Thus, the benefits of those schemes are

mutually exclusive; and a combination of those approaches might be employed

in the system (Rahman and Yanikomeroglu, 2010). This situation encourages re-

searchers investigating a new method combining some advantages of the previous

ones.

Moreover, a cognitive radio approach for interference management in HetNet

has been discussed in Section 3.4. There are some guidelines related to this

scheme; in which small-BSs must have capabilities of self-configuration and self-

optimisation based on their radio environment with the objective of interference

mitigation across cells. By having some features of environmental awareness,
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radio scene analysis, channel estimation and predictive modelling, as well as radio

resource control and allocation, this approach is expected to be able to cope with

the complicated, dynamic, and unpredicted interference problem in small cell

deployments.

Furthermore, Section 3.5 has discussed some resource allocation issues in

OFDMA-based HetNet, such as LTE. In those problems, the resource allocation

should consider network characteristics, inherent characteristic of radio resource,

moreover, some other relevant parameters as well as their implementation strate-

gies. Two models of channel capacity, which describe the upper bound capacity

of certain channels in wireless networks, have also been discussed in Section 3.5.2.

This Section ends the discussion with optimisation problems of resource allocation

in OFDMA-based cellular networks Section 3.5.3. It describes some strategies to

optimise the channel capacity in those type of networks.

Finally, some approaches to resource allocation in OFDMA-based HetNet has

been discussed in Section 3.6. These allocation techniques are based on the in-

herent characteristics of radio resources, including power allocation, spectrum

allocation, spatial location-based resource allocation and time-access scheduling.

This Section has also discussed the recently proposed strategies for optimising the

spectrum utilisation, i.e. opportunistic spectrum access. In which, this method

underlays the CR strategies for accessing and sharing the spectra with their li-

censees and also optimising the spectrum utilisation without disrupting the per-

formance of the main spectrum licensees.

As previously discussed that one of the main problems in small cell deploy-

ments is interference, especially for co-channel or shared spectrum allocation,

which can be co-tier or cross-tier interference. The problem will be more compli-

cated in the real and dynamic environments of an LTE system that characterised

by multi-carrier, multiuser, and heterogeneous networks. Cognitive interference

management in LTE heterogeneous cellular networks will be proposed in Chap-

ter 4 to deal with this problem.
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Chapter 4

Spectrum Splitting-based CIM

4.1 Introduction

In this Chapter, spectrum splitting-based cognitive interference management (SS-

CIM1) in orthogonal frequency division multiple-access (OFDMA)-based hetero-

geneous cellular network (HetNet) is proposed. In this work, HetNet consist of a

macrocell network and some underlaying indoor small cell networks, i.e. femtocell

networks. SSCIM1 in HetNet refers to the resource allocation method that uses

cognitive radio concept to mitigate interference by allocating orthogonal spectrum

among macro and small cell networks.

Indoor small cells, such as femtocells, are designed to allow consumer deploy-

ment of these networks anytime and anywhere with some restrictions from the

network provider. It lets network providers get the benefit of extending their

service coverage to blank spot areas, low receive-power indoor areas as well as at

Cell-Edges. Moreover, network providers could also expect on having the benefit

of improving the service performance, increasing the system capacity as well as

enhancing the spectrum efficiency. In such a scenario, interference is a critical

issue since small cells reuse the same spectrum that is already allocated to the

macrocells. Therefore, small cell deployments have a high potency of introduc-

ing interference into the main macrocell network as well as adjacent small cell

networks.
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Interference management can be performed either in the macrocell, small cell

layer or even both of them to mitigate the interference impact in HetNet. Sec-

tion 3.3 has discussed some schemes of interference management with different

approaches. However, each scheme as mentioned above has its advantages for

specific interference problems. To combine some benefits of different schemes,

researchers have integrated the cognitive radio concept into interference manage-

ment methods (Attar et al., 2011; Kaimaletu et al., 2011). By using this concept,

the scheme will be aware of its environment and adaptive to statistical variations

in the input stimuli, with two main objectives of highly reliable communication

and efficient utilisation of the radio spectrum (Haykin, 2005).

Kaimaletu et al. (2011) have proposed a cognitive interference management

scheme in HetNet. By implementing the cognitive process to some extent, the

method avoids occupying interfering resource-blocks (RBs) to mitigate the down-

link interference in these networks. In which, RB is the smallest unit in Long-

Term Evolution (LTE) system that can be managed for resource allocation. Thus,

we call this method as interfering-resource-blocking-based CIM (IRB-CIM). To

know which RBs are eligible to be occupied, the method proposed a mechanism

to exchange the information about the channel occupancy among all active base-

stations (BSs). However, along with increasing number of small cell BSs (small-

BSs) and user-terminals (UTs), system’s complexity and its computational load

will also increase. These are mainly caused by information exchange process

among interfering and interfered BSs. Moreover, to determine which RBs will be

occupied or avoided; the method did not consider the quality of selected RBs.

Thus, BSs would probably avoid good RBs and occupy the bad ones.

To simplify and speed up the information exchange among BSs as well as to

address the above problem, this Chapter proposes SSCIM1 for downlink-channels

of LTE HetNet. The method manages RB allocation based on channel state

information and spectrum splitting for different network-tiers.

To discussed the proposed method, this Chapter is organised as follows. Sec-

tion 4.2 will describe system model and its parameters. Section 4.3 will discuss

the proposed resource allocation method. Section 4.4 will discuss simulation

method, results and performance analyses of the proposed method. Finally, all

these works are summarised in Section 4.5.
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4.2 System Model

The system model consists of a macrocell network with some overlying small cell

networks within the same coverage area. The duplexing mode is frequency divi-

sion duplex. The simulation utilizes 3GPP-LTE parameters, including bandwidth

and a fast-Fourier-transform (FFT) size (Khan, 2009; Lescuyer and Lucidarme,

2008) and physical layer structure (Rumney, 2013). The propagation channel

models cover some aspects of wireless channel models such as propagation path

losses (3GPP, 2010) and their modification following some standard techniques

(Goldsmith, 2005), shadowing (Zhang et al., 2012), the autocorrelation of shadow

fading (3GPP, 2010), and frequency selective channel, see Section 4.2.1. Most

system parameters follow the model provided by Kaimaletu et al. (2011); and

some of them refer to these works (Nguyen et al., 2014; Zhang and de la Roche,

2011).

The macro-BS is split into three sectors. Each sector serves ten macro-UTs

that are uniformly distributed in this area. Each macro-UT has a minimum

distance of 30 m to the macro-BS. Moreover, ten small cells are uniformly dis-

tributed in each sector. Small-UTs are uniformly distributed in a circular area

around each small-BS with a radius of 40 m. The total number of users in each

small cell is random between 1 to 2 users. The minimum distance between a

small-BS and a unit of small-UT is 10 m. The antenna height of the macro-BS is

assumed as 25 m (Kaimaletu et al., 2011). The ceiling height is proportional to

the size of spaces, e.g. in a range of 2.7 m-2.85 m in large open office area (Yatt,

1998). Thus the height of small-BSs’ antennas is assumed as 2.5 m. During the

last two millennia, human height, based off of skeletal remains, has stayed fairly

steady. It oscillates around 170 cm (Roser, 2017). Thus, it is assumed that the

antenna height for UTs is 160 cm.

It is assumed that small cells have a closed-access policy, where only autho-

rised small-UTs can be served. The overall system parameters are presented in

Table 4.1 and Table 4.2. Figure 4.1 illustrates the two-tiers wireless network.
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Figure 4.1: Simulation scenario

Table 4.1: Network parameters

Parameters (Unit) Macrocell Small Cell User-Terminal

Number of networks 1 30 -

Distribution of the location - Uniform Uniform

Radius of coverage area (m) 500 40 n/a

Minimum distance (m) 30 3 -

Total transmission power (dBm) 48 30 n/a

Antenna type directional omnidirectional omnidirectional

Antenna gain (dBi) 10 0 0

Antenna height (m) 25 (Kaimaletu et al., 2011) 2.5 (Yatt, 1998) 1.6 (Roser, 2017)

Number of sectors 3 1 1

Number of served users 30 1 to 2 (random) -
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Table 4.2: Wireless channel parameters

Symbol Parameter (Unit) Value

fC centre frequency (GHz) 2

B system bandwidth (MHz) 10

NF FFT size 512

∆f subcarrier spacing (kHz) 15

Nframe number of total frames 100 - 400

Nsub
frame number of subframes per frame 10

Nslot
sub number of time-slots per subframe 2

NRB
sub number of resource blocks per subframe 50

Nsc
RB number of subcarriers per RB 12

fd fading: - each subchannel Rayleigh flat

- all bandwidth Frequency selective

N0 Gaussian noise power spectral density per RB (dBm) -120

4.2.1 Propagation Channel Model

Mostly small cells are implemented in heavily built-up urban environments to

cover isolated indoor area. The channel models among the macro-BS, small-BSs

and user-terminals are dominantly affected by (Lee et al., 2010):

� Outdoor or indoor path losses (PL in dB),

� Log-normal shadowing (ψdB in dB),

� Multipath fading (|Hn,k|2).

The model represents the combination of all channel characteristics and func-

tions as a filter of the transmitted signal. The propagation channel gain of

subchannel-n for user k is:

Gn,k = 10−(PLn,k+ψdB)/10|Hn,k|2, (4.1)

where PL (in dB) is the propagation path-loss. ψdB (in dB) is the log-normal

shadowing with zero mean and standard deviation of σψdB
dB. Hn,k is the fre-

quency selective channel fading with Rayleigh distribution. This propagation
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channel (4.1) is generated every two time-slots in the simulation, which is iden-

tical to one subframe or 10 times for each frame. Thus, the channel is static for

this period. It is assumed that channel is flat fading for one subchannel, i.e. the

spectrum width of RB in the frequency domain.

Propagation Path-Loss

In HetNet, the transmitted signal will pass through various types of propagation

channels. In this simulation, propagation path loss models are developed based on

3GPP’s physical layer models (3GPP, 2010) with several modifications as needed

following some well-known techniques (Goldsmith, 2005). Hence, the propagation

path losses with the NLOS condition are modelled as follows.

1. The outdoor link propagation loss PLOt models the channels from the

macro-BS to a macro-UT using an Urban Macro (UMa) path loss model

(3GPP, 2010).

PLOt (dB) = 161.04− 7.1 log10(W ) + 7.5 log10(h)

−

(
24.37− 3.7

(
h

hBS

)2
)

log10(hBS) (4.2)

+ (43.42− 3.1log10(hBS)) (log10(d)− 3)

+20log10(fc)−
(
3.2(log10(11.75 hUT ))2 − 4.97

)
,

where W is the street width of 20 m. h is the average building height of 20

m. hBS is the macro-BS actual antenna height of 25 m. hUT is the actual

user-terminal antenna height of 1.5 m. d is the Tx-Rx distance in metres.

fc is the carrier frequency in GHz.

2. The indoor link propagation loss models the channels from a small-BS to

its served small-UT using Indoor Hotspot (InH) path loss model (3GPP,

2010).

PLIn(dB) = 43.3 log10(d) + 11.5 + 20 log10(fc). (4.3)
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3. The outdoor-to-indoor link propagation loss is modelled as an equation

modification of Urban Micro (UMi) for O-to-I loss (3GPP, 2010) as follows.

PLOt−In(dB) = PLb + Lw + PLin, (4.4)

where PLb (in dB) is the basic path loss:

PLb(dB) = PLB1(dout).

dout (in metres) is the distance from BS to the wall next to UT location.

PLB1(dB) = 36.7 log10(dout) + 22.7 + 26 log10(fc): the loss of UMi Outdoor

for NLOS scenario. fc is the carrier frequency in GHz.

Lw = 13 dB: the wall penetration loss (a concrete wall) (Goldsmith, 2005).

The path-loss inside the building in dB (PLin) is:

PLin(dB) = 0.5× din,

where din is the perpendicular distance (in metres) from wall to UT, which

is 0 m < din < 25 m. dout + din is the distance between a transmitter and

a receiver or an interfered device, which is 10 m < dout + din < 1000 m.

4. The indoor-to-outdoor link propagation loss is a modification of the InH

path loss model (4.3).

PLIn−Ot(dB) = PLb + Lw + PLot, (4.5)

where PLb(dB) = PLIn: the InH basic path loss (4.3).

The path-loss outside the building uses the piecewise linear model (Gold-

smith, 2005).

PLot(dB) = 10γotlog10(d/rS), (4.6)

where γot = 3.7, is the urban macrocell path loss exponent (Goldsmith,

2005). rS is the radius of the small cell in metres; d > rS.
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5. The propagation loss for adjacent small cells is a modification of InH path

loss model (4.3).

PLIn−In∗(dB) = PLb + Lw + PLot + Lw + PLin∗, (4.7)

where PLb(dB) = PLIn: the InH basic path loss, see Equation (4.3). PLot

is the path loss outside the building with rS < d < d1. d1 (in metres) is

the distance between the interference source small-BS and the border of

the neighbour small-BS* which its small-UT* gets interference, see Equa-

tion (4.6).

Path loss inside the building of the interfered small cell* (PLin∗) (Gold-

smith, 2005) is:

PLin∗(dB) = 10 · γin · log10(d/d1),

where γin = 3, is the indoor path loss exponent (Goldsmith, 2005).

It is assumed that each small cell is covered by a circular concrete wall that

surrounds the small-BS, which has a wall penetration loss (Lw) of 13 dB (Gold-

smith, 2005). As stated on Table 4.2, thermal noise is -120 dBm/subchannel,

in which each subchannel consists of 12 subcarriers of 15 kHz each. Thus, the

thermal noise equals to 5.556 ×10−21 W/Hz.

Log-Normal Shadowing

A signal propagated through a wireless channel will typically encounter random

variation due to obstruction from objects in the signal path. It will increase

random variations of the received power at a given distance. Such variations are

also caused by changes in reflecting surfaces and scattering objects. This effect

is called shadow fading or shadowing. Shadowing is sensitive to the frequency as

well as the location of obstructions concerning the transmitter or receiver. Large-

scale variations caused by shadowing of some obstacles are confirmed to follow a

log-normal distribution (Chrysanthou and Bertoni, 1990; Greenstein et al., 1997),

which means that when measured in decibel they follow a Gaussian distribution.
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The distribution of ψ in dB is Gaussian (Normal) with mean µψdB in dB and

standard deviation σψdB
in dB as follows (Goldsmith, 2005).

p(ψdB) =
1

σψdB

√
2π

exp

(
−(ψdB − µψdB

)2

2σ2
ψdB

)
, (4.8)

The received signal power with the combined effect of path loss (power falls

off with distance) and shadowing is given by (Goldsmith, 2005):

Pr(dB) = Pt(dB)− PL(dB)− ψdB, (4.9)

where PL is the propagation path loss as discussed previously, see Section 4.2.1.

ψdB is log-normal shadowing with zero mean and variance of σ2
ψdB

,

ψdB = σψdB
·XN ,

where XN is a random variable with zero mean and Normal distribution.

Table 4.3 presents the values of shadow fading standard deviation for the

different environment. InH is an indoor hotspot service area. UMi is an urban

micro service area. UMa is an urban macro service area. And LOS is a line-of-

sight condition.

Table 4.3: Shadow fading standard deviation σψdB
(in dB); adapted from 3GPP

(2010)

InH UMi UMa

LOS NLOS LOS NLOS O-to-I LOS NLOS

3 4 3 4 7 4 6

Spatial Autocorrelation Shadow Fading

Consider two mobile terminals communicate with the same BS, and are separated

by a distance of δ. Their shadow fading values have spatial auto-correlation

(Zhang et al., 2012):

R(δ) = e
δ

dcorr , (4.10)

where δ (in metres) is a separation distance between two adjacent fading channels.

dcorr (in metres) is a decorrelation distance, which is determined by the size of

the blocking objects in the environment around the mobile station as presented

in Table 4.4. e ≈ 2.71828 is the Euler’s number.
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Table 4.4: Decorrelation distances dcorr of shadow fading (in metres); adapted

from 3GPP (2010)

InH UMi UMa

LOS NLOS LOS NLOS O-to-I LOS NLOS

10 6 10 13 7 37 50

Frequency-Selective Fading

In general, the heights of a mobile antenna are far below the surrounding ob-

jects. It is difficult to find an LOS propagation path between the BS and the UT.

Hence, the transmitted signal will experience reflection, diffraction and scatter

when propagates in this kind of wireless channel. The combination of multi-

path components with randomly distributed amplitudes, phases and angles of

arrival cause distortion of the received signal. Combining vectorially at the re-

ceive antenna cause the received signal to distort or fade. Thus, fading is rapid

fluctuations of the radio wave in the amplitude, phase and the multipath delays

over a short period. The channel power response in frequency domain can be

represented as:

|Hf |2 = FFT(σ2
h), (4.11)

where FFT(·) is the discrete Fourier transform function. σ2
h is the channel power

gain. The generation steps of the frequency selective fading channel model will

be described in Appendix B. Equation (4.1) represents the overall channel model

for a transmission link, including this fading channel model.

Figure 4.2 illustrates the downlink signalling procedure for the even slot of

each subframe. Physical layer model such as frame structure and the overall

signalling model used in the simulation will be described in Appendix C.

4.3 Proposed Resource Allocation Technique

In this Section, a new dynamic resource allocation method to mitigate interference

in HetNet is proposed. In this method, the macrocell allocates RBs by considering

the SINR level of the reference signal received power (RSRP), which is received
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Figure 4.2: Downlink signalling procedure for the even slot of each subframe

back from its served UTs. Hence, reference signal (RS) functions as a pilot

signal that can be used to estimate the channel state information. It is assumed

that each UT can identify the pilot signal from each BS. By blocking some RBs

having SINR of RSRP lower than an assigned threshold, the macro-BS allocates

good RBs for macro-UTs. Subsequently, a scheduler distributes the RBs to each

user at different times. In small cells, by utilising control-channel information

received from the macro-BS, small-BSs allocate RBs that are not occupied by

the macrocell to serve its users.

Either on macrocell or small cells, the resource allocation is updated for each

subframe following the change period of the dynamic channel. It is assumed no

delay between the macro-BS and small-BSs for some signalling processes except

for control-channel signalling in small cells having one OFDM-symbol delay over
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the macrocell’s process. This delay is implemented as the small cells need to

completely obtain all control-channel information from the macro-BS before de-

termining the resource allocation for their served users. The proposed algorithm

has some characteristics of being adaptive to its environment, planning, making

a decision and taking an action that commonly used in cognitive radio (Siswanto

et al., 2014).

SINR Level Identification and Spectrum Splitting

After all macro and small-BSs transmit their pilot signals at the same time, then

each UT receives and identifies the pilot signal from each BS above. Subsequently,

the UT retransmit all these pilot signals to its serving BS. After that, the macro-

BS identifies these pilot signals being received from all macro-UTs and calculate

them to find the SINR.

The macro-BS then marks RBs with SINR lower than a preassigned threshold

γMth as ‘1’. This value is chosen to allow in counting the number of weak UTs in

each RB, which are the macro-UTs having SINR lower than a threshold. Then,

the macro-BS uses this value as a reference for determining which RBs will be

occupied or avoided after compared to the threshold. Next, macro-BS generates

a ‘weak-RB matrix’ (Figure 4.3) to save this information. The matrix represents

SINR condition of RSRP signals that are received by all macro-UTs on all sub-

channels compared to the threshold. Based on this Table, the macro-BS counts

the number of UTs with low SINR (weak UTs) in each RB. It then orders the

number of weak UTs of each RB and chooses a resource allocation threshold ϕ,

which is the ratio of a predetermined value n over the variant number of weak

UTs Nwu, see Algorithm 1: Step 7. When an RB has some weak UTs above the

threshold ϕ, it will be blocked. Finally, the macro-BS blocks some RBs with a

high number of weak UTs and lets small-BSs to utilise these RBs. Meanwhile,

the unblocked RBs will be occupied by the macro-BS.

All processes above will result in an RB allocation map (RB-map) as shown in

Table 4.5. Flag ‘1’ represents an RB being allocated to the macrocell. Algorithm 1

summarises all processes above.
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Figure 4.3: Part of weak-RB matrix for SSCIM1 (ϕ 17% and γMth 10 dB)

Control-Channel Information Sensing

In this step, all small-BSs simultaneously sense the control-channel information,

i.e. physical downlink control channel (PDCCH), from the macro-BS. These chan-

nels hold information of RB allocation for all macro-UTs in one subframe, which

are two time-slots. Small-BSs use this information to observe RBs occupied by

the macro-BS, find out unoccupied ones and allocate them to their served users.

Based on this, each small-BS generates its RB-map (Table 4.5).

Frame-Based Scheduling and Transmission

Based on the RB-map (Table 4.5), the scheduler in each BS (both macro and small

cells) then allocates RBs to its served UTs for downlink transmission. By using a

quality-of-service (QoS)-aware multi-carrier proportional fairness (PF) scheduler

(Section 3.6.5), the distribution of RBs among users in time and frequency domain

can be maintained fairly. Equal power allocation over the entire bandwidth is then

implemented for all cells in the system.
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4.3.1 Algorithm for Macrocell

In general, the resource allocation procedure for macrocell can be presented as

follows.

Broadcasting the Pilot Signals:

1. Broadcasting the pilot: The macro-BS, along with all small-BSs, broadcasts

the reference (pilot) signal (RS) to its UTs.

2. Sensing the pilot: Each macro-UT, along with each small-UT, senses and

identifies RS signal from the macro-BS as well as from the small-BSs. Thus

each UT, either in the macrocell or small cells, has all RSRP information

from all transmitting BSs.

3. Retransmitting-back the pilot: Each macro-UT transmits back all of its

RSRP signals through the uplink control channel, such as physical uplink

control channel (PUCCH) of the LTE system, to its serving macro-BS.

At the same time, each small-UT also retransmit its RSRP to its serving

small-BS.

4. Readmission the pilot: The macro-BS receives RSRP signals from its served

macro-UTs. In which, RSRP signals contain information of pilot signals

from all transmitting BSs.

Broadcasting the Control-Channel Information:

5. Identifying the weak RBs: The macro-BS identifies RSRP from all of its

served macro-UTs, calculates its SINR based on RSRP data, compares the

Table 4.5: RB allocation map (RB-map)

RB index Allocation flag

1 0

2 1

3 0
...

...

NRB 1
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SINR with the preassigned SINR threshold, and then develops a weak-RB

matrix (Figure 4.3). The macro-BS then duplicates the matrix for two time-

slots, which are the total time-slot number for each LTE subframe. As the

channel gain will change for one subframe, thus the resource allocation plan

and update are performed for each subframe, for both macro and small cells.

6. Identifying the weak UTs: Based on the weak-RB matrix (Figure 4.3), then

the macro-BS counts the number of the weak macro-UTs on each RB, whose

SINR or SNR is lower than the preassigned threshold.

7. Assigning the resource allocation threshold ϕ, which is the threshold of RBs

having some weak UTs will be blocked (see Algorithm 1: Step 7).

8. Generating the RB-map: In this step, some RBs with the high number of

weak UTs are avoided. Then, the RB occupation state is used for generating

an RB-map (Table 4.5). Flag ‘1’ represents the allocated resource for next

transmission.

Algorithm 1 presents some steps above. ρ is the RB-map, see Table 4.5.

NRB is the total number of RBs. Nwu is the variant number of weak UTs

in each RB. γik is the SINR received by user-k on RB-i. γMth is a macrocell

SINR threshold. Ψ is the weak-RB matrix, see Figure 4.3. n(·) is the

element number of the set. ϕ is the resource allocation threshold, which is

the ratio of a predetermined value n over Nwu. This value determines which

RBs having a certain number of weak UTs will be blocked.

9. Resource scheduling: Table 4.5 is then used by the scheduler to allocate

resources to certain UTs in different time-slots by considering proportional

fairness among users. It demands the scheduler considering some relevant

parameters, including channel assignment status (Table 4.5), SINR of allo-

cated user on certain RB at time t, the instantaneous data rate of allocated

user, and the average data rate of user-k at time-t as discussed in Sec-

tion 3.6.5.

� Proportional fair multi-user multi-carrier resource scheduling: Macro-

BS performs a QoS-aware multi-carrier resource scheduling (frequency
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and time) by considering proportional fairness for all users based on

the algorithm proposed by Kong et al. (2009). The scheduler runs the

scheduling process based on the RB-map (Table 4.5) from the previous

step and the other parameters as presented in Section 4.3.1.

� In general, this PF scheduler is used as follows, see Algorithm 2.

(a) To generate an (n by k) matrix of weak-RB (Figure 4.3). k is the

number of users, and n is the number of subchannels.

(b) To develop a vector of RB-map (Table 4.5), which represents the

best channel among all users in each subchannel.

(c) The RB-map is used as a reference in scheduling and resource

allocation in this formula.

� Algorithm 2 describes the scheduling process. K is the total number

of macro-UTs. M is the total number of subchannels. rk(t) is the k-th

user’s data rate. rk,m(t) is the rk(t) for subchannel-m. RB(k,m) is the

resource block of the user-k on subchannel-m. k̃ is the selected user.

Ck is the subchannel set of the user k.

10. Broadcasting the control-channel information: The macro-BS sets and broad-

casts PDCCH channel to all its served macro-UTs based on the results of

resource scheduling. The PDCCH channel is then used by each macro-UT

to determine which subchannel and time-slot that can be accessed for the

next two time-slot periods of downlink transmission. In LTE, the number of

OFDM-symbol allocated for the PDCCH is given by the control format in-

dicator, which can take the values 1, 2 and 3, and depend on the bandwidth

transmission (Rumney, 2013). This physical channel is transmitted on the

first order (i.e. even slot) of a period of two time-slots or one sub-frame.

Broadcasting the Data-Channel:

11. Broadcasting data-channel: The macro-BS then broadcasts data via some

allocated subchannels using physical downlink shared channel (PDSCH)

channel to the preassigned macro-UTs by referring to Table 4.5. Trans-

mission power is distributed equally to each subchannel.
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Algorithm 1 RB-map vector generation in the macrocell

1: ρ = ones(NRB ,1). ← setting the initial values of RB-map;

2: find(γik < γMth )← finding weak RBs;

3: if γik < γMth then ψik = 1, else ψik = 0 | ψik ∈ {Ψ}. ← generating a weak-RB matrix

(Ψ)(Figure 4.3);

4: ψ =
∑
k∈K

ψik, ψ ∈ {Ψ},∀i ∈ {0, 1, · · · , NRB}. ← identifying the number of weak macro-

UTs per subchannel;

5: find(θ), θ ∈ {ψ},ψ ∈ {Ψ}, ψi ∈ {ψ}, ψi 6= 0, ψi 6= ψj for i 6= j. ← finding the unique

number of weak UTs per RB;

6: θsorted = sort(θ,‘descend’). ← shorting the unique number of weak UTs;

7: ϕ =
n

Nwu
, n ∈ {a ∈ N : a < Nwu}. ← assigning the resource allocation threshold;

8: λ = b ϕ× n(θsorted) c;
9: for k ← 1, λ do

10: find(i|ψi = θsorted,k), i ∈ {∅, 1, ..., NRB};
11: ρi = 0;← blocking the RBs with many weak UTs.

12: end for

Algorithm 2 Multi-carrier proportional fairness scheduling, adapted from Kong

et al. (2009)

1: Initialization: rk(t) = 0, Ck = 0, ∀k ∈ {1, · · · ,K};
2: for m← 1,M do

3: Calculate rk,m(t),∀k ∈ {1, · · · ,K};
4: for k ← 1,K do

5: if RB(k,m) = 1 then

6: Calculate PF(t, k), see Equation (3.14);

7: end if

8: end for

9: Assign subchannel m to the user getting the largest PF(t, k): k̃ ← arg max
k

(PF(t, k));

10: rk̃(t) = rk̃(t) + rk̃,m(t);

11: Update the set of subchannels allocated to the user: Ck̃ = Ck̃ + {m};
12: end for

13: Update Rk(t+ 1),∀k ∈ {1, · · · ,K}, see Equation (3.13);

14: Transmit each user’s packets on the assigned subchannels with the corresponding rate.

4.3.2 Algorithm for Small Cell

The general procedures of the downlink resource allocation in small cells have sim-

ilar steps to the macrocell’s procedure, including the broadcasting of pilot signals,
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control-channel information and data-channel. For pilot signal broadcasting, pro-

cedures in small cells are same to the macrocell. Some different procedures in

small cells are presented as follows.

Sensing and Broadcasting the Control-Channel Information

1. Sensing the macrocell’s control-channel: When the macro-BS broadcasts

PDCCH channel to its macro-UTs, see the Algorithm for Macrocell: Step

10 (Section 4.3.1), all small-BSs sense and receive this control channel as

well. By decoding this macro-PDCCH, each small-BS is able to identify the

unoccupied subchannels and time-slots.

2. Cross-tier spectrum-splitting: On this Step, all small cells identify the idle

frequency spectra that are not occupied by the macrocell, generate RB-

map (Table 4.5) and then utilize them for their small-UTs. This Step is

performed after small cells sense and obtain control-channel information

(PDCCH) from the macrocell. The formula for this spectrum allocation

(cross-tier spectrum-splitting) can be represented as follows:

ρm[0,1] =
⌈

ρm

max(ρm)

⌉
,

ρ
f(n)
[0,1] =

1, for ρ
m(n)
[0,1] = 0,

0, for ρ
m(n)
[0,1] > 0,

(4.12)

where ρ is the RB-map (Table 4.5). m and f are symbols representing the

macro and small cell networks, respectively. [0,1] is the symbol representing

the binary elements of the vector ρ. N is the total subchannel number.

ρm[0,1] ∈ {ρ
m(n)
[0,1] };ρ

f
[0,1] ∈ {ρ

f(n)
[0,1]};∀n ∈ {i : 1 ≤ i ≤ N}.

3. Broadcasting the control-channel: On the first PDSCH channel of the each

even time-slot, when the macro-BS broadcasts its data channel, the small

cells broadcast the control channel (PDCCH) for their users.
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Broadcasting the Data-Channel:

4. Broadcasting the data channel: After broadcasting the control channel,

then the small cells broadcast their data channel for the rest PDSCH trans-

mission phase for 2 time-slots.

4.4 Simulation Results and Analysis

This Section will present simulation method, results and analysis regarding multi-

user OFDM resource allocation of the downlink channel. The simulation uses

system-level approach, in which the physical layer is abstracted by simplified

models that capture its essential characteristics with high accuracy and low com-

plexity (Ikuno et al., 2010). In this simulation, resource allocation for the down-

link channels is performed in both macrocell and small cell networks.

4.4.1 Simulation Method

The physical signal and physical channels being considered in the simulation

are the only ones that closely related to downlink resource allocation, i.e. RS

signal, PDCCH as a control channel and PDSCH as data transmission channel,

see Appendix C. The RS signal performs as a pilot signal. PDCCH provides

control-channel information and distributes it to all served terminals. By having

this information, each UT knows its turn to receive the transmitted data by the

macro-BS/small-BS. PDSCH provides data transmission channel for allocated

users.

Channel generation, as presented on Equation (4.1), is independently gen-

erated once in each subframe. Hence, there is one channel generation for two

time-slots or 10-times of channel generations for each frame. When each BS or

each UT transmits its signal, then the transmitter signal will propagate through

the channel where its characteristics are suitable for the location of each BS and

UT, appropriately. As a result, pilot and data transmission will experience power

attenuation in the receiver side end, which help each BS recognises the channel

state information and determine appropriate resource allocation at that time.
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To avoid errors in channel recognising that results in inappropriate resource

allocation, it is assumed that transmission processes of control channels are per-

fect. They are simplified by duplicating the control-channel information from

macro-BS/small-BS to its served UTs, and vice versa. Hence, there are no chan-

nel distortions as well as data errors in these processes that result in the accuracy

of the received control-channel information.

If a small-BS is in the blind spot with respect to the macro-BS, it can still

use the back-haul to synchronise the signalling steps. As the small-BS cannot

sense the pilot signal and control channel from the macro-BS in this area, then it

assumes that there is no interference and no occupied spectrum. In this condition,

the small-BS can occupy all allocated spectrum. However, the simulation does

not cover this scenario.

The simulation focuses on the downlink resource allocation. The only addi-

tional uplink physical channel is used for reporting the channel state information

from UTs, which for an LTE system is represented by the uplink control chan-

nel (PUCCH) for periodic CSI reporting in an LTE system. Figure 4.2 shows

downlink signalling procedures being used in the simulation.

The simulation uses system-level approach and focuses on resource alloca-

tion to mitigate the interference in HetNet. Moreover, the simulation considers

some channel models as presented in Section 4.2.1. Physical layer model in the

simulation uses LTE physical layer structures (see Appendix C). The simulation

assumes all users in the system are active. Simulation parameters are presented

in Table 4.1 and Table 4.2. The Monte Carlo simulation is performed for each

OFDM symbol and repeated to achieve the number of the data channel (PDSCH)

≥ 10,000.

4.4.2 Analysis Method

As described in Figure 4.2, there is a period of signalling in the proposed HetNet

model that control channel is transmitted asynchronously to different network

tiers. Hence, when the macrocell transmits its data (PDSCH), then parallelly the

small cells transmit their control channel (PDCCH). Because of the complexity

of the modelling and simulation, this period is not included in the evaluation.
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Thus, not all measures of the simulation process can be covered in analysis and

evaluation.

System performances are evaluated regarding average SINR per occupied sub-

carrier; average rate per occupied subcarrier; and average sum-rate per cell. The

received SINR γ by UT-k at subcarrier-n is:

γnk =
Prnk

N0B + Ink
, (4.13)

where Pr is the received power (Watt). N0 is the Gaussian noise power spectral

density (Watt/Hz). B is the subcarrier bandwidth. I is total interference power

(Watt).

Then the data-rate per subcarrier of UT-k on subcarrier-n is:

Cn
k = B log2(1 + γnk ), (4.14)

And the sum-rate (in bps) of a downlink cellular network is obtained by using

Shannon’s capacity formula as follows:

CM/S =
K∑
k=1

∑
n∈Nk

B log2(1 + γnk ), (4.15)

where M and S indicate symbols for macro and small cell networks. K is total

number of UTs. Nk is the number of subchannels allocated to user-k.

The Cell-Edge performance of the proposed method is estimated by finding

the 5th percentile of the related SINR and its data-rate.

The cumulative distributive function (CDF) F (x) of system’s SINR and its

data-rate over the simulation period is obtained as follows.

FX(x) = P (X ≤ x) (4.16)

where X is a random variable representing the user’s SNR/ SINR or data-rate.

x is the certain value that the CDF wants to obtained. P (·) is the probability

value that the CDF can be obtained.

To evaluate the performance of the proposed method, various parameters of

the resource allocation threshold ϕ and the SNR/ SINR threshold γMth are first

evaluated. Based on the best trial, then the performance of the proposed method

is analysed and compared with the following methods:
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� NIM: It is a non-interference management method for resource allocation.

This method shares the overall allocated spectrum among the macrocell

and small cells. The transmission power for each cell is distributed into all

subcarriers and allocated uniformly for each of them.

� IRB-CIM: This method avoids occupying interfering resource-blocks (RBs)

to mitigate the downlink interference in HetNet by implementing the cogni-

tive process to some extent (Kaimaletu et al., 2011). Briefly, the proposed

method consists of the following steps. First, each base-station (BS), ei-

ther macro or small BS, identifies its served users with low SINR and ex-

changes this information with the neighbouring cell(s). Second, based on

its neighbour-BS information, each BS blocks some RBs that interfere to

the neighbouring cell(s). In opposite, the BS will occupy some RBs being

interfered by neighbouring cell(s).

4.4.3 Results and Performance Analysis

The simulation is run with various parameters of ϕ and γMth . After running the

simulation, then the generated data is averaged up based on sum-rate per cell and

Figure 4.4 is obtained. From these results, we decide to pick γMth = 13 dB and ϕ

= 84 % as selected parameters for further analysis and comparison with different

methods, which is considered as the best result compared to ϕ 80% and 90 %.

In which the last two configurations have similar performance with ϕ 84 %, see

Figure 4.4. In general, by using these parameters, SSCIM1 allocates a fraction

of entire spectrum exclusively for the macrocell and leaves the rest spectrum for

small cells. Likewise, IRB-CIM blocks some interferer RBs to reduce interferer

sources. Whereas NIM shares overall spectrum for both HetNet.

Figure 4.5 shows SNR/ SINR distribution function of the SSCIM1 method

compared to NIM and IRB-CIM for HetNet. All figures of the CIM methods do

not occupy the overall range of the cumulative distribution. These are caused by

the methods have the only portion of data compared to the NIM method. The

data can also represent the average portion of the allocated spectrum, in which

the rest spectra are allocated to the other network tier.

In these figures, parameters of γMth = 13 dB and ϕ = 84% for SSCIM1 method
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are assigned. Figure 4.5(a) shows that SSCIM1 results in the highest performance

(i.e. SNR) for allocated RBs compared to others. In which split spectrum ap-

proach can avoid interference from small cells. However, SSCIM1 only occupies

around 20% of the overall probability distribution, and the rest resources (i.e.

subchannels and time-slots) (around 80%) are left by the macrocell, in which,

80% of resources has performance less than the selection criteria. As presented

in Table 4.6, the proposed method has average SNR improvements of more than

60 dB for Cell-Edges (the 5th percentile) and more than 30 dB for the allocated

spectrum to the macrocell over the other methods. Interestingly, there is no SNR
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Figure 4.4: Average sum-rate per cell of the overall HetNet with various pa-

rameters of γMth and ϕ.

Table 4.6: Average SNR/SINR (in dB) for each allocated subcarrier

NIM IRB-CIM(10 dB) SSCIM1(84%,13 dB)

Cell-Edge (5th-percentile)

Macro-UT -23.7444 -23.5988 48.2941

Small-UT 25.4679 25.8251 34.3407

All Users 22.3424 22.6877 34.3660

Overall Areas

Macro-UT 40.6546 42.4333 78.2775

Small-UT 59.5977 59.8703 62.8990

All Users 59.4571 59.7286 63.8546
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Figure 4.5: Distribution function of SNR/ SINR for different schemes.

less than or equal to zero decibels for this method. The exclusive spectrum al-

location for different tier networks results in no interference from different tier

networks that affects to allocated spectrum in each tier. However, this high SNR

does not represent high rate since the allocated RBs for the macrocell are only a

small fraction of overall spectrum allocated to HetNet.

Figure 4.5(b) shows SINR CDF for small-UTs, which occupies 82 % of the

overall probability distribution. The proposed method provides SINR improve-

ment for the allocated spectrum if compared to the others, see Table 4.6. The

method has an average improvement of around 3 dB over the other methods for

Overall Areas. For Cell-Edge area, this method results in an SINR improvement
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4.4 Simulation Results and Analysis

of around 8 dB over the other methods, which is higher than the improvement in

the overall spectrum allocation. The improvement of the subcarrier performance

is caused by the exclusive spectrum allocation for small cells that reduces strong

interference from the macrocell significantly, particularly in the Cell-Edge areas.

Figure 4.5(c) provides SINR CDF for all systems. In which SSCIM1 occupies

80% of the overall probability distribution. It shows that not all resources, i.e.

resource blocks (RBs), is occupied for this scheme. There is significant SINR im-

provement at Cell-Edges (around 12 dB) and less improvement for all spectrum

(around 4 dB), see Table 4.6. It shows that exclusive spectrum allocation for dif-

ferent tier networks can mitigate interference among tiered networks significantly.

Figure 4.6 shows the data-rate distribution function of three different schemes

for HetNet. Figure 4.6(a) shows the macrocell section of this distribution func-

tion; which SSCIM1 outperforms the other methods. Table 4.7 shows the average

subcarrier data-rate of HetNet, which is the mean value of the data-rate of each

allocated subcarrier over the simulation period. The macrocell section of this Ta-

ble shows that the proposed method results in more than 250 times of data-rate

at Cell-Edge area compare to others and more than three times of data-rate for

Overall Areas compared to others. Since SSCIM1 allocates only around 20% of

the total resources to the macrocell if compared to the other schemes, this rate

does not represent the highest result in the overall performance. Table 4.8 shows

the average sum-rate of HetNet for three methods, which is the mean value of sum

data-rate per symbol per cell of all subcarriers over the simulation period. The

macrocell section of this Table confirms that the average sum-rate of the macro-

cell using SSCIM1 is less than others. The result shows that a small number of

the allocated resources for the macrocell results in small data-rate.

Figure 4.6(b) displays the data-rate distribution function for small cells. SS-

CIM1 shows a small improvement over the others. The Figure also shows higher

improvement at the Cell-Edges (5th-percentile). Table 4.7 on the “Overall Areas”

section shows the data-rate improvement of 1.09 times over the other schemes.

Whereas for the “Cell-Edge” section, it confirms that the proposed method has

around 1.34 times of average subcarrier rate increase over the others. However,

the result shows the contradiction for the average sum-rate per cell. Table 4.8

confirms that the proposed method decrease the average sum-rate for the small
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Figure 4.6: Distribution function of data-rate for different schemes.

Table 4.7: Average data-rate for each allocated subcarrier (in kbps)

NIM IRB-CIM(10 dB) SSCIM1(84%,13 dB)

Cell-Edge (5th-percentile)

Macro-UT 0.091 0.094 240.64

Small-UT 126.96 128.74 171.12

All Users 111.46 113.17 171.25

Overall Areas

Macro-UT 98.23 100.63 312.64

Small-UT 220.42 222.12 242.39

All Users 216.48 218.15 242.91
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Table 4.8: Average sum-rate per cell (in Mbps)

NIM IRB-CIM 10 dB SSCIM1 84%,13 dB

Macrocell 29.468 29.502 17.047

Small Cells 66.126 64.219 59.500

All Networks 64.943 63.099 58.130

cell section. It can be concluded that by using SSCIM1, orthogonal spectrum

allocation among a macrocell and some small cells can increase the average sub-

carrier rate of small cells and more significantly in the Cell-Edges. However, the

average sum-rate is determined by the number of the allocated resources.

Figure 4.6(c) illustrates the data-rate distribution function for all UTs, ei-

ther macro or small cells. Following the previous result trends for each network

tier that SSCIM1 shows higher average subcarrier data-rate compared to others

and the more significant data-rate increase in the Cell-Edges. Table 4.7 confirms

that the average data-rate of the allocated subcarriers when using SSCIM1 out-

performs the other methods. It shows that the proposed method can efficiently

mitigate interference in HetNet, which SSCIM1 carefully plans and selectively

chooses the allocated subcarriers. However, the sum-rate per cell (or the cell ca-

pacity) is determined by the data rate summation of all subcarriers in a cellular

network. Thus the subcarrier performance does not represent the overall perfor-

mance of the system. Since the proposed method occupies less spectrum than

the others, it affects to the system capacity. Table 4.8 confirms that the overall

sum-rate of SSCIM1 falls behind the other schemes.

Interestingly, if using the same spectrum number, SSCIM1 has better capacity

than others. Table 4.9 confirms that SSCIM1 outperforms to others when the

same spectrum number is allocated to small cells. However, these results are

penalised by less performance in the macrocell.

4.5 Conclusions

This Chapter has presented the proposed method related to interference mitiga-

tion in HetNet. The methods seek to solve the interference problems in these
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Table 4.9: Average sum-rate per cell (in Mbps) with portion spectrum

NIM SSCIM1 IRB-CIM

Network & portion spectrum 100 % 84%,13dB 28 dB

Macrocell 29.468 0 17.047 31.792

Small cells 66.126 72.633 59.500 55.741

All networks 64.943 70.290 58.130 54.968

Portion spectrum for small cells 100% 100% 81.824% 81.737 %

networks through smart resource allocation, i.e. cognitive interference manage-

ment. As cognitive radio needs some characteristics to adaptively and correctly

responds to the surrounding dynamic environment, the proposed method imple-

ments the cognitive concept through some coordinated, structured and managed

processes either in BSs sides or UTs sides.

As presented in Section 2.3.2, there are fundamental cognitive tasks in cog-

nitive radio that being classified as (i) radio-scene analysis, (ii) channel-state

estimation, (iii) transmission power control and dynamic spectrum management.

To some extent, these cognitive tasks have been implemented in the proposed

methods. First of all, pilot sensing in all UTs and macro’s control-channel infor-

mation sensing by small-BSs are some efforts to identify the surrounding channel.

Transmitting back the reference signal from UTs to their serving BSs and collect-

ing macro’s control-channel information by small-BSs will provide information

for the systems for radio-scene analysis. Secondly, channel-state estimation is

conducted in each BS by estimating channels and evaluating SINR of the RSRP,

which are then used to identify spectrum holes and to arrange time-access schedul-

ing. Thirdly, all of the processes above will support the system in making the

final decisions on the subchannel and power allocation as well as time-access

scheduling.

Overall, there is an average subcarrier performance increase for all HetNet

when using the proposed method with Cell-Edges having higher increase than

other regions. However, the increasing performance per occupied subcarrier when

using SSCIM1 is not followed by the improvement of the cell performance because

of the less number of the allocated subchannels using this method. Interestingly,
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when using the same spectrum number, SSCIM1 has better capacity than others.

Table 4.9 confirms that SSCIM1 outperforms two other methods when the same

spectrum number is allocated to small cells. However, these results are penalised

by less performance in the macrocell.

However, there are still more resources need to be managed dynamically using

the cognitive radio approach while expecting better system performance, such as

the usage of RSRP in small-BS that support in the decision making of resource

allocation, power and spectrum allocation on the related channel characteristics

instead of uniform power allocation. To further identify the system performance

when allocating these resources in HetNet using cognitive radio technique, Chap-

ter 5 will present Spectrum Splitting and Power Allocation-based Cognitive In-

terference Management.
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Chapter 5

Spectrum Splitting and Power

Allocation-based CIM

5.1 Introduction

5.1.1 Motivation

In this Chapter, cognitive interference management (CIM) methods based on

spectrum-splitting and power allocation in an OFDMA-based heterogeneous cel-

lular network (HetNet) are proposed. The proposed methods are the extension

of the SSCIM1 method in Chapter 4. By using the cognitive radio approach,

SSCIM1 mitigates the interference in the downlink HetNet through orthogonal

spectrum allocation for different network-tiers, proportional fairness scheduling

for the access opportunity distribution of multi-users, and equal power allocation

for the occupied subcarriers of each network. Nevertheless, there are still more

aspects of resource allocation techniques in the SSCIM1 method able to be im-

proved while expecting better system performance of HetNet. Thus, the newly

proposed methods are dedicated to mitigating the interference of the downlink

HetNet based on the improvement of the SSCIM1 method.
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5.1.2 Related Works

As discussed by Jouini et al. (2012), there are some concepts have been proposed

for the complete cycle of cognitive radio (CR). One of them which was widely

known and cited by researchers was proposed by Haykin (2005). As discussed in

Chapter 2, Haykin’s CR covers some processes that can be classified as follows:

(i) radio scene analysis, (ii) channel-state estimation and prediction, and (iii)

transmission power control and spectrum management, see Figure 2.3. Moreover,

Chapter 2 has also discussed the idea of Cognitive Small Cells (CSCs), which are

small cells with the capability of CR functions. It is considered that a CSC

system has the ability of self-configuration, self-healing, self-optimisation and

smart decision-making to deal with its dynamic, complicated and interfering radio

environment in HetNet.

In Chapter 4, SSCIM1 offers dynamic and intelligent ways to mitigate inter-

ference in the downlink HetNet. To some extent, this method adopts cognitive

radio functions to allocate radio (and system) resources dynamically and adap-

tively to mitigate interference more efficiently in these networks. The results

showed the better performance compared to two other conventional methods, i.e.

interfering-resource-blocking-based CIM (IRB-CIM) (Kaimaletu et al., 2011) and

spectrum-sharing and the EPA technique of non-interference management (NIM).

In that method, spectrum allocation on the macrocell considers the macro-

UTs that occupying good subchannels. Then the macro-BS schedules the network

access to its macro-UTs using the proportional fairness scheduler (Kong et al.,

2009). Moreover, the transmission power is allocated uniformly to all allocated

subchannels, which is also called as equal power allocation (EPA). Meanwhile, the

small-BSs allocate the idle subchannels that are not occupied by the macrocell

to their small-UTs and then share the same frequency spectrum among all small-

BSs. Following the macrocell, the small-BSs also schedules the network access to

their small-UTs using the same technique of scheduler. Then, the transmission

power is allocated uniformly to the selected subchannels for the small-UTs.

However, time-access scheduling can be simply optimised by performing time-

slot-based resource allocation, and each subchannel can be time-shared by mul-

tiple users (Huang et al., 2009). These findings show that the resource block
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(RB)-map vector generation technique (Algorithm 1) needs an improvement to

obtain all information of all good subchannels of all macro-UTs. In which, the

RB-map are subsequently fed to the scheduler to schedule the resources for par-

ticular macro-UTs.

Moreover, the equal power allocation (EPA) for the occupied subcarriers at the

macrocell of the SSCIM1 method will allocate the transmission power uniformly

either to the good subchannels or the bad ones. This technique will result in less

optimal power allocation. Meanwhile, the resource allocation strategies of shared-

spectrum among small cells and the EPA technique for all occupied subcarriers

have a potency of inter-cell interference among these network-tiers. These results

also show that the resource allocation techniques of SSCIM1 need to be improved

as well.

5.1.3 Proposal and Contribution

In Chapter 4, SSCIM1 method has been proposed to mitigate interference in

HetNet. However, some findings indicate that this method can still be improved

to achieve a better system performance. The research purpose of this Chapter is

to improve some findings on SSCIM1.

In SSCIM1, some good subchannels may be not selected because the subchan-

nel blocking process considers the number of weak-UTs instead of the quality of

subchannel perceived by the assigned macro-UT(s). Huang et al. (2009) believes

that scheduling method must be solved in each time-slot and each subchannel

can be allocated to different users for different time-accesses. It inspires us to

propose a scheduling method based on all pilot signals received by the UTs. By

selecting the only best subchannels, it is predicted the system performance will

be improved.

Moreover, the SSCIM1 method uses EPA to allocate transmission power in the

macrocell. Goldsmith (2005) presented that water-filling algorithm (WF) could

optimally allocate transmission power and spectrum as well as assign the optimal

SINR threshold γ0 to a Gaussian channel multi-carrier system. By implementing

WF in the macrocell, it is predicted to have better performance for that network.
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For the small cell tier, after selecting the spectrum orthogonally over the

macrocell, SSCIM1 applies the EPA technique and spectrum sharing for this

network tier. As discussed above, the EPA technique allocates the transmission

power for each subcarrier uniformly. This strategy, however, is less optimal, in

which the power allocation does not consider the channel gain quality. The other

techniques could be implemented for multiple channel resource allocation are

on-off (OOPA) and water-filling (WF) power allocation. By applying these two

methods, the performance of small cells is expected to get improved.

5.1.4 Outline

This Chapter will present our research work related to CIM methods in HetNet.

Section 5.2 describes the system model and its parameters, which includes chan-

nel models and physical layer models. Section 5.3 presents the proposed resource

allocation techniques, i.e. Spectrum-Splitting and Power-Allocation-based Cog-

nitive Interference Management. Section 5.4 presents comparative analyses of

proposed methods. Finally, all these works are summarised in Section 5.5.

5.2 System Model

The system model of HetNet consists of a macro-BS that serves 30 macro-UTs.

These macro-UTs are uniformly distributed in 3 sectors of the macrocell’s cover-

age. The macro-BS is also surrounded by 30 small-BSs that uniformly distributed

in the same area and share the same frequency spectrum. Each small-BS serves

one to two users that uniformly distributed in its coverage area. Closed access

mode is applied for all users, which means that only the authorised UTs can be

associated with serving BSs. The system model has been detailed in Section 4.2.

Physical layer model follows LTE standard that allocates radio resources based

on RB units. In the LTE standard, an RB consists of 12 subcarriers in the fre-

quency domain, which is also called as a subchannel, and 7 OFDM symbols in the

time domain (Rumney, 2013). The physical layers being considered in this simu-

lation are closely related to resource allocation, i.e. RS signal, PDCCH, PUCCH

and PDSCH (see Appendix C). It is considered that control channel (PDCCH)
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of the macrocell is sent in different (OFDM) symbol periods over the small cell’s

control channel transmission periods. Small cells need this scenario, i.e. asyn-

chronous transmission of the control channel to their served users, to provide

enough time for channel state identification and resource allocation arrangement

to their users.

The propagation channel models adopt 3GPP’s model (3GPP, 2010) and

their modifications follow some standard techniques (Goldsmith, 2005), see Sec-

tion 4.2.1. In general, channel models consist of propagation path losses, shadow

fading and its distance-based correlated channel, and small-scale frequency selec-

tive fading.

This simulation uses Monte Carlo method, see Section 4.4.1. A huge num-

ber of downlink frames are broadcasted from the serving BSs to its served UTs

through random and dynamic propagation channels. Subsequently, the results

are averaged up.

The study uses a system level approach and focuses on the resource allocation

to mitigate the interference in HetNet. The physical layers, such as modulation,

transmission, and network signalling, are abstracted by simplified models that

capture its essential characteristics with high accuracy and low complexity. In

the simulation, 3GPP-LTE parameters are used. The total number of subcarriers

is 300, which are grouped into 25 subchannels or 25 RBs in the frequency domain,

see Table 4.2.

5.3 Proposed Resource Allocation Techniques

This Section will present a CIM based on spectrum splitting and power allocation

for downlink HetNet. The proposed methods are the extension of the previous

one, i.e. SSCIM1 (Chapter 4), to mitigate interference in HetNet.

The main strategy to solve the problems above is characterised by the objec-

tive function of the optimisation problem. In general, there are three types of

the objective functions of resource allocation in multi-user multi-channel HetNet,

see Section 3.5.3. Each objective function has the different strategy to solve its

problem. The objective function of the proposed methods in this Chapter is to

maximise the capacity of the downlink HetNet.
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Principally, the differences among the proposed methods and SSCIM1 (see

Chapter 4) are power allocation techniques for both macrocell and small cell

networks, spectrum allocation strategy for small cells, and subchannel selection

strategy for all networks.

5.3.1 Approaches and Assumptions

It is considered that all networks run in a synchronised way including pilot trans-

mission. It is also assumed that each UT can identify each pilot from different BS.

Using these assumptions, it will make easy for BS to estimate the channel based

on received pilot signals by UTs. For control channel, it is assumed that macro-

cell and small cells broadcast this information asynchronously. It demands the

control channel being transmitted in different OFDM symbols or even in different

time slots for different network-tiers. These approaches enable small cells identi-

fying, analysing and determining resources before allocating them appropriately

to their users.

To focus on development processes and to make detailed analyses, three dif-

ferent approaches are proposed in this Chapter, characterised by different power

allocation. Table 5.1 presents the key parameters of the proposed methods. The

first approach, i.e. SSCIM2, allocates orthogonal spectrum (spectrum-splitting)

for different network-tiers and then allocates power using WF for the macrocell.

For small cells, the total power of each cell is distributed uniformly into sub-

channels. The second one, which is called SSCIM3, allocates the transmission

power for small cells using on-off power allocation (OOPA) by considering an

SINR threshold. Moreover, the third method, i.e. SSCIM4, the proposed method

allocates power for small cells using WF.

5.3.2 SSCIM2

If compared to SSCIM1 (Chapter 4), the basic idea of SSCIM2 is to apply water-

filling power allocation for the macrocell. This method underlies all methods

proposed in this Chapter. Moreover, the other differences between SSCIM1 and

SSCIM2 are in the threshold determination and the RB-map generation, which

are both processed in the macrocell. Meanwhile, the small cell section uses the
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Table 5.1: Key parameters of SSCIM algorithms

Parameters SSCIM1 SSCIM2 SSCIM3 SSCIM4

Macro-Cell

Power allocation EPA WF WF WF

Spectrum allocation orthogonal orthogonal orthogonal orthogonal

over small cells

RRA threshold portion of weak RBs SINR SINR SINR

RB-map vector matrix matrix matrix

Small Cells

Power allocation EPA EPA OOPA WF

Spectrum allocation shared shared partial- partial-

among small cells orthogonal orthogonal

RRA threshold - - SINR optimal threshold

same algorithm as the SSCIM1 does, see Section 4.3.2. In which shared-spectrum

and equal power allocation among allocated subchannels of small cells are applied.

In SSCIM1, an assigned threshold ϕ represents the resource allocation thresh-

old, see Algorithm 1. It is the ratio of n over Nwu. n is a predetermined value,

n ∈ {a ∈ N : a < Nwu}. Nwu is the variant number of the weak UTs in each RB.

This value determines which RBs having a certain number of weak UTs will be

blocked. In the other hand, for SSCIM2, a threshold value represents directly an

assigned SINR threshold, which is the ratio of the received signal power over the

received interference plus noise power. So that SSCIM2 provides a more accurate

approach for quality subchannel selection.

An RB-map in SSCIM1 represents a vector consisting the RBs which can be

occupied by macro-UTs. For SSCIM2, an RB-matrix represents all possible RBs

can be accessed by certain UTs having SINR higher than a threshold value. So

that SSCIM2 provides a wider choice of subchannels that enable a scheduler to

allocate resources to the right user, the right time access and the other consider-

ations such as proportional fairness.

Algorithm for the Macrocell

In general, the algorithm has the same procedures as the SSCIM1 has. Some

different parts of the algorithm will be presented below.
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Split-spectrum percentage and SINR threshold: For the macrocell sec-

tion, the algorithm is started by setting the percentage of the allocated spectra

(ϕM%) and the SINR threshold (γMth ) for the macrocell. Referring to the princi-

ples of resource allocation in a multi-user and multi-channel system, the optimal

spectrum allocation for HetNet must take into account some network parameters

(Goldsmith, 2005). These parameters are the number and the position of active

BSs, the total number of active UTs, the assigned SINR threshold, the received

and the inter-cell interference power, the subchannel number, and the objective

function of the optimisation problem. However, it needs more investigations to

prove it.

For a single wireless system, an assigned SNR will determine the quality of

received signal power and gain of allocated subchannels. For a cellular wireless

system, in addition to received power and subchannel gain factors, the assigned

SINR will also determine the allowable received interference power. As applied

to the percentage determination of the allocated spectra, we suggest that the

selection of the SINR threshold value must take into account some important

factors as explained above.

After having an SINR threshold value γMth and the allocated spectrum percent-

age ϕM%, then the next steps of the macrocell section of SSCIM2’s algorithm

follow the downlink transmission procedures of the LTE system. They are (i)

pilot broadcasting, (ii) control-channel information broadcasting and (iii) data

transmission for certain UTs.

RB-allocation matrix: After receiving pilot signals (RSRP) from all BSs, then

each (macro/small) UT transmits RSRP back to its serving BS. Subsequently,

the macro-BS calculates the SINR for each subchannel of each UT, compares to

SINR threshold, determines the strong/weak subchannels, and generates an RB-

allocation matrix (RB-matrix). So that the allocated RBs are those with SINR

≥ γMth .

Algorithm 3 presents the RB-matrix generation for the macrocell. K is the

total macro-UT number. ϕS and ϕs are the total sum of and the individual pilot

signal received power (RSRP) vectors, respectively, from underlaying small-BSs.

ϕk0 is the RSRP vector received by the macro-UT-k. S is the total number of

underlaying small-BSs. γ is an estimated SINR vector. Nsc is the total number
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of subchannels. ρk is the RB-allocation vector of the macro-UT-k. R is the RB-

matrix representing the channel quality perceived by each macro-UT. diag(v) is

a function to create matrix with the elements of vector v on the main diagonal.

(·)−1 is the inverse matrix notation. (·)T is the matrix transpose notation.

Algorithm 3 RB-matrix generation for the macrocell

1: for k ← 1,K do

2: ϕS =
S∑
s=1

ϕs.% The sum of received pilot signal power from underlaying small-BSs.

3: ϕk0 ← self pilot vector. % pilot signals received by the macro-UT-k.

4: γ = diag−1(ϕS)ϕk0 ; % an estimated SINR vector.

γ = {γ1γ2 . . . γNsc}T ;

5: ρk = {ρk1, ρk2, . . . , ρkNrb}T ;

ρk(n) =

1, γn ≥ γMth ;

0, γn < γMth , γn ∈ {γ}, n ∈ {j : j ∈ N+, j ≤ Nrb}.
6: end for

7: R = (ρ1,ρ2, . . . ,ρK),R ∈ {0, 1}.

Resource Scheduling: For resource scheduling, SSCIM2 uses the same algo-

rithm as used in SSCIM1 but uses RB-matrix R as an input reference. Based

on the scheduler’s output, the macro-BS evaluates and ensures the percentage of

the allocated spectra (ϕM %) and updates the RB-matrix R appropriately.

Power Allocation: Power allocation for the macrocell uses the water-filling

algorithm. The power allocation process covers some procedures below.

� To estimate the channel based on received back RS signal from its served

macro-UTs.

� To estimate the channel to interference ratio.

� To allocate power for each subcarrier using the water-filling algorithm.

Algorithm 4 presents water-filling power allocation for the macrocell. ϕ0 is

an original pre-transmitted pilot signal vector. h is a vector of the least square

channel estimator. χ is a vector of the subchannel gain to interference ratio,

which is used to count the power allocated to each subchannel in the water-

filling algorithm. γ is a vector of the carrier to interference ratio. γ0 is the

SINR threshold. γn is the carrier to interference ratio for subchannel-n. PM
n is
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the allocated power for subchannel-n of the macrocell. PM
tot is the total power

allocated to the macrocell. N∗sc is the number of allocated subchannels. The

other variables and notations have been explained in Algorithm 3.

Algorithm 4 Water-filling power allocation in the macrocell

1: ϕS =
S∑
s=1

ϕs; % total sum of pilot signals from neighbour small-BSs.

2: ϕ0 ← to generate pilot signal.

3: h = diag−1(ϕ0)ϕk0 ; % Least square channel estimator.

4: χ = diag−1(ϕS)h; % a vector of the estimated channel-to-interference ratio.

5: γ =
PMtot
N∗sc
· χ; % an estimated SINR vector.

γ ∈ {γn} : ∀n ∈ {1, 2, · · · , N∗sc}.

6:
N∗sc∑
n

(
1
γ0
− 1

γn

)
= 1; (Goldsmith, 2005).

γ0 =
N∗sc

1+
∑
n

1
γn

; % to find the threshold.

7: PMn = PMtot ·
(

1
γ0
− 1

γn

)
,∀n ∈ {1, 2, · · · , N∗sc}.

5.3.3 SSCIM3

The basic method for SSCIM3 is to implement partial split-spectrum allocation

among small cells by considering the small cell SINR threshold γSth while main-

taining the previously proposed method for the rest processes. At the macrocell

section, SSCIM3 also applies WF as implemented in SSCIM2 (see Section 5.3.2).

In this method, small cells perform partially orthogonal spectrum/ subchannel

allocation against their interfering small cells, which is also called as on-off power

allocation (OOPA). The different parts of the algorithm will be presented below.

Algorithm for the Small Cells

Split-spectrum percentage and SINR threshold: To determine which spec-

tra will be allocated, the method considers SINR threshold, either for the macro-

cell (γMth ) or small cells (γSth). In this method, a BS calculates the SINR of the

received pilot signals of its UTs. Then the BS selects subchannels having SINR

higher than a threshold and leaves the lower ones. As discussed in Section 5.3.2,

the assignment of a threshold value should consider some factors, such as the

inter-cell interference power.
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On-Off Power Allocation: Each small-BS allocates the transmission power for

each subchannel to its served small-UTs. After the scheduling process, then each

small-BS shares and allocates resources to its small-UT(s). This resource alloca-

tion considers the unused subchannels that are not occupied by the macrocell and

subchannels having SINR higher than the small cell SINR threshold γSth. Then,

this method distributes the transmission power uniformly to the rest subchannels.

Algorithm 5 provides the detail of power allocation. ρ∗ is the idle spectrum

information that not occupied by the macrocell and obtained from spectrum

sensing process. S is the total number of neighbour small-BSs. ϕS∗ is the total

sum of RSRP signal vectors from (S-1) neighbour small-BSs. ϕs is a pilot signal

vector received from the neighbour small-BS-s. ϕ1 is the RSRP vector obtained

from the served small-UT. γ is the SINR vector. ρ1 is a binary-value vector of

the RB-map (see Table 4.5) of the small-BS(1) for the active time-slot. γSth is the

pre-assigned small cell SINR threshold. π1
k is the allocated power vector for the

user-k of the small-BS(1). ◦ is the Hadamard product notation. P S
tot is the total

power allocated to each small-BS. Nsc∗ is the number of allocated subchannels.

The other variables and notations have been explained in Algorithm 3.

Algorithm 5 On-Off power allocation in each small cell

1: ρ∗; % To get information of idle subchannels that not occupied by the macrocell.

2: ϕS∗ =
S∑
s=2

ϕs; % The sum of pilot signal vectors from the neighbour small-BSs.

3: ϕ1 ← self pilot vector; % Pilot signals received-back from the serving small-BS(1).

4: γ = diag−1(ϕS∗)ϕ1; % an estimated SINR vector.

γ = {γn}T , n ∈ {a ∈ N : 0 < a < Nsc};

5: ρn =

1, γn ≥ γSth;

0, γn < γSth,ρ1 ∈ {ρn}T ,∀n ∈ {a ∈ N : 0 < a < Nsc};

6: π1
k =

PStot
Nsc∗ · (ρ

∗ ◦ ρ1). % Allocated power vector for the small-UT-k of the small-BS(1).

5.3.4 SSCIM4

The basic idea of SSCIM4 is to implement water-filling power allocation algorithm

in small cells while keeping the rest processes following the previously proposed

method in SSCIM2 (Section 5.3.2). In this method, each small cell allocates the

transmission power for the selected subchannels using the water-filling algorithm.
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The water-filling algorithm is designed for Gaussian channel (Goldsmith, 2005).

On the other hand, the power allocation problem gets interference in addition to

Gaussian noise in HetNet. Thus the algorithm must consider interference power

as part of the noise.

Algorithm for the Small Cells

To determine which spectra and how much power will be allocated for small

cells, SSCIM4 uses WF algorithm. By using this technique, SSCIM4 determines

the number of subchannels, which part of subchannels will be occupied, and the

optimal threshold. Having those parameters, then WF algorithm can determine

how much transmission power will be allocated for each subcarrier.

Commonly the algorithm for this part is same as the previous one (Algo-

rithm 4). The difference is in determining the main RSRP signal, which is the

transmitted pilot from the small-BS and then transmitted back by its served UTs.

Algorithm 6 presents the procedure of water-filling power allocation in the

small cell. ϕS∗ is the sum of RSRP signal vectors from neighbour small-BSs

and the macro-BS. ϕ1 is an RSRP vector from the serving small-BS(1). χ∗ is

the selected channel to interference ratio. γ is the selected carrier-to-interference

ratio. ◦ is the Hadamard product notation. P S
tot is total power allocated to a small

Algorithm 6 Water-filling power allocation for the small cell

1: ρ∗; % To get information of idle subchannels that not occupied by the macrocell.

2: ϕS∗ =
S∑
s=2

ϕs; % The sum of RSRP signal vectors from neighbour small-BSs.

3: ϕ0 ← to generate pilot signal;

4: h = diag−1(ϕ0)ϕ1; % Least square channel estimator.

5: χ = diag−1(ϕS∗)h; % Estimated channel-to-interference ratio.

6: χ∗ = χ ◦ ρ∗; % Selected channel to interference ratio.

7: γ∗ =
PMtot
N∗sc
· χ∗; % an estimated SINR vector of the selected subchannels.

γ∗ = {γn}T ,∀n ∈ {1, 2, . . . , N∗sc};

8:
N∗sc∑
n

(
1
γ0
− 1

γn

)
= 1; (Goldsmith, 2005).

γ0 =
N∗sc

1+
∑
n

1
γn

; % to find the threshold.

9: PSn =

P
S
tot

(
1
γ0
− 1

γn

)
, if γn ≥ γ0;

0, if γn < γ0,∀n ∈ {1, 2, · · · , N∗sc}.
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cell. P S
n is transmission power allocated to subchannel-n of a small cell. The other

variables and notations have been explained in Algorithm 3 and Algorithm 4.

5.4 Results and Performance Analysis

5.4.1 Analysis Method

In this section, the performance of four SSCIM methods is evaluated. Some di-

mensions of the performance of the downlink HetNet will be evaluated as having

been done in Section 4.4.2, including SNR/ SINR, user data rate, the distribu-

tion function of both performance above, and the network capacity. To make a

fair comparison of the performances of the proposed methods, some parameters

are assigned to result in the same or similar macrocell capacity, which SSCIM1

achieves 17.047 Mbs as presented in Table 5.5. For SSCIM3, after assigning the

macrocell capacity, then finding the optimal scenario among the best trials. Then

compare and analyse all SSCIM methods’ data output from the simulation of each

method using scenario mentioned above.

As described in Figure 4.2 and Section 5.3.1, there is a period of signalling in

the proposed HetNet model that control channel is transmitted asynchronously to

different network tiers. Hence, when the macrocell transmits its data (PDSCH),

then parallelly the small cells transmit their control channel (PDCCH). Because

of the complexity of simulation and modelling, this period is not included in the

evaluation. Thus, not all measures of the simulation process can be covered in

analysis and evaluation.

Two common measures to finding the average value of distribution are the

mean and the median. The mean is the average of the numbers, a calculated

central value of a set of numbers. If a distribution has a density function p(x),

then the mean value x̄ can be define as follows.

x̄ =

∫ ∞
−∞

x p(x)dx. (5.1)

The median is the middle value in the list of numbers, in which half population

has a lower value and half of them has a higher value. The median x1/2 of the
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distribution function is a value such that (Primak; et al., 2004):

P (x1/2) =

∫ x1/2

−∞
p(x)dx =

∫ ∞
x1/2

p(x)dx = ½. (5.2)

The median x1/2 can be used to estimate mean x̂ when the sample size is

fairly large using simple approximation (Hozo et al., 2005):

x̄ ≈ x̂ =
a+ 2x1/2 + b

4
, (5.3)

where a is the smallest data value. b is the largest data value. The median is used

to estimate the mean value based on CDF figures. Both above measures will be

used to analyse and evaluate the performance of the different proposed methods

above.

5.4.2 SNR/ SINR Analysis

For three new methods, the frequency spectra are orthogonally allocated to dif-

ferent network-tiers. As much as 17% of total spectrum (ϕM) is assigned to the

macrocell, and the rest spectrum is allocated for small cells. Then, different re-

source allocation strategies are applied to small cells. As the HetNet allocates

spectrum orthogonally between tiers, different power allocation strategies in small

cells will not affect the macrocell’s performance.

Moreover, the macrocell SNR threshold γMth is assigned as much as 19 dB.

Then, the macrocell allocates its power for the selected subchannels using the

water-filling algorithm. These configurations result in the macrocell capacity as

much as 17.036 Mbps, which has a small difference as much as 6.453× 10−4 less

than in SSCIM1, see Table 5.5.

Figure 5.1 provides the average capacity per symbol period of the SSCIM3

algorithm. The Figure shows that the average capacity of HetNet is stable for

the small cell SINR threshold γSth from 10dB to 16dB and then followed by a bit

decrease. Based on these results, it is considered to select γSth as much as 16 dB for

SSCIM3. Whereas the other parameters, i.e. ϕM and γMth , follow the previously

assigned values.

Figure 5.2 provides the cumulative distribution function of SNR/ SINR of

the downlink HetNet using SSCIM algorithms. Figure 5.2(a) provides the SNR
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distribution function of the downlink macrocell network. The horizontal axis of

the Figure presents the median of three new methods has higher SNR than in

SSCIM1, which show better average SNR than in SSCIM1. Table 5.2 confirms

the same results that the new methods have higher average SNR than SSCIM1.

Moreover, the vertical axis of the same Figure represents SNR distribution

function of the macrocell network. It also represents the average portion of sub-

channels occupied by the macrocell. The Figure shows the new methods occupy

narrower distribution than SSCIM1, which means occupying less spectrum than

SSCIM1 as confirmed by Table 5.3. However, having higher SNR to occupy the

number of spectrum less than SSCIM1, the new methods result in the similar

capacity with SSCIM1 for the macrocell section (see Table 5.5).

Figure 5.2(b) provides the SINR distribution function of the downlink small

cell networks. In this scenario, each small-BS is surrounded by a wall with a

penetration loss PLtw of 13 dB. Thus, interference power between two small-

BSs will decrease at least as much as 26 dB (i.e. two times of PLtw) after

passing through those two separating walls of both small cells. After splitting
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Figure 5.1: Average capacity per symbol period of SSCIM3: ϕM 17%, γMth 19dB.
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Figure 5.2: Cumulative distribution function of SNR/ SINR for SSCIM.

17% of spectrum for the macrocell, then the rest spectrum is allocated for small

cells. For SSCIM2, power in small cells is distributed equally (uniformly) to

the occupied subcarriers using EPA. For the other methods, power allocation is

applied for small cells after selecting the best subchannels based on the pilot signal

information, in which SSCIM3 uses an on-off method (OOPA) by considering γSth

of 16 dB and SSCIM4 uses water-filling power allocation (WF).

The horizontal axis of Figure 5.2(b) shows that the medians of the new SS-

CIMs have a bit higher SINR than SSCIM1. It means that the new methods

have better SINR than SSCIM1 for the small cells. Table 5.2 confirms the above
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Table 5.2: Average (mean) SNR/SINR (in dB) for each occupied subcarrier

SSCIM1 SSCIM2 SSCIM3 SSCIM4

Cell-Edge (5th-percentile)

Macro-UT 48.294 57.770 57.770 57.770

Small-UT 34.341 34.428 34.515 34.542

HetNet-UT 34.366 34.451 34.536 34.566

Overall Areas

Macro-UT 78.278 80.191 80.191 80.191

Small-UT 62.899 63.313 63.132 63.140

HetNet-UT 63.855 64.456 64.319 64.326

Table 5.3: Average portion of allocated subchannels for each network tier

Method Macro-cell Small cells

SSCIM1 18.18% 81.824

SSCIM2 16% 84%

SSCIM3 16% 83.99%

SSCIM4 16% 83.9%

results that the new methods result in higher SINR than SSCIM1 for the small

cell section. Moreover, the vertical axis of the Figure presents the new methods

occupy wider distribution than SSCIM1 for the small cells, which means occupy-

ing more spectrum than SSCIM1 for this network tier as confirmed by Table 5.3.

Thus, by having a bit higher SINR to occupy more spectrum than SSCIM1, the

new methods result in a higher capacity than SSCIM1 for the small cells (see

Table 5.5). Moreover, this Figure also shows that SSCIM3 has the highest SINR

at the end Cell-Edge area, but not at the all Cell-Edge areas with 5th-percentile.

It is caused by avoiding the subcarriers with SINR less than threshold strategy

on this algorithm. This strategy is capable of improving the performance at the

Cell-Edge areas if compared to SSCIM1 and SSCIM2 (see Table 5.2).

Figure 5.2(c) shows the SNR/ SINR distribution of overall HetNet consisting

of the macrocell and the small cells. This Figure informs that the new SSCIM

methods have better performance than SSCIM1. These results are also confirmed

by Table 5.2 for HetNet section.
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Table 5.2 provides the average performance (SNR/ SINR) of each occupied

subcarrier on different network tiers. This Table presents that at Cell-Edge areas

SSCIM4 results in the highest SINR for the small cell part. WF in SSCIM4 will

allocate less or even no power for the bad subchannels, such as in cell-edge areas.

Hence, a bad subchannel means the low gain or the high interfered subchannel.

Less allocating power at or avoiding the bad subchannels could reduce the prob-

ability of occupying subchannels with low gain or high interference. It leads low

interference for that subchannel and improves the performance of cell-edge areas.

For Overall Area group, SSCIM2 shows its performance superiority. By using

EPA and wider spectrum than others for all occupied subcarriers, SSCIM2 results

in less maximum transmission power at each subcarrier. Moreover, the frequency

selective channel with different gain for all spectrum and the wall penetration

losses at small cells reduce the effect of inter-cell interference and lead to higher

performance at the receivers, see Table 5.2.

Table 5.3 provides the average portion of allocated subchannel per network tier

for the different scenario. As explained above, as much as 17% of total spectrum is

allocated to the macrocell. However, the portion number of subchannels allocated

to the macrocell is 16%, which is less than 17% of the total spectrum. This result

can be explained as follows. The number of allocated subcarriers is:

17%(of total spectrum)× 300(subcarriers) = 51(subcarriers).

The smallest unit than can be managed for resource allocation is the RB,

which consists of 12 subcarriers per RB in the frequency domain. Then the

number of allocated RB is:

51 subcarriers

12 subcarriers/ RB
= 4.25 ≈ 4 RBs.

Thus, the portion of allocated RB is:

4 RBs

25 RBs
× 100% = 16% of total RBs per time-slot (in frequency domain).

It is identical to 16% of total subchannels per time-slot.
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5.4.3 Data-Rate Analysis

Figure 5.3 provides the distribution function of user data-rate of the downlink

HetNet using SSCIM algorithms with the same parameters as in Figure 5.2.

Figure 5.3(a) presents the macrocell section of the data-rate distribution. This

Figure shows that medians of the new methods outperform SSCIM1, which means

the new methods have higher average rate than SSCIM1. Table 5.4 confirms the

above results.

For the macrocell, the new three methods are set to allocate 17% of the to-

tal frequency spectrum. Spectrum-splitting and water-filling power allocation

are performed in the macrocell. These methods apply WF algorithm to allo-

cate transmission power for the downlink macrocell network, in which WF can

optimally allocate spectrum and transmission power for a system with multiple

Gaussian subchannels as well as assigns the optimal SINR threshold γ0. Refer to

the vertical axis of Figure 5.3(a), the new methods occupy the spectrum narrower

than SSCIM1 for the macrocell section, see Table 5.3. However, by occupying less

spectrum but having average data-rate per each subcarrier higher than SSCIM1,

this condition makes the new methods achieve the similar macrocell capacity with

SSCIM1, see Table 5.5.

Figure 5.3(b) provides the data-rate distribution of the downlink small cell

networks, in which the enlarged version is provided in Figure 5.3(c). As dis-

cussed above, the new methods allocate the rest spectrum to small cells after the

macrocell takes some good subchannels, in which each method allocates different

spectrum portions depend on the algorithm they use.

The vertical axis of Figure 5.3(b) provides that the new methods occupy the

wider distribution than SSCIM1, which means occupying wider spectrum for

small cells than SSCIM1. The Figure also provides that the median of the new

methods slightly outperform SSCIM1, which means having the better rate than

SSCIM1. By achieving both results above the new methods have better capacity

than SSCIM1 for small cells as presented in Table 5.5. For Cell-Edge areas, the

new methods have better improvement than rest areas. By having wider spectrum

and higher rate per occupied subcarrier, the new methods achieve higher sum rate

than SSCIM1, see Table 5.5.
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Figure 5.3: Cumulative distribution function of user data-rate for SSCIM.

Figure 5.3(b) shows the new methods have a slightly higher average rate per

occupied subcarrier for small cells. As presented in Table 5.1, three methods

of the new SSCIM use three different strategies of resource allocation for small

cells. They are equal (uniform), on-off and water-filling power allocation, which

are implemented in small cells for SSCIM2, SSCIM3 and SSCIM4, respectively.

Figure 5.3(c) shows that SSCIM2 achieves the best rate among the others. Hence,

SSCIM2 allocates the transmission power for small cells using EPA, in which

total transmission power is uniformly distributed to each occupied subcarrier.
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Table 5.4: Average (mean) data-rate (kbps) per allocated subcarrier

SSCIM1 SSCIM2 SSCIM3 SSCIM4

Cell-Edge (5th-percentile)

Macro-UT 240.640 287.862 287.862 287.862

Small-UT 171.120 171.560 171.994 172.127

HetNet-UT 171.250 171.672 172.097 172.245

Overall Areas

Macro-UT 312.640 354.913 354.913 354.913

Small-UT 242.390 242.752 242.437 242.539

HetNet-UT 242.910 243.459 243.146 243.249

As SSCIM2 allocates more spectrum for small cells than others, EPA strategy

decreases the maximum transmission power per subcarrier. Moreover, as the

wall penetration losses among small-BSs are high, this EPA method effects to

low inter-cell interference. Thus, SSCIM2 achieves the highest data-rate among

the others. Small Cells section of Table 5.4 at Overall Areas group and Table 5.5

at small cell part confirm the above results.

For SSCIM3 (on-off) and SSCIM4 (water-filling), they select the best subchan-

nels based on the pilot signal information. Both methods occupy fewer subcarriers

than SSCIM2 and allocate more power for each subcarrier. Table 5.3 shows that

SSCIM3 and SSCIM4 do not occupy overall of the rest spectrum. Instead of 84%

as happens to SSCIM2, SSCIM3 and SSCIM4 allocate the average portion of the

whole spectrum as much as 83.99% and 83.9%, respectively. Thus, both methods

have stronger inter-cell interference power among small-BSs than SSCIM2 that

decreases the average rate in small cells. However, by using these approaches,

both methods avoid subchannels with the gain less than the pre-assigned require-

ment. These strategies improve the performance at Cell-Edge areas, in which

SSCIM3 and SSCIM4 outperform SSCIM1 and SSCIM2, see Table 5.4 on Cell-

Edge group for the Small-UT part.

Figure 5.3(d) provides the data-rate distribution functions of HetNet, consist-

ing of the macrocell and the underlaying small cells. The Figure is dominantly

influenced by 30 small cells instead of one macrocell. Thus, it is reasonable that

Figure 5.3(d) has the similar pattern with the small cells’ Figure 5.3(b), but over-
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Table 5.5: Average (mean) sum-rate (Mbps) / symbol period

SSCIM1 SSCIM2 SSCIM3 SSCIM4

Macrocell 17.047 17.036 17.036 17.036

Small cells 59.500 61.173 61.088 61.051

HetNet 58.130 59.750 59.667 59.631

all networks have the better rate than the one of small cells section. Table 5.4

confirms these results, in which overall networks have higher average sum rate

than other sections.

In general, Figure 5.3(d) provides that the median value of the new methods

be slightly higher than SSCIM1, which means having an average rate higher than

SSCIM1. HetNet sections of Table 5.4 confirm that the new methods result in

the average (mean) rate higher than SSCIM1. At the vertical axis, the Figure

also shows that the new methods occupy a wider distribution than SSCIM1. It

indicates these methods occupying wider spectrum for HetNet than SSCIM1.

Both achievements above, i.e. a bit higher average rate per occupied subcarrier

and wider occupied spectrum, lead the new methods to achieve higher average

(mean) sum rate for HetNet.

5.5 Conclusions

This Chapter has presented the proposed methods related to interference miti-

gation in HetNet. These methods are the extension of SSCIM1 (see Chapter 4).

The HetNet model consists of one macrocell and thirty underlaying small cells.

These methods are also called as spectrum-splitting-based cognitive interference

management (SSCIM) algorithm, consisting of SSCIM2, SSCIM3 and SSCIM4.

For the macrocell section, the proposed methods split the spectrum over the

small cells and then apply the water-filling algorithm (WF). They also consider

two parameters before determining the occupied resources, including the SINR

threshold γMth and the spectrum allocation percentage ϕM%. The results show

that by occupying less spectrum but having a higher rate per occupied subcarrier

than SSCIM1, the new methods achieve the similar capacity to SSCIM1 that uses
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EPA. It shows that WF outperforms EPA for multiple Gaussian subchannels as

in the macrocell network.

For the small cells, the methods apply three different techniques for the down-

link HetNet. SSCIM2 applies EPA and spectrum-sharing among small cells as

used on SSCIM1. Meanwhile, SSCIM3 applies OOPA and partial spectrum-

splitting for the same network tier, in which it assigns γSth for the selected subcar-

riers. Whereas, SSCIM4 implements WF that consequently allocates the optimal

spectrum and power allocation as well as assigns the optimal SINR threshold γ0

for the small cells. The results show that the new methods occupy wider spectrum

and achieve a bit higher performance than SSCIM1. As SSCIM1 and SSCIM2

use the same strategy for small cells, both methods should have the same perfor-

mance for this network tier. Thus, the higher performance in SSCIM2 is caused

by wider spectrum allocated in this method that decreases the power allocation

for each subcarrier. It results in less inter-cell interference and improves the small

cells’ performance.

For the three proposed methods at Overall Areas of small cells, SSCIM2 that

applies EPA and spectrum-sharing outperforms two others, which three methods

occupy similar spectrum portion. Hence, EPA achieves the best performance

for frequency reuse scenario in the low interference environment if compared to

OOPA (SSCIM3) and WF (SSCIM4) techniques. The effect of inter-cell inter-

ference in the small cells decreases because of the wall penetration losses. More-

over, by occupying the widest spectrum on small cells, EPA will also reduce the

maximum transmission power per occupied subcarrier that leads to inter-cell in-

terference decrease. To conclude, applying EPA while limiting the maximum

transmission power on the occupied subcarrier can reduce the inter-cell interfer-

ence of cellular system with low interference environment.

However, the Cell-Edge areas of small cells provide the different results. In

which SSCIM4 that uses WF achieves the best average performance per allocated

subcarrier. To conclude, WF can improve the cell-edge performance of the cellular

networks with low inter-cell interference.

The assignment of SINR threshold, either for the macrocell (γMth ) or small

cells (γSth), helps to select the good subchannels. The macrocell results show

that by assigning a threshold γMth for subchannel selection, and then followed by
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WF, leads to significant improvement in the network performance with multiple

Gaussian subchannels. Additionally, SSCIM3 that applying OOPA also assigns

a threshold γSth for the selected subcarriers for small cells. The results show

that SSCIM3 achieves the highest performance for the end cell-edge areas. To

conclude, the proper threshold assignment can avoid the interference and improve

the performance of HetNet.

However, all the above results above are not obtained fully using automatic

and self-optimisation approaches. Some parameters are set based on the best

trials, instead of automatically update. To have these features, it needs coordi-

nation among small cells, which will increase the network load. Moreover, it is

considered that the performance of the proposed methods can still be improved

further by applying the cognitive radio concepts proposed by Haykin (2005) more

comprehensively, such as by taking into account the interference temperature

recognising, channel-state predictive modelling, noise-floor statistics and traffic

statistics. Thus the methods still need an improvement to find the optimal pa-

rameters automatically and reduce the network load. These features can provide

small cells available for self-deployment and self-optimisation.

To further investigate the optimal resource allocation in HetNet, Chapter 6

will present our works related to Sum Rate Maximisation in a Simplified HetNet

Model.

129



Chapter 6

Sum Rate Maximisation in a

Simplified HetNet Model

6.1 Introduction

6.1.1 Motivation

Heterogeneous cellular networks (HetNet) serve their user terminals by sharing

the same RF spectrum with different radio parameters, such as transmission

power and coverage area. Regarding radio resource allocation, the system capac-

ity of Gaussian channel is determined by the channel bandwidth (in Hertz), signal

and noise power (in Watts) as proposed by Claude Shannon in 1940s (Goldsmith,

2005). However, for a multi-user system, the maximum data rate of an OFDMA

system is achieved when each subchannel is allocated to a single user terminal

having the best channel gain on that subchannel (Jang and Lee, 2003). In this

case, radio resources must be assigned to the best channel gain of each subchannel

to maximise the data rate. Besides, to maximise the capacity of a multi-channel

system, more transmission power must be allocated to higher gain channels and

even no power assigned to channels with the signal-to-interference-plus-noise ra-

tio SINR lower than a threshold (Goldsmith, 2005). This concept is called as

water-filling power allocation.

For HetNet, in addition to some resource allocation parameters mentioned

above, maximising the transmission power does not guarantee for maximising

130



6.1 Introduction

the system capacity; because increasing the transmission power in one cell will

increase interference to other ones as found in Chapter 4 and Chapter 5. Thus,

power control must be considered in power allocation to maximise the system

capacity for these networks.

For multi-user multi-channel HetNet, e.g. 3GPP-LTE system, in addition to

parameters as mentioned earlier, resource allocation must also consider frequency

spectrum allocation for each network. Moreover, because of inter-cell interfer-

ence, the sum rate optimisation problem in multi-cells is a nonconvex problem

(Andargoli and Mohamed-pour, 2012).

This Chapter proposes a new method to optimise the capacity of downlink

multi-user multi-channel HetNet. The method is developed based on the combi-

nation of local search and penalty function methods by considering critical point

escape procedure that considers the objective function.

6.1.2 Related Works

Because of the inter-cell interference, the sum rate maximisation problem in Het-

Net is nonlinear and nonconvex in (PM
n , P S

n ) (Andargoli and Mohamed-pour,

2012), which are the transmission power on subchannel-n of the macrocell base-

station (macro-BS) M and of the small cell BS (small-BS) S, respectively. This

problem cannot be solved using the standard convex optimisation method (Boyd

and Vandenberghe, 2004).

Nonlinear optimisation (or nonlinear programming) is the term used to de-

scribe an optimisation problem when the objective function or the constraint

function is not linear, without known to be convex (Boyd and Vandenberghe,

2004). This nonlinear optimisation problem can be solved using different ap-

proaches that involve some compromises, such as local optimisation method, the

global optimisation method, and reducing the problem to the convex optimisation

problem.

Khoshkholgh et al. (2010b) proposed a mixed access strategy for spectrum

sharing based on the overlay and underlay strategies to maximise the capacity

of the secondary service for cellular HetNet. In cognitive radio, the secondary

service is provided for users with less priority for spectrum access. By using an
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approach of Jensen’s inequality (Boyd and Vandenberghe, 2004) to simplify the

problem and then solve it using Lagrange dual function, this proposed method is

simple. It also achieves the capacity that is approaching the maximum achievable

capacity of the secondary system. However, this work (Khoshkholgh et al., 2010b)

is focused on the secondary network. It does not maximise the total capacity of

HetNet.

To optimise the data rate in digital subscriber line systems, a distributed

power control method based on an iterative water-filling technique was devel-

oped (Yu et al., 2002). In this paper, interference channel is modelled as a

non-cooperative game. The method can be implemented distributively without

centralised control. It results in competitive optimal power allocation by offering

an opportunity to negotiate the best utilisation of frequency and power between

two edges of the system. This method is one of some methods that will be eval-

uated and compared with our proposed method.

For maximising the data rate of HetNet, a spectrum splitting-based cognitive

interference management in two-tier LTE networks was proposed, see Chapter 4.

The proposed method allocates the transmission power, frequency spectra and

time slot based on the received pilot signals from a macro-BS and small-BSs and

also control channel information. Transmission power is distributed to each sub-

channel uniformly. For each BS, subchannels are allocated separately to different

tier networks by considering the best channel gain and the best trial number,

not the optimal one. So that, the method is still away from the optimal re-

sult. This method, with some simplifications to adapt to the network models and

configurations, will also be evaluated and compared to the proposed method.

To improve the global search efficiency, Strekalovsky and Yanulevich (2008)

proposed the usage of a local search at each iteration. Moreover, Strekalovsky

and Yanulevich (2013) described the usage of a mathematical apparatus to make

possible to escape a local solution. These approaches help to find the global

solution in game equilibrium problems, hierarchical optimisation problems, and

other nonconvex optimisation problems. This Chapter proposes a method based

on the idea of Strekalovsky and Yanulevich (2008, 2013) to solve the sum rate

optimisation problem in downlink multi-user multi-channel HetNet.
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6.1.3 Proposal and Contribution

In general, the problem being investigated in this Chapter is the same as that of

Chapter 4 and Chapter 5, which is Interference Mitigation in Small Cell Networks.

However, in this Chapter, the problem is simplified into one sector of the downlink

cellular HetNet. It consists of a macrocell and a small cell. These approaches are

taken into account to ease identification, analysis and solving of the problem.

When a spectrum is accessed simultaneously by two adjacent cells, by ignoring

a hybrid multisystem spectrum sharing (Khoshkholgh et al., 2010a) and CDMA

(Buehrer, 2006) techniques, interference avoidance on a cellular system using an

omnidirectional antenna can only be done through the power control and the

spectrum allocation. It also excludes the differentiation of the resource access

time. To determine how far the spectrum can be shared or should be split or-

thogonally to one of the two adjacent cells, the method proposed in this Chapter

explores the issue by simplifying the structure of HetNet into only two nearby

cells, which represent a macrocell and a small cell. Simplification of the issue

through a network modelling in one dimension aims to ease the identification,

analysis and problem-solving (Andargoli and Mohamed-pour, 2012).

In this Chapter, a new suboptimal resource allocation method for downlink

OFDMA-based HetNet is proposed to maximise the capacity of HetNet. The

maximum transmission power and quality of service (QoS) constraints are con-

sidered to maximise the sum rate of HetNet. Moreover, subchannel allocation

constraint is also considered, in which each subchannel will be allocated only for

one user terminal in the one-tier network.

In this situation, the optimisation problem is nonlinear and nonconvex, which

cannot be solved using the standard convex method. To deal with the problem, an

approximation using a local search strategy is proposed in this Chapter. However,

this method is suitable for an unconstrained optimisation problem (Boyd and

Vandenberghe, 2004). Thus, it needs modification to solve the constrained opti-

misation problem. Moreover, optimal power allocation at fading channel assumes

average power constraint (Goldsmith, 2005). So that, the problem solving is ap-

proximated by using a local search method by finding the greatest lower bound of

the objective function and assuming average power allocation for each subchan-
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nel and vanishing the violated subchannels using a penalty function. Hence, the

penalty function is used to approximate the constrained optimisation problem

as an unconstrained one, as discussed in (Ruszczyński, 2006). To approximate

the maximum achievable capacity of the HetNet, some constraint functions are

included in escaping procedure from the critical point. It results in spectrum and

power allocation scenarios for each BS in HetNet, i.e. a hybrid of split and shared

spectrum allocation between the networks.

6.1.4 Outline

This Chapter is organised as follows. Section 6.2 will describe the Problem Formu-

lation. Section 6.3 will explain the Proposed Method, i.e. SubOptimal Spectrum

and Power Allocation (sOSPA) for downlink OFDMA-based heterogeneous cellu-

lar networks. Subsequently, Numerical Results and Discussion will be discussed

in Section 6.4. Finally, Section 6.5 will summarise and conclude this Chapter.

6.2 Problem Formulation

6.2.1 System Model and Parameters

The investigated system is downlink sectorised OFDMA-based HetNet. As pro-

posed by Andargoli and Mohamed-pour (2012), networks are modelled in one

dimension to ease identification, analysis and solving of the problem. However,

the model still grasps important aspects of the real problem in HetNet.

The simplified model consists of one macrocell and one underlaying small cell,

which represent heterogeneous cellular networks. Same numbers of user terminals

(UTs) (kM = kS), kM for macrocell and kS for the small cell, are uniformly

distributed in each cell. These two-tier networks share the same spectrum.

For propagation path losses, 3GPP TR 36.814 V9.0.0 models (3GPP, 2010) are

used, i.e. outdoor and indoor path-loss models. The channel model is the same as

that used in Equation (4.1), but without shadowing for simplification. Figure 6.1

illustrates the investigated system model. Table 6.1 presents the parameters of

the system model.
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Figure 6.1: System Model (Siswanto et al., 2016)

Table 6.1: System Parameters (Siswanto et al., 2016)

Symbol Parameter (Unit) Value

fc carrier frequency (GHz) 2

Bsc freq. bandwidth per subchannel (kHz) 180

Nsc number of subchannels 25

N0 thermal noise density (W/Hz) 5.556 ·10−21

fd channel fading frequency selective

Rayleigh fading

Lw wall penetration loss (dB) 13

PMtot macro base-station (BS) total power (dBm) 48

PStot small-BS total power (dBm) 30

rM radius of macrocell’s coverage area (m) 500

rS radius of small cell’s coverage area (m) 40

dMmin minimum distance to macro-BS (m) 30

dSmin minimum distance to small-BS (m) 3

K number of macro-UTs varying, same with KS

KS number of small-UTs varying, same with K

user distribution/ cell Uniform
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6.2.2 Problem Formulation

In this Section, the optimisation problem of the sum rate maximisation of OFDMA-

based heterogeneous cellular networks is investigated. Solving this problem is

equivalent to finding the upper bound capacity of these networks. The optimi-

sation variables are the set of allocated power at each subchannel and occupied

subchannels of each BS.

Jang and Lee (2003) has shown that the maximum data rate of an OFDMA

system is obtained when each subchannel is allocated to the user terminal with

the best channel gain. However, in heterogeneous cellular networks, performing

only the same approach above for each network may not result in the best ca-

pacity because of the interference. To optimise the capacity of these networks,

in addition to the best channels of allocated users, resource allocation also needs

to consider the channels among adjacent interfering networks. Thus, power allo-

cation in HetNet must take into account properly both high transmission power

for high capacity optimisation and interference avoidance to nearby interfered

networks caused by this resource allocation.

Consider that the data rate (in bps) on a subchannel-n of the macro-UT-k is:

RM,n
k = Bsc log2

(
1 +

PM
n GM,n

k

N0Bsc + P S
nG

S,n
k

)
, (6.1)

where PM
n is the power transmitted by the macro-BS M on subchannel-n whereas

P S
n is transmitted by the small-BS S. GM,n

k denotes the channel gain from the

serving macro-BS M to the macro-UT-k on subchannel n; and GS,n
k is the channel

gain from the interfering small cell-S. Bsc = 180 kHz is the subchannel band-

width. N0 is the Gaussian noise power spectral density.

Using the same approach as in (6.1), the data rate (in bps) of the subchannel-n

of the small-UT-k′ being served by the small cell-S is:

RS,n
k′ = Bsc log2

(
1 +

P S
nG

S,n
k′

N0Bsc + PM
n GM,n

k′

)
, (6.2)

where GS,n
k′ denotes the channel gain on subchannel n from the serving small-BS

S to the small-UT k′; and GM,n
k′ is the channel gain from the interfering macrocell-

M .
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The objective of the optimisation problem is to maximise the sum rate of

downlink heterogeneous wireless OFDMA networks (6.3) under a number of con-

straints, i.e. Equation (6.4) to (6.7). The constrained optimisation problem can

be stated as follows:

f(PM
n , P S

n ) = max
PMn ,PSn ,nk,nk′

 K∑
k

∑
n∈{nk}

wM,n
k RM,n

k +
K′∑
k′

∑
n∈nk′

wS,nk′ R
S,n
k′

 , (6.3)

where n is the subchannel index, ∀n ∈ {1, · · · , N}. N is the total number of

subchannels. f(·) is the objective function with the input arguments of PM
n and

P S
n . M and S are symbols indicating macro and small cells, respectively. PM

n and

P S
n are the allocated power on subchannel n for the macrocell-M and small cell-S,

respectively. nk and nk′ are the sets of the allocated subchannels to macro-UT-k

and small-UT-k′, respectively. K and K ′ are the total number of macro-UTs and

small-UTs, respectively. wM,n
k , wS,nk′ ∈ [0, 1]: are the weight on subchannel-n of

the macro-UT-k and the small-UT-k′ respectively, which represent subchannel

allocation.

The power constraints for the optimisation problem are:

C1 :
K∑
k

∑
n∈nk

PM
n ≤ PM

tot, (6.4)

K′∑
k′

∑
n∈nk′

P S
n ≤ P S

tot,

C2 : PM
n ≥ 0, P S

n ≥ 0, ∀n ∈ {1, . . . , N}, (6.5)

where PM
tot and P S

tot is the total transmission power of the macro-BS M and the

small-BS S, respectively. N is the subchannel number.

Then, the quality (QoS) constraints are as follows.

C3 :
PMn GM,nk

N0B+PSnG
S,n
k

− γth ≥ 0, ∀n ∈ {1, . . . , N}, (6.6)

PSnG
S,n

k′

N0B+PMn GM,n
k′
− γth ≥ 0, ∀n ∈ {1, . . . , N},

where γth is the SINR threshold, which is the input parameter being imposed by

the desired QoS level. It states the minimum QoS level of a subchannel will be

allocated for both network-tiers of the HetNet.
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And the subchannel allocation constraints are as follows.

C4 : nMk ∩ nMk′ = ∅;nSk ∩ nSk′ = ∅; ∀k 6= k′, (6.7)

where nMk and nMk′ are the sets of the allocated subchannels to different macro-

UTs k and k′. nSk and nSk′ are the allocated subchannels to different small-UTs

k and k′. At the same time, each subchannel is assigned only to one user of each

cellular network. The allocated subchannels (nk,nk′) are part of the optimisation

problem (6.3) and having dynamic values following to the desired QoS level (6.6).

6.3 Proposed Spectrum and Power Allocation

Technique

6.3.1 Proposed Method

The optimisation problem is considered as a weighted sum rate maximisation

problem subject to some constraints. Hence, the constraints become weighted

factors for each radio resource element to determine certain resources being al-

located or not. It is assumed that channel information has been known before

resource allocation. Radio resources are allocated to the best gain of channels

among all UTs’ for each subchannel of each cell.

The optimisation problem of radio resource allocation in HetNet is non-

convex. The proposed method approximates the maximum achievable points

by using a local search algorithm, i.e. gradient descent method, and set critical

point escaping procedure based on some constraint functions. However, this local

search algorithm is suitable for unconstrained optimisation problem (Boyd and

Vandenberghe, 2004). The penalty function is added to that algorithm to address

the constrained optimisation problem.

Local Search Algorithm

The local search algorithm is used to find the power allocation for each subchan-

nel. First of all, total power is distributed uniformly to each subchannel. Then

iteratively, this allocated power is adjusted by a step size matrix A multiplied by
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the gradient of the objective function ∇f (6.3), which is the Jacobian matrix.

By setting the proper step size matrix A, an equation for variable updating for

the local search algorithm is obtained.

X(new) = X(old) −A ◦∇f(X(old)) (6.8)

where XN×2 is a matrix of the power allocation of 2 cellular networks, i.e. macro

and small cells. N is the total number of subchannels on each cell. [∇f ]N×2 is

a matrix of the objective function gradient, not the variable updating function.

This gradient is used as deduction elements of iterative searching of the allocated

power X. ◦ is the Hadamard product operator.

The step size matrix AN×2 is:

A =

ε · J÷∇f, if ∇f > 0.

0, otherwise.
(6.9)

where ε is a small value constant. JN×2 is a matrix of ones. ÷ is an element-wise

matrix division notation.

Penalty Function

The idea of penalty methods is to approximate a constrained optimisation prob-

lem by an unconstrained optimisation problem or by a problem with a simple

constraints (Ruszczyński, 2006). Their solutions ideally converge to the solution

of the original problem, which is the constrained optimisation problem. The

unconstrained problems are developed by appending a penalty function to the

objective function. When the solutions violate the constraints, this function will

penalise the unconstrained problems. Otherwise, the function will set to zero

when there is no violated constraint.

In this case, the constrained optimisation problem (6.3) is approximated by

the unconstrained optimisation problem, which uses the local search algorithm

(6.8) as suggested by Strekalovsky and Yanulevich (2008). Then the penalty

function [V(X)]N×2 is added to relieve the impact of inter-cell interference due

to power allocation on subchannel-n of the macrocell or the small cell whose

constraints are violated. This function will reduce the transmission power of
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each cell at each subchannel when at least one constraint is violated, either the

transmission power (6.4 or 6.5) or the QoS constraint (6.6).

This function is developed based on constraint formulas (6.4 - 6.7 ) as follows.

cAn,1 =
PAtot
N
− PA

n , ∀n ∈ {1, · · · , N}, (6.10)

cAn,2 =
PAn ·G

A,n

kA

N0B+PBn ·G
B,n

kA

− γth, ∀n ∈ {1, · · · , N}, (6.11)

C =
{
cM1 , c

S
1 , c

M
2 , c

S
2

}
(6.12)

where cAn,1 and cAn,2 are the values of constraint functions of cell A on subchannel

n above, i.e. (6.10) and (6.11). A ∈ {M,S}, in which M and S are indexes

for the macro and small cells. cAm = [{cA1,m, cA2,m, · · · cAN,m}T ]N×1 is an N -element

column-vector of constraint function values of cell A. m ∈ {1, 2} is the index of

above constraint function values . CN×4 is a matrix of constraint function values.

N is the number of total subchannels.

Step size vector δ of the penalty function is set to gradually vanish the power

allocation on subchannels whose constraints are violated; so the rate of conver-

gence is set higher than A (6.9). The step size δ1×4 is a row-vector obtained as

follows.

δ =
∣∣C0

∣∣ /N, (6.13)

where | . | is an absolute function. N is the number of total subchannels.

cnp0 =

cnp, cnp < 0, cnp0 ∈ C0, c
np ∈ C;

0, otherwise, n ∈ (q ∈ N|0 < q < N), p ∈ (r ∈ N|0 < r < 4).

[C0]1×4 is a row-vector containing the mean value of each column of matrix

[C0]N×4.

Then the penalty function multiplier ΩN×2 is:

Ω =

β ·Ω
−1
2 |∇fneg|, if ∇f < 0.

1, otherwise.
(6.14)

where

∇fneg =

∇f, if ∇f < 0,

0, otherwise.
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Ω2 = |min(∇fneg)| ⊗ i.

β is set to make the penalty function gradually eliminates power allocation on

subchannels whose constraints are violated. iN×1 is an N -element vector of ones.

⊗ is the Kronecker product operator.

And the penalty function is:

V(X) =
{
ρM + µM ,ρS + µS

}
, (6.15)

where

ρA =

−δA1 ·
PAtot
N
· cA1 , if cAn,1 < 0,

0, otherwise.

µA =

−δA2 ·
PAtot
N
· cA2 , if cAn,2 < 0,

0, otherwise.

A ∈ {M,S}, in which M and S are indexes for the macro and small cells. δAm ∈
{δ}| δAm is a step size variable for cell A, m ∈ {1, 2}, see Equation (6.13). The

function is developed from two constraint functions, i.e. transmission power (6.4)

and QoS (6.6) constraints. If one of two constraints is violated, it will set the

penalty function as non-zero and reduce the transmission power of related cell on

a certain subchannel. Otherwise, the function will be set as 0. So the transmission

power will not be reduced when there is no violated constraint.

Then Equation (6.8) will be rewritten as follows.

X(new) = X(old) −A ◦∇f(X(old))−Ω ◦ V(X(old)). (6.16)

Stopping Condition

Stopping conditions are set to approximate the maximum achievable points of

the objective function. These conditions take into account constraint functions

as follows.

0 ≤ cMn,1 ≤
PMtot
N
,

0 ≤ cSn,1 ≤
PStot
N
, (6.17)

cMn,2 ≥ −γth,

cSn,2 ≥ −γth, (6.18)

∆f
f
≤ ε, (6.19)
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where n ∈ {1, . . . , N}| n is the subchannel index. f is the objective function

(6.3). ε is a small quantity of constant.

Algorithm Summary

In general, the proposed method is summarised as follows.

1. Initially, for each subchannel of each network, the best channel for all users

is selected, and power allocation is set equally.

2. Transmission power of each subchannel of each BS is evaluated regarding

its constraints. For subchannels having violated constraints, which show

the interfered conditions, the allocated power on these subchannels will be

iteratively adjusted using the gradient of the objective function (6.8), i.e.

the Jacobian matrix, with slight steps, which is dedicated to reducing the

interference effect of the nearby cellular network. The iteration is repeated

till achieving the equilibrium of power allocation for interfering cells while

maximising the objective function.

3. For subchannels with violated constraints, the penalty function (6.15) will

penalise the unconstrained problem (6.16).

4. Evaluating the stopping condition to ensure the maximum achievable ob-

jective is approached, see Equation (6.17) to (6.19).

At the end of the iteration process, spectrum allocation for these HetNet can be

a hybrid of split (orthogonal) and shared spectrum. In general, the algorithm can

be presented as Algorithm 7. ‖·‖ denotes the length of a vector.

6.4 Numerical Results and Discussion

6.4.1 Numerical Method

In this Section, the results of the proposed method using numerical analysis to

approximate the maximum achievable sum rate for each iteration cycle is pre-

sented. Moreover, then repeat the algorithm for different network configurations

to get the final average results. The performance of the proposed algorithm is

compared and analysed with the following algorithms:
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Algorithm 7 Algorithm Summary (Siswanto et al., 2016)

0: Initialization: PMtot, P
S
tot, P

M
n , PSn , dMS0,n

M
k ,n

S
k′ , channel type;

1: (dM ,dS ,dMS ,dSM )← load distance vector ;

2: (GM ,GS ,GMS ,GSM )← generate channel gain matrix;

GM = {GM,n
k }T ;GS = {GS,nk }T ;GMS = {GMS,n

k }T ;GSM = {GSM,n
k }T ;

∀k ∈ {3, 6, · · · , 30};∀n ∈ {1, 2, · · · , N}.
3: max

k
(GMn

k , GSnk′ , G
MSn
k , GSMn

k′ ) ← find the best gain of each downlink subchannel;

∀n ∈ {1, · · · , N};∀k ∈ {1, · · · ,K};∀k′ ∈ {1, · · · ,K ′};
4: f(PMn , PSn )← set the objective function (6.3);

5: ∇f ← set the gradient function;

6: C← set constraint functions and their matrix (6.10 - 6.12);

7: while NOT stopping condition do

8: A← set the step size matrix (6.9);

9: Calculate the penalty function: δ,Ω and V(X) (6.13 - 6.15)

10: Update Xnew (6.16);

11: Evaluate variable bounds, e.g. Pn ≥ 0,
∑
Pn ≤ Ptot;

12: ‖{nMk } 6= 0‖; ‖{nSk′} 6= 0‖ ← count the number of occupied subchannels;

13: set(PM,n
tot , PS,ntot )

14: Evaluate the stopping conditions (6.17 - 6.19)

15: end while

� Multi-cell iterative water-filling (IWF): This method implements an optimal

multi-channel power allocation method based on the water-filling algorithm

in a distributed manner (Yu et al., 2002). This approach achieves an optimal

resource allocation competitively by offering an opportunity for loops to

negotiate the best use of frequency and power within each cell.

� Equal power allocation (EPA): This method selects the best subchannels

among all UTs’ propagation links. Then the total transmission power of

each cell is distributed uniformly into the allocated subchannels of the se-

lected UTs.

� Split spectrum allocation (SSA): Total spectrum is divided as much as cer-

tain percentages for each cell. Figure 6.2 presents the average sum rate

of each cell when using the SSA method with particular parameters; dMS0

is 75 m (outdoor), K and KS are 6 UTs per cell, and various portions

of the allocated spectrum for the macrocell. Refer to Chapter 4 and Fig-

ure 6.2, the less spectrum allocated for macrocell and the more spectrum
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for small cell lead to the more capacity for HetNet. Based on Figure 6.2,

then the allocated spectrum for the macrocell is around 17 %. After having

the portion of the allocated spectrum, then the macrocell selects the best

subchannels among all UTs’ propagation links as much as the number of al-

locates subchannels and leaves the rest ones for the small cell. Subsequently,

the transmission power is distributed uniformly for allocated subchannels

on each cell.

3GPP’s path loss channel models (3GPP, 2010) for indoor and outdoor small

cells are used. The average sum rate is obtained by simulating the method in

many repetitions with different configurations, i.e. the random positions of UTs,

the inter-cell distances, the channel models and the assigned SINR threshold.

6.4.2 Results and Discussion

Figure 6.3 shows the average sum rate of sOSPA with different scenarios. The

differentiate scenarios are separating distances between cells dMS0, i.e. 75 m and
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Figure 6.2: Average sum rate of each cell using the SSA method with dMS0 75

m (outdoor), 6 UTs per cell, and portions of the macrocell’s spectrum.
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Figure 6.3: Average sum rate of HetNet using sOSPA with different scenarios.

100 m; channel models, i.e. 3GPP’s path losses for outdoor and indoor small

cells; and the selected SINR threshold γth ranges from 0 dB to 10 dB with 1 dB

steps. K and KS are 6 UTs for each network. The other parameters are presented

in Section 6.2.1 above. The figure shows that the different scenarios affect the

differences in average sum rate and average peak rate. For the outdoor small cell

scenario, sOSPA with dMS0 100 m reaches a peak rate at γth 4 dB. Moreover,

sOSPA with dMS0 75 m for the same outdoor scenario reaches a peak rate at the

same γth of 4 dB. It shows that sOSPA with the appropriate selection of γth can

optimise the average sum rate of HetNet with high interference scenarios. When

applying indoor channel scenario, the wall penetration loss of 13 dB is assigned

(3GPP, 2010). This kind of path loss can reduce interference power significantly

from outside cells depend on the wall material (3GPP, 2010; Goldsmith, 2005).

However, when implemented in the indoor small cell with dMS0 75 m, sOSPA

has decreasing trend for the increase of γth. It confirms that the method is not

suitable to optimise the capacity of HetNet in the low interference scenario.
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Figure 6.4 shows the average sum rate of HetNet with various numbers of

users. dMS0 is 75 m. The path loss channel model is outdoor, i.e. a small cell

without surrounding wall. In this Figure, the proposed method (sOSPA with γth

4 dB) is compared with IWF, EPA, and SSA 17 %. In general, the sum rate

of all methods increases with increasing number of UTs. The proposed method

outperforms all others. The sOSPA allocates the transmission power on each

subchannel of each cellular network by iteratively decreasing the power of each

cell. This approach proposed to reduce the inter-cell interference and to avoid the

violated constraints, see Equation (6.4) to (6.7). By using this method, sOSPA

occupies the best subchannels and releases the worse ones, which enables the other

BSs to utilise the subchannels. Alternatively, EPA distributes the transmission

power uniformly to all allocated subchannels of each cell. Using EPA, high gain

inter-cell subchannels will interfere to the close-distance neighbour-BS; whereas

the low ones reduce the power efficiency.
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Figure 6.4: Average sum rate of HetNet (outdoor small cells, dMS0 = 75m) with

various numbers of users.
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Comparing to IWF, sOSPA has better sum rate of HetNet, see Figure 6.4.

The water-filling power allocation method (WF), the core algorithm of IWF, is

developed to maximise the power allocation in a Gaussian multi-channel environ-

ment without receiving interference power (Goldsmith, 2005). WF allocates more

power to the good channels than the bad channels. Moreover, WF will allocate

no power to channels with SNR lower than a threshold, see Equation (3.10). In

this case, IWF allocates power to each subchannel optimally based on the WF

method. When implemented in an interference environment, such as HetNet,

IWF will look for optimal equilibrium between all BSs using a competition ap-

proach (Yu et al., 2002). The rate of convergence of this method is paid off by

the loss of optimal point. Alternatively, sOSPA approximates optimum condi-

tions iteratively, gradually and simultaneously for all subchannels and multicell.

This approach makes sOSPA outperforms IWF in multi-channel HetNet.

Comparing to SSA, sOSPA results in higher sum rate of HetNet, see Fig-

ure 6.4. SSA selects the best allocated (around 17 %) spectrum for the macrocell

and leaves the rest ones (around 83 %) for the small cell. Then the pre-assigned

power in each network is distributed uniformly to the allocated spectrum. By

using this approach, there is no interference among different network tiers. How-

ever, fewer spectra for each network reduce the benefit of frequency diversity in a

multi-channel system. Moreover, the transmission power is distributed uniformly

on the allocated subchannels regardless of channel conditions. It leads to the high

channel gain occupied by the same transmission power as the weak one. So the

power allocation on each subchannel is less optimal.

Figure 6.5 shows the portion of average allocated power for each subchannel

over the total (maximum) power of each network for each iteration step. dMS0

is 75 m. Channel model is 3GPP’s outdoor propagation path loss. γth is 4 dB.

The number of UTs is six units. The average allocated power tends to decrease

as iteration steps increase. In the small cell, there is a slight decrease allocated

power. On the contrary, in the macrocell, the reduction of the transmission power

is sharper. It happens because the average distance between the macro UTs and

the macro BS is greater than the one of the small-BSs and small-UTs. So the

average propagation path losses in the macrocell are more significant than in

the small cell. Moreover, the random spread of macro-UTs in HetNet will be
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Figure 6.5: The average portion of the allocated power over the maximum power

of each cell when using sOSPA 4 dB (outdoor, 75 m, 6 UTs for each cell).

more likely interfered by small cell compared to a limited distribution of small-

UTs around the serving small-BS. By assuming the noise power is constant, the

determining factor of the channel quality is the channel gain and the received

interference power. The combination of high propagation path losses and the

high probability of getting interfered in the downlink transmission leads to a

worse channel in the macrocell than the one of the small cell.

Figure 6.6 shows the average sum rate of the proposed method for each iter-

ation step when using the same scenario as the previous one. The investigated

number of iteration steps is limited to six, which is resulted by around 90.0 % of

total various network configurations of numerical iterations, see Figure 6.7.

When compared to Figure 6.6, Figure 6.5 shows that the decreasing allocated

power in the macrocell from iteration step 1 to 2 results in the decreasing rate of

the macrocell, but increases the data rate of the small cell and entire networks. It

shows that by limiting the transmission power in the macrocell can improve the

capacity of the nearby small cell and entire networks. For step 2 to 6, the slight
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Figure 6.6: Average sum-rate of sOSPA for each iteration steps.

decrease of the allocated power in the macrocell and the small cell leads to slightly

decreasing the macrocell’s sum rate and followed by slightly increasing sum rate in

the small cell and entire networks. It shows that proper power allocation in each

subchannel of each cellular network leads to decreasing interference power as well

as increasing sum rate of the network. Moreover, it also shows both networks seek

out the equilibrium for these steps. For step 5 to 6, the sum rate of HetNet starts

to achieve steady state condition. It indicates that the system starts to achieve

equilibrium points and also approximates the maximum achievable results of the

objective function. To conclude, the proposed method approaches the optimal

points of the objective function, i.e. suboptimal power allocation in each network,

by considering channel gain and inter-cell interference. Moreover, the proposed

method has a fast rate of convergence that shown by the small number of iteration

steps to stop.
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Figure 6.7: Distribution of the iteration step number.

6.5 Conclusions

In this Chapter, the sum rate maximisation in downlink heterogeneous OFDMA

networks has been proposed. The proposed method implements a local search

algorithm to adjust iteratively and simultaneously the transmission power from

interfering to the nearby cell. Then, the penalty function is activated to penalise

the subchannels having violated constraints, which can operate in controlling the

spectrum allocation. Moreover, the stopping conditions are set to escape from

the iteration loops when the objective function achieves steady state conditions,

which is considered as approaching the maximum achievable results.

By using the proposed method, near optimum conditions can be achieved by

a hybrid of split (orthogonal) and shared spectrum allocation. The proposed

method (sOSPA) achieves the near optimum capacity by finding out equilibrium

of equal power allocation in each subchannel of each network and set less or even

no power for the violated subchannels. In the high-interference conditions, the

proposed method with the right selection of SINR threshold γth achieves higher

rate than the other conventional methods. Moreover, the proposed method ap-

proximates the maximum achievable capacity of the HetNet by considering both

channel gain and inter-cell interference power with a high rate of convergence.
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Chapter 7

Conclusions and Future Works

This thesis discusses the state-of-the-art methodologies to mitigate interference in

heterogeneous cellular networks (HetNet). The study mainly deals with radio re-

source allocation strategies in the OFDMA-based heterogeneous cellular network

to improve the system performance and capacity. This thesis has investigated

the impacts of random deployment of small cells in a macrocell network, dynamic

strategies to deal with inter-cell interference problem and maximum achievable

capacity in those networks. The study has proposed some novel schemes that

adaptively and smartly allocate radio resources to mitigate interference in those

networks. Finally, a resource allocation algorithm to approach the maximum

system capacity of those networks has also been proposed.

7.1 Summary

To mitigate interference in the downlink HetNet, interference management for

two-tier LTE networks has been studied. In this thesis, the radio resources, such

as transmission power, frequency spectra, and time-access, are allocated by each

BS to its UTs to mitigate inter-cell interference, either co-tier or cross-tier interfer-

ence. Some resource allocation methods are applied in the proposed scheme, such

as equal power allocation (EPA) to all subchannels, split (orthogonal) spectrum

allocation (SSA) for different network tiers, and proportional fairness scheduling

for all users. The application of those resource-allocation methods is designed

with the concept of cognitive radio. Moreover, an SINR threshold is considered
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before determining the allocated resources.

In the beginning, as a core network, the macro-BS determines radio resources

that will be occupied. Then, each small cell senses the control-channel informa-

tion from the macro-BS, identifies the spectrum being occupied by the macro-BS

and then determines the spectra for its users.

The radio resources are allocated to the macro-BS and small-BSs using some

strategies based on the current subchannel conditions, which are sensed by the

pilot signal. Received SINR on the user side is used to evaluate the capacity

of each occupied subcarrier and then used to evaluate the cumulative distribu-

tion function of the signal quality and the system capacity by considering some

different parameters.

In Chapter 4, the spectrum splitting-based cognitive interference management

(SSCIM1) method has been proposed and compared with different interference

management methods, such as spectrum-sharing and the EPA technique of non-

interference management (NIM), and interfering-resource-blocking-based cogni-

tive interference management (IRB-CIM). These three schemes are then simu-

lated to determine and examine the performance of the HetNet regarding SINR

and capacity. The results showed that SSCIM1 achieves a higher SINR and data

rate for the occupied subcarriers than NIM and IRB-CIM. However, the results

are penalised by the performance loss at the macrocell.

To further investigate the performance of the SSCIM1 method, more re-

source allocation strategies are added and applied to the interference manage-

ment scheme. These methods are the water-filling algorithm (WF) for multiple

Gaussian subchannels and the interfered environments, on-off power allocation

among small cells (OOPA) and the combination of those methods, as explained in

Chapter 5. Furthermore, the extended methods are named as SSCIM2, SSCIM3

and SSCIM4. The results showed that for overall networks, SSCIM2 outperforms

SSCIM1, SSCIM3, and SSCIM4. SSCIM2 uses the WF method for macrocell

and the EPA method for small cells. However, for the cell-edge areas, SSCIM4

that uses the WF method for small cells outperforms the other methods above.

Moreover, the SINR threshold assignment at the OOPA method can improve the

cell-edge performance of SSCIM3 that leads to the highest lowest bound among

the other methods.
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In Chapter 6, the sub-optimal spectrum and power allocation (sOSPA) method

has also been proposed to maximise the performance of the simplified HetNet.

By using a local search algorithm and a penalty function method, the proposed

method approximates the maximum achievable capacity through the power al-

location for each subchannel, allocating less power at the violated subchannels

and avoiding subchannels that have lower SINR than a threshold. Using the

numerical iterations and setting the critical point escaping procedure based on

some constraint functions, the maximum achievable results are approached by

simultaneously considering channel gain and inter-cell interference with a fast

rate of convergence. System performance of the proposed method was evaluated

by calculating the average sum rate of HetNet with various user numbers. Then

this system performance was analysed and compared with the other conventional

methods, i.e. EPA, iterative water-filling (IWF) and SSA. The results showed

that the sOSPA method outperforms the other methods mentioned above.

7.2 Key Findings

There are some findings obtained in the research. This section will cover some

above findings based on the Chapter they are discussed.

SSCIM1: This proposed method has been discussed in Chapter 4. The key

findings are:

� For the allocated spectra, the SSCIM1 method with the appropriate se-

lection of the macrocell SINR threshold γMth and the resource allocation

threshold ϕ can improve the performance of each occupied subcarrier in

HetNet if compared to NIM and IRB-CIM. However, these results do not

represent the overall performance of HetNet, in which the total spectrum

bandwidth can be allocated to SSCIM1 is less than NIM and IRB-CIM. It

leads to the total capacity of HetNet using SSCIM1 is less than the NIM

and IRB-CIM methods.

� When the same spectrum bandwidth is allocated to small cells, the SSCIM1

method achieves the better capacity than NIM and IRB-CIM methods.

However, the results are penalised by the performance loss at the macrocell.

153



7. CONCLUSIONS AND FUTURE WORKS

� As the total transmission power is limited, then the wider spectra occupied

by the network will result in the less maximum transmission power per

occupied subcarrier and the less potency to interfere to the adjacent cellular

networks.

SSCIM2, 3, 4: These proposed methods have been discussed in Chapter 5. The

key findings are as follows:

� For power allocation at the multiple Gaussian subchannel environments of

the macrocell network, the WF technique of the new SSCIM outperforms

the EPA technique of SSCIM1. When the channel state information is

available, the WF technique can allocate the transmission power and fre-

quency spectrum optimally in multiple Gaussian subchannel environments

(Goldsmith, 2005).

� In the low inter-cell interference environment, such as an indoor small cell,

the EPA technique outperforms the WF and the OOPA techniques for the

overall areas. However, for cell-edge areas, WF outperforms OOPA and

EPA.

� The proper selection of the small cell SINR threshold γSth in the OOPA

technique can improve the cell-edge performance of small cells. It results in

the highest value of the lowest bound of the indoor small cells performance.

sOSPA: This proposed method has been discussed in Chapter 6. The key findings

are:

� For all methods, the higher number of users followed by the highest sub-

channel gain selection for the selected users leads to the higher capacity of

HetNet. This finding is linear to the concept of multiuser diversity (Knopp

and Humblet, 1995). In multiuser diversity, a capacity increase over a

perfectly power-controlled (Gaussian) channel can be achieved when the

number of users is large with only one user occupies the radio spectrum at

a certain time and more power will be allocated to the users when their

channels are good.
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� In the strong inter-cell interference environment, such as in outdoor and

nearby HetNet deployment, the proper SINR threshold of sOSPA can result

in increased capacity of HetNet. However, in the low inter-cell interference

environment, such as in indoor and far away small cell deployments, the

higher SINR threshold leads to the lower capacity of HetNet.

� The sOSPA method with the right SINR threshold achieves a higher capac-

ity of HetNet than IWF, EPA, and SSA methods for the strong interference

environment.

� The SSA method, which allocates the best users channel gain for each

subcarrier, the portion of 17% of total spectrum for the macrocell and

transmission power is uniformly distributed, has a higher capacity of HetNet

than the EPA method for a small number of users.

� Near optimum power allocation that leads to near optimum capacity in

the strong inter-cell interference condition is achieved by limiting transmis-

sion power for spectrum sharing and avoiding low gain subcarriers. The

result is linear to the concept of frequency reuse (Rappaport, 2002). In

frequency reuse, the same (group of) channels can be reused to cover differ-

ent areas separated each other. Moreover, that concept keeps interference

levels within tolerable limits by limiting the coverage area to within the cell

boundaries.

7.3 Future Works

This thesis covers a specified area of interference mitigation in the OFDMA-based

heterogeneous cellular network. It has opened some paths for possible extension

and future works.

1. This thesis has investigated research questions using an approach to simu-

lation and numerical analysis. Both approaches approximate the optimum

capacity and validate the different approach. Mathematical analysis can be

done for the investigated research.
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2. There is an FCC recommendation for interference temperature that limits

the interference power in a particular frequency band and a certain ge-

ographical area. Additionally, the cognitive radio concept also considers

predictive modelling to predict the future channel condition, noise floor

and traffic statistics that is referred to deal with spectrum holes. These

methods can be considered to improve the system capacity of HetNet.

3. There are some researches concerning interference modelling as well as net-

work deployments in HetNet environments based on stochastic geometry,

which is the study of random spatial patterns. By using the proper ap-

proach, the stochastic geometry is expected to be able to represent the

HetNet environments better than the current model that uses a uniform

distribution.

4. The thesis models the single HetNet consisting of one macrocell and some

underlaying small cells. In the real system, the macrocell network-tier con-

sists of multiple macro cellular networks, depending on the width of the

area they cover. By covering multiple macro cellulars, the HetNet model is

more realistic.
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Appendix A

Water-Filling Power Allocation

A.1 Flat-fading channels

Let s[i] be a stationary and ergodic stochastic process representing the channel

state at time i, which takes values on a finite set S of discrete memoryless chan-

nels. Let Cs denote the capacity of a particular channel s ∈ S. p(s) denotes the

probability or fraction of time that the channel is in state s. The capacity of this

time-varying channel is

C =
∑
s∈S

Csp(s). (A.1)

The capacity of an AWGN channel with average received SNR γ is:

Cγ = B log2(1 + γ).

Let p(γ) = p(γ[i] = γ) denote the probability distribution of the received SNR.

Refer to (A.1), the capacity of the flat-fading channel with transmitter and re-

ceiver side information is:

C =

∫ ∞
0

Cγp(γ)dγ =

∫ ∞
0

B log2(1 + γ)p(γ)dγ. (A.2)

Let us now allow the transmission power P (γ) to vary with γ, subject to an

average power constraint P̄ :∫ ∞
0

P (γ)p(γ)dγ ≤ P̄ . (A.3)
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It is expected that the capacity with this average power constraint P̄ will be the

average capacity given by (A.2) with the power optimally distributed over time.

Thus the maximum fading channel capacity with average power constraint P̄

can be defined as (Goldsmith, 2005):

C = max
P (γ):

∫
P (γ)p(γ)=P̄

∫ ∞
0

B log2

(
1 + γ

P (γ)

P̄

)
p(γ)dγ. (A.4)

The optimal power allocation P (γ) is obtained using the Lagrangian:

J(P (γ)) =

∫ ∞
0

B log2

(
1 + γ

P (γ)

P̄

)
p(γ)dγ − λ

∫ ∞
0

P (γ)p(γ)dγ. (A.5)

Subsequently, the extreem point can be obtained by differentiating the Lagrangian

and setting to zero value:

∂J(P (λ))

∂P (λ)
=

((
B/ ln(2)

1 + γ P (γ)

P̄

)
γ

P̄
− λ

)
p(γ) = 0. (A.6)

Solving for P (γ)/P̄ as follows:(
B/ ln(2)

1 + γ P (γ)

P̄

)
γ

P̄
− λ = 0,(

B/ ln(2)

1 + γ P (γ)

P̄

)
= λ

P̄

γ
,

B/ ln(2)

λ P̄
γ

= 1 + γ
P (γ)

P̄
.

And P (γ)/P̄ can be obtained:

P (γ)

P̄
=

(
B/ ln(2)

λ P̄
γ

− 1

)
1

γ
,

=
B/ ln(2)

λP̄
− 1

γ
.

By replacing (B/ ln(2))/(λP̄ ) with 1/γ0, the equation will be as follows:

P (γ)

P̄
=

1

γ0

− 1

γ
. (A.7)
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A.2 Time-invariant frequency-selective channels

With the constraint of P (γ) ≥ 0, Equation (A.7) results in the water-filling power

allocation for flat-fading channels that maximises (A.2):

P (γ)

P̄
=

 1
γ0
− 1

γ
, γ ≥ γ0;

0, γ < γ0,
(A.8)

where γ0 is the ’cut-off’ value that determining the channel state γ[i] at the ith

time interval will be occupied or not.

A.2 Time-invariant frequency-selective channels

In frequency-selective fading channels, the frequency spectrum consists of some

channels of bandwidth B and has frequency response H(f) at channel f . These

channels consist of a set of AWGN channels in parallel with SNR (|H(j)|2Pj)/(N0B)

on the jth channel. Pj is the power allocated to the channel-j, subject to∑
j Pj ≤ Ptot. Ptot is the total transmission power.

The capacity of these channels is the sum-rate of all channels with power

optimally allocated over all channels (Goldsmith, 2005):

C =
∑

maxPj:
∑
j Pj≤P

B log2

(
1 +
|Hj|2Pj
N0B

)
. (A.9)

This capacity and optimal power allocation are similar to that of a flat-fading

channel, with power and rate changing over frequency in a deterministic way

instead of over time in a probabilistic way. The optimal power allocation can

be found via the Lagrangian technique in the flat-fading case. It leads to the

water-filling power allocation for time-invariant frequency-selective channels:

Pj
Ptot

=

 1
γ0
− 1

γ
, γ ≥ γ0,

0, γ < γ0.
(A.10)
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Appendix B

Frequency Selective Fading

The following list presents the generation steps of the frequency selective fading

channel model. For a subframe period, the static channel is assumed. Thus the

Doppler shift is 0 for this period. The MathWorks, Inc. (1994 - 2017) discusses a

baseband channel model for multipath propagation scenarios.

1. To generate L multi-tap pulse with different time delay τ and different

amplitude α. It represents multipath channel response.

σh = e(−ατ ·l),∀l ∈ {1, · · · , L};

2. To normalise the multipath-channel voltage variance, in which the total

variance number equals to one:

σ̂ =
σh
‖σh‖

,

where ‖·‖ denotes the norm of a vector, which is a quantity describing the

length of a vector.

3. To get the channel voltage response that represents Rayleigh fading:

h =
√
σ̂h · (1 + j1);

4. To get the channel power gain:

σ2
h = h · h∗;

where h∗ is the conjugate of the voltage channel response .
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5. To get the channel power response in frequency domain (|Hf |2), see Equa-

tion (4.11).
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Appendix C

Physical Layer Model

The physical layer model used in this work follows 3GPP-LTE physical layer

structures and provides some downlink channels. For simplification, only physical

layer elements that are closely related to resource allocation process are consid-

ered. Thus, the slot structure consists of only one physical signal and two physical

channels. They are Reference Signal (RS) (pilot), control-channel (PDCCH) and

shared-channel (PDSCH) (Rumney, 2013) as presented on the green-shadowed-

cells of Table C.1

Physical Uplink Control Channel (PUCCH), which is needed for transmitting

RS received power (RSRP) back to macro-BS for this scenario, is also considered

in the simulation, see the green-shadowed-cell on Table C.2. For simplifying the

Table C.1: List of downlink physical signals and physical channels
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Table C.2: List of uplink physical signals and physical channels

process, this control-channel only performs a duplication of pilot received power

from macro-UTs or small-UTs to the macro-BS or small-BSs. So that, there is no

channel distortion as well as data error in this process that affects the accuracy

of the received control-information.

The frame structures used in the simulation follow the 3GPP-LTE structure

with some adaptations. A downlink frame consists of 20 sub-frames. One sub-

frame consists of two time-slots. Moreover, one slot consists of 7 OFDM symbols.

Figure C.1 shows the frame structure used in the simulation.

A resource block (RB) is the smallest unit that can be managed for resource

allocation in an LTE system. One RB consists of 12 subcarriers in the frequency

domain and 7 OFDM symbols in time domain (ETSI, 2015). Figure C.2 presents

the RB structure.

It is considered the synchronised signalling and channelling procedures among

small cells and the macrocell. To adopt the concept of a cognitive small cell, it

needs a modification of the signal and channel structure. For each sub-frame or

two slots, the small cell needs to allocate its resources for channel sensing and

control signalling. Figure C.3 presents the modified structure of the sub-frame.

Figure C.1: The simplified LTE frame stucture used in simulation
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C. PHYSICAL LAYER MODEL

Figure C.2: Resource blocks of 3GPP-LTE for (a) uplink and (b) downlink;

adapted from Rumney (2013)

Figure C.3: The model of sub-frames in HetNet used in simulation
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There are some assumptions applied to ease the process of the system level

simulation as follows. The HetNet system applies frequency duplexing for the

downlink and uplink transmission. Then, each UT can differentiate the pilot sig-

nal either from the serving BS or from interfering BSs. Thus the UT can calculate

the SINR as well as estimate the channel gain of each subcarrier. Moreover, there

is no error when each UT send the RSRP back to its serving BS.

For small cells, each small-BS can identify and analyse the control signal from

the macro-BS. Thus, the small-BS gets the benefit of obtaining the information of

either the idle or the occupied subchannels, which subsequently can be allocated

to its users. Then, the small-BS can transmit all required control signal to their

UTs for one symbol period, which is a half of the macrocell’s period for the same

channelling procedure.
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