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Abstract

This thesis intends to study the mechanism behind the commodity futures term

structure, and the interaction between commodity markets, particularly the crude

oil market, and the macroeconomic indicators in the real economy. The first part

of thesis comprises a comprehensive review of the relevant literature, revealing

that, although there has been extensive investigation into commodity prices and

their term structure modelling, based on either “pure macro” or “pure finance”

perspectives, the discussion of their joint application, remains very limited. The

subsequent preliminary data analysis highlights some other concerns in respect

to this subject area, such as the effect of the unit root, commonly observed in

the commodity price related models, and its possible solution. On the basis of

these observations, I propose two models to add to the existing literature.

The second part of this thesis proposes a joint affine term structure model

for multiple commodity futures contracts. In this model, the instantaneous short

rate factor is a pure latent variable, and is jointly determined by several com-

modity markets. The empirical evidence, presented in this part, suggests that

the path of this “commodity market implied short rate factor” is consistent with

the policy rate. It reveals that the expectation in respect to the interest rate in

the commodity market reflects and anticipates developments in monetary policy.

The third part of this thesis presents a macro-finance model for the econ-

omy and the oil market, allowing us to study interactions between the convenience

yield, the spot and futures markets, monetary policy and macroeconomic vari-

ables. I use the Kalman filter to represent latent variables that handle the effects

of exogenous shocks to inflation and the oil price, and to deal with missing obser-

vations. Traditional models use latent variables, with little economic meaning, to

explain commodity futures, while this model makes the effect of macroeconomic

variables explicit. I find a significant interaction between the economy and the oil

markets, including an important link in the monetary transmission mechanism,

running from the policy interest rate to the convenience yield, oil price and hence

inflation and policy transmission.
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Chapter 1

Introduction

A futures contract is a legal agreement to buy or sell commodities, curren-

cies, or other financial instruments at a predetermined price and on a pre-specified

time in the future. The term structure of the commodity futures is defined as the

relationship between the spot price and the futures price of the commodity for

any delivery date. It provides useful information for various market participants,

because it synthesises the information available in the market and, therefore, re-

flects the market’s expectations of the financial and economic condition in the

future. Over the past decades, the literatures on the commodity market, com-

modity futures term structure, and the joint behaviour of the financial market

and the macroeconomy has experienced dramatic developments. The consider-

able progress in these subject areas further provides many new opportunities

to researchers in various fields, such as macroeconomists, financial economists,

policy makers and others.

Previous literature has tended to study the commodity market from two

main perspectives. The traditional “pure macro” perspective uses popular macro-

econometric approaches to investigate the role of the spot commodity price in the

macroeconomy. This strand of literature usually emphasises the strong connec-

tion between commodity prices, particularly the spot crude oil price, and other

macroeconomic variables. For example, it is widely suggested that, crude oil

price shocks have, in various ways, triggered a range of economic recessions post-
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World War II (see Hamilton 1983, Kilian 2006, 2008 and others). Besides, Sims

(1992), Eichumbaum (1992) and others also found that the inclusion of the spot

commodity price could be sufficient to improve traditional macro-econometric

modelling, in terms of solving the confusing stylised fact called the “price puz-

zle”, which often appears in vector autoregressive models (VARs). This is because

the spot commodity price usually contains useful information about future infla-

tionary pressure that monetary authorities can observe and react to much faster.

Although the extensive “pure macro” literature on the spot commodity price has

yielded remarkable development over the years, I have yet to witness thorough

discussions on the mechanism of the commodity futures term structure, from this

perspective.

On the basis of traditional views, such as the “Theory of Normal Backwarda-

tion” by Keynes (1930) and Hicks (1939) and the “Theory of Storage” by Kaldor

(1939), Working (1949), and Brennan (1958), the “pure finance” perspective,

on the other hand, uses a reduced-form Gaussian factor model for commodity

futures, focusing on the time series behaviour of the commodity futures term

structure. It suggests that, under the no arbitrage condition, commodity futures

prices, with any remaining term to maturity at any point in time, are deter-

mined by a time-invariant linear function of several unobservable common state

variables. Specifically, previous studies tend to recognise three latent common

factors that determine the commodity futures term structure, namely, the spot

commodity price, the convenience yield, and the instantaneous short rate factor.

This model is popular in the literature since it is tractable with a closed-form

solution, and flexible with few extra restrictions. There has been long-standing

concern about the lack of macroeconomic consideration in these latent state vari-

ables, however. Therefore, a challenging task to interpret these latent variables

with a macroeconomic rationale.

The growing interest in the structural relationship between the interest rate

term structure and the macroeconomy has spawned a relatively modern the-

ory, known as the “macro-finance” model, which combines the “pure macro” and
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the “pure finance” perspectives (see Ang and Piazzesi 2003, Diebold, Rudebusch

and Aruoba 2006 and others). The later development of the semi-structural

central bank model (CBM) further extends the “error correction” specification

to the standard macro-finance model framework (see Kozicki and Tinsley 2005,

Dewachter and Lyrio 2006, Dewachter, Lyrio and Maes 2006, Spencer 2008, Liu

and Spencer 2010 and others), enabling the evaluation of the long term under-

lying relationships between variables in the model. Although the macro-finance

model has received extensive attention from academia and policy makers since

its establishment, its main focus is, rather narrowly, on the structural relation-

ship between interest rate related term structures and their relevant variables.

Hence, the development of the macro-finance model for the commodity futures

term structure, particularly the crude oil futures term structure, remains very

limited, despite the evidence of the effect of oil shocks on the macroeconomy.

In this thesis, I extend the above discussion to a comprehensive literature

review in Chapter 2. I also highlight some other concerns on this subject area

in the subsequent preliminary data analysis using standard macro-econometric

approaches; for example, the effect of the unit root, commonly observed in com-

modity price-related models, and its possible solution by applying the vector error

correction model. Motivated by these prior discussions, I propose two models to

add to the existing literature.

Chapter 3 of this thesis proposes a joint affine term structure model for

multiple commodity futures contracts, which falls into the category of the “pure

finance” perspective. Generally speaking, this model yields two main novelties.

First, as suggested by the observation in Casassus and Collin-Dufresne (2005), the

short rate factor estimates in each of the four separately estimated commodity

classes are, as quoted, “misspecified”; since for the same short rate factor, in

each case; for they receive four different sets of parameters estimates from the

empirical model. My joint affine term structure model in Chapter 3 identifies the

instantaneous short rate as a factor that is common to all selected commodity

markets. This avoids estimating different sets of parameters for the same interest
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rate factor in different commodity markets.

Second, previous empirical literature (Schwartz 1997, Casassus and Collin-

Dufresne 2005) has frequently employed the practice of separately estimating

the latent instantaneous short rate with a single factor Gaussian model. This

approach helps to identify the instantaneous short rate factor, which is otherwise,

a difficult task. By taking this action however, the short rate factor in the

commodity market is in essence pinned down to a time series that is defined

externally, meaning that it is impossible to access the actual measurement of

the short rate factor that is suggested by the commodity market. The model

in Chapter 3 of this thesis, however, does not attempt to apply this practice.

Instead, the instantaneous short rate factor is a pure latent variable, jointly

identified and determined by several benchmark commodity markets, such that

it can be regarded as a commodity market implied short rate factor.

All state variables are unobservable in the empirical model, and maximum

likelihood estimation with the Kalman filter algorithm is used to estimate the

latent variables in this chapter. The dataset contains term structures of crude

oil, copper, gold, and corn futures contracts. The time span is from the end of

1989 to the end of 2015. The the model is found to perform well empirically,

with a reasonably small root mean squared error (RMSE) and stationary resid-

uals. The behaviour of the commodity term structures and their state variable

estimates is in line with conventional wisdom and theoretical rationale. The dy-

namic of the commodity market implied short rate factor generally tracks the US

Federal Funds rate very well, though it is more volatile because of the additional

variation that is introduced from the commodity term structure. Meanwhile,

the Granger causality test result shows that these two time series significantly

Granger cause each other, which implies that the expectation of the interest rate

in the commodity market also reflects and anticipates developments in monetary

policy.

Chapter 4 of this thesis proposes a macro-finance model for the crude oil

futures term structure. The semi-structural CBM approach is followed, which
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incorporates the behaviour of observable macroeconomic indicators in terms of

the output gap, inflation and the short term interest rate. The novelty of this

model is that it is able to study the crude oil futures term structure, and also

introduces the spot crude oil price to the macro system. This enables a study

of the interaction between the oil market and the macroeconomy. The error

correction component in the model naturally accommodates the potential unit

root problem that appears in the preliminary data analysis. It also reveals that

two vitally important unobservable variables relate to the long term inflation

asymptote and the underlying spot oil price, due to the cointegration relationship

of the observable variables.

One important consideration of this model is that, it is constructed in order

to evaluate the situation in the real economy. Unlike bond prices, however, which

are the relative prices of money in different periods, futures prices are absolute

prices which tend to increase over time due to the effects of inflation. It is difficult

to allow for this without using the spot price as an explicit factor as in this model.

Moreover, there is an important arbitrage identity linking the spot oil price, the

convenience yield and the interest rate that would be difficult to incorporate into

a model that did not identify these explicitly.

I use maximum likelihood estimation with the Kalman filter algorithm to

estimate the empirical model. The application of the Kalman filter handles the

missing observation problem, which is serious in the case because a long sample is

used in order to include the 1970s oil shocks that the crude oil futures price does

not cover. It also represents latent variables that handle the effects of exogenous

shocks to inflation and the oil price.

The empirical result is consistent with the theoretical priors. The model

reflects the work of Kilian (2005) and others. The strength of the economy in the

run up to the oil price shocks of the 1970s explains why these were persistent, and

the weakness of the economy in the run up to the first Gulf war, in 1991, explains

why the effect of that shock was only temporary. The results are also consistent

with the existing macro-finance literature in underlining the importance of both
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macroeconomic variables and latent factors.

This model also yields some other findings. First, the convenience yield

naturally plays a key role in determining the futures term structure, but it also

plays an important role in the macro system. The convenience yield can be

viewed as a proxy for oil inventory, which serves as a buffer, damping the effect

of oil and economic shocks on the real economy. I find that the convenience

yield provides an important channel, through which policy interest rates affect

oil prices, activity and inflation. Second, as originally documented in Sims (1992),

policy makers anticipate inflationary developments which cause the inflation level

to rise. The use of a commodity prices index helps to resolve the “price puzzle”,

because it contains useful information about future inflationary pressure. The

use of Kalman filters in this case, reflects this argument since they are able to

pick up the effect of unobservable expectational influences related to the oil price

and the macro system, influences that serve an a important role in channelling

effects between monetary policy and the macroeconomy.



Chapter 2

Literature review and

preliminary data analysis

2.1 Introduction

In this chapter, I review different strands of literature that try to explain

variations in the commodity futures term structure. I start with some tradi-

tional theories such as the “Theory of Normal Backwardation” and the “Theory

of Storage” that date back to the 1930s. The former suggests that the hedg-

ing/speculative position drives the variation in the futures curve, while the latter

explains the role of spot inventory, and explains the convenience yield factor. On

the basis of these traditional theories, there has been remarkable development in

the reduced-form Gaussian factor model for the commodity futures term struc-

ture. This model intends to capture the time series behaviour of the commodity

futures term structure with latent variables, which is very similar to the strand

of literature that models the term structure dynamic of the bond yield. These

latent variables models are sometimes referred to as “pure finance” models, and

there has been long-standing criticism of their lack of economic interpretation.

In order to address this, the recent development of macro-finance modelling links

this “pure finance” model with the macro-econometric literature. This relatively

new strand of literature combines dynamic term structure models with macroe-
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conomic interpretation. Although we have witnessed tremendous development in

the macro-finance modelling for interest rate term structure, the current progress

of its application in the commodity futures term structure remains very limited.

This is despite the long-standing concern in respect to the significant interrela-

tionships between the commodity price, particularly the crude oil price, and the

macroeconomy, discussed in numerous studies over the years.

In order briefly to investigate these interrelationships from a prefatory em-

pirical perspective, I undertake a preliminary data analysis using standard macro-

econometric methods. Several variables are examined that are also used in the

later chapters of this thesis, including the crude oil convenience yield, the log real

spot oil price and three other new Keynesian macro indicators, namely: the US

output gap, the US inflation rate, and the Fed Funds rate. This analysis yields

two main findings. First, the result of the bivariate Granger causality test verifies

strong interactions between these variables. Second, using an unrestricted vector

autoregressive (VAR) model with one lag, the impulse response functions of the

testing variables appear to be significantly affected by the data non-stationarity.

It seems clear that the application of a vector error correction model (VECM),

that properly accommodates long-run cointegration relationships in the under-

lying variables, is more appropriate than an unrestricted VAR model, in this

context.

2.2 Literature review

2.2.1 The traditional views on commodity futures

2.2.1.1 The Theory of Normal Backwardation

The traditional view of commodity futures prices was proposed by Keynes

(1930) and Hicks (1939). This view is called the Theory of Normal Backwar-

dation and suggests that price variations in commodity futures contracts, are

primarily driven by the position of hedgers and speculators. Suppliers of under-

lying commodity products are hedgers in the commodity market, and normally
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have long positions in physical commodity inventories. In order to hedge against

the risk induced by the price uncertainty of the value of their physical invento-

ries, they take short positions in the futures markets. To offset speculators, thus

take a long position on these futures contracts and require a positive return for

bearing the associated underlying price risk. This is usually reflected in the price

discount of futures contracts. The associated risk premium, commensurate with

the price risk, declines with maturity. In general, therefore, the futures price

should rise through the life of the contract, and reach the expected spot price at

expiration. As the name of the theory suggests, this situation is referred to as

Normal Backwardation.

The opposite scenario to Normal Backwardation is called Contango and

refers to a situation in which the commodity futures contract price is higher than

the spot commodity price expected in the future. The Keynes-Hicks view im-

plies that the commodity futures markets usually exhibit normal backwardation.

Contango contradicts this theory, and is thus abnormal in the commodity futures

markets.

“...in normal conditions the spot price exceeds the forward price i.e.

there is backwardation. In other words, the normal supply price on the

spot includes remuneration for the risk of price fluctuation during the

period of production, whilst the forward price excludes this.” (Keynes

1930)

The empirical literature, however, has found this Keynes-Hicks view to have

questionable validity. In the early research, structural models often obtained

conflicting results. For example, Telser (1958) and Cootner (1960) used the same

data to test the validity of normal backwardation. The former found support for

the Theory of Normal Backwardation, while the later found no evidence for this

theory.

The long-standing conclusion in later research suggests that the state of

normal backwardation is uncommon in commodity futures contracts. Even if
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it is observed, it only exists in some particular markets. Rockwell (1967) stud-

ied 25 different commodity markets and found that, normal backwardation only

existed in one market, with a further 11 out of the 25 commodity markets giv-

ing inconsistent evidence for normal backwardation. He concluded that normal

backwardation is not a characteristic for the majority of commodity markets,

and that the theory clearly does not have general applicability for all futures

markets. Similarly, in Kolb (1992), who studied 29 different futures contracts,

positive average returns only existed in nine commodities, and four commodities

exhibited statistically significant negative average returns.

Empirical evidence in Dusak (1973) investigated wheat, corn and soybean

futures, between 1952 to 1967, and rejected the Theory of Normal Backwarda-

tion. Dusak suggested that the average return from these futures contracts for

speculators is very close to zero. Chang (1985) used non-parametric statistical

procedures to investigate the same markets as in Dusak (1973), but drew dif-

ferent conclusions. He suggested that normal backwardation can be observed if

the appropriate empirical methodology is applied and more realistic assumptions

are made. He also pointed out that the degree of validity of the theory differs

in different commodity markets and different time periods. Bessembinder (1992)

studied 22 different financial, foreign currency, agricultural and metal futures

markets from 1967 to 1989. His results did not support normal backwardation in

markets such as financial and metal futures, but did show that it had some merit

in explaining agricultural and currency futures. Miffre (2000) was in favour of the

theory of normal backwardation. By testing expected futures returns as time-

variant variables, he suggested that the assumption that expected futures returns

are constant potentially leads to incorrect inferences regarding the existence of

the futures risk premium over the years.

2.2.1.2 The Theory of Storage

The Theory of Storage was developed from the critiques of the Theory of

Normal Backwardation by Kaldor (1939), Working (1949) and Brennan (1958).
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It provides an alternative perspective on the interpretation of the futures curves.

The theory suggests that the equilibrium/no-arbitrage relationship between the

commodity spot and futures prices is determined by the storage decisions of the

physical inventory holders. Specifically, the price difference between commodity

at present and future delivery (also known as the “basis” of the commodity),

equals the cost minus benefit of carrying the physical inventory of such a com-

modity product. Denote Fi,τ,t as the futures price of commodity i at time t for

τ term to maturity, and where Si,t is the nominal immediate spot price of com-

modity i at time t, I have the following no-arbitrage relationship implied by The

Theory of Storage:

Fi,τ,t = Si,te
(rt+w−δi,t)τ (2.1)

where rt is the instantaneous short rate factor and w is the fixed cost of

storage. In practice, w is usually regarded as a combination of various fixed costs,

including costs in warehousing, insurance, maintenance, spoilage, obsolescence

and so on. On this basis, rt + w stands for the cost of holding the commodity

inventory, comprising the financial cost component, rt, and the marginal storage

cost component, w. δi,t is the convenience yield of commodity i at time t. It

refers to the unobservable marginal benefit of the physical storage holders of

commodity inventories.

“The convenience yield is attributed to the advantage (in terms of less

delay and lower costs) of being able to keep regular customers satisfied

or of being able to take advantage of a rise in demand and price without

resorting to a revision of the production schedule.” (Brennan 1958)

The convenience yield is negatively related to the level of commodity inventory.

In the case of inventory shortage, the commodity storage holders are in a more

“convenient” position to utilise the physical inventories, which means they are

enjoying a higher convenience yield, with the opposite happening if inventories

are large.

The Theory of Storage is congruent with the Theory of Normal Backwar-
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dation by Keynes and Hicks. Normal backwardation appears when the basis of

the commodity is negative (i.e. the commodity spot price is higher than the

commodity futures price). This happens when the inventory of the commodity

tightens, which leads to the benefit of holding the physical inventory, or the con-

venience yield, exceeding the interest rate and other costs. In this case, people

are willing to pay more for the spot commodity, or any futures contracts near it,

rather than to purchase futures contracts with longer terms to maturity. On the

other hand, contango appears when the basis of the commodity is positive. This

happens when there is a sufficient supply of that commodity in the economy, or

relatively slack demand. In such a situation, the convenience yield is unable to

subsidise the costs. Working’s theory leads us to expect a negative relationship

between the convenience yield and physical commodity inventories.

A number of empirical papers have investigated the theory of storage and

its implications. Brennan (1991) found a negative relationship between the con-

venience yield and the inventory level in different commodity futures such as

metals, crude oil, lumber, etc. Pindyck (1994) got a similar finding in other com-

modities. However, Gorton, Hayashi and Rouwenhorst (2012), however, studied

over 30 commodity markets and found that, the slope of the futures curve (i.e.

the commodity basis), is positively related to the level of inventories. Fama and

French (1987) argued that the Theory of Storage is less controversial in explaining

the commodity futures price behaviour than the Theory of Normal Backwarda-

tion.

“...there are two popular views of commodity futures prices. The The-

ory of Storage explains the difference between contemporaneous spot

and futures prices in terms of foregone interest in storing a commodity,

warehousing costs, and a convenience yield in inventory. The alter-

native view splits a futures price into an expected risk premium and a

forecast of future spot price. The Theory of Storage is not controver-

sial.” (Fama and French 1987)

They also found that the convenience yield for most agricultural commodities
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varies seasonally. This seasonal effect, however, is not found in metal commodi-

ties.

2.2.1.3 Commodity prices and macro-econometric modelling

Over the past decades, we have witnessed the profound influence of commod-

ity prices on the real economy and monetary policy, especially prices for major

energy products like crude oil. There has therefore been a growing literature at-

tempting to understand the role of commodity price in macro-econometric mod-

elling, as well as the implications of interactions between the commodity prices

and the macroeconomy.

The price puzzle

The most common approach, structural vector autoregressive (SVAR) analysis,

often produces confusing “stylised facts” in monetary policy studies. As first

documented by Sims (1992), it often shows that the level of inflation responds

positively to monetary contractions, at least in the short run. This contradicts

the standard theoretical expectation. The presence of this anomaly casts serious

doubt on the ability of SVARs to model monetary policy shocks appropriately, as

well as on their effectiveness in capturing the monetary transmission mechanism.

Sims (1992), however, also demonstrates that this anomaly can be largely al-

leviated by the inclusion of the commodity price index in the SVAR. The rationale

for this is that, monetary authorities, in practice, use information from forecasts

of inflationary pressure when deciding on their policies, which reflects the effects

of commodity prices on inflation. Monetary authorities observe and react much

faster to the current value of commodities than the price level does, therefore,

tight monetary policies precede and thus appear to cause inflation. Eichumbaum

(1992) first labelled this anomaly as the “price puzzle”, he also provided empirical

evidence to support Sims’s commodity price argument about the price puzzle.

This view is also supported by Christiano, Eichenbaum, and Evans (1994), Balke

and Emery (1994), Leeper, Sims, and Zha (1996), Zha (1997), Castelnuovo and
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Surico (2010) and many others.

“...monetary authority often has information regarding inflationary

pressures, not captured in the history of the variables included in the

VAR. Acting on the basis of such knowledge, policy makers may raise

interest rates in an effort to forestall inflation. Under these circum-

stances the econometricians would find that innovations to interest rates

are followed by increases in the price level and interest rates as well as

declines in aggregate output. ” (Eichumbaum 1992)

The presence of the price puzzle has motivated a considerable literature.

Giordani (2004) provided an extended overview of this topic. He suggested that

the central banks use of inflation forecasts, rather than inflation may not be the

only reason for the price puzzle. It could also be caused by the omission of an

accurate measure of output. He suggested that using the output gap, instead of

log real GDP, mitigates the price puzzle. He further pointed out that the inclu-

sion of the commodity price index alleviates the price puzzle not only because

it indicates the future expectation of inflationary pressure, but also because it

contains useful information about the output gap. Bernanke, Boivin and Eliasz

(2005) suggest that the approach of a Factor Augmented Vector Autoregressive

(FAVAR) model could be useful in solving the price puzzle, because it includes

extra informational variables such as the commodity price indicator. They ar-

gued that, policy makers take into account hundreds of variables when making

monetary policies, whereas standard VAR analysis uses only three to six vari-

ables. This may lead to omitted variable bias, and such misspecification could

contribute to the presence of the price puzzle. They further argued that, although

the inclusion of a commodity price index is useful to solve the price puzzle, it is

also impractical. Unless such an ad hoc choice of commodity price index can be

justified by a theoretical model, there will be uncertainty about the underlying

mechanism.

Hansen (2004) examined different variables that are capable of forecasting
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inflationary pressure. He found it difficult to justify the relationship between

forecasting power and mitigation of the price puzzle. He also found that the

significance of the price puzzle variese in different periods, and that the effec-

tiveness of using “informational variables” to solve the price puzzle also differs in

different historical periods. Rusnak, Havranek, and Horvath (2013) tested over

200 different VAR models in the literature, and cast doubt on these price puzzle

solutions. The empirical evidence indicates that the possibility of solving the

price puzzle, using existing approaches in the literature, remains questionable.

The puzzle is only properly solved by imposing sign restrictions on parameters

in the VAR model.

Oil price in macro-econometric studies

Besides the popular debate on the solution of the price puzzle using commodity

price indicators, a large number of macro-econometric studies also focus on the

interrelationship between the commodity price and the macroeconomy. Because

crude oil accounts for over 70% of the consumption of all traded commodities,

and is also the most important commodity product in terms of its impact on the

real economy, the vast majority of the literature on commodity markets focuses

only on the crude oil market.

The standard macro-econometric literature studies the relationship between

the spot oil price and macroeconomic indicators. It has found that oil price shocks

induce economic recession, and influence the output and the inflationary pressure

in the macroeconomy. Hamilton (1983) studied the post World War II oil price

effects on the US macroeconomy using a standard VAR model. He found that

the overwhelming majority of post-war oil price shocks led to serious recessions in

the US economy. Specifically, they severely decreased the aggregate measure of

output, and created substantial inflationary pressure. Consequently, these post-

war oil price shocks had a profound influence on the dynamic pattern of monetary

policy and the economic regime. Gisser and Goodwin (1986) suggested that the

crude oil price has both real and inflationary effects. It determines a broad range
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of macroeconomic indicators, which are often excluded in monetary policy, and

always excluded in fiscal policy. Raymond and Rich (1997) found that the oil

price has played an important role in the post-war recessions but that with the

exception of recession periods, the oil price’s effect on output measures such as

GDP growth was modest and overstated. Kilian (2006) studied the exogenous

oil supply shock in different periods. He found that oil price shocks in the 1970s

were persistent due to the contemporaneous strength of the economy. When the

economy was weaker, however,as it was, for example, during the Gulf War in

1991, the oil shock had only a temporary effect.

Another strand of macro-econometric literature investigates the links be-

tween oil prices and monetary policy. Bernanke, Gurtler and Watson (1997)

supported the traditional view, that oil price shocks are at least mildly reces-

sionary without the intervention of monetary policy makers. They confirmed the

ability of monetary policy to dampen the recessionary effect introduced by an oil

price shock. They also suggest that the cause of aggregate fluctuations in the US

economy is the response of systematic monetary policy to the actual or potential

inflationary pressures triggered by oil price shocks. Hamilton and Herrera (2004)

pointed out that there is a lag between the beginning of an oil shock and the

point at which it is most influential. This, however, is not taken into account by

Bernanke, Gurtler and Watson (1997).

Kilian (2006, 2008) implied two main channels of transmission of oil price ef-

fects to the macroeconomy. The first is the adverse aggregate supply shock, which

is caused by the higher costs of imports. The second is the adverse aggregate

demand shock, which is caused by lower domestic purchasing power. Notably,

the demand side channel of transmission seems to be much more effective than

the supply side channel of transmission. He further stressed that policy makers

do not respond directly to the oil price innovations, but indirectly respond to the

underlying demand and supply shocks that drive the real price of oil along with

other macroeconomic variables. A more recent study by Ano Sujithan, Avouyi-

dovi, and Koliai (2013) found new evidence to support the response of monetary
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policy instruments to shocks from commodity price movements. They concluded

that the linkage between commodity markets and the monetary policy indicators

has become much stronger, especially since the Lehman crisis.

Other macro-econometric literature about interactions between the crude

oil price and the macroeconomy includes: Burbidge and Harrison (1984), San-

tini (1994), Hooker (1996), Daniel (1997), Carruth, Hooker and Oswald (1998),

Muellbauer and Nunziata (2001), Hooker (2002), Leduc and Swell (2004), Carl-

strom and Fuerst (2006), Nakov and Pescatori (2010), Kilian (2011) and others.

These studies have exclusively investigated the role of the spot price of crude oil

in the macroeconomy. However, we have yet to see an extensive discussion of the

linkage between crude oil futures prices and the macroeconomy, especially since

the much more active trading of crude oil futures contracts in recent decades,

compared to the spot crude oil product in recent decades. The crude oil fu-

tures market also reflects the risk premium and market expectation in respect

to the spot oil price, which tends to provide more fruitful implications than the

conventional strand of the literature.

2.2.2 The dynamic term structure model of commodity futures

Another more modern view in the literature on commodity futures is the

reduced-form Gaussian factor model. It focuses on explaining the time series

behaviour of the commodity futures term structure. It suggests that at any

point in time, under a no-arbitrage condition, there exists a linear relationship

between several unobservable stochastic Gaussian factors and commodity futures

prices. These models are popular in the literature as they are both tractable

with closed-form solutions, and flexible with few restrictions on the determining

variables. Since the early 1980s they have formed the fundamental framework

for term structure research on both bond interest rates, and commodity futures.

Based on the benchmark option pricing framework by Black and Scholes

(1973), Merton (1973), and Cox and Ross (1976), the first attempt at a reduced-

form Gaussian model for commodity markets can be attributed to Schwartz



2.2. LITERATURE REVIEW 18

(1982). He developed a model for pricing a commodity-linked bond with a closed-

form solution, in which the commodity price is a determining latent factor to the

commodity-linked bond, and is specified as a simple geometric Brownian motion

under the risk-neutral measure.

Brennan and Schwartz (1985) first set up a single factor model with a

tractable analytical solution for commodity futures contracts, where the spot

price of the commodity is assumed to be the only source of price uncertainty

under the risk-neutral measure. Although Brennan and Schwartz (1985) recog-

nised the presence of the convenience yield and the interest rate in the valuation

of commodity futures following the analysis of Ross (1978), they assumed that

these two variables are only either constant terms on their own, or constant terms

proportional to the spot price of the commodity.

The one factor approach has been questioned by studies such as Hilliard and

Reis (1998), which suggested that it drastically mis-prices oil futures because the

constant convenience yield is not specified appropriately. They also pointed out

that the one factor model is unable to explain effectively more complex cross-

sectional conditions in commodity futures during the term of the contract.

In light of the Theory of Storage advanced by Kaldor (1939), Working (1949),

and Brennan (1958), studies such as Ross (1978), Brennan (1986), Fama and

French (1987) and others discovered that the inclusion of a stochastic inventory

measure substantially improves the empirical performance of the commodity fu-

tures pricing model. Paddock, Siegel, and Smith (1988), in particular, addressed

the necessity to include an equilibrium model for the underlying inventory. Em-

pirically, this reduces possible measurement errors in commodity futures mod-

elling, as in Brennan and Schwartz (1985). They accommodated this equilibrium

model by specifying the commodity inventory as a mean reverting stochastic

process, and the same specification for the commodity inventory was found in

Morck, Schwartz and Stangeland (1989).

Gibson and Schwartz (1992) argued that the assumption of constant con-

venience yield can only hold in a very restricted environment. Relaxing this as-



2.2. LITERATURE REVIEW 19

sumption satisfies the previous proposition in Paddock, Siegel, and Smith (1988)

and Morck, Schwartz and Stangeland (1989), since the negative relationship be-

tween the level of inventory and convenience yield is widely known as posited by

the Theory of Storage. Standing on this ground, Gibson and Schwartz (1992)

formally proposed a two factor commodity futures pricing model. In this model,

the commodity futures price is determined by two stochastic factors under the

risk-neutral measure: the spot price of the commodity and the convenience yield.

They build on the earlier discussions in Gibson and Schwartz (1989), which ex-

plained that the mean reverting nature of the convenience yield is a result of

the cyclic nature of the inventory level, therefore being specified as an Ornstein-

Uhlenbeck process. As typical in the literature, the spot price of the commodity

is defined as a geometric Brownian motion. Specifically:

dSt = µQs Stdt+ σSSdW
Q
S,t (2.2)

dδt = κQδ (θQδ − δt)dt+ σδdW
Q
δ,t (2.3)

where St and δt are the spot price of the commodity and the stochastic conve-

nience yield, µQs is the drift in the geometric Brownian motion, and σS and σδ

are the volatilities in St and δt. St and δt maybe correlated: dWSdWδ = ρS,δdt,

where ρS,δ is their correlation coefficient.

Applying Ito’s Lemma yields the following closed-form solution for the price

of the commodity futures contract:

lnFτ,t = ατ + lnSt − δt
1− e−κ

Q
δ τ

κQδ
(2.4)

where

ατ =

(
r − (θQδ −

λδ

κQδ
) +

σ2
δ

2κQ
2

δ

− σSσδρS,δ

κQδ

)
τ +

σ2
σ(1− e−2κ

Q
δ τ )

4κQ
3

δ

+

(
(θQδ −

λδ

κQδ
)κQδ + σSσδρS,δ −

σ2
δ

κQδ

)
1− e−2κ

Q
δ τ

κQ
2

δ

(2.5)

and λδ is the parameter for the price of risk attributed to the convenience yield.
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Empirically, the introduction of the convenience yield to the model genuinely

improves the goodness-of-fit, but Gibson and Schwartz (1989) also reported that

the model only fits well for futures contracts with short term maturities, while

mispricing is still documented in contracts with long term maturities. It seems

that two questionable assumptions in this model might be to blame for this

imperfection. First, the interest rate is assumed to be a constant factor. Second,

the risk premium is also assumed to be constant.

Schwartz (1997) relaxes the assumption of a constant interest rate factor, and

proposes a three factor model for commodity futures pricing. The convenience

yield is specified in the same form as in the Gibson and Schwartz (1992) two factor

model. The interest rate factor in this context is viewed as the instantaneous

short rate. Similar to the specification of the convenience yield, it is also assumed

to have a mean reverting feature and, therefore, follows an Ornstein-Uhlenbeck

process as in Vasicek (1977). In summary, we have the following stochastic

processes which determine the commodity futures price under the risk-neutral

measure:

dSt = (rt − δt)Stdt+ σSStdW
Q
S,t (2.6)

dδt = κQδ (θQδ − δt)dt+ σδdW
Q
δ,t (2.7)

drt = κQr (θQr − rt)dt+ σrdW
Q
r,t (2.8)

where rt is the instantaneous short rate. Considering the convenience yield as the

conceptual analogue of the “dividend yield” to the commodity asset, as suggested

by Ross (1978), the drift term in equation (2.6) should be defined as rt − δt.

St, δt and rt maybe correlated as: dWS,tdWδ,t = ρS,δdt, dWS,tdWr,t = ρS,rdt,

dWδ,tdWr,t = ρδ,rdt.

Applying Ito’s Lemma yields a closed-form solution as follows:

lnFτ,t = Aτ + lnSt − δt
1− e−κ

Q
δ τ

κQδ
+ rt

1− e−κ
Q
r τ

κQr
(2.9)
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where:
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(2.10)

where λδ and λr are the parameters for the price of risk attributed to the conve-

nience yield δt and short rate rt.

Schwartz (1997) compared the three factor model with the previous one fac-

tor and two factor model. The empirical evidence indicated that a one factor

model performs poorly and is unable to properly capture cross-sectional varia-

tions in the commodity futures term structure. Although the two factor model

and three factor model are almost the same in the estimation of commodity fu-

tures with short term maturities, the three factor model clearly outperforms the

two factor model for the estimation of those with long term maturities in terms

of the goodness-of-fit.

Comparing equations (2.4) and (2.9), it is not hard to see that the three

factor commodity futures pricing model also nests the two factor commodity

futures pricing model. At any point in time, the commodity futures price is

exponentially affine to the three state variables, namely:

Fτ,t = exp(Aτ +B′τXt) (2.11)
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where Aτ is defined previously in equation (2.10), Xt = (lnSt, δt, rt)
′, that is the

as vector of state variables which determines the variations in the commodity

futures term structure, and B′τ is the loading of state variables that affects the

commodity futures prices as:

Bτ =


1

−1− e−κ
Q
δ τ

κQδ
1− e−κ

Q
r τ

κQr

 , (2.12)

Casassus and Collin-Dufresne (2005) extended the Schwartz (1997) three

factor model. They formally specified the affine framework and its general closed-

form solution. In addition to this, they contributed to the specification of the

time invariant price of risk in their model, based on Duffee (2002), which greatly

improved the empirical performance of their model. They also found that the

convenience yield factor is in fact composed of an idiosyncratic component, and

the weighted average of the other two latent factors:

δt = βrrt + βSSt + δ̂t (2.13)

where βr and βS are the weights on the effects of the interest rate factor, rt,

and the spot commodity price factor, St, on the convenience yield1. δ̂t is the

idiosyncratic convenience yield component, which is specified as a standard mean

reverting process, the same as in equations (2.3) and (2.7) in the Gibson and

Schwartz (1992) two factor model and Schwartz (1997) three factor model:

dδ̂t = κQ
δ̂

(θQ
δ̂
− δ̂t)dt+ σδ̂dW

Q

δ̂,t
(2.14)

This leads to a novel specification of the stochastic process of convenience
1Please refer to Appendix D in Casassus and Collin-Dufresne (2005) for detailed specification of βr and βS .
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yield δt under a no-arbitrage condition as:

dδt =(κQδ,0 + κQδ,rrt + κQδ δt + κQδ,SSt)dt+ σδdW
Q
t (2.15)

where κQδ,S and κQδ,r are, respectively, the effects from the spot commodity price

and interest rate factor on the convenience yield under the risk-neutral measure.

This reveals the fact that the dynamic of the convenience yield is not a standalone

process as the conventional models suggest, but is actually influenced by the other

two latent factors. The conventional models, therefore, are restricted versions,

since the convenience yield specification in Casassus and Collin-Dufresne (2005)

degenerates to the one in the Schwartz (1997) three factor model if αr = κQδ,r = 0

and αs = κQδ,s = 0.

2.2.3 Developments in macro-finance modelling

There has been extensive development in mainstream finance models of bond

yield curves and commodity futures curves, which only use latent variables to de-

termine the variations in the term structure. These models share the advantage of

being tractable and flexible, and are usually referred to as “pure finance” models.

Although they are favoured by researchers due to their useful statistical descrip-

tions of term structure dynamics, there has been long-standing criticism of the

lack of economic interpretation given to their latent factors. The integration of

the structural relationship between the financial term structure and the macroe-

conomy is of interest to researchers in various fields, such as macroeconomists,

financial economists, policy makers and market participants. The growing de-

sire to introduce macroeconomic insight into the canonical affine term structure

framework has motivated the rapid development of macro-finance modelling.

2.2.3.1 The mainstream macro-finance modelling

In this spirit, macro-finance models that target the bond interest rate were

initially developed. The pioneering research of Ang and Piazzesi (2003) incor-



2.2. LITERATURE REVIEW 24

porated macroeconomic variables in the affine term structure model (ATSM) of

zero coupon bond yields. They chose three unobservable variables, also known

as the “level”, “slope”, and “curvature” factors of the interest rate term structure,

and two observable macroeconomic indicators, representing inflation and the real

activity of the economy; combining these to explain the interaction between the

term structure of zero coupon yields and the macroeconomy. They found that

macroeconomic indicators explain as much as 85% of the variation in the bond

yield. Macro factors are particularly good at providing descriptions of the be-

haviour of the yields in the short term. Nevertheless, it is also necessary to

retain latent variables in the model, because the macro factors are ineffective at

explaining long term yields, while the latent variables still account for most of the

movements of the yield curves at the long end. The parsimonious version of the

general ATSM framework is considered to be the Nelson-Siegel model. Diebold,

Rudebusch and Aruoba (2006) extended the dynamic Nelson-Siegel representa-

tion introduced by Diebold and Li (2006), and established another example of

a macro-finance model for US Treasury yields. They found that the first latent

factor, also known as the “level” factor, is highly correlated with the level of in-

flation. The second factor, which is normally referred to as the “slope” factor, is

closely related to the real activity. Yet there seems to be little evidence to sug-

gest a connection between the third latent factor, also labelled as the “curvature”

factor, and key macroeconomic indicators.

Other papers provided more perspectives on general macro-finance modelling

of interest rate term structures, such as Hordahl, Tristani and Vestin (2006) and

Rudebusch and Wu (2008), Joslin, Priebsch and Singleton (2014) and others.

These studies give sensible descriptions of the behaviour of yield curves, as well

as interpretations of the structural relationships between macro variables and

yield curves. However, they do not provide an adequate description of the long

term linkage between variables in the macro-finance framework.

Initiated by Svensson (1999), Smets (2002), Rudebusch (2002), Kozicki and

Tinsley (2005) and others, subsequent macro-finance research has used the semi-
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structural “central bank model” (CBM). This research suggests that the latent

variables represent exogenous shocks to the inflation target or underlying inflation

rate of the central bank. Further studies, such as Dewachter and Lyrio (2006),

Dewachter, Lyrio and Maes (2006), Spencer (2008), Liu and Spencer (2010),

adopt a vector error correction model (VECM) specification for the macro-finance

framework in order to capture the underlying features that drive the yield curves

and the macroeconomy. They show that a common non-stationary trend, which

seems to be the underlying rate of inflation, characterises the variations in the

interest rate term structure at the long end.

2.2.3.2 Macro-finance modelling of the commodity futures term structure

The mainstream macro-finance model focuses on term structures of the in-

terest rate, yet developments in the macro-finance model that targets the com-

modity futures term structure have progressed only very slowly in the literature.

In addition, while the subsequent CBM represents the behaviour of the macroe-

conomy in terms of the output, inflation, and the short term interest rate, there

is no role for the commodity price, particularly the oil price, in the basic model,

despite the evidence of the effect of oil shocks on the macroeconomy.

To the best of my knowledge, the only attempt to address this in the liter-

ature is Heath’s (2016) paper studying crude oil futures prices, which followed

the general set-up in Joslin, Priebsch and Singleton (2014). In Heath’s work, the

cost of carry is modelled directly, instead of being separated into the convenience

yield and the interest rate factor. The latent system that consists of the nominal

spot oil price and the cost of carry is assumed to follow a simple autoregressive

scheme under the risk-neutral measure, independently of macro variables. The

cross-section of oil futures is then affine to these two latent factors only. The

macro system contains two observable macroeconomic variables that measure

real activity and inventory levels. The real world time series dynamic is mod-

elled using a VAR with a state vector that includes the latent variables alongside

the macroeconomic variables. The macroeconomic variables are therefore “un-
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spanned” in the sense that they only have a lagged dynamic effect on the futures

curve, not a contemporaneous one.

Conceptually, Heath (2016) follows the existing strand of macro-finance

modelling in a rigorous manner. This approach is unable, however, fully to

specify the features that are related to the commodity futures term structure.

One major drawback is that, it does not properly specify the dynamic of the spot

oil price under the risk-neutral measure, which is defined by the no-arbitrage re-

lationship, as suggested by Working’s theory. Instead, it only defines the spot

oil price as a standard autoregressive process. Another drawback is that nominal

spot oil prices are used in the model. Unlike bond prices however, which are the

relative prices of money in different periods, futures prices tend to increase over

time due to the effect of inflation, which imparts a strong secular uptrend. The

real spot oil price, therefore, which removes the effect of inflation on nominal

prices, tends to be a better candidate than the nominal spot oil price, in terms of

providing more meaningful implications for the structural relationship between

variables in the real economy. Another concern with respect to Heath (2016)

is that the cost of carry is treated as a single variable, even though the model

does not include any proxy for the interest rate in the model. This model setup,

therefore, disables the model’s ability to evaluate the effects of monetary policy

and other macro shocks on the spot oil price and the convenience yield.

2.3 Preliminary data analysis

This section will provide the preliminary analysis for the log real spot price

of crude oil and some macro indicators. These are the same observable data that

are used in the chapter 4. By evaluating the results, it will be possible to get an

initial idea of how these variables interact with each other under the preliminary

standard macro-econometric framework. This will allow an understanding of

the implications for the macro-finance model for commodity futures that will be

developed later in the thesis.
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2.3.1 Data

Quarterly data is used in this analysis for the convenience yield of crude oil

(δ), the spot price of crude oil in the real term (ρ), the US output gap (g), US

inflation rate (π), and US interest rate (r). All data are downloaded from the

Thompson Reuters DataStream.

The US output gap (g) is generated by applying the Hodrick-Prescott (HP)2

filter to the log US GDP that is seasonally adjusted at a constant price. The

US inflation rate (π) is the quarterly log difference of the seasonally adjusted

US implicit price deflater (IPD) of GDP, that is πt = lnIPDt − lnIPDt−4. The

US Federal Funds rate is used as a proxy for the US interest rate, specified as

a quarterly decimal fraction (i.e. the annual rate as a % divided by 400). The

time span of all these data series starts from the first quarter of the year 1964 to

the fourth quarter of 2015, which allows the analysis to cover oil shocks during

the 1970s.

The spot oil price (S) is a composite series. Although the full series of the

West Texas Intermediate (WTI) spot oil price only starts from the first quarter

of 1984, the spot price series for London Brent crude oil dates back to the first

quarter of 1970. Since the WTI and the Brent oil market are well known for

their high level of co-movement over the years, and they have only deviated in

recent years due to the development of shale oil, I make a plausible assumption

that the WTI spot oil price was essentially the same as the London Brent spot

oil price between the years 1970 to 1984. In this spirit, the two series are spliced

together to enable the spot crude oil price series to be constructed from 1970 to

2015. Another assumption is that the spot crude oil price is constant over time

before the year 1970, which means that the spot oil price is set at that of the

first quarter of 1970 for the period, from 1964 to 1970. This is because before

OPEC overtook the power of global oil pricing at the beginning of the 1970s,

international crude oil was deliberately set at a fixed price by the major crude

oil monopolies in the US after World War II.
2I use a standard “lambda” of 1600 in the HP filtering procedure
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Figure 2.1: The data

This figure plots the five variables that I will investigate in this section. Convenience yield

is derived using the no-arbitrage equation of commodity futures pricing. Spot oil price is a

composite series that combines the spot price of Brent crude oil and WTI crude oil. The

output gap is generated using the Hodrick-Prescott (HP) filter to the log US GDP. Inflation

is the log difference of the US implicit price deflater of GDP. The Federal Funds rate proxies

the US interest rate.
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This composite spot oil price series is specified in normal terms. Since this

work is interested in the relationship between the log spot price of the crude oil

and other macro variables in the real economy, however, the log spot oil price is

generated in real terms by subtracting the log nominal spot oil price from the

log GDP price level:

ρt = st − pt (2.16)

where ρt is the real spot oil price at time t taking the natural logarithm, st is the

log spot oil price in the nominal term, and pt is the price level that is proxied by

the US implicit price deflator of GDP. This log real spot oil price (ρt) is used in

the later analysis.

Table 2.1: Summary Statistics

Variables Mean S.D. Skew Kurt ADF Obs.
Convenience yield (δ) 0.0123 0.023 -0.123 1.948 0.002 128
Log real spot oil price (ρ) -1.067 0.678 -0.204 -0.878 0.296 208
US output gap (g) 3.3×10−11 0.015 -0.360 0.523 0.000 208
US inflation (π) 8.6×10−4 5.5×10−4 1.240 0.831 0.541 208
Fed Funds rate (r) 0.014 9.2×10−4 0.708 0.830 0.432 208

This table presents the summary statistics of the dataset. These data were supplied by

Datasteam and are discussed in the text. Mean denotes the arithmetic mean of the sam-

ple, S.D. standard deviation; Skew. and Kurt. report skewness and excess kurtosis, standard

measures of the third and fourth moments. Obs. reports the number of observations. ADF

reports the p-value of the Augmented Dickey Fuller test statistic under the null hypothesis of

non-stationarity. The lag lengths of the ADF test are determined by the Akaike information

criterion.

The crude oil convenience yield is an implied series generated by reversing

the well-known no-arbitrage equation of commodity futures pricing:

Fτ,t = Ste
(rt−δt)τ (2.17)

where Fτ,t is the WTI crude oil futures price at time t for τ term to maturity.

In this case, the three-months crude oil futures price is used; therefore, τ is

explicitly equals to 3/12. St is the nominal spot price of oil. rt is the short rate

that is proxied by the Federal Funds rate. δt is the implied convenience yield

that I intend to derive from this no-arbitrage equation. Since the three-months
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WTI crude oil futures price data are only available from 1984 to 2015, therefore,

differing from the other four data series, which start from the first quarter of

1964, the implied convenience yield has the time span from the first quarter of

1984 to the fourth quarter of 2015.

All data are plotted in Figure 2.1. Summary statistics for these data are

also presented in Table 2.1. The ADF test result in Table 2.1 reports the p-value

of the test statistic. The null hypothesis (H0), which states “the variable has a

unit root”, is tested against the alternative hypothesis (H1), which states “the

variable does not have a unit root”. The p-value of the ADF test statistics for

the implied convenience yield and the US output gap are reported as 0.002 and

0.000 respectively. This indicates that there is sufficient evidence to reject the

H0 and accept the H1 in both cases under the 5% confidence level. This means

that statistically, both of these variables have a unit root. In other words, the

implied convenience yield and the US output gap are stationary time series. This

is, however, different from the cases of the log real spot oil price, the US inflation

rate, and the Federal Funds rate. The p-values of the ADF test statistics for these

data series are reported as 0.296, 0.541, and 0.432, respectively, which indicates

that there is insufficient statistical evidence to reject the H0 and accept the H1

under the 5% confidence level. In other words, each of these three variables has

a unit root, and therefore is a non-stationary time series.

2.3.2 The Granger causality test

This section discuss the Granger causality test result. The Granger causality

test shows how the lag of one variable is able to forecast another, thus revealing

the presence of interconnections between variables. The test result reports a

p-value of the test statistic. The null hypothesis (H0), which states that “one

variable does not Granger cause the other one”, is tested against the alternative

hypothesis (H1) , which states that “one variable Granger causes the other one”.

Specifically, a Granger causality test is undertaken for the log real spot oil price

and other macro variables, namely: the US output gap, the US inflation rate
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and the Federal Funds rate, with the intention of finding out the strengths of the

linkages between these variables.

Table 2.2 presents the results for the overall period from 1964Q1 to 2015Q4.

The p-values indicate there is sufficient statistical evidence to reject the null hy-

pothesis of the statements: “Log real spot oil price ; US inflation” and “US

inflation ; Log real spot oil price” under the 95% confidence level. I can also

reject the null hypothesis of the statements: “Log real spot oil price ; Fed Funds

rate” under the 90% confidence level. Nevertheless, there is not sufficient statis-

tical evidence to reject all the other null hypotheses. This indicates that the log

real spot oil price is actively related to the other US macro variables. Specifically,

the real spot oil price significantly Granger causes the US inflation level. This is

in line with conventional wisdom, because crude oil is the fundamental material

for various industrial products. The real oil price, therefore, determines the fun-

damental cost of the industrial production at every level. The real spot oil price

also significantly Granger causes the US Fed Funds rate. The Fed Funds rate

is determined by the Federal Open Market Committee (FOMC) in the Federal

Reserve system. As a policy rate, it has strong implication for monetary policy in

the US. These results show that the real spot oil price is able to infer the variation

in the US policy rate. It therefore seems possible that the monetary authority

takes more information from the oil price when carrying out their policies.

Table 2.2: Bivariate Granger Causality Test for the Log Real Spot Oil
Price and Other Variables

Null hypothesis p-value
Time period 1964Q1-2015Q4
Log real spot oil price ; US output gap 0.433
US output gap ; Log real spot oil price 0.132
Log real spot oil price ; US inflation 0.000
US inflation ; Log real spot oil price 0.001
Log real spot oil price ; Fed Funds rate 0.075
Fed Funds rate ; Log real spot oil price 0.633

Table 2.2 shows the bivariate Granger causality test result of the log real spot oil price and
the US output gap, the US inflation and the Fed Funds rate, from 1964Q1 to 2015Q4. Arrow
notation “;” in the null hypothesis statement, stands for: “does not Granger causes”. The
number of lags/degree of freedom in each case is decided using the Akaike information criterion.
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Although it is counter intuitive to find no obvious interaction between the

log real spot oil price and the US output gap in this period, these results are in

line with empirical evidence in previous studies. In Hooker (1996) and Hamilton

(1996), bivariate interactions between different measurements of output and oil

price could only be statistically verified in the post-World War II period before

the early 1970s, which is largely excluded in my sample data. For the periods

after the early 1970s, however, these interactions become very weak. Hooker

(1996) suggests that the reason for this was mainly because the oil price became

endogenous after the early 1970s. To be more specific, after the early 1970s, most

information about the oil price in the future was included in the measurements of

output, hence, there is a much smaller unforecastable component of the oil price

to be captured by the Granger causality test. Notwithstanding this, as pointed

out by Kilian (2006, 2008) and others, the possible underlying real oil effect on

output could be transmitted by other channels more indirectly in recent decades.

These channels include aggregate supply and demand and, subsequently, inflation

and monetary policy, which are not specified in the bivariate Granger causality

test.

Table 2.3: Bivariate Granger Causality Test for the Convenience Yield
and Other Variables

Null hypothesis p-value
Time period 1984Q1-2015Q4
Implied convenience yield ; Log real spot oil price 0.001
Log real spot oil price ; Implied convenience yield 0.000
Implied convenience yield ; US output gap 0.629
US output gap ; Implied convenience yield 0.965
Implied convenience yield ; US inflation 0.425
US inflation ; Implied convenience yield 0.159
Implied convenience yield ; Fed Funds rate 0.816
Fed Funds rate ; Implied convenience yield 0.011

Table 2.3 shows the bivariate Granger causality test result of the implied convenience yield
and the other four variables for the period: 1984Q1 to 2015Q4. Arrow notation: ; in the null
hypothesis statement, stands for: “does not Granger causes”. The number of lags/degrees of
freedom in each case is decided using the Akaike information criterion.

Table 2.3 shows the Granger causality test results for the convenience yield

and other variables. Because the convenience yield only starts from the first
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quarter of 1984, it is only possible to test period from 1984Q1 to 2015Q4. The p-

values indicate that there is sufficient statistical evidence to reject the following

H0s: “Implied convenience yield ; Log real spot oil price”, “Log real spot oil

price ; Implied convenience yield”, and “Fed Funds rate ; Implied convenience

yield”. However, there is no sufficient statistical evidence to reject the other H0s.

Casassus and Collin-Dufresne (2005) numerically proved that the convenience

yield is affected by the spot commodity price and the interest rate variable,

although it is under the risk-neutral measure. These results also empirically

verify these interactions under the real world measure. Furthermore, there is

also strong evidence that convenience yield significantly determines the log real

spot oil price. These findings will be useful for specifications in future models.

Table 2.4: Bivariate Granger Causality Test for the US Output Gap, the
US Inflation, and the Fed Funds Rate

Null hypothesis p-value
Time period 1964Q1-2015Q4
US Inflation ; US output gap 0.039
US output gap ; US inflation 0.000
Fed Funds rate; US output gap 0.000
US output gap ; Fed Funds rate 0.000
Fed Funds rate; US inflation 0.001
US inflation ; Fed Funds rate 0.008
Table 2.4 shows the bivariate Granger causality test result for the US output gap, US inflation
and the Fed Funds rate, for the period: 1964Q1 to 2015Q4. Arrow notation: ; in the null
hypothesis statement, stands for: “does not Granger causes”. The number of lags/degrees of
freedom in each case is decided using the Akaike information criterion.

Finally, Table 2.4 tests the Granger causality of the bivariate US output gap,

US inflation, and the Federal Funds rate for the overall period between 1964Q1

and 2015Q4. The p-values indicate that there is sufficient statistical evidence

to reject all null hypotheses in the table. This indicates that the interactions of

these variables are all strong and significant, as implied by conventional wisdom.

2.3.3 Impulse response functions

These interactions are now further evaluated using the impulse response

functions, which describe the lag response of one variable to a one time impulse
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from another. These impulse response functions are here specified orthogonal

innovations generated from an unrestricted vector autoregressive model with one

lag (VAR(1)) only. Four variables are tested in this exercise: the log real spot oil

price (ρt), the US output gap (gt), US inflation (πt) and the Fed Funds rate (rt).

The VAR(1) model for the state vector, Xt = (ρt, gt, πt, rt)
′, is therefore defined

as:

Xt = K + ΦXt−1 +Wt Wt ∼ (0, R) (2.18)

where K is a 4 × 1 vector of constant terms, Φ is a 4 × 4 matrix that specifies

the interrelationships between state variables, R is a 4 × 4 matrix that can be

Cholesky decomposed as R = ΣΣ, and Σ is a 4× 4 lower triangular matrix. The

ordering in Xt is based on the descending order of exogenity of the variables.

Figure 2.2 presents the results for the overall period between 1964Q1 to

1984Q1. The impulse responses of the output gap to the real oil price shock shows

that there is an immediate positive response of the output to the oil price shock,

but this later becomes negative after about five quarters. This is in line with

the description in Hamilton and Herrera (1994), who suggested that although

oil shocks drag output, and sometimes introduce post-war recessions, their effect

is normally delayed for a few quarters. Impulse responses of inflation and the

interest rate to shocks from the output gap are positive. This indicates that

growing industrial production induces higher inflation and triggers policy makers

to react positively. Meanwhile, inflation negatively responds to policy shocks,

which means that monetary policy is effective in reducing pressure from inflation.

One would expect the real oil price to respond positively to the shock from output

due to higher demand, yet the positive response from the real spot oil price is

very weak and quickly turns to negative in the long-run. The policy shock has

an immediate negative effect on the output, however this effect later becomes

positive due to a lower level of inflation that is maintained by the higher policy

rate. The impulse responses to inflation shocks are mixed. Policy makers raise the

interest rate as a reaction to the inflation shock in order to reduce the inflationary
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pressure if the effect of the inflation shock persists. Meanwhile, this drags down

output because higher inflation creates higher costs for industrial production.

Nevertheless, the response of the real spot oil price to inflation is not obvious.

The immediate and persistent negative response of inflation to the real oil price

shock in these findings is therefore difficult to explain. This also happens to the

Fed Funds rate’s response to the real oil price. It seems to be the case that

impulse response functions are also puzzled by unit roots in the non-stationary

data series for the time period.

Figure 2.2: Impulse Response Functions of Unrestricted VAR with One
Lag for the Period Between Year 1964Q1 to 2015Q4

Figure 2.2 shows the impulse response functions for the overall period: 1964Q1 to 2015Q4.
Each panel shows the effect of Choleskey one standard error (S.D.) innovations on the state
variables (solid lines). This figure also displays the confidence bound at ± two standard error
(S.E.), i.e. the 95% confidence interval (dashed lines) in each case. Elapsed time is measured
in calendar quarters.

The influence of unit roots in the VAR system drives the impulse response

functions to display confusing stylised facts, which cast serious doubt on the
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ability of the VAR model to specify the interrelationships between the tested

time series appropriately. Phillips (1998) thoroughly investigated this issue and

found that the impulse response matrices estimated by the VAR system with

non-stationary data were inconsistent at a long horizon because they tended

to provide random impulse responses rather than the true impulse responses

of the variables. He further concluded that one must inevitably expect large

uncertainty in the relevant analyse using impulse response functions estimated

by an unrestricted VAR system that has a non-stationary characteristic.

One popular solution is to use the vector error correction model (VECM)

instead of an unrestricted VAR when encountering a non-stationary data series.

If the non stationarity is caused by a long-run stochastic trend in the underlying

variables, that has linear combination which is integrated of the order zero, these

variables are said to be cointegrated, and the VECM is particularly useful in

estimating both short-term, and long-term cointegrated relationships between

time series. Empirically, Phillips (1998) also pointed out that the VECM presents

highly accurate impulse response functions, and much better forecasts than the

unrestricted VAR model. In this spirit, chapter 4 of this thesis will further

demonstrates the application of the VECM to the macro-finance model of crude

oil market.

2.4 Concluding remarks

This chapter first reviewed the various strands in the previous literature that

are relevant to the commodity futures term structure modelling. It has shown

that the mainstream macro-finance modelling pays the vast majority of its at-

tention to the bond prices and interest rate term structure. Relatively, very little

attention has been devoted to the commodity futures term structure, regardless

of the long-standing discussion on the significant interrelationship between the

commodity market and the macroeconomy that has been revealed by numerous

studies over the years.
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In order to provide prefatory empirical implications for the later chapters, a

preliminary data analysis model was carried out, which tested several variables in

this analysis, such as the crude oil convenience yield, the log real oil price, the US

output gap, the US inflation rate, and the Fed Funds rate. The bivariate Granger

causality test suggests that these tested variables have strong interactions. The

impulse response functions generated by the basic unconstrained VAR(1) model

are severely puzzled by the data’s non-stationarity. It seems clear that the VECM

model would be a better candidate than an unconstrained VAR model in terms

of properly specifying the long-run conintegrated relationships in these variables.



Chapter 3

The Interest Rate Factor in the

Commodity Markets

3.1 Introduction

Commodity futures markets have seen a considerable expansion in activity

in the past a few decades, with estimated investment inflows to various commod-

ity futures indices, from early 2000 to 2008, totalling $200 billion (Cheng and

Xiong 2014). In parallel with this growth, a rapid development of reduced-form

Gaussian models has been observed to investigate the time series behaviour of

the commodity futures term structure (Brennan and Schwartz 1985, Gibson and

Schwartz 1990, Schwartz 1997, Casassus and Collin-Dufresne 2005, Liu and Tang

2011). These Gaussian models suggest that commodity futures prices are affine

to three unobservable stochastic factors; the spot price, the convenience yield,

and the interest rate factor. Other branches of research provide insights into the

economic interpretation of these stochastic factors, including the “Theory of Nor-

mal Backwardation” (see Keynes 1923, Hicks 1939) and the “Theory of Storage”

(see Working 1933, Working 1934, Kaldor 1939, Working 1949, Brennan 1958

and others). The former suggests that the optimal hedging/speculative position

drives the variation in the futures curve, while the latter explains the role of spot

inventory, and introduces the convenience yield factor.
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The spot price and convenience yield factors account for the vast majority of

the early research into the economic interpretation of the unobserved stochastic

factors. By comparison, relatively little attention has been paid to the interest

rate factor. The conventional reduced-form Gaussian models, as discussed pre-

viously, generally accept the proposition in Schwartz (1997). This proposition

regards the interest rate factor as equivalent to the short rate. In the empirical

literature, previous studies have also frequently employed the practice of pinning

down the latent interest rate factor to certain “observable” short rate series1.

While this practice has the advantage of helping to identify the variable, which

is, as documented in Schwartz (1997), otherwise a difficult task, it comes at the

expense of eliminating the possibility of modelling the full set of dynamics that

may exist for this variable. This leaves open the possibility that there might be

more appropriate ways to measure the short rate that is applied to the commod-

ity markets. By taking the approach of proxying the unobservable short rate by

the observed short rate, we are, for example, unable to use these models to eval-

uate the version of the interest rate that is implied by the commodity markets.

This might suggest forms of the commodity market implied latent short rate that

are different from existing observable series.

A further consideration is that there are different commodity markets for dif-

ferent types of commodity products. In the existing empirical research, however,

these markets are normally modelled seperately. Brennan and Schwartz (1985),

Gibson and Schwartz (1990), and Liu and Tang (2011), for example, focus on

single commodity markets in their empirical analysis; and although in Schwartz

(1997) and Casassus and Collin-Dufresne (2005) several commodity classes, such

as oil, copper, gold, and silver, are considered, these markets are still modelled

individually. Casassus and Collin-Dufresne (2005) document that the estimates

of the interest rate parameters are different in each separate model. Given this

observation, a model that nests multiple commodity classes is needed in order
1The “observable” short rate series is normally a product that is separately measured by the interest rate

term structure estimation using a single factor Gaussian model (as in Schwartz 1997, Casassus and Collin-
Dufresne 2005, Liu and Tang 2011 and others).
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to inspect the wider information content in the commodity markets for the in-

terest rate. In this spirit, Paschke and Prokopczuk (2007) present a joint affine

study of three highly related commodity classes: crude oil, heating oil, and gaso-

line; finding a non-stationary common component that drives all of their selected

commodities. However further discussion of the joint affine model of commodity

futures is, in general, limited.

This thesis, therefore, presents a joint affine term structure model, which

is in the reduced-form Gaussian modelling category. This allows us to model

multiple commodity markets to be modelled together. The theoretical model in

this chapter is based on the work in Casassus and Collin-Dufresne (2005). The

novelty of this joint model is that, it identifies the instantaneous short rate as a

factor that is common to all commodity markets. This avoids estimating differ-

ent sets of parameters for the same interest rate factor in different commodity

markets, as noted by Casassus and Collin-Dufresne (2005). I make no attempt

to pin down this variable to any observable data. In other words, the short rate

factor will be a pure latent factor. This common interest rate will be jointly

identified by multiple commodity markets. In turn, it will be shown that it also

plays an important role in the estimation of commodity futures prices. Since the

selected commodity markets are also the benchmark markets in each commod-

ity class, the short rate factor implied by these markets can be interpreted as

the commodity market’s implied instantaneous short rate. It thus reflects the

expectation that benchmark commodity markets have of the interest rate.

For the empirical model, monthly data on crude oil, copper, gold and corn

futures contracts from January,1989 to November,2015 are used. As discussed

in Casassus and Collin-Dufresne (2005), the model is estimated using maximum

likelihood in order to take full advantage of the Gaussian affine structure. All

state variables in this chapter will be unobservable, and thus the Kalman filter

algorithm is used to estimate the latent factors.

In terms of the implicit commodity implied short rate factor, the analysis

yields a number of findings. Specifically, its dynamics appear to be consistent
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with the dynamics of observable interest rates, and the correlation coefficient

between this time series and the US policy rate is remarkably high. Test statistics

however, suggest that they are Granger causing each other, which is supported

by the fact that the commodity implied short rate factor is different from the US

policy rate. It seems that the expectation of the interest rate in the commodity

market both reflects and anticipates developments in monetary policy.

The remainder of this chapter will be organised as follows. Section 3.2 in-

troduces the theoretical model, and the derivation and the closed form solution

for the discrete time affine term structure. Section 3.3 introduces the joint affine

term structure model for multiple commodity markets. Section 3.4 describes

the data and explains the empirical methodology, while also discussing the pre-

ferred model selection. Section 3.5 discusses the empirical results of this model

estimation. Section 3.6 concludes.

3.2 A discrete time affine term structure model for in-

dividual commodity futures

3.2.1 The state dynamic

Conventional models suggest that, for any commodity i, their futures term

structure is driven by three latent factors. These can be further defined as their

(nominal) spot commodity price (Si,t) and convenience yield (δi,t), and the in-

stantaneous short rate (rt).

Assuming that Si,t is lognormal under the risk-neutral measure Q, denote

si,t = ln(Si,t), I define si,t follows the stochastic process as:

si,t+1 = κQsi + si,t + rt − δi,t + εQsi,t+1 εQsi,t+1 ∼ N(0, σ2
si

) (3.1)

where, κQsi = −1

2
σ2
si
. The complete derivation for equation (3.1) can be found in

the Appendix A.1.

As implied by Casassus and Collin-Dufresne (2005), the definition of δt fol-
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lows a Gaussian process as:

δi,t+1 =κQδi + φQδi,sisi,t + φQδiδi,t + φQδi,rrt + εQδi,t+1 εQδi,t+1 ∼ N(0, σ2
δi

) (3.2)

which allows the convenience yield factor to be affected by the spot commodity

price and short rate factor under the measure Q.

The short rate factor rt follows a independent Gaussian process:

rt+1 =κQr + φQr rt + εQr,t+1 εQr,t+1 ∼ N(0, σ2
r) (3.3)

Stacking equations (3.1), (3.2) and (3.3), I can write the state dynamic of

any commodity class under the measure Q as:

Xi,t+1 = KQ
i + ΦQ

i Xi,t +WQ
i,t WQ

i,t ∼ N(0, Ri) (3.4)

where,

Xi,t+1 =


si,t+1

δi,t+1

ri,t+1

 KQ
i =


κQsi

κQδi

κQri

 ΦQ
i =


1 −1 1

φQδi,si φQδi φQδi,r

0 0 φQr

 (3.5)

Ri = ΣiΣ
′
i, and Σi is a lower triangular matrix.

3.2.2 Generating the cross-sectional factor loadings under the risk-

neutral measure

I denote Fi,τ,t as the futures price for commodity i at time t with τ units of

time to its maturity. It is well-known that Fi,τ,t follows a martingale under the

risk-neutral measure Q.

Fi,τ,t = EQ
t (Fi,τ−1,t+1) τ ≥ 1. (3.6)

This is because commodity futures contracts do not yield dividends or conve-

nience yields, and do not have a cost of carry. The maturity value of the futures
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price is equal to the future spot price. So for the special case of τ = 0:

Fi,0,t+1 = Si,t+1. (3.7)

Assuming futures prices of commodity i at any point in time with any re-

maining term to maturity are exponentially affine to the three state variables,

denote fi,τ,t = ln(Fi,τ,t), I can adopt the trial solution for the log futures price of

commodity i with τ term to maturity at time t:

fi,τ,t = ηi,τ + ψi,s,τsi,t + ψi,δ,τδi,t + ψi,r,τrt (3.8)

= ηi,τ + Ψi,τXi,t (3.9)

where Ψi,τ = (ψi,s,τ , ψi,δ,τ , ψi,π,τ )
′ contains the cross-sectional parameters in the

measurement equation solved by the affine term structure setting.

In the special case of τ = 1, using equation (3.7): fi,0,t = si,t, which gives

the starting values:

ψi,s,0 = 1 ψi,δ,0 = ψi,r,0 = 0. (3.10)

To verify the trial solution (3.8) and find its parameters, I take logs of

equation (3.6) to get:

fi,τ,t = lnEQ
t (Fi,τ−1,t+1)

= EQ
t (fi,τ−1,t+1) +

1

2
V ar(fi,τ−1,t+1) (3.11)

substituting equation (3.1), (3.2), (3.3), and (3.8) into equation (3.11) gives:

EQ
t (fi,τ−1,t+1) =ηi,τ−1 + ψi,s,τ−1(κ

Q
si

+ st + rt − δi,t)

+ ψi,δ,τ−1(κ
Q
δi

+ φQδi,rrt + φQδiδi,t + φQδi,sisi,t)

+ ψi,r,τ−1(κ
Q
r + φQr rt) (3.12)

V ar(fi,τ−1,t+1) =
1

2
ψ2
i,s,τ−1σ

2
si

+
1

2
ψ2
i,δ,τ−1σ

2
δi

+
1

2
ψ2
i,r,τ−1σ

2
r (3.13)
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This verifies that the trial solution in equation (3.8) provides a recursive

process for ητ :

ηi,τ =ηi,τ−1 + ψsi,τ−1κ
Q
si

+ ψδi,τ−1κ
Q
δi

+ ψr,τ−1κ
Q
r

+
1

2
ψ2
si,τ−1σ

2
si

+
1

2
ψ2
δi,τ−1σ

2
δi

+
1

2
ψ2
r,τ−1σ

2
r

=ηi,τ−1 + Ψ′i,τ−1K
Q
i +

1

2
Ψ′i,τ−1RiΨi,τ−1 (3.14)

and ψi,s,τ , ψi,δ,τ , and ψi,r,τ follow recursive processes as below:

ψi,s,τ =ψi,s,τ−1 + ψi,δ,τ−1φ
Q
δi,si

(3.15)

ψi,δ,τ =− ψi,si,τ−1 + ψi,δ,τ−1φ
Q
δi

(3.16)

ψi,r,τ =ψi,s,τ−1 + ψi,δ,τ−1φ
Q
δi,r

+ ψi,r,τ−1φ
Q
r (3.17)

In matrix form, these equations suggest that Ψτ is updated by the following

recursive process:

Ψ′i,τ = Ψ′i,τ−1Φ
Q
i (3.18)

3.3 A joint affine term structure model for multiple

commodity term structures

I jointly model four commodity futures: crude oil, copper, gold, and corn.

Subscripts o, c, g and n are introduced, in place of subscript i to represent

the four selected commodity classes, and the factors that are different in each

class of commodity futures are defined as zi,t = (si,t, δi,t)
′ as the factors that are

different in each class of commodity futures. In other words, these are commodity

specific factors which vary in each commodity class, while rt plays the role of the

common factor in the model, which is assumed to be the same for all commodity

futures. The solution for the cross-sectional recursive process, as demonstrated

in equations (3.14) and (3.18), is the same for different classes of commodity

futures. I can, therefore, write the joint transition equation under the measure
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Q as:

Xt+1 = KQ + ΦQXt +WQ
t WQ

t ∼ N(0, R) (3.19)

where:

Xt =



zo,t

zc,t

zg,t

zn,t

rt


KQ
t =



KQ
zo

KQ
zc

KQ
zg

KQ
zn

kQr


ΦQ =



ΦQ
zo 02,2 02,2 02,2 ΦQ

zo,r

02,2 ΦQ
zc 02,2 02,2 ΦQ

zc,r

02,2 02,2 ΦQ
zg 02,2 ΦQ

zg ,r

02,2 02,2 02,2 ΦQ
zn ΦQ

zn,r

01,2 01,2 01,2 01,2 φQr


(3.20)

Likewise, WQ
t and R collect WQ

i,t and Ri in a similar way to these vectors and

matrix. The extended definition ofXt, KQ
t , and ΦQ can be found in the Appendix

B.1.

The VAR is now redefined under measure P . This implies a system that is

congruent with the companion form (3.19):

Xt+1 =K + ΦXt +Wt Wt ∼ N(0, R) (3.21)

where K is the vector for constant terms, Φ specifies the interrelationships be-

tween state variables under the measure P , and R is a 9 × 9 matrix. R = ΣΣ′,

where Σ is a 9× 9 lower triangular matrix. The extended definition of K and Φ

are shown in Appendix B.2. For convenience of notation, I denote K, Φ, Wt, and

all parameters contained by K, Φ, Wt without the superscript P representing its

probability measure under a real-world dynamic.

This benchmark model has the dynamic matrix Φ, following the specification
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suggested in Casassus and Collin-Dufresne (2005):

Φ =



Φzo 02,2 02,2 02,2 Φzo,r

02,2 Φzc 02,2 02,2 Φzc,r

02,2 02,2 Φzg 02,2 Φzg ,r

02,2 02,2 02,2 Φzn Φzn,r

01,2 01,2 01,2 01,2 φr


(3.22)

where Φzo , Φzc , Φzg , Φzn , show how the lagged specific factors of each selected

commodity type affect their current specific factors, and φr represents how the

lagged common factor affects the current common factor, and Φzo,r, Φzc,r, Φzg ,r

and Φzn,r capture how the lagged common factor affects the current specific

factors of each commodity type. The other off diagonal elements are constrained

to zeros. This means that, in this benchmark model, the lagged specific factors

of each commodity class do not affect the others, or the common factor.

The risk-neutral parameters KQ and ΦQ, as defined in (3.19), are already

modelled in a parsimonious manner and do not need any further specification.

For the real world dynamic, the parameter matrix Φ can be further defined to

reflect different model specifications. This restriction can be relaxed, however,

in order to achieve an unconstrained model, which allows state factors to be

interdependent of each other.

3.4 Empirical implementation

3.4.1 Data

The data set consists of futures contracts on West Texas Intermediate (WTI)

crude oil, Chicago Mercantile Exchange (CMX) gold, CMX copper and Chicago

Board of Trade (CBT) corn. For all commodities, “end of month” monthly data

are used from January 1989 to November 2015. Table 3.1 presents summary

statistics for the four commodities. For crude oil and copper contracts with

maturities at 1, 2, 3, 6, 9, 12 and 18 months (labelled from f1 to f18); for gold
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contracts with maturities at 1, 2, 3, 6, 9 and 12 months, and for corn contracts

with maturities at 1, 2, 3, 4, 5 and 6 months. Selections of the starting year and

maturities are based on both the alignment and availability of the data. All data

are downloaded from the Thompson Reuters DataStream database.

Figure 3.1: Log Futures Prices

Figure3.1 displays selected time series for each commodity term structure. The futures with
the shortest (solid lines) and longest (dashed lines) term to maturity are plotted for each
commodity class. All data are taken in natural logarithm.

Figure 3.1 shows the price of commodity contracts for crude oil, copper, corn

and gold. The futures contracts with the shortest and longest term to maturity
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Table 3.1: Summary Statistics of Futures Prices

Mean S.D. Skewness Excess
Kurtosis

ADF

WTI Oil
fo,1 3.604 0.669 0.295 -1.399 -1.692
fo,2 3.604 0.673 0.299 -1.432 -1.621
fo,3 3.602 0.676 0.308 -1.457 -1.558
fo,6 3.595 0.683 0.330 -1.511 -1.417
fo,9 3.587 0.688 0.347 -1.546 -1.323
fo,12 3.581 0.691 0.358 -1.570 -1.256
fo,18 3.572 0.693 0.372 -1.601 -1.186

CMX Copper
fc,1 0.414 0.609 0.345 -1.400 -1.264
fc,2 0.412 0.608 0.359 -1.399 -1.256
fc,3 0.410 0.607 0.375 -1.400 -1.244
fc,6 0.402 0.608 0.422 -1.404 -1.229
fc,9 0.393 0.608 0.460 -1.406 -1.207
fc,12 0.386 0.607 0.487 -1.406 -1.184
fc,18 0.373 0.603 0.528 -1.403 -1.097

CMX Gold
fg,1 6.273 0.599 0.715 -1.022 -0.044
fg,2 6.276 0.598 0.714 -1.023 -0.086
fg,3 6.278 0.596 0.713 -1.024 -0.046
fg,6 6.293 0.591 0.702 -1.030 -0.036
fg,9 6.308 0.585 0.689 -1.036 -0.025
fg,12 6.325 0.579 0.676 -1.043 -0.019

CBT Corn
fn,1 5.717 0.383 0.921 -0.191 -1.473
fn,2 5.734 0.371 0.941 -0.174 -2.124
fn,3 5.748 0.359 0.956 -0.162 -1.857
fn,4 5.757 0.345 0.953 -0.216 -1.798
fn,5 5.763 0.334 0.943 -0.310 -1.745
fn,6 5.771 0.328 0.921 -0.470 -1.809

Table 3.1 presents the summary statistics of selected futures prices data. All time series are
taken as natural logarithm. The Augmented Dickey Fuller (ADF) test results are used for oil
futures prices, and lag length is determined by the Akaike information criterion. The critical
values for the t-statistic are -3.4496, -2.8699 and -2.5713 for the 1%, 5% and 10% confidence
level. Probabilities are based on Mackinnon (1996) one sided p-values.
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that is available in the dataset are plotted for each commodity class. It can be

seen that these are persistent series over the selected period of time. This persis-

tent feature is also evidenced by the stationarity tests displayed in Table 3.1. If

we compare these term structures cross-sectionally, it can be seen that the corn

futures price displays much more variation than the other commodities. This is

due to the stronger influence of seasonal effects on corn futures, as documented

in Fama and French (1987). Finally, the cross-sectional variation of gold con-

tracts appears to be the most stable among the four commodity contracts. This

implies that gold contracts have a much lower convenience yield compared with

the others, because the price difference between short-term and long-term gold

futures contracts is, relatively, much smaller.

3.4.2 Empirical methodology

The state variables here are treated as latent factors, that are estimated

along with the parameters of the model. The latent factors are identified by the

ΦQ matrix in equation (3.20). This implies that the spot price and convenience

yield are specific to each futures curve, whereas the short rate is common to

all. Additionally, for each futures curve, the spot price restriction in equation

(3.5) implies that the spot price, convenience yield, and short interest rate factor

are identified. In order to identify these latent factors uniquely, I follow Joslin,

Singleton and Zhu (2011), and set: KQ
i = (κQsi , 0, 0)′. This means that the mean

of the latent factors is normalised under the measure Q.

The model is estimated using maximum likelihood estimation with the Kalman

filter algorithm. In terms of the state space form, the joint transition equations

are defined under the measures Q and P in equations (3.19) and (3.20).

The affine term structure model in equation (3.9) yields the joint measure-

ment equation:

ft = D +HXt + et et ∼ N(0, Q) (3.23)
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where ft = (fo,t, fc,t, fg,t, fn,t)
′, which stacks four selected types of observable

futures contracts with 1 month to τ months term to maturity. D = (ηo, ηc, ηg, ηn)′

stacks their recursive process for ηi,τ as in equation (3.9). H stacks the recursive

solution for Ψi,τ in equation (3.9). Since Ψi,τ can also be partitioned into Ψi,zo,τ

and Ψi,r,τ , H can be defined as the following expression in order to accommodate

the chosen commodity futures data:

H =


Ψo,zo 07,2 07,2 07,2 Ψo,r

07,2 Ψc,zc 07,2 07,2 Ψc,r

06,2 06,2 Ψg,zg 06,2 Ψg,r

06,2 06,2 06,2 Ψn,zn Ψn,r

 (3.24)

All of the commodity data that are used are observed with measurement

errors, which are accommodated by Q in equation (3.23). This is specified as

a diagonal matrix that stacks the measurement error of oil, copper, gold, and

corn contracts sequentially in its diagonal elements. For an extended definition

of these vectors and matrices, please refer to Appendix B.1.

I define the parameter set of the state space form as θ = (K,Φ, KQ,ΦQ, R,Q),

θ ∈ Θ, where Θ is the parameter space. This estimation feeds into the following

log-likelihood function:

lnL(θ|Ft−1) =
T∑
t=1

ln f(ft|θ,Ft−1) (3.25)

where Ft−1 stands for the filtration of information at time t − 1. Appendix

B.3 provides more details about the Kalman filter technique and the maximum

likelihood estimation.

Possible model specifications are considered by imposing restrictions on the

Φ parameter matrix defined earlier. Specifically, I compare and explore the fol-

lowing two physical factor dynamics:

• Model M0: The benchmark model where Φ is restricted as in (3.22).

• Model M1: The unconstrained model where all off-diagonal elements of Φ
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are unrestricted to zero.

I use the Likelihood Ratio (LR) test, to test the null hypothesis of the bench-

mark model against the alternative hypothesis of the unconstrained model. The

benchmark model is preferred, unless the unconstrained model provides a signif-

icantly higher log-likelihood value. The parameter set θ = (K,Φ, KQ,ΦQ, R,Q)

has 122 parameters in total to estimate for the benchmark M0 model. The total

number of parameters to be estimated forM1 is 178. This means that the degree

of freedom in the LR test is 56.

The LR test results are presented in Table 3.2. The alternative hypothesis of

an unrestricted model is tested against the null hypothesis of a restricted model.

The null hypothesis of the benchmark model is accepted at the 90% confidence

level. This implies that M1 makes little improvement from M0 statistically. As

a result, M0 is chosen as the preferred model in this chapter.

Table 3.2: The Likelihood Ratio Test

Table 3.2a

Model Description Log Num of
likelihood parameters

M0 Benchmark: Φ restricted 33589.0 122
M1 Unconstrained: Φ unrestricted 33611.5 178

Table 3.2b

Hypothesis Test result χ2 critical values
H0 H1 LR stat d.f. 0.90 0.95 0.99
M0 M1 45.00 56 69.91 74.46 83.51

Table 3.2a shows the model specifications with their associated likelihood value and the number
of parameters in each specification. Table 3.2b shows the likelihood ratio test, where the null
H0 of the benchmark/constrained model (M0) is tested against the alternative H1 of the
unconstrained model (M1). The table shows the likelihood ratio test statistics (LR stat),
the degree of freedom (d.f.), and the upper tail χ2 distribution critical values for different
confidence intervals.

3.5 Empirical results

The parameter estimates are presented in Tables 3.3 and 3.4. It can be seen

from Table 3.3 that, the statistical significance of parameters under the measure
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Q is generally higher than that in the system under the measure P . This is

in line with Cochrane and Piazzesi (2009), who suggested that parameters in

the Q dynamic are better defined than those in the P dynamic. The reason for

this is because the cross-sectional model fitting depends upon the Q dynamic,

which usually has very small measurement errors. On the other hand, the P

dynamic is determined by the Kalman-VAR system which has larger forecasting

errors. Table 3.4 displays the state covariance estimates. These are parameters

contained in the matrix Σ of equations (3.20) and (3.19). I parametrize Σ as

a lower triangular matrix. It can be seen from Table 3.4, that many of the off-

diagonal parameters are statistically insignificant. It might, therefore, be sensible

to specify this matrix in a more parsimonious manner.

The model performs well empirically. The left column of Figure 3.2 plots

the actual 1-month contracts price of four different commodity classes, against

their fitted series. From this, we can see that the fitted series tracks the actual

series very closely. The second column presents the fitting error of the 1-month

contracts. These fitting errors appear to be highly stationary with zero mean

and time-invariant variances. Table 3.5 presents summary statistics for the fitting

errors of all commodity contracts. The means and variances of these fitting errors

are very small relative to the level of variance in the data. The ADF test results

on these fitting errors also show that they are statistically highly stationary series.

A closer look at the right column of Figure 3.2 outlines more observations. Crude

oil, copper, and gold appear to have been sensitive to similar shocks in the past.

A notable example occurred 2008, where all of their fitting errors spike. This is

however, not obvious in the case of corn, where the fitting error is generally more

volatile than the other three, regardless of events such as the 2008 Lehman crisis.

This implies that the corn market is affected specifically by many other different

shocks in the economy, so that financial shocks such as the 2008 Lehman crisis

are equally emphasised.

I show estimates of the root mean squared error (RMSE) of each futures

contract in Table 3.6. These are economically small with respect to the level of
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Table 3.3: Parameters Estimates: the P and Q Dynamics

Parameters Estimates t-stats Parameters Estimates t-stats
Dynamic under the measure P

κso 0.0627 2.4295 φsc,r 2.0570 0.7642
κsc 5.5×10−15 7.1×10−13 φδc,sc -9.3×10−6 -0.0234
κsg 6.9×10−22 1.9×10−20 φδc,δc 0.8659 30.1506
κsn 0.1153 1.4001 φδc,r 0.2889 2.1215
κδo 0.0076 2.3817 φsg,sg 1.0004 180.8045
κδc -3.7×10−5 -0.0923 φsgδg 0.4444 0.1738
κδg -0.0003 -3.4233 φsg,r -0.7092 -0.2544
κδn -0.0053 -15.9207 φδg,sg 0.0001 51.0077
κr 3.2×10−5 0.8215 φδg,δg 0.8094 23.9173
φso,so 0.9845 148.1508 φδg,r 0.1459 3.9546
φsoδo -0.5341 -1.6351 φsn,sn 0.9780 79.9842
φso,r 1.5600 0.6687 φsnδn -0.1472 -0.6987
φδo,so 0.0002 44.8739 φsn,r 7.8×10−15 3.1×10−14

φδo,δo 0.8898 34.5991 φδn,sn 0.9365 45.3643
φδo,r 0.0129 0.0879 φδn,δn 0.9259 65.6749
φsc,sc 0.9951 130.6671 φδn,r 7.8×10−15 3.1×10−14

φsc,δc -0.5808 -1.0524 φr,r 0.9737 82.2745
Dynamic under the measure Q

κQso 0.0068 27.1732 φQδc,r 0.2158 4.6640
κQsc -0.0007 -1.4301 φQδg,sg -1.9×10−5 -49.5318
κQsg 0.0011 3.6541 φQδg,δg 0.9247 195.6095
κQsn -0.0696 -7.7038 φQδg,r -0.5719 -21.1259
φQδo,so 0.0002 44.8739 φQδn,sn 4.9×10−11 2.1×10−7

φQδo,δo 0.9049 471.0800 φQδn,δn 0.9259 65.6749
φQδo,r -0.1066 -3.5478 φQδn,r 9.0×10−6 2.8×10−5

φQδc,sc 0.0003 7.3513 φQr,r 0.8074 104.4892
φQδc,δc 0.9142 194.8108

Table 3.3 presents the parameters in the dynamic structure. The upper panel shows the
parameters of the transition equation under the measure P , as in equation (3.21), and the
lower panel displays the parameters of the transition equation under the measure Q, as in
equation (3.19).
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Table 3.4: Parameter Estimates: State Covariances

Parameters Estimates t-stats Parameters Estimates t-stats
σso,so 0.1008 17.9963 σr,sc -0.0001 -1.7699
σδo,so 0.0065 13.8139 σδc,δc 0.0031 16.7374
σsc,so 0.0256 5.4122 σsg,δc -8.4×10−14 -3.4×10−11

σδc,so -0.0003 -1.1514 σδg,δc -4.5×10−13 -4.5×10−9

σsg,so -0.0110 -4.2445 σsn,δc 1.3×10−15 2.4×10−13

σδg,so 1.3×10−20 1.4×10−16 σδn,δc -3.8×10−19 -5.2×10−16

σsn,so -0.0071 -1.3556 σr,δc 4.0×10−19 8.4×10−15

σδn,so 0.0003 0.4915 σsg,sg 0.0424 12.4616
σr,so 2.6×10−5 0.5811 σδg,sg -1.1×10−22 -7.3×10−19

σδo,δo 0.0043 49.3894 σsn,sg -0.0128 -2.2999
σsc,δo -3.4×10−15 -6.0×10−13 σδn,sg 0.0008 1.0834
σδc,δo -0.0003 -1.1829 σr,sg -1.5×10−25 -2.1×10−21

σsg,δo -1.5×10−15 -5.6×10−13 σδg,δg 0.0009 9.4728
σδg,δo -2.1×10−15 -1.5×10−11 σsn,δg 7.7×10−20 9.4×10−18

σsn,δo 4.2×10−12 7.1×10−10 σδn,δg 1.7×10−10 1.7×10−7

σδn,δo -0.0007 -0.8740 σr,δg -0.0003 -6.9586
σr,δo 2.0×10−14 2.9×10−10 σsn,sn 0.0864 20.9964
σδc,so 0.0022 8.5526 σδn,sn -0.0080 -10.3606
σsc,sc 0.0747 13.8706 σr,sn -4.2×10−13 -1.9×10−8

σsg,sc -0.0095 -3.5601 σδn,δn 0.0058 69.6926
σδg,sc -0.0002 -1.5293 σr,δn 8.6×10−11 2.7×10−6

σsn,sc -0.0075 -1.3316 σr,r 0.0003 28.2802
σδn,sc 4.8×10−20 6.4×10−17

Table 3.4 presents the state covariance as in the martix R of the transition equation (3.21)
and (3.19).

variance in the data. Generally speaking, the model fits better at the long end of

the term structures rather than the short end. For instance, the oil contract with

the longest term to maturity (18 months) has an RMSE of 0.0580. This is 59.8%

lower than the oil contract with the shortest term to maturity (1 month), which

has an RMSE of 0.0927. For the case of copper, gold, and corn, this percentage

is 18.6%, -0.2% and 39.9%, respectively. This is because short term commodity

term contracts carry more variations than those long term ones, since most of

the trading activities happen in the short end. Gold is an exception to this. Its

RMSE shows little obvious difference between the long end and the short end

due to its rather flat cross-sectional futures curve.

I plot the estimated commodity specific factors in Figure 3.3. The first col-
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Table 3.5: Summary Statistics for the Fitting Errors

Mean S.D. ADF Mean S.D. ADF
Oil Copper

1m -0.0013 0.0920 -14.705 1m 0.0046 0.0762 -15.946
2m 0.0010 0.0864 -14.848 2m 0.0048 0.0752 -16.072
3m 0.0018 0.0823 -14.684 3m 0.0048 0.0744 -15.921
6m 0.0020 0.0722 -14.504 6m 0.0045 0.0712 -10.483
9m 0.0014 0.0650 -14.652 9m 0.0041 0.0679 -10.476
12m 0.0014 0.0602 -14.924 12m 0.0046 0.0660 -10.502
18m 0.0025 0.0557 -14.922 18m 0.0039 0.0662 -10.175

Gold Corn
1m 0.0010 0.0448 -20.416 1m -0.0009 0.0780 -11.329
2m 0.0012 0.0449 -20.380 2m 0.0010 0.0769 -10.463
3m 0.0006 0.0450 -20.410 3m 0.0015 0.0753 -10.059
6m 0.0013 0.0450 -20.564 6m 0.0005 0.0680 -10.481
9m 0.0010 0.0449 -20.639 9m -0.0006 0.0632 -17.688
12m 0.0012 0.0449 -20.656 12m 0.0026 0.0628 -16.356

Table 3.5 presents the summary statistics for the fitting errors. The lag order selection criteria
and t-statistics critical values for ADF tests are outlined in Table 3.1

Table 3.6: The Root Mean Squared Error (RMSE) of the Joint Com-
modity Term Structure Model

τ 1m 2m 3m 6m 9m 12m 18m
Oil 0.0927 0.0874 0.0828 0.0725 0.0660 0.0620 0.0580
τ 1m 2m 3m 6m 9m 12m 18m
Copper 0.0763 0.0747 0.0733 0.0700 0.0677 0.0662 0.0643
τ 1m 2m 3m 6m 9m 12m
Gold 0.0451 0.0451 0.0452 0.0452 0.0452 0.0452
τ 1m 2m 3m 4m 5m 6m
Corn 0.0795 0.0733 0.0680 0.0636 0.0598 0.0568

Table 3.6 reports the RMSE for oil, copper, gold, and corn futures contracts, using natural
logarithm estimates.

umn presents the first specific factors of each commodity class, while the second

column shows the second specific factors. It is clear that the first factor, also

known as the spot price fact, captures most of the variation in the futures prices,

and, therefore, shares high persistence with the futures prices time series in each

case. This is evidenced by the ADF test result in the upper panel of Table

3.7. The lower panel of Table 3.7 shows that the convenience yield factors for

all commodity classes are statistically stationary. Notice that, among all conve-

nience yields, gold is the most undetermined. It has both a level and a variance
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Figure 3.2: The Fitting Errors of the Estimation

The first column plots the actual 1-month contract price of four different commodity classes,
against their fitted series, estimated by the joint commodity term structure model. The second
column shows the fitting error between them in each case.

that are an order of magnitude smaller than those of other commodities. This

is consistent with previous empirical findings that suggest that precious metals

do not show significant convenience yields (Schwarts 1997, Casassus and Collin-

Dufresne 2005, Liu and Tang 2011, Gospodinov and Ng 2013). The results here

also shows that the convenience yield of the corn is the most volatile compared

with the convenience yield of other commodity classes. This is again in line with

Fama and French (1987), who imply that the variability of the convenience yields



3.5. EMPIRICAL RESULTS 57

Figure 3.3: The Commodity Specific Factors Estimates

The first column plots the first specific factor, that is the spot price factor, of each commodity
class. The second column plots the second specific factor, that is the convenience yield factor,
of each commodity class

for agriculture commodities could arise from seasonal effects that serve to adjust

supply and demand shocks.

3.5.1 The behaviour of the commodity term structures

The behaviour of the futures term structures of commodity i is depicted

by the factor loadings as Ψi,τ in equation (3.18). Figure 3.4 shows the loadings

of commodity term structures on their specific factors (solid and broken line),

and the common factor (dashed line). These factor loadings depend upon the
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Table 3.7: Summary Statistics of the Commodity Specific Factors

so,t sc,t sg,t sn,t
Mean 3.607 0.410 6.271 5.698
S.D. 0.660 0.606 0.599 0.395
ADF -1.732 -1.049 0.010 -1.901

δo,t δc,t δg,t δn,t
Mean 0.016 0.006 0.003 -0.083
S.D. 0.016 0.009 0.002 0.026
ADF -4.209 -4.409 -3.222 -4.758

Table 3.7 presents the summary statistics of the commodity specific factors for each commodity
class. Lag order selection criteria and t-statistics critical values for ADF tests are outlined in
Table 3.1.

parameters of the risk-neutral factor dynamics. Dividing these loadings by ma-

turity, gives the factor loadings for the annualised cost of carry (Ψi,τ/τ), as a

function of maturity (expressed in months). In each case, the factor loading of

the spot price starts from value one, and the loadings on the convenience yield

factor and the interest rate factor start from zero. This is decided by the initial

condition, as shown in equation (3.10). The factor loading of the spot price re-

flects its role as a level factor to each commodity term structure. The rest of the

cross-sectional variation is accounted for by the combination of the convenience

yield factor and the interest rate factor. The loadings of these two factors in the

commodity term structure quickly reach the point of inflection. They then slowly

decline and converge towards zero. In general, loadings on the convenience yield

and the interest rate factor move in different directions from each other. Propor-

tionally, gold contracts take a higher loading on the interest rate in comparison

to the other commodities. This is because there is very little use for gold in in-

dustrial production, and thus it is predominantly used for investment purposes.

As presented by its factor loading, therefore, gold contract prices appear to be

more sensitive to variations in the interest rate than other more industrial-based

commodities.
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Figure 3.4: The Factor Loadings

Figure 3.4 shows the loadings of commodity term structures on their specific factors (solid
and broken line), and the common factor (dashed line). Each factor loading, when divided by
maturity, gives the factor loadings for the annualised cost of carry (Ψτ/τ), as a function of
monthly maturity.

3.5.2 The commodity market implied short rate factor

The instantaneous short rate factor in this joint commodity futures model

is a pure latent factor, and the selected benchmark commodity markets jointly

imply its variation. Hence, it reflects the expectation of the global commodity

markets as to the US interest rate policy. Conversely, this “commodity market

implied short rate factor” also influences the commodity term structures dynam-

ics, together with other specific factors.

Figure 3.5 plots the commodity market implied short rate factor. The upper
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panel shows the estimate of this factor with confidence bounds at the ± 95%

confidence interval. The commodity market implied short rate series moves close

to, and later below, the zero lower bound after the year 2008. However, this

negativity is not statistically significant because the confidence bound at the

upper 95% quantile is always above the zero lower bound. The lower panel

of Figure 3.5 shows that the commodity market implied short rate dynamics

generally track the US Federal Funds rate very well. The correlation coefficient

between the commodity implied short rate factor and the US Fed Funds rate is

0.897. This means that the commodity market implied short rate factor is largely

consistent with the US Federal Funds rate. However, it is more volatile than the

US Federal Funds rate perhaps due to the additional volatility that characterises

commodity markets.

I undertake Granger causality test on these two series to test the null hy-

pothesis that, the commodity market implied short rate does not Granger cause

the US Federal Funds rate. Table 3.8 reports the test results. The null hypothesis

is rejected at the 99% confidence level. Furthermore, the null hypothesis that the

US Federal Funds rate does not Granger cause the commodity market implied

short rate is also rejected at the 99% confidence level. The Granger causality,

therefore, test shows the significance of the lagged influence of one variable to

another. One would expect there to be no influence between the two variables if

they are statistically similar. These results therefore provide evidence that the

latent short rate factor implied by the commodity market is a different time series

to the observable spot interest rate. This also suggests that the monetary policy

authority is influenced by the expectations of global commodity markets when

deciding on their policies. On the other hand, the expectations of the commodity

market about the interest rate are also influenced by interest rate policies.
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Figure 3.5: The Commodity Market Implied Interest Rate Factor

Figure 3.5 plots the commodity market implied interest rate factor (solid line) against the US Fed Fund
rate (dashed line) from Jan/1989 to Dec/2015.

Table 3.8: The Granger Causality Test on the Interest Rates

Null Hypothesis Test stats p-value df
Commodity implied interest ; Federal Funds rate 23.023 0.003 8
Federal Funds rate ; Commodity implied interest 26.981 0.000 8

Table 3.8 shows the Granger causality test results for the commodity market implied short rate factor
estimates. Arrow notation: ;, stands for: “does not Granger cause”. The χ2 critical values for the
90%, 95%, and 99% confidence interval with eight degrees of freedom are 13.362, 15.507 and 20.090,
respectively. The number of lags/degrees of freedom is decided using the Akaike information criterion.

3.6 Concluding remarks

This chapter extends the discussion of commodity term structure modelling

from individual commodity markets to multiple commodity markets. A joint
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model of commodity futures is proposed in this chapter. This model performs well

in the term structure estimation, with reasonably small and stationary pricing

errors. It also contributes substantially to the existing literature in a number of

ways.

Previous studies have experienced difficulties identifying the interest rate

factor in single market models. The solution that has typically been employed,

is effectively to pin down the interest rate to an observable series. This chapter,

however, jointly models several commodity futures term structures in order to

estimate the pure latent interest rate factor. This is generated from several bench-

mark commodity markets. A strong connection is found between this factor and

observable interest rates. Statistically, these two time series are found to Granger

cause each other, suggesting that interest rate expectations in global commodity

markets both reflects and anticipates developments in monetary policy.

There are some avenues for future research. For example, the latent short

rate factor could be defined as a Cox, Ingersoll and Ross (CIR) process (see

Cox, Ingersoll and Ross 1981) instead of as a standard independent Gaussian

process so as to avoid the possible negativity in its estimate. It may also be

of interest to explore other common factors that are beyond the scope of this

chapter, such as the business cycle, inflation rate and others. It would also be

possible to extend the selection of commodity categories from the existing choice

of four benchmark markets to a broader range. The extra variation introduced by

additional commodity term structures might help to further the understanding

of the overall commodity market.



Chapter 4

Oil prices in the real economy

4.1 Introduction

This chapter presents a macro-finance model of the US economy and the

crude oil market. Its novelty lies in the use of both macroeconomic and oil market

data to study interactions between the oil spot and futures markets, monetary

policy and the macro-economy.

There is an extensive macro-econometric literature, pioneered by Hamilton

(1983), that studies the effect of oil prices on the economy. He argued that most

of the post-war recessions in the US have been caused by oil price shocks. Hamil-

ton and his colleagues followed this paper up with many studies documenting the

adverse effect of oil price changes on real output and inflation over the last few

decades (see Hamilton 1985, Hamilton 2003, Herrera and Hamilton 2004, Hamil-

ton 2008, Hamilton and Wu 2014). Many other authors have also studied this

effect (see Raymond and Rich 1997 , Finn 2000, Hooker 1996 and Hooker 2002).

These papers focus on the effect of spot oil prices on the economy, neglecting the

information that can be gleanced from futures, oil inventory and its convenience

yield. Kilian (2006, 2008), however, attributes a much greater role to demand

side pressures on the oil price, and argues that the effect of supply side shocks on

the economy depends critically upon the tightness of the oil market in the run

up to the shock, as reflected in inventories.
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As its name suggests, the convenience yield reflects the convenience and se-

curity of holding physical stocks of oil rather than an equivalent position in the

oil futures market. If inventories are excessive, the convenience yield can turn

negative, reflecting insurance and other holding costs. The relationship between

the spot and short forward price is governed by an arbitrage relationship that

depends upon the spot convenience yield and the spot interest rate. Longer

maturity futures prices depend upon the evolution of oil prices and hence the ex-

pected interest rate and convenience yield under the risk-neutral measure, which

makes an allowance for the risk of holding positions in the futures market.

The literature on commodity futures dates back to the 1930s and the papers

by Kaldor (1939), Working (1949), and Brennan (1958) and others. Empiri-

cal pricing models date back to the early 1980s (see Schwartz 1982, Brennan and

Schwartz 1985, Gibson and Schwartz 1990, Brennan 1991, Cortazar and Schwartz

1994, Schwartz 1997, Casassus and Collin-Dufresne 2003). These empirical mod-

els suggest that the term structure of commodity futures prices is similar to the

term structure of interest rates in the sense that most of the variation in the

cross-section can be explained by three latent factors. However, both the models

of futures and of interest rates are silent about the nature of these latent variables

and their links with the macro-economy.

Interest in the structural relationship between the yield curve and the econ-

omy has led to the development of macro-finance models, following the pioneering

research of Ang and Piazzesi (2003), who successfully introduced macroeconomic

factors into the term structure model. They found that although these indicators

provide a good description of the behaviour of short rates, it was necessary to re-

tain latent variables in order to model long term rates. Subsequent macro-finance

research has used the semi-structural “central bank model” (CBM) developed by

Svensson (1999), Smets (1999), Kozicki and Tinsley (2005) and others, where this

latent variable represents exogenous shocks to the central bank inflation target or

underlying rate of inflation (see Kozicki and Tinsley 2005, Dewachter and Lyrio

2006, Dewachter, Lyrio and Maes 2006).
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The CBM represents the behaviour of the macroeconomy in terms of the

output gap (gt), inflation (πt) and the short term interest rate (rt). There is

no role for the oil price in the basic model, despite the evidence of the effect

of oil price shocks on the macro-economy. This chapter, therefore, develops a

macro-finance model that introduces the oil price and the convenience yield of

oil inventory into the CBM. This model is used to study the interaction between

the oil market and the macroeconomy and to model the term structure of oil

futures prices, following the semi-structural strand of the macro-finance literature

in modelling the underlying inflation rate as a latent variable using the Kalman

filter. An additional latent variable is used to handle exogenous supply side and

other shocks to the oil price, which plays a vital role in this model.

The semi-structural approach is also followed in the use of a long sample of

macroeconomic data. This begins in 1964, and thus includes the period of the

1970s oil shocks, thus helping to identify the links between the oil market and

the economy. The Kalman filter plays a key role here since it handles missing

observations, which other latent variable techniques (such as principal compo-

nents) find very difficult to handle. This allows a relatively long data set for

macro variables and spot oil prices to be combined with a relatively short data

set (beginning in 1984) for oil futures prices. Estimates of the convenience yield

are provided by the Kalman filter, informed by the futures prices after 1984. Es-

timates for earlier years are inferred from the macro variables and the way these

interact with the oil market in the post-1984 period.

The empirical results are consistent with the theoretical priors. They are

also consistent with the existing macro-finance literature in underlining the im-

portance of both macroeconomic variables and latent factors such as the under-

lying inflation rate, which reflects salient historical episodes such as the Volker

disinflation of 1979-81. The latent oil market variables also reflect the impact of

exogenous shocks such as the two Gulf wars, the internet bubble at the turn of

the millennium and the 2008 financial crisis. The results provide strong evidence

of the interaction between the oil market and the US economy. For example,
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reflecting the work of Kilian (2005) and his colleagues, the strength of the econ-

omy in the run up to oil price shocks of the 1970s helps explain why these were

persistent, and how the weakness of the economy in the run up to the first Gulf

war in 1991 helps explain why that shock had only a temporary effect on the oil

price. These effects are illustrated in Figure 4.4.

The convenience yield naturally plays a key role in pricing futures, but it is

more of a surprise to find that it also plays an important role in the macro-model.

The convenience yield can be viewed as a proxy for oil inventory, which serves

as a buffer, damping the effect of oil and economic shocks on the real economy.

The results show that the convenience yield plays a key role in the monetary

transmission mechanism, providing an important channel through which policy

interest rates affect oil prices, activity and inflation. This is of relevance to central

bank policy maker since, naturally, when evaluating the effect of their policies

on the economy, they focus on the money and bond markets. The oil spot and

futures markets are also important, and central bank researchers have indeed

been studying these recently (see Chin and Liu 2015, Millard and Shakir 2013,

Elekdag et al 2007, Bodenstein, Guerrieri, and Kilian 2012).

These macro and oil market variables are used here as factors in an affine

model of the term structure of oil futures prices. This is specified in nominal

terms, with the spot price as the baseline, combining the US general price level

(the GDP deflator) and the real price from the macro model. Thus, the spot oil

price has a unit effect at the short end of the futures curve, but this influence fades

with maturity. The GDP deflator is non-stationary and has a permanent unit

effect on nominal spot and futures prices. The spot interest rate and convenience

yield determine the slope of the short-maturity futures curve. Inflation also has

an important effect, but the effect of the output gap is negligible. Futures prices

incorporate risk premiums, which this model suggests increase with maturity

and are strongly cross-correlated. Oil prices play an important role in the model,

increasing the premium. The contribution of the underlying inflation rate is also

important, apparently pushing up the premium until inflation began to decline
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following the Volker experiment and, more recently, depressing it.

As in any macro-finance model, the latent variables are updated in line

with surprises in both macro and financial variables. For example, the Kalman

variable representing the underlying oil price normally follows the price with a lag,

reflecting the delayed effect of exogenous supply-side surprises. It also, however,

reflects the effect of surprises in macro variables that influence the demand for oil.

For example, the negative macro surprises associated with the recent financial

crisis and recession pushed the underlying oil price well below the actual price

and partly anticipated the sharp fall seen since mid-2014. A latent factor model

of the oil market that only updated these factors in line with surprises to spot

and futures prices would miss this effect.

The use of Kalman filters to pick up the effect of unobservable expecta-

tional influences helps to solve the price puzzle - the tendency (noted originally

by (Sims 1992)) for increases in policy interest rates to anticipate inflationary

developments and apparently cause inflation. As Sims showed, the use of a com-

modity prices model also helps in resolving this. The model results suggest that

oil prices and (as noted) the convenience yield are important links in monetary

transmission mechanisms, as illustrated by Figure 4.8. Monetary policy also in-

fluences inflation through its effect on the output gap, but this figure shows that,

once oil market effects are accounted for, this effect is surprisingly weak.

The chapter is organized as follows. The next section specifies the macro-

finance dynamic term structure model (DTSM). This specifies the state dynamics

under the real-world and risk-neutral probability measures and the risk premium.

Section 4.4 sets out the empirical methodology and econometric model, describes

the data used„ and discusses the empirical findings and results. Section 4.5

concludes.
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4.2 The real-world dynamics

The research strategy is to follow the semi-structural macro-finance liter-

ature, which models the dynamics under the risk-neutral and the real world

measure in terms of observable variables like the interest rate and oil price, as-

suming that these are measured without error. Because the spot oil price is used

as a factor, it is possible to switch from the nominal prices used in the futures

market to the real oil prices relevant for the real economy by dividing by the

GDP deflator. As will be shown, this allows future prices to be modelled by

specifying both the risk-neutral dynamics of oil prices and the macroeconomy

using real variables. An alternative approach, pioneered by Joslin, Singleton and

Zhu (2013), and followed by Heath (2016), would be to assume that the cross-

section of oil futures prices is affine to a small number of latent factors (like their

own principal components). Unlike bond prices, however, which are the relative

prices of money in different periods, futures prices tend to increase over time due

to the effect of inflation, which it is difficult to allow for without using the spot

price as an explicit factor. Moreover, there is an important arbitrage identity

linking the spot oil price, the convenience yield and interest rate that would be

difficult to incorporate into a model that did not identify these explicitly.

4.2.1 The spot oil market variables

The relationship between the spot (St) and one period future (F1,t) oil price

depends upon the cost of carrying inventory (rt − δt), which can be decomposed

into the spot convenience yield of holding physical oil inventories δt and the spot

interest rate rt:

F1,t = Ste
(rt−δt), (4.1)

This shows that if the cost of carry is negative the curve is downward sloping.

The market is then said to be “in backwardation”, as it was in 2012 for example.

If the cost of carry is positive, the forward curve is upward sloping and is said to
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be “in contango”, as it was in 2015 for example.

Many commodity market models, like Heath (2016), treat the cost of carry

as a single variable. The model constructed here, however, follows Cassasus and

Dufresne (2005), in distinguishing the convenience yield and the spot interest

rate. Although it follows these authors in assuming that the convenience yield

is a latent variable, it follows the macro-finance approach in assuming that the

interest rate is observed without error. As will be shown, the decomposition of

the cost of carry plays an important role in this model, consistent with the the-

ory of storage (see Working 1933 , Kaldor 1939 , Working 1949 , Brennan 1958 ,

Weymar 1968 ). This theory suggests that the convenience yield is closely related

to the level of the commodity stored in inventory. It states that when working

inventories (those held by the market for commercial rather than strategic pur-

poses) are tight, the convenience yield will be high; the cost of carry negative

and the futures curve in backwardation. On the other hand, when oil inventories

are abundant, as they have been recently, the convenience yield will be negative,

adding to the interest cost of carry and pushing the futures curve into contango.

My model allows the convenience yield and the interest rate to interact, so that an

increase in interest rates tends to reduce inventories and push up the convenience

yield in compensation.

4.2.2 The other macro variables

The model of the economy is naturally specified in terms of the real rather

than the nominal oil price. The log nominal price is denoted by st = log St and

the log real price by ρt = st − pt, where pt is the log implicit GDP deflator.

The effect of the business cycle is represented by gt, the US output gap based

on the constant price US GDP series (see Section 4.4). Inflation is represented

by πt, the annual US inflation rate, calculated using the US GDP price deflator,

and rt is represented by the US Federal Funds rate. I collect these in the vector

nt = (ρt gt πt rt)
′ and model them as part of the state vector, assuming that

they are all measured without error. Table 1 reports the summary statistics for
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these data. These suggest that gt is stationary, but that the other variables are

non-stationary.

The state vector also includes the convenience yield (δt), which is modelled

as a latent variable. It also contains two other latent variables, denoted by ρ∗t and

π∗t , representing the real spot oil price and inflation asymptotes respectively. The

identification scheme ensures that ρt and πt converge upon these values. Since

the long-run real interest rate is assumed to be constant, it also anchors the

long-run value of the nominal interest rate. The non-stationarity of inflation and

interest rates is allowed for by assuming that π∗t is integrated of order one (I(1)).

Similarly, The non-stationarity of the real oil price is allowed for by assuming that

ρ∗t is (I(1)). This ensures that deviations of ρt, πt. and rt. from their asymptotic

values are stationary (I(0)).

These latent variables are modelled using the Kalman filter. This updates

the estimates of the latent variables optimally in each period using the errors

made in predicting the observed variables. This makes an allowance for exogenous

political, monetary and other shocks. For example, wars in the Middle East that

have the effect of causing the oil price to exceed the model prediction lead to

upwards revisions to ρ∗t , allowing the model to reflect these influences with a one

period lag.

4.2.3 The state dynamics

The real spot price and inflation asymptotes are assumed to be mean inde-

pendent and, as noted, I(1):

ρ∗t = κρ∗ + ρ∗t−1 + ερ∗,t ερ∗,t ∼ N(0, σ2
ρ∗), (4.2)

π∗t = κπ∗ + π∗t−1 + επ∗,t επ∗,t ∼ N(0, σ2
π∗). (4.3)

These are collected in a vector of asymptotes l∗t = (ρ∗t , π
∗
t )
′. The convenience

yield (δt), is modelled as a stationary latent variable that depends upon the

contemporaneous values of the other two latent factors and the lagged values of
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spot oil price and the interest rate:

δt = aδ + Υδ,l∗l
∗
t + φδ,δδt−1 + Υδ,nnt−1 + εδ,t εδ,t ∼ N(0, σ2

δ ). (4.4)

where Υδ,l∗ = (θδ,π∗ , θδπ∗), Υδ,n = (φδ,ρ, 0, 0, φδ,r). The latent variables are col-

lected in the vector: zt = (ρ∗t , π
∗
t , δt)

′.

The convenience yield is assumed to affect the real spot oil price (ρt) but

not the other macro variables:

ρt = aρ+θρ,ρ∗ρ
∗
t+θρ,π∗π

∗
t +φρ,δδt+φρ,ρρt−1+φρ,ggt−1+φρ,ππt−1+φρ,rrt−1+ερ,t (4.5)

Other macro variables depend upon each other (with a lag) as well as the

asymptotes:

gt =ag + θg,ρ∗ρ
∗
t + θg,π∗π

∗
t + φg,ρρt−1 + φg,ggt−1 + φg,ππt−1 + φg,rrt−1 + εg,t (4.6)

πt =aπ + θπ,ρ∗ρ
∗
t + θπ,π∗π

∗
t + φπ,ρρt−1 + φπ,ggt−1 + φπ,ππt−1 + φπ,rrt−1 + επ,t

(4.7)

rt =ar + θr,ρ∗ρ
∗
t + θr,π∗π

∗
t + φr,ρρt−1 + φr,ggt−1 + φr,ππt−1 + φr,rrt−1 + εr,t (4.8)

where, gt is the US output gap, πt is the US inflation rate, and rt is the US Federal

Funds rate. Stacking equations (4.5) to (4.8), the dynamics of the observable

variables (nt) are defined as:

nt =An + Θn,l∗l
∗
t + Φn,δδt + Φn,nnt−1 + εn,t (4.9)

An + Θn,zzt + Φn,nnt−1 + εn,t εn,t ∼ N(0,Σn). (4.10)

where: An, is a 4 × 1 vector, Θn,l∗ is a 4 × 2 matrix, Φn,δ is a 4 × 1 vector with

φδ,ρ as the first element and zeros elsewhere. Hence, Θn,z = (Θn,l∗ ,Φn,δ) is a 4×3

matrix. Φn,n and Σn are 4 × 4 matrices all defined in the Appendix C.1. The

matrix Σn and εn,t are factorized using the standard “LDL” factorization :

εn,t = LnDnun,t; un,t ∼ N(0, I4); Σn = LnD
2
nL
′
n (4.11)
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where Dn, and Ln are defined in the Appendix C.1.

4.2.4 The identification scheme

Following Dewachter, Lyrio and Maes (2006), the first two latent factors

are normalised by aligning them with the asymptotic values of the associated

observed variables. Stacking equations (4.4) and (4.9):δt
nt

 =

 aδ

An

+

φδ,δ Υδ,n

Φn,δ Φn,n

δt−1
nt−1

+

Υδ,l∗

Θn,l∗

 l∗t +

εδ,t
εn,t

 (4.12)

Setting the error terms to zero and setting lagged (t − 1) values equal to

current period (t) values gives the asymptotic values of the variables associated

with any values of l∗t :δ∗t
n∗t

 =

1− φδ,δ −Υδ,n

−Φn,δ I − Φn,n

−1 aδ

An

+

1− φδ,δ −Υδ,n

−Φn,δ I − Φn,n

−1Υδ,l∗

Θn,l∗

 l∗t

(4.13)

= ϕ+Rl∗t .

This defines the steady state intercept vector and response matrices ϕ and

R in terms of the dynamic parameters. Given any steady state specification of

ϕ and R, these relationships can be inverted to define the associated short run

dynamic parameters. In this chapter R is used to rotate the latent variables ρ∗t
and π∗t in order to align them (up to the additive adjustments ϕ) with ρt and πt: aδ

An

 =

1− φδ,δ −Υδ,n

−Φn,δ I − Φn,n

ϕ,

Υδ,l∗

Θ∗n,l∗

 =

1− φδ,δ −Υδ,n

−Φn,δ I − Φn,n

R

(4.14)
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where:

ϕ =



0

0

0

0

ϕr


R =



0 0

1 0

0 0

0 1

0 1


. (4.15)

This rotation implies: δ∗t = g∗t = 0 and that ρt = ρ∗t and π∗t = π∗t in the

steady state. The final row of R also ensures that the interest rate asymptote also

moves in line with the inflation asymptote rt = ϕr + π∗t . Subtracting (4.13) from

(4.12) and substituting (4.14) puts (4.12) into an I(0) error correction format: δt − δ∗t
nt − n∗t

 =

φδ,δ Υδ,n

Φn,δ Φn,n

 δt−1 − δ∗t
nt−1 − n∗t

+

εδ,t
εn,t

 (4.16)

In terms of the structural equations, this system can be written (using (4.15))

as:

δt = φδ,δδt−1 + φδ,ρ(ρt−1 − ρ∗t ) + φδ,r(rt−1 − π∗t − ϕr) + εδ,t

ρt − ρ∗t = φρ,δ(ρt−1 − ρ∗t ) + φρ,ρρt−1 + φρ,ggt−1 + φρ,π(πt−1 − π∗t ) + φρ,r(rt−1 − π∗t − ϕr) + ερ,t

gt = φg,ρ(ρt−1 − ρ∗t ) + φg,ggt−1 + φg,π(πt−1 − π∗t ) + φg,r(rt−1 − π∗t − ϕr) + εg,t

πt − π∗t = φπ,ρ(ρt−1 − ρ∗t ) + φπ,ggt−1 + φπ,π(πt−1 − π∗t ) + φπ,r(rt−1 − π∗t − ϕr) + επ,t

rt − π∗t = ϕr + φr,ρ(ρt−1 − ρ∗t ) + φr,ggt−1 + φr,π(πt−1 − π∗t ) + φr,r(rt−1 − π∗t − ϕr) + εr,t.

(4.17)

4.2.5 The transition equation

The Kalman filter uses surprises in the four observed variables nt to update

the estimates of the three latent variables zt (see equation (C.19) in the Appendix

C.4). To allow it to do this, zt is contemporary with nt in (4.10). The transition

equation uses lagged explanatory variables, however. To specify this, equation

(4.2) and (4.3) are first substituted into (4.4) in order to replace l∗′t by its lagged



4.2. THE REAL-WORLD DYNAMICS 74

value:

δt = κδ + Υδ,l∗l
∗
t−1 + φδ,δδt−1 + Υδ,nnt−1 + ηδ,t (4.18)

where κδ = aδ + θδ,ρ∗κρ∗ + θδ,πκπ∗ , and ηδ,t = εδ,t+ θδ,ρ∗ερ∗,t+ θδ,π∗επ∗,t. where aδ is

defined in equation (4.14). Stacking equations (4.2), (4.3) and (4.18) I can then

write the latent variable transition dynamics compactly as:

zt = Kz + Υz,zzt−1 + Υz,nnt−1 + ηz,t (4.19)

where Kz is a 3×1 vector, while Υz,z and Υz,n are 3×3 and 3×4 matrices derived

from the parameters of equations (4.2) to (4.4). The error vector is factorized

as ηz,t = LzDzuz,t, where uz,t is another vector of white noise processes. These

matrices are all defined in the Appendix C.1.

Next, equation (4.11) and (4.19) are substituted into (4.10):

nt = Kn + Υn,zzt−1 + Υn,nnt−1 + ηn,t, (4.20)

where: Kn = An + Θn,zKz, Υn,z = Θn,zΥz,z, Υn,n = Φn,n + Θn,zΥz,n, and ηn,t =

LnDnun,t + Υn,zuz,t, and An and Υn,l∗ are defined in equation (4.14). Kn, Υn,z,

and Υn,n are all defined in the Appendix C.1.

Finally, stacking equations (4.19) and (4.20) gives the transition equation

for the state vector Xt = (z′t, n
′
t)
′:

zt
nt

 =

Kz

Kn

+

Υz,z Υz,n

Υn,z Υn,n

zt−1
nt−1

+

LzDz 03,4

Υn,z LnDn

uz,t
un,t

 . (4.21)

More compactly:

Xt = A+BXt−1 + LDUt Ut ∼ N(0, I) (4.22)

= A+BXt−1 +Wt Wt ∼ (0,Σ). (4.23)

where A,B,L and D are defined for convenience in the Appendix C.1.
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4.3 Futures prices and the risk-neutral dynamics

4.3.1 The transition equation under measure Q

This macro-econometric model can be estimated as a stand-alone vector er-

ror correction model (VECM) that models the interaction between ρt, δt and

the other macro variables. Here, however, the model dynamics are respecified

under the risk-neutral measure in order to model the behaviour of oil futures

prices jointly with the macro variables over the period 1984-2015. The main-

stream macro-finance literature is followed in adopting the same macroeconomic

structure but allowing the deterministic parameters of this structure to reflect the

change of measure. This has the advantage of allowing the information in futures

prices to inform the latent variables ρ∗t and π∗t employed in the macro-model, since

these remain the primary focus of interest.

I use the essentially affine model of Duffee (2002) to change the probability

measure. This redefines the deterministic and stochastic parts of the VAR under

measure P , in a way that ensures that the expectation of WQ under the Q

measure is zero. This implies a system that is congruent with the companion

form (4.22):

Xt = AQ +BQXt−1 +WQ WQ ∼ N(0,Σ), (4.24)

AQ is an unrestricted vector. The first two rows of BQ are restricted to take

account of the exclusion restrictions in (4.2) and (4.3). Similarly, the third row

takes account of those in (4.4). The fourth row of BQ imposes the arbitrage

identity discussed in the Appendix C.2, which can be written as:

ρt+1 = ρt −BQ
πXt + rt − δt −

1

2
σ2
ρ + ερ,t+1. (4.25)

where BQ
πXt is the model-implied expectation of πt+1. B

Q is specified formally

in the Appendix C.2.

In contrast, Heath (2016) assumes that the nominal spot oil price and cost
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of carry follow a simple autoregressive scheme under Q, independently of the

macro variables. The cross-section of futures prices is then affine in these two

factors. The real-world time series dynamics are modelled using a VAR with a

state vector that includes these factors alongside macroeconomic variables, which

are thus ‘unspanned’, in the sense that they only have a lagged or dynamic effect

on the futures curve, not a contemporaneous one.

This specification raises several concerns, however. First, as the Appendix

A.1 shows, the parameters of the spot price equation are determined by an ar-

bitrage identity (see equation (A.7), which is the nominal counterpart of (4.25))

under the risk-neutral measure and should not be freely estimated. Second,

Heath’s model is specified in terms of the nominal spot price, without allowing

for the effect of inflation, which imparts a strong secular uptrend. In contrast,

this model is specified in real terms so as to remove the effect of inflation on nom-

inal prices, and macro shocks are also allowed to have a contemporaneous effect

on this structure. Since I also split the cost of carry is also into the spot interest

rate and convenience yield, monetary policy and other macro shocks can have

an additional indirect effect on the convenience yield and spot oil price, working

through the interest rate. In practice, it is found that the effect of these macro

shocks is typically relatively small, but well-defined, given the ‘tiny’ measurement

errors found in cross-section estimates of financial prices.

The Appendix C.3 shows that AQ and BQ in equation (4.24) are related to

AP and BP in equation (4.22) by:

AQ =A− LDD′Λ1 (4.26)

BQ =B − LΛ2 (4.27)

where Λ1 is a 7× 1 vector, which is composed of Λ1,z, Λ1,n. Λ2 is a 7× 7 matrix

of parameter determining the risk premium, it is composed of Λ2,z, Λ2,n, Λ2,z,n

as:

Λ1 =

Λ1,z

Λ1,n

 Λ2 =

 Λ2,z 03,5

Λ2,z,n Λ2,n

 . (4.28)
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4.3.2 The term structure of futures prices

The state dynamics under the risk-neutral measure Q (equation (4.24)) de-

termine the cross-sectional loadings. First, the affine trial solution for the log

futures prices is adopted, as follows:

fτ,t = ατ + ΨτXt + ψp,τpt. (4.29)

The initial condition, is implied by the special case when τ = 0, in which

f0,t = ρt + pt, giving the starting values for the first latent factor (ρ∗t ) as:

ψρ,0 =1 (4.30)

ψp,0 =1, (4.31)

ψδ,0 = ψπ∗,0 = ψg,0 =ψπ,0 = ψr,0 = 0. (4.32)

This makes the futures prices exponentially affine in the factors and thus

log normal. To verify the trial solution (4.29), and find its parameters, logs are

taken of equation (A.1), using the formula for the expectation of a log normal

variable, to get:

fτ,t = lnEt(Fτ−1,t+1) = Et(fτ−1,t+1) +
1

2
V ar(fτ−1,t+1). (4.33)

Increasing t and reducing τ in equation (4.29) by one, substituting pt+1 = πt+1+pt

and then equation (4.24):

Et(fτ−1,t+1) =ατ−1 + Ψτ−1Et(Xt+1) + ψp,τ−1Et(pt+1)

=ατ−1 + Ψτ−1(A
Q +BQXt) + ψp,τ−1(B

Q
πXt + pt), (4.34)

V ar(fτ−1,t+1) =Ψτ−1ΣΨ′τ−1. (4.35)

Substituting these into equation (4.33) using the starting values, equation
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(4.31) and (4.32) verifies the trial solution in equation (4.29) provided that:

Ψτ = Ψτ−1B
Q +BQ

π , (4.36)

ψp,τ = ψp,τ−1 = 1, (4.37)

ατ = ατ−1 + Ψτ−1A
Q +

1

2
Ψτ−1ΣΨ′τ−1, (4.38)

where α is constant. Equation (4.37) shows that all the loadings ψp are equal to

one, simplifying (4.29) to:

hτ,t = fτ,t − ipt = ατ + Ψ′τXt, (4.39)

Stacking these equations gives the Affine Term Structure Model (ATSM):

ht = α + Ψzzt + Ψnnt (4.40)

4.3.3 The measurement equation

The measurement equation in the state space representation is defined as:

yt = D +GXt + et et ∼ N(0, Q) (4.41)

assuming that, the commodity futures data ht = (ht, . . . , hτ )
′ are observed with

measurement errors, and the variables nt = (ρt, gt, πt, rt)
′ are observed without

error. To accommodate this, I define the measurement equation (4.41) is defined

using equation (4.40) as:ht
nt

 =

α
j0

+

Ψz Ψn

04,3 j1

zt
nt

+ et et ∼ N(0, Q),

where, j0 = (0, 0, 0, 0)′, and j1 = diag(1, 1, 1, 1). Q = diag(q21, . . . , q
2
τ , 0, 0, 0, 0).
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4.4 The empirical model

4.4.1 The Kalman filter and the likelihood function

To complete the dynamic term structure model, I now describe the max-

imum likelihood approach used to estimate the Kalman filter and the model

parameters. The filter uses surprises in forecasting the macro variables and the

futures prices to update the estimates of the latent variables. The Appendix

C.4 sets out the algebra for the revisions as equation (C.19), and derives the

log-likelihood function equation (C.20) for this model. The Kalman filter is used

instead of the principal components to capture the latent variables since this

avoids assuming that any yields, or combination of yields, are measured without

error, and it allows the latent variables to be aligned with the asymptotes ρ∗

and π∗. Most importantly, however, the Kalman filter nicely resolves the missing

variable problem (see Appendix C.4).

The empirical model consists of a heteroscedastic VAR describing the three

latent variables and five macroeconomic variables (4.22) and the auxiliary equa-

tions describing the representative futures prices (4.40). It is estimated by maxi-

mum likelihood and the Kalman filter, which gives optimal estimates of the latent

variables in this situation. The likelihood function is derived in Appendix C.4.

This section describes the data and the empirical results.

4.4.2 Data sources and description

The model is estimated using quarterly time series of the macro variables and

crude oil futures. All data are downloaded from Thompson Reuters Datastream.

Summary statistics are presented in Table 4.1. Figure 4.1 shows the West Texas

Intermediate (WTI) oil futures prices and Figure 4.2 shows the four observed

macro variables. I use data for the US output gap, US inflation and US Federal

Funds rate, from Q1 1964 to Q4 2015. This allows the effect of the oil shocks of

the 1970s to be analysed. The Fed Funds rate is specified as a quarterly decimal

fraction (the annual rate as % divided by 400). We generate the US output gap
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by applying the HP filter to log US GDP. US inflation is the log difference of the

US implicit price deflator.

Table 4.1: Summary Statistics

WTI futures prices
Mean S.D Skew Kurt ADF KPSS Obs

h3 -0.881 0.520 0.409 -1.091 -1.988 0.870 128
h6 -0.889 0.524 0.524 -1.154 -1.761 0.873 128
h9 -0.896 0.527 0.527 -1.197 -1.600 0.870 128
h12 -0.902 0.529 0.529 -1.229 -1.483 0.868 128
h18 -0.865 0.555 0.555 -1.504 -1.153 0.888 105
h24 -0.752 0.575 0.575 -1.664 -1.341 0.929 81
Observed state variables

Mean S.D Skew Kurt ADF KPSS Obs
ρo -1.067 0.678 -0.204 -0.878 -2.275 0.810 208
go 3.37×10−11 0.015 -0.360 0.523 -5.711 0.018 208
πo 8.67×10−4 5.54×10−4 1.240 0.831 -2.093 0.873 208
ro 0.014 9.24×10−4 0.708 0.830 -2.154 0.902 208
These data were supplied by Datasteam and are discussed in the text. hτ denotes the τ -

month maturity log futures price less the log CPI as in equation (4.39). Mean denotes the

sample arithmetic mean, S.D. standard deviation; Skew. and Kurt. report skewness and excess

kurtosis, standard measures of the third and fourth moments. Obs. reports the number of

observations. ADF shows the Augmented Dickey Fuller test statistic under the null hypothesis

of non-stationarity. The lag length is determined by the Akaike information criterion. The

critical values are -3.461, -2.875, and -2.574 for the 99%, 95% and 90% confidence level, based

on Mackinnon (1996). KPSS shows the Kwiatkowski Phillips Schmidt Shin test statistic under

the null hypothesis of stationarity. Providing 0.7390, 0.4630, and 0.3470 for the 99%, 95% and

90% confidence level based on Kwiatkowski Phillips Schmidt Shin (1992).

The spot oil price is a composite series. WTI spot price, which matches the

futures data, is available from Q1 1983, while the Brent price, which gives the

price of a similar grade, is available from Q1 19701. Since the crude oil price was

fixed close to $2.25 per barrel between 1964 and Q1 19702, this value is used until

then; the Brent price from Q1 1970 to Q4 1982 and WTI thereafter. To represent

the term structure of oil futures, the prices of WTI light crude oil futures traded

on New York Mercantile Exchange (NYMEX) are used, starting from the year

1984, when these oil futures contracts started trading. Oil futures contracts with
1Brent and WTI spot oil price series only diverge significantly in recent years, when the latter went to a

discount because of export controls and the development of the US shale hydrocarbon industry.
2Before the 1970s, the oil market was monopolized by the major Western oil companies, and the oil price

at that time was described by the phrase :“ take the price used by Exxon, add it to that used by Shell and
divide the sum by two” (Carollo (2012)).



4.4. THE EMPIRICAL MODEL 81

Figure 4.1: The Term Structure of Log Real WTI Oil Futures Contracts

This figure shows the term structure of (log) WTI light crude oil futures, which started trading
on NYMEX in 1984. The data are from Datastream. The 1, 2, 3, 6, 9 and 12 months maturities
are available from Q1 1984, the 18 month contract from Q3 1989; and the 24 month contract
from Q1 1995.

1, 2, 3, 6, 9, 12, 18 and 24 month maturities are studied. The series for the prices

of oil futures with 1, 2, 3, 6, 9 and 12 month maturities are available from Q1

1984, the 18 month contract from Q3 1989; and the 24 month contract from Q1

1995.

4.4.3 The behaviour of the macro and spot oil market variables

Figure 4.3 shows the estimates of the latent and observed state variables

included in lt and nt respectively. In the latter case, these estimates are shown

alongside their observed values. Table 4.2 shows their root mean squared errors

(RMSEs). The long term inflation asymptote (π∗) in figure (4.3) picks up the

secular trends in inflation and interest rates. This variable resembles the inflation

target identified by Ireland (2007) (his figure 4), which largely accommodates the

oil price hikes in the 1970s but then falls back sharply after the Volker deflation

in the early 1980s.

The top panel of Figure 4.4 plots the real spot price against the latent
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Figure 4.2: Observed Variables

This figure shows the convenience yield and the four macro variables. The convenience yield
is extracted from the Kalman filter pre-1984Q1 and the oil futures data post-1984Q1 using
equation (4.1). The US output gap is obtained by applying the HP filter to log real US
GDP. US inflation is the log annual difference in the US implicit GDP price deflator. The US
interest rate is represented by the Fed Funds rate. All data are taken from Thompson Reuters
DataStream.

Table 4.2: The Root Mean Squared Error (RMSE) of the Joint Com-
modity Term Structure Model

not ρt gt πt rt
0.185 7.2×10−3 8.3×10−4 2.2×10−3

hτ,t 3m 6m 9m 12m 18m 24m
0.184 0.165 0.151 0.141 0.125 0.119

The RMSE of the estimates for the log real spot oil price (ρ), output gap (g) interest (r) and
inflation rates (π) for the period 1964-2015 are reported in the top panel. The bottom panel
shows the RMSEs for estimates of log futures price less the log CPI, as in equation (4.39).
These are for the periods since 1983, when they became available.

variable (ρ∗) representing the underlying real spot oil price. The underlying

price normally follows the price with a lag, reflecting the lagged effect of oil price
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Figure 4.3: State Variables Representing the macroeconomy and Oil
Markets

The solid lines in this figure show model estimates of the state variables, while the dashed
lines show their observed values (if the variable is observable in the model). The right-hand
panel depicts the inflation and interest rates, showing how the latent variable representing the
long term inflation asymptote (π∗) picks up their secular trends. The left-hand panel shows
the oil market variables and the output gap. The relationships between these variables are
analysed in the next figure.

surprises. ρ∗ also reflects the effect of surprises in macro variables, however,

and in particular those associated with the recent period of financial crisis and

recession, which pushed it well below the price by the end of 2013, anticipating

about half of the sharp fall seen since mid-2014.

Figure 4.4 also shows how oil prices interact with the output gap. The output

gap was very high before both of the oil shocks of the 1970s, indicated by the left

sides of the first two vertical bars, reflecting the strength of the US economy. This
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Figure 4.4: The Relationship Between the Strength of the Economy and
the Oil Price

The top panel of this figure plots the real spot price (ρ, continuous line) against the latent
variable (ρ∗, dashed line) representing the underlying real spot oil price. The underlying price
normally follows the price with a lag, but anticipates the sharp fall seen since mid-2014. The
third panel shows how these prices interact with the output gap, which reflects the strength
of economic activity. This had the effect of tightening the oil market before the two 1970s oil
shocks, resulting in persistent price increases, which then pushed the economy into recession.
In contrast, the economy was not as strong prior to the price hike seen at the time of the
first Gulf war in 1992. Consequently, this was much less persistent and was not followed by a
recession. The US economy was also strong as the oil price peaked in 2008, but the ensuing
recession was arguably due to the financial crisis rather than the high oil price.

helped tighten the oil market, causing the underlying oil price to trend upwards.

These price increases were quite persistent, provoking a sharp fall in the output

gap as the economy moved into recession. In contrast, the economy was not as

strong prior to the oil price spike seen at the time of the first Gulf war in 1992,

which left ρ∗ well below ρ, as indicated by the third vertical bar. This was much

less persistent, represented by a spike rather than a step increase, and was not

followed by a serious slowdown. These episodes reflect the observations of Killian
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(2005), suggesting that oil shocks caused by political or other exogenous events

only have a big impact on the real economy if they are strong and the underlying

oil price trend is upward. The US economy was also strong when the oil price

peaked in 2008, the fourth vertical line, but the ensuing recession was arguably

due to the financial crisis rather than the high oil price, which fell back sharply as

the recession took hold. These shocks are also reflected in the convenience yield

(δ), estimated using the Kalman filter. This estimate picks up the tightness of

the market in 1974 and 1980 quite nicely, as well as market developments since

1984.

Figure 4.5 shows the inverse correlation between the estimated convenience

yield and the US oil inventory (excluding the US Strategic Petroleum Reserve

(SPR)), in other words the oil inventory that is held by the market. Although

inventory is not part of the model, this panel shows that short-run swings in the

convenience yield and the oil inventory tend to be inversely related. However,

there are some notable spikes in the estimated convenience yield (δ) that are not

reflected in the inventory. For example, there is a sharp spike in Q2 1974, which

arguably reflects rationing and other effects designed to conserve oil stocks and

help shield the economy from the Arab oil embargo3.

Table 4.3 reports the estimates of the parameters obtained from the Kalman-

VAR under the measure P. The estimates of the key parameters conform to

economic priors and are generally statistically significant. The estimates of φρ,g

and φρ,π, are significant, capturing the effect of the economy on the real oil price,

while the significance of φδ,ρ, φδ,r captures the effect on the convenience yield,

in line with the results of Casassus and Collin-Dufresne (2003). As one would

expect, the estimate of φπ,ρ indicates that the real oil price has a significant short

run impact on inflation, although the impact on activity is not significant.
3For example, the US Congress passed the Emergency Highway Energy Conservation Act to impose a

national maximum speed limit of 55 mph in 1974, with similar restrictions imposed in European countries.
In the UK, petrol coupons were issued in preparation for petrol rationing, although this was not actually
implemented.
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Figure 4.5: The Convenience Yield and US Oil Inventories

This figure presents the model estimates of the convenience yield (δ̂, blue line) alongside
the data for US oil inventories (green line). These exclude the Strategic Petroleum Reserve
(SPR). It shows that short-run swings in the convenience yield and the oil inventory tend to
be inversely related. The breakdown of this relationship in 1970 is discussed in the text.

Table 4.3: Estimates of the Parameters of the Real World Dynamics

Parameters Estimates t-stats Parameters Estimates t-stats
kρ∗ 6.4×10−3 6.217 φg,ρ 1.6×10−3 0.804
kπ∗ -3.8×10−5 -0.932 φg,g 0.858 25.433
ϕr 4.8×10−3 170.179 φg,π -0.154 -0.822
φδ,δ 0.318 4.594 φg,r -0.099 -1.111
φδ,ρ 0.048 5.878 φπ,ρ 9.4×10−4 4.197
φδ,r 0.739 28.761 φπ,g 0.014 5.141
φρ,δ 0.176 0.412 φπ,π 0.897 53.516
φρ,ρ 0.818 25.678 φπ,r 1.4×10−33 1.5×10−31

φρ,g 2.335 3.043 φr,ρ 1.0×10−3 1.780
φρ,π 10.834 15.710 φr,g 0.037 11.410
φρ,r -2.256 -15.008 φr,π -0.011 -0.220

φr,r 0.922 31.861
This table presents the parameters of the dynamic structure equation (4.23) defined under the
real world measure P , with their asymptotic t-statistics.

4.4.3.1 Impulse response functions

The dynamics of these interaction effects can be seen from Figures 4.6 and

4.7, which depict the impulse response functions. These show the dynamic ef-
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Table 4.4: Estimates of the Parameters of the Risk-neutral Dynamics

Parameters Estimates t-stats Parameters Estimates t-stats
kQρ∗ -0.063 -6.383 φQρ,r 0.522 8.650
kQπ∗ 3.0×10−3 352.241 φQg,ρ∗ -0.027 -1.299
kQδ 0.065 129.712 φQg,π∗ 13.480 1.879
kQρ -7.2×10−3 -6.324 φQg,ρ 1.345 38.091
kQg 0.175 5.403 φQg,g -0.286 -12.261
kQπ 1.5×10−3 13.942 φQg,π 5.666 3.339
kQr 0.055 125.304 φQg,r 4.813 17.617
φQρ∗,ρ∗ 0.805 27.445 φQπ,ρ∗ -3.2×10−3 -0.775
φQπ∗,π∗ 0.151 2.883 φQπ,π∗ 1.178 2.051
φQδ,ρ∗ -0.021 -1.753 φQπ,ρ 0.061 26.738
φQδ,π∗ -4.514 -5.390 φQπ,g -0.098 -402.235
φQδ,δ 0.437 13.556 φQπ,π 1.094 13.001
φQδ,ρ 0.238 23.989 φQπ,r 0.478 70.881
φQδ,r 0.334 39.191 φQr,ρ∗ 0.037 6.920
φQρ,s∗ 3.2×10−3 0.249 φQr,π∗ -0.240 -0.133
φQρ,π∗ -1.178 -0.610 φQr,ρ 0.174 9.427
φQρ,δ -1.000 -26.693 φQr,g 2.3×10−3 2.945
φQρ,ρ 0.939 62.364 φQr,π 0.544 8.017
φQρ,g 0.098 23.245 φQr,r 0.666 21.227
φQρ,π -1.094 -9.997

This table presents the parameters of the dynamic structure equation (4.24) defined under the
risk-neutral measure Q, with their asymptotic t-statistics.

fects of innovations in the macroeconomic variables. Because these innovations

are correlated empirically, orthogonalized innovations using the triangular factor-

ization defined in section (4.2.3) are applied here. The orthogonalized impulse

responses show the effect on the macroeconomic system of increasing each of

these innovations by one percentage point for just one period using the Wald

representation of the system. Each column shows the effect of a unit shock to a

macro variable, while the rows show their effects

The relationships between the output gap, inflation and interest rates are

in line with economic priors and similar to those seen in previous macro-finance

models. Figure 4.6 presents impulse response functions of these variables with

95% confidence bounds4. The final row of Figure 4.6 shows that the US Fed
4The confidence bound of impulse response functions in this chapter takes 95% quantile of 1000 times

simulated sample of parametric wild bootstrapping. The detailed methodology follows section 3 in Lütkepohl
(2000) and Appendix B in Coroneo (2016)



4.4. THE EMPIRICAL MODEL 88

F
ig
ur
e
4.
6:

Im
pu

ls
e
re
sp
on

se
fu
nc
ti
on

s
fo
r
th
e
oi
la

nd
m
ac
ro

va
ri
ab

le
s

T
hi
s
fi
gu

re
an

d
F
ig
ur
e
4.
7
de
pi
ct

th
e
im

pu
ls
e
re
sp
on

se
fu
nc
ti
on

s,
w
hi
ch

sh
ow

th
e
dy

na
m
ic
eff

ec
ts

of
in
no

va
ti
on

s
in

th
e
st
at
e
va
ri
ab

le
s.

T
he

co
nfi

de
nc
e
b
ou

nd
at

95
%

co
nfi

de
nc
e

in
te
rv
al

is
di
sp
la
ye
d
as

da
sh
ed

li
ne
s
in

ea
ch

ca
se
.
E
la
ps
ed

ti
m
e
is

m
ea
su
re
d
in

ca
le
nd

ar
qu

ar
te
rs
.
E
ac
h
co
lu
m
n
sh
ow

s
th
e
eff

ec
t
of

a
un

it
sh
oc
k
to

a
st
at
e
va
ri
ab

le
,
w
hi
le

th
e
ro
w
s
sh
ow

th
ei
r
eff

ec
ts
.
T
he

re
la
ti
on

sh
ip
s
b
et
w
ee
n
th
e
ou

tp
ut

ga
p,

in
fl
at
io
n
an

d
in
te
re
st

ra
te
s
ar
e
in

li
ne

w
it
h
ec
on

om
ic

pr
io
rs

an
d
si
m
il
ar

to
th
os
e
se
en

in
pr
ev
io
us

m
ac
ro
-fi
na

nc
e
m
od

el
s.

T
he

no
ve
lt
y
he
re

is
th
e
in
tr
od

uc
ti
on

of
oi
l
pr
ic
es

an
d
th
e
co
nv

en
ie
nc
e
yi
el
d.

A
s
I
w
ou

ld
ex
p
ec
t,

th
is

fi
gu

re
sh
ow

s
th
at

oi
l
pr
ic
e
in
no

va
ti
on

s
ac
t
as

su
pp

ly
-s
id
e
sh
oc
ks

th
at

in
cr
ea
se

in
fl
at
io
n
an

d
in
te
re
st

ra
te
s.

In
tu
rn
,
th
e
oi
l
pr
ic
e
re
sp
on

ds
p
os
it
iv
el
y
to

th
e
ou

tp
ut

ga
p
an

d
in
fl
at
io
n
an

d
ne
ga
ti
ve
ly

to
th
e
in
te
re
st

ra
te
.

T
he

fi
na

l
co
lu
m
n
sh
ow

s
th
at

an
in
cr
ea
se

in
in
te
re
st

ra
te
s
pu

sh
es

up
th
e
co
nv

en
ie
nc
e
yi
el
d.

A
pl
au

si
bl
e
ex
pl
an

at
io
n
is
th
at

in
te
re
st

ra
te
s
in
cr
ea
se

th
e
co
st

of
ca
rr
y
an

d
re
du

ce
in
ve
nt
or
ie
s.

T
he

fa
ll
in

in
ve
nt
or
ie
s
th
en

in
cr
ea
se
s
th
e
co
nv

en
ie
nc
e
yi
el
d
an

d
de
pr
es
se
s
th
e
sp
ot

pr
ic
e,

an
d
he
nc
e
in
fl
at
io
n.

T
hi
s
eff

ec
t
is

an
al
ys
ed

in
F
ig
ur
e
4.
8.

M
on

et
ar
y

p
ol
ic
y
al
so

aff
ec
ts

in
fl
at
io
n
th
ro
ug

h
it
s
eff

ec
t
on

th
e
ou

tp
ut

ga
p.



4.4. THE EMPIRICAL MODEL 89

Table 4.5: Risk premium parameter estimates

Parameters Estimates t-stat Parameters Estimates t-stat
λ1,δ -0.069 -488.346 λ2,g,ρ -1.344 -71.313
λ1,ρ∗ 0.069 53.823 λ2,g,g 1.144 70.250
λ1,π∗ -3.1×10−3 -423.968 λ2,g,π -5.820 -14.591
λ1,ρ 0.019 32.327 λ2,g,r -4.912 -14.891
λ1,g -0.175 -19.006 λ2,π,ρ∗ 0.002 2.200
λ1,π -1.5×10−3 -4.004 λ2,π,π∗ -1.075 -1.549
λ1,r -0.055 -54.708 λ2,π,ρ -0.060 -58.137
λ2,ρ∗,ρ∗ 0.195 12.177 λ2,π,g 0.112 52.791
λ2,π∗,π∗ 0.849 12.057 λ2,π,π -0.197 -2.345
λ2,δ,ρ∗ -0.027 -7.483 λ2,π,r -0.478 -30.864
λ2,δ,π∗ 3.775 1.867 λ2,r,ρ∗ -0.038 -3.922
λ2,δ,δ -0.119 -1.647 λ2,r,π∗ 0.329 0.158
λ2,δ,ρ -0.190 -19.393 λ2,r,ρ -0.173 -10.500
λ2,δ,r 0.404 32.782 λ2,r,g 0.034 32.840
λ2,g,ρ∗ 0.025 1.204 λ2,r,π -0.555 -7.837
λ2,g,π∗ -13.227 -1.731 λ2,r,r 0.256 7.147

These parameters allow for risk using the essentially affine specification of Duffee (2002).
They connect, the parameters shown in Tables 4.3 and 4.4, estimated respectively under the
measures P and Q. (See equations (4.26) and (4.27)).

Table 4.6: Volatility parameter estimates

Parameters Estimates t-stat Parameters Estimates t-stat
cδ,ρ 4.211 8.856 dρ∗ 0.106 12.866
cg,ρ 0.009 1.857 dπ∗ 0.003 7.946
cπ,ρ 0.001 2.871 dδ 0.027 14.825
cπ,g 0.000 0.000 dρ 0.132 19.600
cr,ρ 0.001 1.031 dg 0.007 18.688
cr,g 0.118 5.745 dπ -0.001 -11.733
cr,π 0.414 1.874 dr 0.002 17.581

These parameters are used in the “LDL” decomposition of the covariance matrix (section
(4.2.3)).

changes interest rates in response to inflation and economic activity, consistent

with the Taylor rule, which suggests that the central bank adjusts the policy

interest rate in order to maintain a stable rate of inflation. The final column

shows that output and inflation in turn fall in response to the higher interest

rate. The use of Kalman filters to pick up the effect of unobservable expectational

influences helps to solve the notorious price puzzle - the tendency (noted originally

by Sims (1992)) for increases in policy interest rates to anticipate inflationary

developments and thus apparently cause inflation.
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Figure 4.7: Impulse Response Functions for the Latent State Variables

This figure shows the dynamic effects of innovations in the latent variables. The confidence
bound at 95% confidence interval is displayed as dashed lines in each case. Elapsed time
is measured in calendar quarters. Each column shows the effect of a unit shock to a state
variable, while the rows show their effects (see notes to Figure 4.6). By construction π∗ has a
unit long-run effect on inflation and interest rates, with no effect on other variables. Similarly,
ρ∗ only affects the real oil price in the long run.

The introduction of the oil market variables in this model also plays a key

role in resolving the price puzzle. As one would expect, Figure 4.6 shows that

oil price innovations act as supply-side shocks that increase inflation and interest

rates. In turn, the oil price responds positively to the output gap and inflation,

and negatively to the interest rate as part of the monetary transmission mecha-

nism. My results suggest that oil inventories and the convenience yield are also

important links in this chain. The final column shows that an increase in interest

rates pushes up the convenience yield. A plausible explanation is that interest

rates increase the cost of carry and reduce inventories. The fall in inventories
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Figure 4.8: The Role of the Oil Market in the Monetary Transmission
Mechanism

Figure 4.7 showed that the policy interest rate affects inflation through its effect on the oil
market as well as the output gap. To decompose this effect, this figure shows the response of
inflation to interest rate changes when different parts of the monetary transmission mechanism
are shut off. The negative response of inflation is maximized if I keep all of these links, as
indicated by the continuous line, as in Figure 4.7. Removing the direct effect of the interest
rate on the oil price by setting the parameter φδ,r to zero halves the response, as indicated by
the dashed line. Removing the indirect effects (working through the effect of interest rates and
output and hence the real oil price and inflation) by setting the parameter φπ,s, to zero, gives
the dashed-dotted line, further reducing the response of inflation to the interest rate shock

increases the convenience yield and depresses the spot price, and hence inflation,

as indicated in Figure 4.6. To illustrate these effects, Figure 4.8 shows how this

impulse response changes as I set different parameters to zero in order to shut off

different parts of this monetary transmission mechanism. Monetary policy also

affects inflation through its effect on the output gap, but this figure shows that

once oil market effects are accounted for, this effect is surprisingly weak.

4.4.3.2 Analysis of Variance

The real-world dynamics are reflected in Figures 4.9 and 4.10. These report

the results of the Analysis of Variance (ANOVA) exercise and show the share of

the total variance attributable to the innovations at different lag lengths. These

are also obtained using the Wald representation of the system, as described in

Cochrane and Piazzesi (2009). They indicate the contribution each innovation

would make to the volatility of each model variable if the error process was
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suddenly started (having been dormant previously). As such, they reflect the

variances of the shocks and well as the impulse responses.

Figure 4.9: Variance Decomposition for the 12 Month Crude Oil Futures

This figure reports the results of the Analysis of Variance (ANOVA) exercise and shows the
share of the total variance in the 12 month futures price attributable to the innovations at
different lag lengths (see notes to Figure 4.9). These effects are dominated by the effect of
shocks to the spot rate (shown in Figure 4.9).

The first column of Figure 4.9 shows the effects of oil market shocks while

the second shows the effects of macro shocks. The first two rows show that the

variance in the convenience yield and oil price is dominated by oil market shocks.

Although the impulse responses show that macro shocks have a significant effect

on oil prices, their relatively low variance means that these effects are dwarfed by

the effect of the high volatility oil shocks. The variance of the oil price is naturally

dominated by its asymptote after 60 months. Nevertheless, macro shocks account

for 10% of the variance in the convenience yield after 24 months and about 10%

of the variance of the oil price after 12 months. The remaining rows show that

oil market shocks have a significant effect on the short run variance of inflation,
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Figure 4.10: Variance Decompositions for the State Variables

This figure (and Figure 4.10) report the results of the Analysis of Variance (ANOVA) exercise
and show the share of the total variance in state variables (and futures prices) attributable
to the innovations at different lag lengths. The inflation asymptote (π∗) is important in
explaining variations of all these variables. The underlying oil price (ρ∗), together with the
inflation target (π∗) and the convenience yield (δ) explain most of the variation in the real
oil price. The final row of this figure shows that variations in the interest rate are strongly
determined by changes in the inflation target (π∗), as well as shocks to output and the oil
market. The variance of output and inflation are also significantly affected by real oil price
shocks. The inflation response is rapid but then tends to fade as monetary policy counteracts
the influence of oil shocks. Exogenous shocks to economic activity (g) also contribute to the
variation of the real oil price, although most of the variation is explained by the latent variables
ρ∗, π∗ and δ.

accounting for nearly 10% of the variance after 12 months. The effects of oil

shocks on interest rates are much smaller. The longer run variances of inflation

and interest rates are naturally dominated by the inflation asymptote.

4.4.4 The behaviour of the futures market

Figure 4.11 shows the estimates of the futures prices alongside their observed

values. Table 4.2 shows the root mean squared error of the futures prices. Table
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4.4 reports the parameters estimated under the measure Q, and embedded in the

affine model of the term structure of futures prices (equation 4.40). Again, these

are nicely in line with their priors. They are related to those of the Kalman-

VAR by the prices of risk and variance estimates (equation 4.28) shown in Table

4.4. The significance of the parameter estimates under measure Q is generally

higher than those of the Kalman-VAR under measure P . Cochrane and Piazzesi

(2009) suggest that Q parameters are precise because they come from the cross-

section that has “tiny” measurement errors, while the P parameters come from

the Kalman-VAR, which has large forecasting errors.

Figure 4.11: Log WTI Crude Oil Contract Estimates

This figure shows the estimates of the futures prices (solid line) alongside their observed values,
where these data are available (dashed). The estimates for the missing 18 and 24 month
maturity data are extracted from the Kalman filter, with the horizontal lines indicating the
first available data point.

The behaviour of the futures curve is dictated by the factor loadings, which
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Figure 4.12: Factor Loadings Showing the Effect of the State Variables
on the Term Structure of Cost of Carry

The behaviour of the futures curve is dictated by the factor loadings. This figure shows the
loadings of the cost of carry Ψτ/τ , (expressed in quarters). These loadings depend upon
the parameters of the risk-neutral factor dynamics (Section 4.3.2). The first panel shows
the loadings on the three latent variables. The inflation asymptote π∗ and δ∗ are important
influences, but ρ∗ does not appear to be relevant. The second panel shows the loadings on
the macro variables. The convenience yield δ, oil price ρ and the interest rate r, have a direct
impact on the oil market under both measures and have relatively large loadings. The spot
oil price has a unit effect at the short end of the futures curve, but its influence fades with
maturity. The spot interest rate and convenience yield determine the slope of the short-term
yield curve. Since this is a model of the nominal prices, inflation also has some effect, but the
effect of the output gap is negligible.

depend in turn upon the parameters of the risk-neutral factor dynamics (Section

4.3.2). Empirically, this system has a single unit root under Q that is closely

associated with the underlying inflation rate π∗ (which has a unit root under P

by assumption) and means that the loadings of the futures on the factors (Ψτ )

increase with maturity (τ). Dividing these loadings by maturity gives the factor

loadings for the annualized cost of carry (Ψτ/τ). These loadings are depicted in

Figure 4.12, as a function of maturity (expressed in quarters). The first panel

shows the loadings on the three latent variables and the second those on the

observed variables.

Figure 4.13 presents the model estimate of the risk premium in the 6-month
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Figure 4.13: The Risk Premium in Futures Contracts

This figure describes the risk premium in 6-months futures contract. Commodity futures
incorporate risk premiums, which are the difference between the real world and risk-neutral
expectations of the future spot price (refer to equation (C.14)). This shows the 6-month
premium. The model suggests that risk premiums increase with maturity and are strongly
cross-correlated. Oil market variables play an important role here, with the underlying price
having a strong positive effect on the premium. The correlation between the contribution of
the oil factors (ρ∗, ρ, δ) and the 6-month risk premium is 0.8038. However, macro variables are
also influential. The rate of inflation has a strong positive effect, which boosted the premium
until the Volker disinflation, and also helped explain the fall in the premium in 2009-10. The
correlation between the total macro contribution (π∗, g, π, r) and the 6-month risk premium
is 0.8257.

futures market. Recall that I only have futures data for the period since 1984,

and that the estimates before then depend up inferences about the convenience

yield obtained from the Kalman filter. Risk premiums are the difference between

the real world and risk-neutral expectations of the future spot price (equation

(C.14)). Recall that the futures price is the risk neutral expectation. Producers

want to sell futures to hedge against future price falls. When they are domi-

nant, as they have been historically, this depresses the futures price relative to

the expected spot rate until arbitrageurs are prepared take the other side of the

market. Hamilton and Wu (2014), however, argue that buying pressure from

commodity index funds has recently had the opposite effect. The model pre-
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sented in this chapter suggests that risk premiums increase with maturity and

are strongly cross-correlated. The decomposition of the 6-month future into oil

and macro factors shows that oil market variables play an important role here,

with the underlying price having a strong positive effect on the premium. The

correlation between the contribution of the oil factors (ρ∗, ρ, δ) and the 6-month

risk premium is 0.8038. Macro variables are also influential, however. The rate

of inflation has a strong positive effect, which boosted the premium until the

Volker disinflation, and helps explain the fall in the premium in 2009-10. The

correlation between the total macro contribution (π∗, π, g, r) and the 6-month

risk premium is 0.8257.

4.5 Concluding remarks

This chapter presents a macro-finance model that includes oil prices, the

convenience yield and makes the crude oil futures exponential-affine in the state

variables. The expectation had been to find significant links between oil prices

and the macroeconomy, therefore it was a surprise to find that the convenience

yield also plays an important role, acting as a buffer between oil prices and the

economy. The model also throws light on the notorious ‘price puzzle’, indicat-

ing the importance of the link between US monetary policy, commodity prices

and inflation. The convenience yield also plays an important role here, trans-

mitting monetary signals to the real economy, influencing output and inflation.

The macro-finance framework would seem to offer practitioners and academic

researchers an important tool for understanding the effects of monetary policy

on the commodity markets and the economy.



Chapter 5

Conclusions

This thesis studies commodity futures term structures, and the interaction

between commodity market, particularly the crude oil markets, and the real

economy, focusing on the dynamic factor model of the term structure and its

application to the macro-finance model.

A comprehensive literature review was presented in Chapter 2, and this

introduced some studies of the relationship between commodity prices and the

macroeconomy, as well as the commodity futures term structures. Nevertheless,

the analysis of these two areas seems to be somewhat separated. The traditional

view tends to investigate the macroeconomic interaction of the spot commod-

ity price using conventional macro-econometric methods. It is generally silent,

however, about the role of the commodity futures market. Meanwhile, the main-

stream dynamic term structure model for commodity futures only use unobserv-

able variables. This approach, however, has been the subject of long-standing

concerns as to its ability to provide sufficient economic interpretation of the latent

factors.

In contrast, the macro-finance model combines the standard macro-econometric

methodology and the dynamic term structure model, and has yielded numerous

findings, and become a popular topic in the literature. The vast majority of the

the macro-finance studies only focus on the interest rate term structure. The

discussion of the commodity futures term structure, however, remains extremely
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limited, disregarding the increasingly influential interaction between the com-

modity futures market and the real economy. In addition, the preliminary data

analysis further highlighted the effect of the unit root that is commonly observed

in models of commodity prices, and proposed the vector error correction model

(VECM), as the sensible solution to this problem.

These concerns motivate the remainder of this thesis. The goal of Chap-

ter 3 was further to explore the mainstream dynamic term structure model for

commodity futures. The chapter presented a joint affine term structure model

for four benchmark commodity futures contracts, which extends the discussion

of the commodity term structure from each separate commodity market, to mul-

tiple commodity markets jointly. In this model, the instantaneous short rate is a

pure latent factor that is commonly applied to all selected commodity contracts.

In turn, its dynamic is jointly determined by these commodity markets. The

empirical evidence that suggests this model performs well in terms of term struc-

ture fitting and estimation. The result further indicates that, this unobservable

common interest rate factor, which can be interpreted as the “commodity market

implied short rate factor”, generally tracks the policy rate very well.

I present a macro-finance model for the economy and the oil market in Chap-

ter 4 of this thesis, that allows interactions between the convenience yield, the

spot and futures markets, monetary policy and macroeconomic variables to be

studied. I use the Kalman filter to represent latent variables to handle the effects

of exogenous shocks to inflation and the oil price, and to deal with missing obser-

vations. Traditional models use latent variables, with little economic meaning,

to explain commodity futures, but this model makes the effect of macroeconomic

variables explicit. An important interaction was found between the economy and

the oil markets, including an important link in the monetary transmission mech-

anism, running from the policy interest rate to the convenience yield, oil price

and hence inflation and policy transmission.

There are some avenues for future research. Most of the focus of the macro-

finance literature is on the interactions between macroeconomic indicators and a
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stand-alone financial market, such as bond or other financial instrument. Very

few study the joint behaviour of several financial markets together with the

macroeconomy. Chin and Liu (2015) attempt to build a joint affine model, which

combines bond prices and crude oil futures prices with latent, not macro, fac-

tors. In the future, I could develop a macro finance model of multiple financial

markets.

Another aspect that one could further investigate is that, in this thesis, I

focus on the US economy and its WTI crude oil price. I do this for two reasons.

First, it would be difficult to develop a global GDP aggregate reflecting global

demand for oil. Second, because in many respects, the US energy market has

traded independently of world markets, as evidenced by the divergence between

US and UK energy prices, for example, WTI and Brent crude oil price. The

growth in international oil trade, the relatively recent discovery and exploitation

of US shale hydrocarbons, and the removal of the US oil export ban, are argu-

ments for developing a global demand model explaining a price like the Brent

crude oil price, which is more representative of the price of oil traded in the world

market.



Appendix A

General appendix

A.1 The arbitrage relationship

This section specifies the arbitrage relationships relating to the futures prices

to the real and nominal spot price, convenience yield and interest rate. Following

Campbell, Lo and Mackinlay (1997), I start with the well-known property of

nominal futures prices, Fτ,t is denoted as the futures price at time t with τ units

of time to its maturity. They follow a martingale under the risk-neutral measure

Q:

Fτ,t = EQ
t (Fτ−1,t+1) τ ≥ 1. (A.1)

This is essentially because these contracts do not yield dividends or convenience

benefits (Cox, Ingersoll and Ross (1981)). The maturity value of the futures price

will also equal the future spot price. St is denoted as the spot commodity price

at time t. So, for the special case of τ = 1: F0,t+1 = St+1. Substituting this into

(A.1):

F1,t = EQ
t (St+1). (A.2)

The risk-neutral spot oil price dynamics follow by combining this with the stan-

dard arbitrage condition for a forward price. Importantly, for the special case
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of τ = 1, the interest rate is known. Denote δt and rt is the convenience yield

and interest rate at time t. So this relationship also holds for the futures price:

Fτ,t = Ste
(rt−δs). Taking logs:

lnEQ
t (St+1) = st + rt − δt. (A.3)

where: st = lnSt. Finally, suppose that St+1 is log normal under Q so that taking

logs again:

st+1 = st + µt + εQs,t+1 εQs,t+1 ∼ N(0, σ2
s). (A.4)

where εQs,t+1 is a risk-neutral oil price shock and:

EQ
t (St+1) = Ste

(µt+
1
2
σ2
s). (A.5)

Taking logs and substituting into (A.3) gives:

µt = rt − δt −
1

2
σ2
s . (A.6)

Finally, substituting this back into equation (A.4) gives the dynamic equation

for the nominal spot price under probability measure Q:

st+1 = st + rt − δt −
1

2
σ2
s + εQs,t+1 εQs,t+1 ∼ N(0, σ2

s) (A.7)

The macro model works with the real oil price ρt+1, which is the nominal

price st+1 less the log price level pt+1. This follows a real arbitrage relationship

derived by adjusting (A.7) for inflation by subtracting pt+1 = pt−πt+1 from both

sides:

ρt+1 = ρt − πt+1 + rt − δt −
1

2
σ2
s + εQs,t+1. (A.8)

where πt+1 = pt+1 − pt is inflation: the first difference of the log price level.

Strictly speaking, this is the monthly change, which is difficult to model, so I
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follow mainstream macro-finance studies in approximating this by a twelfth of

the annual rate. This introduces an additional error term into (A.8), but this is

small relative to the volatility of the real oil price.

A.2 The ADACX cluster for computational intensive

tasks

The ADACX cluster in the Alcuin Research Resource Centre (ARRC) at

the University of York (United Kingdom) is used to compute model iteration in

multiple experiments in parallel for empirical exercises in this thesis.

The ADACX cluster is a facility for computationally intensive tasks. It is

provided within Research Centre for Social Sciences (RCSS) by a cluster of 25

application servers, each having 2 oct-core Intel E5-2690 processors (2.9GHz, 16

physical processor cores per server, 32 including hyperthreading). Each of the

servers has 192GB 1600MHz RAM and a 10Gbit network connection to the local

file server. All are running 64 bit Windows Server 2008 R2 Enterprise and Citrix

XenApp 6.
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Appendices to Chapter 3

B.1 The joint transition equation under the measure Q

The stacked joint transition equation under the measure Q is:

Xt+1 = KQ + ΦQXt +WQ
t WQ

t ∼ N(0, R) (B.1)

where Xt is a 9×T the state vector, which first enumerates specific factors for

each different commodity class, and then includes interest rate as the common

factor in the end. Specifically:

Xt =

(
so,t δo,t sc,t δc,t sg,t δg,t sn,t δn,t rt

)>
,

Setting κQsi = −1

2
σ2
si
. In the meantime, applying Joslin, Singleton and Zhu

(2011) as discussed in equation (3.4). KQ can be parsimoniously defined as the

following:

KQ =

(
kQo,s 0 kQc,s 0 kQg,s 0 kQn,s 0 0

)>
,

To accommodates specifications of state dynamics under the measure Q
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suggested by equation (3.1), (3.2), and (3.3) across commodity classes. We have

the following stack form for ΦQ:

ΦQ =



1 −1 0 0 0 0 0 0 1

φQδoso φQδo 0 0 0 0 0 0 φQδor

0 0 1 −1 0 0 0 0 1

0 0 φQδcsc φQδc 0 0 0 0 φQδcr

0 0 0 0 1 −1 0 0 1

0 0 0 0 φQδgsg φQδg 0 0 φQδgr

0 0 0 0 0 0 1 −1 1

0 0 0 0 0 0 φQδnsn φQδn φQδnr

0 0 0 0 0 0 0 0 φQr


where ΦQ allows spot price and convenience yield to be specific factors to each

individual commodity class, and interest rate to be a common factor which affects

all in the same manner across commodity classes.

B.2 The joint state space representation under the mea-

sure P

The state space representation was specified based on equation (3.9) and

equation (3.4) under the measure P is:

ft = D +HXt + et et ∼ N(0, Q) (B.2)

Xt = K + ΦXt−1 +Wt Wt ∼ N(0, R) (B.3)

ft in the measurement equation (B.2) is a N×1 vector, it aligns sample
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observations of the four different commodity futures term structure, as:

ft =

(
fo,1,t . . . fo,τ,t, fc,1,t . . . fc,τ,t, fg,1,t . . . fg,τ,t, fn,1,t . . . fn,τ,t

)>
,

H is a N×9 matrix, accommodating recursive solution for Ψτ as in equation

(3.18) for different commodity classes. It has non-zero values only for the corre-

sponding elements, mapping state variables specific to each commodity classes.

H =



ψo,s,1 ψo,δ,1 0 0 0 0 0 0 ψo,r,1
...

...
...

...
...

...
...

...
...

ψo,s,τ ψo,δ,τ 0 0 0 0 0 0 ψo,r,τ

0 0 ψc,s,1 ψc,δ,1 0 0 0 0 ψc,r,1
...

...
...

...
...

...
...

...
...

0 0 ψc,s,τ ψc,δ,τ 0 0 0 0 ψc,r,τ

0 0 0 0 ψg,s,1 ψg,δ,1 0 0 ψg,r,1
...

...
...

...
...

...
...

...
...

0 0 0 0 ψg,s,τ ψg,δ,τ 0 0 ψg,r,τ

0 0 0 0 0 0 ψn,s,1 ψn,δ,1 ψn,r,1
...

...
...

...
...

...
...

...
...

0 0 0 0 0 0 ψn,s,τ ψn,δ,τ ψn,r,τ


Since specific factors, such as the spot price and convenience yield of each

commodity class, have no impact to others under the risk-neutral measure.

Therefore, this joint affine setting shows that specific commodity factors for one

commodity class are unspanned factors for other commodity classes.

Q is a N×N diagonal matrix that accommodates measurement errors of the
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observed sample time series on the left hand side of the measurement equation.

Q = diag

(
q2o,1 . . . q2o,τ , q2c,1 . . . q2c,τ , q2g,1 . . . q2g,τ , q2n,1 . . . q2n,τ ,

)
,

The state vector Xt the same as in the state dynamic (B.1). K is defined as

the following vector:

K =

(
ko,s ko,δ kc,s kc,δ kg,s kg,δ kn,s kn,δ kr

)>
,

Corresponding to specification of ΦQ in equation (3.19), Φ of the benchmark

model, as displayed in equation (3.22) is specified as:

Φ =



φso φsoδo 0 0 0 0 0 0 φso,r

φδoso φδo 0 0 0 0 0 0 φδo,r

0 0 φsc φscδc 0 0 0 0 φsc,r

0 0 φQδcsc φδc 0 0 0 0 φδc,r

0 0 0 0 φsg φsgδg 0 0 φsg ,r

0 0 0 0 φQδgsg φδg 0 0 φδg ,r

0 0 0 0 0 0 φsn φsnδn φsn,r

0 0 0 0 0 0 φQδnsn φδn φδn,r

0 0 0 0 0 0 0 0 φr



,
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B.3 The Kalman filter and the log-likelihood function

with latent variables

We start with the state space representation based on equation (3.9) and

equation (3.4) under the measure P as:

ft = D +HXt + et et ∼ N(0, Q) (B.4)

Xt = K + ΦXt−1 +Wt Wt ∼ N(0, R) (B.5)

where all vectors and matrices in equation (B.4) and (B.5) are extensively spec-

ified in Appendix B.2

As implied by Harvey (1989), Hamilton (1994) , Tsay (2012) and others.

The short hand notation is used to denote the expectation of X at time t + 1

conditional on existing information F at time t as:

X̂t+1|t = E(Xt+1|Ft) (B.6)

where Ft = (ft, ft−1, ft−2, . . . , fT , Xt, Xt−1, Xt−2, . . . , XT ) stands for the filtration

at time t, representing relevant existing information at the time

Following state space representation as equation (B.4) and (B.5). The fol-

lowing conditional expectations of the state variables and observed variables are

specified:

X̂t+1|t = K + ΦXt|t (B.7)

f̂t+1|t = D +HX̂t+1|t (B.8)

Let P̂t+1|t and F̂t+1|t be the one step ahead covariance matrix of forecast

error of X̂t+1|t and f̂t+1|t, conditional on past information. Their expressions can
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be specified as following:

P̂t+1|t = E(Xt+1 − X̂t+1|t)(Xt+1 − X̂t+1|t)
′ = ΦP̂t|tΦ +R (B.9)

F̂t+1|t = E(ft+1 − f̂t+1|t)(ft+1 − f̂t+1|t)
′ = HP̂t+1|tH +Q (B.10)

Denoting Xt|t in equation (B.7) as the expectation of X at time t conditional

on information F at time t, which can be written as:

X̂t|t = Et(Xt|Ft) = Et(Xt|Ft−1, ft)

= Et(Xt|Ft−1) + Cov(Xt, ft)(V ar(ft − f̂t|t−1))−1(ft − f̂t|t−1)

= X̂t|t−1 + P̂t|t−1H
′
(HP̂t|t−1H +Q)−1(ft − f̂t|t−1) (B.11)

where the covariance of the forecast error between Xt and ft can be derived as:

Cov(Xt, ft) = E((Xt − X̂t|t−1)(ft − f̂t|t−1))

= E((Xt − X̂t|t−1)(Xt − X̂t|t−1)
′
H) = P̂t|t−1H

′
(B.12)

Finally, let P̂t|t be the the covariance matrix of forecast error of X̂t|t in

equation (B.9), to give the following expression:

P̂t|t = V ar(Xt|Ft) = V ar(Xt|Ft−1, ft)

= V ar(Xt|Ft−1)− Cov(Xt, ft)(V ar(ft − f̂t|t−1)−1)Cov(Xt, ft)
′

= P̂t|t−1 − P̂t|t−1H
′
(HP̂t|t−1H +Q)−1HP̂t|t−1 (B.13)

One step ahead estimation, such as X̂t+1|t, f̂t+1|t, P̂t+1|t, F̂t+1|t, is specified,

as in the “ predicting equations”, and X̂t|t, P̂t|t as in the “ updating equations”

processes in order to satisfy the recursive process:
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Prediction update Correction update

X̂t+1|t = K + ΦX̂t|t P̂t|t = P̂t|t−1 − P̂t|t−1H
′
(HP̂t|t−1H +Q)−1HP̂t|t−1

f̂t+1|t = D +HX̂t+1|t X̂t|t = X̂t|t−1 + P̂t|t−1H
′
(HP̂t|t−1H +Q)−1(ft − f̂t|t−1)

P̂t+1|t = ΦP̂t|tΦ +R

F̂t+1|t = HP̂t+1|tH +Q

The predicting equations projects the current state estimate ahead in time and

the updating equations adjusts the projected estimates by the actual observation

at that time.

Equation (B.8) and (B.10) imply that, observed data ft conditional on the

parameter set θ = (K,Φ, KQ,ΦQ, R,Q) follows asymptotic distribution:

ft|θ,Ft−1 ∼ N(D +HX̂t|t−1, HP̂t|t−1H
′ +Q) (B.14)

such that the likelihood function is defined as:

f(ft|θ,Ft−1) =(2π)−n/2|HP̂t|t−1H ′ +Q|−1/2

exp

(
1

2
(ft −D −HX̂t|t−1)

′(HP̂t|t−1H
′ +Q)−1(ft −D −HX̂t|t−1)

)
(B.15)

and the joint log-likelihood function with respect to the parameter set θ is:

lnL(θ|Ft−1) =
T∑
t=1

ln f(ft|θ,Ft−1)

=− nT

2
ln(2π)− 1

2

T∑
t=1

ln(|HP̂t|t−1H ′ +Q|)

− 1

2

T∑
t=1

(
(ft −D −HX̂t|t−1)

′(HP̂t|t−1H
′ +Q)−1(ft −D −HX̂t|t−1)

)
(B.16)
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B.4 Parameter estimation

The expected log-likelihood conditional on the data and the estimates is

computed from the previous iteration (equation (B.16)) using the Kalman filter,

as Appendix B.3 describes, with initial parameters of the model. The parameters

are then updated, maximizing the expected log-likelihood with respect to θ:

θ̂ = arg max
θ

lnL(θ,Ft−1) (B.17)

where θ̂ is the estimator for the parameter value that makes the observed data

most probable.

The starting values of parameters are initialized in KQ, ΦQ, K, Φ, and

the diagonal elements in Σ with parameters estimates from separate models for

each individual commodity classes. φQr and φr in matrix ΦQ and Φ are excluded

and randomized, however, and it is assumed that they are uniformly distributed

between 0 and 1. For all the rest of the parameters in Q and Σ, their starting

values are assumed to be uniformly distributed between -0.001 and 0.001.

I randomize 300 sets of initial values of parameters, and each separately

run each of them until the model is converged. I choose the directory with the

highest log-likelihood was chosen at convergence to present in this thesis. The log-

likelihood of the model reported in this thesis starts from 652313 and converges at

(−)33589. This is converged using both the “fminsearch” and “fminunc” optimizer

in Matlab. The “fminsearch” optimizer uses the Nelder-Mead simplex algorithm,

as described in Lagarias et al (1998). The “fminnuc” optimizer uses the quasi-

Newton algorithm, as described in Kelley (1999).
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B.5 Confidence bounds of variable estimation

Confidence bands are calculated for the commodity market implied short

rate factor as in Figure 3.5. Following the derivation and corresponding no-

tations of the full state-space representation and Kalman Filter in Appendix

B.3, the expectation of r at time t conditional on existing information set:

Ft = (ft, ft−1, ft−2, . . . , f1) at time t is:

r̂t|t = E(rt|Ft)

denote P̂rr,t|t as the associate mean square error of r̂t|t, it is defined as:

P̂rr,t|t = E(rt − r̂t|t)(rt − r̂t|t)′

The (1− α) confidence interval is therefore constructed for the variable r̂t|t as:

CI(r̂t|t)1−α = (r̂t|t − Φ−1(1− α

2
)

√
P̂rr,t|t, r̂t|t + Φ−1(1− α

2
)

√
P̂rr,t|t)

where CI(r̂t|t)1−α denotes the confidence interval of r̂t|t at (1 − α) significance

level. Φ−1(1−α
2

) denotes the (1−α
2

) quantile of the standard normal distribution.
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Appendices to Chapter 4

C.1 The transition equations

The dynamics of the observations nt = (ρt, gt, πt, rt)
′ under P are described

by equation (4.10) where:

An =



aρ

ag

aπ

ar


Θn,z =



θρ,ρ∗ θρ,π∗ φρ,δ

θg,ρ∗ θg,π∗ 0

θπ,ρ∗ θπ,π∗ 0

θr,ρ∗ θr,π∗ 0


Φn,n =



φρ,ρ φρ,g φρ,π φρ,r

φg,ρ φg,g φg,π φg,r

φπ,ρ φπ,g φπ,π φπ,r

φr,ρ φr,g φr,π φr,r


and where the error term εn,t can be decomposed using (4.11) where:

Ln =



1 0 0 0

cg,ρ 1 0 0

cπ,ρ cπ,g 1 0

cr,ρ cr,g cr,π 1


Dn =



dρ 0 0 0

0 dg 0 0

0 0 dπ 0

0 0 0 dr


un,t =



uρ,t

ug,t

uπ,t

ur,t


The dynamics of the latent vector, zt = (ρ∗t , π

∗
t , δt)

′ are described by equation
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(4.19), where:

Kz =


κρ∗

κπ∗

aδ + θδ,ρ∗κρ∗ + θδ,πκπ∗

 Υz,z =


1 0 0

0 1 0

θδ,ρ∗ θδ,π∗ φδ,δ

 Υz,n =


0 0 0 0

0 0 0 0

φδ,ρ 0 0 φδ,r


and where the error term ηz,t can be decomposed using a similar LDL fac-

torization, where:

Lz =


1 0 0

0 1 0

θδ,ρ∗ θδ,π∗ 1

 Dz =


dρ∗ 0 0

0 dπ∗ 0

0 0 dδ

 uz,t =


uρ∗,t

uπ∗,t

uδ,t


Recall that equation (4.11) and (4.19) are substituted into (4.10) to introduce a

lag to the latent vector zt. This yields equation (4.20), where:

Kn =



aρ + θρ,ρ∗κρ∗ + θρ,πκπ∗ + (aδ + θδ,ρ∗κρ∗ + θδ,πκπ∗)φρ,δ

ag + θg,ρ∗κρ∗ + θg,πκπ∗

aπ + θπ,ρ∗κρ∗ + θπ,πκπ∗

ar + θr,ρ∗κρ∗ + θr,πκπ∗


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Υn,z =



θρ,ρ∗ + θδ,ρ∗φρ,δ θρ,π∗ + θδ,π∗φρ,δ φρ,δφδ,δ

θg,ρ∗ θg,π∗ 0

θπ,ρ∗ θπ,π∗ 0

θr,ρ∗ θr,π∗ 0



Υn,n =



φρ,ρ + φδ,ρφρ,δ φρ,g φρ,π φρ,r + φδ,rφρ,δ

φg,ρ φg,g φg,π φg,r

φπ,ρ φπ,g φπ,π φπ,r

φr,ρ φr,g φr,π φr,r


Finally, stacking equation (4.19) and (4.20) gives the transition equation

(4.22), defined under the measure P, where:

A =

Kz

Kn

 =



κρ∗

κπ∗

κδ

κρ

κg

κπ

κr



=



κρ∗

κπ∗

aδ + θδ,ρ∗κρ∗ + θδ,πκπ∗

aρ + θρ,ρ∗κρ∗ + θρ,πκπ∗ + (aδ + θδ,ρ∗κρ∗ + θδ,πκπ∗)φρ,δ

ag + θg,ρ∗κρ∗ + θg,πκπ∗

aπ + θπ,ρ∗κρ∗ + θπ,πκπ∗

ar + θr,ρ∗κρ∗ + θr,πκπ∗


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B =

Υz,z Υz,n

Υn,z Υn,n



=



1 0 0 0 0 0 0

0 1 0 0 0 0 0

θδ,ρ∗ θδ,π∗ φδ,δ φδ,ρ 0 0 φδ,r

θρ,ρ∗ + θδ,ρ∗φρ,δ θρ,π∗ + θδ,π∗φρ,δ φρ,δφδ,δ φρ,ρ + φδ,ρφρ,δ φρ,g φρ,π φρ,r + φδ,rφρ,δ

θg,ρ∗ θg,π∗ 0 φg,ρ φg,g φg,π φg,r

θπ,ρ∗ θπ,π∗ 0 φπ,ρ φπ,g φπ,π φπ,r

θr,ρ∗ θr,π∗ 0 φr,ρ φr,g φr,π φr,r



L =

 Lz 03,4

Υn,z Ln

 =



1 0 0 0 0 0 0

0 1 0 0 0 0 0

θδ,ρ∗ θδ,π∗ 1 0 0 0 0

θρ,ρ∗ θρ,π∗ cρ,δ 1 0 0 0

θg,ρ∗ θg,π∗ 0 cg,ρ 1 0 0

θπ,ρ∗ θπ,π∗ 0 cπ,ρ cπ,g 1 0

θr,ρ∗ θr,π∗ 0 cr,ρ cr,g cr,π 1



.

D =

Dz 03,4

04,3 Dn

 =



dρ∗ 0 0 0 0 0 0

0 dπ∗ 0 0 0 0 0

0 0 dδ 0 0 0 0

0 0 0 ds 0 0 0

0 0 0 0 dg 0 0

0 0 0 0 0 dπ 0

0 0 0 0 0 0 dr



ut =

uz,t
un,t

 =



uρ∗,t

uπ∗,t

uδ,t

us,t

ug,t

uπ,t

ur,t


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C.2 The risk-neutral dynamics

The dynamics under measure Q are given by equation (4.24), where:

AQ =



kQρ∗

kQπ∗

kQδ

kQρ

kQg

kQπ

kQr



BQ =



φQρ∗,ρ∗ 0 0 0 0 0 0

0 φQπ∗,π∗ 0 0 0 0 0

φQδ,ρ∗ φQδ,π∗ φQδ,δ φQδ,ρ 0 0 φQδ,r

−φQπ,ρ∗ −φ
Q
π,π∗ −1 1− φQπ,ρ −φQπ,g −φQπ,π 1− φQπ,r

φQg,ρ∗ φQg,π∗ 0 φQg,ρ φQg,g φQg,π φQg,r

φQπ,ρ∗ φQπ,π∗ 0 φQπ,ρ φQπ,g φQπ,π φQπ,r

φQr,ρ∗ φQr,π∗ 0 φQr,ρ φQr,g φQr,π φQr,r


C.3 The change of probability measure

The analogue of equation (4.19) under measure Q is:

zt = KQ
z + ΥQ

z,zzt−1 + ΥQ
z,nnt−1 + uQz,t (C.1)

Following Duffee (2002), the essential affine specification, implies:

uQz,t = uz,t + LzDzΛz,t−1, (C.2)

where Λz,t is affine in the state variables:

Λz,t = DzΛ1,z +D−1z Λ2,zzt +D−1z Λ2,z,nnt, (C.3)

and where the price of risk parameters are defined in the main text. It is assumed

that Λ2,z,n = 03,4, in order to preserve the mean-independent dynamics of zt and

keep the system recursive. Substituting (C.2) and (C.3) into (C.1) and comparing
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this with (4.19) gives:

KQ
z = Kz − LzDzD

′
zΛ1,z (C.4)

ΥQ
z,z = Υz,z − Lz,zΛ2,z, (C.5)

Similarly, the analogue of (4.20) under measure Q is:

nt = KQ
n + ΥQ

n,zzt−1 + ΥQ
n,nnt−1 + ηQn,t, (C.6)

Defining:

ηQn,t = ηn,t + LnDnΛn,t−1

Λn,t = DnΛ1,n +D−1n Λ2,nnt +D−1n Λ2,n,zzt

and substituting these into (C.6) gives:

KQ
n = Kn − LnDnD

′
nΛ1,n (C.7)

ΥQ
n,n = Υn,n − LnΛ2,n (C.8)

ΥQ
n,z = Υn,z −Ψn,zΛ2,n,z (C.9)

Stacking these relationships gives equation (4.26) and (4.27) of the main text:

AQ =A− LDD′Λ1 (C.10)

BQ =B − LΛ2 (C.11)

Another way to summarize the implication of these results is to calculate

the risk premium of a τ−period contract, denoted as %τ,t. This is the difference

between the log expected price of contract in the next period under the measure

P , and its log price at time t. In this case, since I model hτ,t, let Hτ,t = exp(hτ,t),



C.4. THE KALMAN FILTER AND MAXIMUM LIKELIHOOD ESTIMATION IN THE
MACRO-FINANCE APPLICATION 119

we have:

%τ,t = lnEP (Hτ−1,t+1)− ln(Hτ,t) (C.12)

The martingale property of nominal futures prices, as represented by equation

(A.1), also applies to Hτ,t, namely:

Hτ,t = EQ
t (Hτ−1,t+1) τ ≥ 1. (C.13)

Substituting equation (C.13) into (C.12) yields:

%τ,t = lnEP (Hτ−1,t+1)− lnEQ
t (Hτ−1,t+1)

This means that the τ−period risk premium can be identified from differences

between the expectation of the log futures price in the real world and risk-neutral

measures. Assuming Hτ,t is log normally distributed, I have:

%τ,t =(EP (hτ−1,t+1) +
1

2
V ar(hτ−1,t+1))− (EQ(hτ−1,t+1) +

1

2
V ar(hτ−1,t+1))

=EP (hτ−1,t+1)− EQ(hτ−1,t+1) (C.14)

Since hτ,t = ατ + Ψ′τXt as shown by equation (A.1):

%τ,t =(ατ−1 + Ψτ−1E
P (Xt+1))− (ατ−1 + Ψτ−1E

Q(Xt+1))

=(ατ−1 + Ψτ−1(A
P +BPXt))− (ατ−1 + Ψτ−1(A

Q +BQXt))

=Ψτ−1(LDD
′Λ1 + LΛ2Xt). (C.15)

C.4 The Kalman filter and maximum likelihood esti-

mation in the macro-finance application

Expectations conditional upon the available information are represented at

time t with a ‘hat’ (so that ẑt = Et(zt); ẑρ|t = Et(zρ); ρ ≥ t) and define the
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following conditional covariances:

Pzz = Et(zt − ẑt)(zt − ẑt)′ = V̂t; (C.16)

Pnn = Et(nt+1 − nt+1|t)(nt+1 − nt+1|t)
′ = Θn,l∗V̂t+1|tΘ

′
n,l∗ + Σn

Phh = Et(ht+1|t − ĥt+1|t)(ht+1|t − ĥt+1|t)
′

= (Ψz + ΨnΘn,l∗)V̂t+1|t + ΨnΣnΨ′n +Q.

Pzh = Et(zt+1 − ẑt+1|t)(ht+1 − ĥt+1|t) = (Ψz + ΨnΘn,l∗)V̂t+1|t,

Pnh = Et(nt+1 − nt+1|t)(ht+1 − ĥt+1|t) = ΣnΨ′n + Θn,l∗V̂t+1|t(Ψ
′
z + Ψ′nΘ′n,l∗),

Pnz = Et(nt+1 − nt+1|t)(zt+1 − ẑt+1|t) = Θn,l∗V̂t+1|t,

where ẑt+1|t, nt+1|t, and ht+1|t follow equation (4.19), (4.20), and (4.40).

In the pre-1984 period there are no futures data and the estimates of the

latent variables (which include the convenience yield δ) are updated in terms of

the surprises in nt to as:

ẑt+1 = ẑt+1|t + PznP
−1
nn (nt+1 − nt+1|t), (C.17)

V̂t+1 = V̂t+1|t − PznP−1nn Pzn.

The log-likelihood function for period t+ 1 is:

lnL(θ,Ft−1) = −4T

2
ln(2π)− 1

2
ln |Pnn| −

1

2
(nt+1 − nt+1|t)

′P−1nn (nt+1 − nt+1|t)

(C.18)

where θ = (A,B,Λ1,Λ2, L,D,Q) is the parameter set of the model, θ ∈ Θ, where

Θ is the parameter space. Ft−1 stands for filtration of all available information

at time t− 1.

In the post-1983 period, the futures allow estimates of the latent variables
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to be updated using:

ẑt+1 = ẑt+1|t + Γ

 ht+1 − ĥt+1|t

nt+1 − nt+1|t

 , (C.19)

V̂t+1 = V̂t+1|t − Γ

 Pzh

Pzn

 .

where:

Γ =

(
Pzh Pzn

) Phh Phn

Pnh Pnn


−1

and Γ is the Kalman gain matrix.

The number of futures prices that are available to construct ht+1 increase

from four in 1984 to six by 2015. This means that the number N of observed

variables increases from nine to eleven. Taking account of this, the log-likelihood

function for period t+ 1 can be written as:

lnL(θ,Ft−1) =− NT

2
ln(2π)− 1

2
ln

Det
 Phh Phn

Pnh Pnn




− 1

2

(
ht+1 − ht+1|t nt+1 − nt+1|t

)′ Phh Phn

Pnh Pnn


−1 ht+1 − ĥt+1|t

nt+1 − nt+1|t


(C.20)

The likelihood for the full sample follows by substituting (C.17) into (C.18) or

(C.19) into (C.20) appropriately, followed by (C.16), (4.19), (4.20) and (4.40) and

then summing over t = 0, ...T −1. It is optimized with respect to the parameters

of (4.19), (4.20) and (4.40).
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C.5 Parameter estimation

The expected log-likelihood conditional on the data and the estimates is

computed from the previous iteration (equation (C.20)) with initial parameters

of the model using the Kalman filter as in Appendix C.4. The parameters are

then updated maximizing the expected log-likelihood with respect to θ:

θ̂ = arg max
θ

lnL(θ,Ft−1) (C.21)

To get the initial values of parameters of the model, diagonal parameters

are assumed in matrix B of the transition equation under P as equation (4.23)

and are uniformly distributed between 0 and 1. All the rest of the parameters in

the model are assumed to be uniformly distributed between -0.1 and 0.1.

I randomize 300 sets of initial values of parameters, and each run separately

until the model is converged. The result presented in this thesis is developed from

the directory with the highest log-likelihood at convergence. The log-likelihood

starts from 248646 and converges at (−)6804.76. This is converged using both

“fminsearch” and “fminunc” optimizer in Matlab. The “fminsearch” optimizer

uses the Nelder-Mead simplex algorithm, as described in Lagarias et al (1998).

The “fminnuc” optimizer uses the quasi-Newton algorithm, as described in Kelley

(1999).
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