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1.1.
General Details

Experiments were conducted on a system comprising a Wyatt HELEOS-II multi-angle light scattering detector and a Wyatt rEX refractive index detector linked to a Shimadzu HPLC system (SPD-20A UV detector, LC20-AD isocratic pump system, DGU-20A3 degasser and SIL-20A autosampler). Work was conducted at room temperature (20 ±2°C). Solvent was 0.2 µm filtered before use and a further 0.1 µm filter was present in the flow path. The column was equilibrated with at least 2 column volumes of solvent before use and flow was continued at the working flow rate until baselines for UV, light scattering and refractive index detectors were all stable.
Sample injection volume was 100 µL except where stated; Shimadzu LC Solutions software was used to control the HPLC and Astra V software for the HELEOS-II and rEX detectors. The Astra data collection was 1 minute shorter than the LC solutions run to maintain synchronisation. Blank buffer injections were used as appropriate to check for carry-over between sample runs. Data were analysed using the Astra V software. MWs were estimated using the Zimm fit method with degree 1. A value of 0.175 was used for protein refractive index increment (dn/dc).
1.2.
Samples and buffers

The supplied running buffer was 20 mM HEPES, 100 mM potassium acetate, 85 mM sucrose, pH 7.4 (KSHM buffer) 0.2 µm filtered. Rme-6 was supplied in similar composition buffer at ~1 mg/ml frozen on dry ice and thawed immediately prior to analysis (less than 30 min).
Sample
Supplied
Dilution
Sample Concentration
Rme-6
1 mg/ml
x 1
1 mg/ml
1.3. Run details


Column 
Superdex S200
10/300 GL #0805015 (G.E. Healthcare)

Flow rate
0.5 ml/min

Temperature
Ambient (~22 C)

Duration
60 minutes (59 minutes data collection)

UV detection
280 nm


Injection volume
100 µL


Injection mass
~100 µg (nominal)


Files
C:\MALS Data\...\09Jun15\


09Jun15_S200_KSHM_Rme6.vsf
1.4. Data analysis.

The first plot (“Peak positions”) shows the normalised signals for light scattering (LS, red), refractive index (RI, blue) and UV absorption (UV, green, normally 280 nm). The peak areas chosen for analysis are indicated by numbered vertical grey lines. We usually analyse a peak in two ways - firstly a narrow central region chosen to give the best MW estimate, and secondly a wider region chosen to integrate the RI signal over the peak, which gives an estimate of the amount of material (µg) in the peak. Because the LS and RI signals are small at the edges of this wider peak, the accuracy of MW estimated from the data is decreased. The injection volume is normally 100 µL, so the concentration can be estimated and compared with the expected amount.
In almost all experiments, a peak in the LS signal can be seen at the column void volume. This is high MW aggregate which scatters very strongly. It is normally a negligible part of the sample unless it also has a significant UV or RI signal. There is also usually a peak in the RI signal at approximately the column bed volume due to discrepancies in the salt concentration between sample and running buffer. This is only a problem if sample peaks elute at the same volume.
The peak analysis report shows the parameters used and the results of the Astra software analysis of the peaks defined above. The MW is determined by a Zimm fit procedure at each point then averages calculated over the peak region. Note that impurities will affect the estimates, especially for peaks of small area or where a “tail” from one peak runs into another.
Where the sample is very heterogeneous, there may be no clear peak, or only broad overlapping ones. In this case the elution can only be divided up into arbitrary regions and MW estimates will be averages of multiple species. The RI traces will give reasonable estimates of weight concentrations if the material is all protein.
Percentage numbers in brackets after a MW refer to software estimated error of the value. These are statistical errors of the estimate and not experimental errors. Discrepancies between expected and observed MWs may arise from impurities, from poor baselines and noisy data, and from variations in the dn/dc value used in the calculations. MW estimates across a peak are calculated by number and weight average. The ratio of these should be 1 for homogeneous material, but will increase where peaks do not have constant MW. This is also obvious from the MW plots.

The Molar Mass plots normally show the LS trace as a solid red line, the RI trace (effectively concentration measurement) as a dashed red line, and the UV trace as a dotted red line. These are normalised to the largest peak. The estimated MW values for each time point in the selected peak regions are plotted as bold dots above the axis. The left axis is the MW scale. The bottom axis is elution time. At low concentrations noise in the RI trace makes the MW estimates erratic (e.g. between peaks).
The magenta trace where present is QELS (quasi-elastic light scattering). This uses time dependent fluctuations in the scattered light to estimate translational diffusion constant and hence hydrodynamic radius. This gives an estimate of the physical size of the eluting particles (and hence some idea of shape when combined with MW data for homogeneous particles).
See also remarks on data analysis at the end of this document.
2. Results
2.1 Rme-6 (supplied concentration)
2.1.1. Rme-6 Elution profile and peak positions
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Notes: The elution profile shows UV (280 nm) in green, refractive index (RI) in blue, light scattering (LS) in red and QELS in magenta.  The vertical grey lines denote regions defined as peaks for analysis.  The RI trace monitors weight concentration of eluted material, and shows that the major part of the material elutes between ~17 - 24 minutes but there is also a significant amount of material eluting at the column void volume (~16 minutes).  The UV trace overlays with the RI trace for the later eluting material but not at the void volume - this is most likely due to scattering effects from high MW particles increasing the effective optical density.  The LS traces show some tailing from the void volume peak into the later peak which will affect (increase) the MW estimates.
For analysis, peaks were defined as follows:

Peak
from
to (min)


1
19.08
20.88
MW estimate for major component
2
17.25
24.02
Quantification of major component

3
15.97
16.52
MW estimate for void volume component

4
15.51
17.24
Quantification of void volume component

5
14.00
27.00
Quantification of total material

2.1.2. Rme-6 Peak analysis report

This is the Astra software analysis report, and is provided principally for reference.
	CONFIGURATION 


Light scattering instrument: DAWN HELEOS 

Cell type: K5
Laser wavelength: 658.0 nm
Calibration constant: 2.9954e-5 1/(V cm)
Replaced detector: 14
Temperature control: n/a
Temperature: n/a


RI Instrument: Optilab rEX 

UV Instrument: Generic UV instrument 

QELS instrument: 
Model: Wyatt QELS+
Use temperature probe: yes


Solvent: water 

Refractive index: 1.331
Viscosity: 8.9450e-3 g/(cm sec) (valid if QELS temperature not used)


Flow rate: 0.500 mL/min 

	PROCESSING 


Processing time: Friday June 12, 2015 12:06 PM @tzres.dll,-261 

Collection time: Tuesday June 09, 2015 03:19 PM @tzres.dll,-261 

QELS delay time range: 1.00e-6 to 1.00 sec 

QELS threshold values: 1.0 to 300.0 nm 

Detectors used: 3 4 5 7 8 9 10 11 12 13 15 17 

Concentration detector: RI 

Mass results fitting: none   (fit degree: n/a) 

Radius results fitting: none   (fit degree: n/a) 

	
	  Peak 1
	  Peak 2
	  Peak 3
	  Peak 4
	  Peak 5

	Peak limits (min)
	  19.082 - 21.010
	  18.088 - 24.024
	  15.968 - 16.525
	  15.511 - 18.067
	  13.996 - 27.010

	dn/dc (mL/g)
	  0.175
	  0.175
	  0.175
	  0.175
	  0.175

	A2 (mol mL/g²)
	  0.000
	  0.000
	  0.000
	  0.000
	  0.000

	UV ext. (mL/(g cm))
	  0.000
	  0.000
	  0.000
	  0.000
	  0.000

	Model
	  Zimm
	  Zimm
	  Zimm
	  Zimm
	  Zimm

	Fit degree
	  1
	  1
	  1
	  1
	  1

	Injected mass (g)
	  0.0000
	  0.0000
	  0.0000
	  0.0000
	  0.0000

	Calc. mass (g)
	  5.5356e-5
	  1.0735e-4
	  5.5664e-6
	  1.8082e-5
	  1.3224e-4


	RESULTS 


	
	  Peak 1
	  Peak 2
	  Peak 3
	  Peak 4
	  Peak 5

	Polydispersity
	
	
	

	  Mw/Mn
	  1.006(2%)
	  1.046(3%)
	  1.060(1%)
	  2.348(2%)
	  3.224(3%)

	  Mz/Mn
	  1.012(4%)
	  1.112(5%)
	  1.125(2%)
	  5.305(3%)
	  140.792(4%)

	Molar mass moments (g/mol)
	
	
	

	  Mn
	  3.265e+5(1%)
	  3.194e+5(2%)
	  7.586e+6(0.9%)
	  2.486e+6(2%)
	  3.605e+5(3%)

	  Mp
	  3.307e+5(1%)
	  3.307e+5(1%)
	  7.901e+6(0.9%)
	  7.901e+6(0.9%)
	  3.307e+5(1%)

	  Mv
	  n/a
	  n/a
	  n/a
	  n/a
	  n/a

	  Mw
	  3.284e+5(1%)
	  3.341e+5(2%)
	  8.043e+6(0.9%)
	  5.838e+6(1%)
	  1.162e+6(1%)

	  Mz
	  3.304e+5(3%)
	  3.551e+5(4%)
	  8.533e+6(2%)
	  1.319e+7(2%)
	  5.076e+7(3%)

	rms radius moments (nm)
	
	
	

	  Rn
	  17.5(19%)
	  21.3(18%)
	  28.8(5%)
	  30.4(8%)
	  26.8(16%)

	  Rw
	  17.6(19%)
	  21.2(18%)
	  29.1(4%)
	  31.0(6%)
	  27.0(14%)

	  Rz
	  17.6(19%)
	  21.3(17%)
	  29.4(4%)
	  34.6(4%)
	  36.7(5%)

	Hydrodynamic radius moments (nm)
	
	
	

	  Rh(n)
	  6.7(3%)
	  5.6(3%)
	  24.9(2%)
	  14.3(3%)
	  5.5(3%)

	  Rh(w)
	  6.7(3%)
	  5.9(3%)
	  25.4(2%)
	  20.1(3%)
	  7.6(3%)

	  Rh(z)
	  6.8(3%)
	  6.2(3%)
	  25.9(2%)
	  27.5(2%)
	  24.2(2%)

	Translational diffusion moments (cm²/sec)
	
	
	

	  Dt(n)
	  3.99e-7(3%)
	  5.80e-7(4%)
	  1.07e-7(2%)
	  2.08e-7(3%)
	  6.73e-7(5%)

	  Dt(w)
	  3.97e-7(3%)
	  5.41e-7(4%)
	  1.05e-7(2%)
	  1.54e-7(3%)
	  5.69e-7(4%)

	  Dt(z)
	  3.94e-7(3%)
	  5.02e-7(4%)
	  1.03e-7(2%)
	  1.07e-7(3%)
	  2.20e-7(4%)


2.1.3. Rme-6 Molar mass plot
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Notes:  The thick trace shows the MW analysis across the whole of the eluted material.  The thin traces are LS (solid), RI (dashed) and UV (dotted).  There is some very high MW material eluting before 15 min but the negligible RI and UV signals show this is very little material.  At about the void volume (16 min) there is a peak with significant RI and UV signals; the MW profile shows that this material is a distribution of sizes from about 10 MDa downwards (note logarithmic scale for MW).  The MW profile then flattens out at ~330 kDa for the major eluting peak.  The “tail” of the earlier peak is likely to make this value an overestimate.
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The plot above shows the MW profile on a linear scale over a lower range to cover the later eluting peak.  The RI and UV profiles are slightly asymmetric which may indicate more than one species eluting in this peak (e.g. different oligomers).  The MW profile would be consistent with this.  The lowest MW towards the end of the elution is ~250 kDa.  (The LS and RI signals drop to the baseline after ~23 min and the MW estimates become noisy and unreliable from there on.)
A summary of the amounts of material under the peaks and the estimated MWs for the central parts of the peaks is as follows:

Peak
from
to (min)
Avg MW (kDa)
Amount (µg)
1
19.08
20.88
328
2
17.25
24.02


107

3
15.97
16.52
8043

4
15.51
17.24


18.1

5
14.00
27.00


132 (total injected)
Hydrodynamic radius estimates.
[image: image4.emf]hydrodynamic radius vs. time
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The plot above shows hydrodynamic radius (nm) as estimated by the QELS (dynamic light scattering) detector.  This is consistent with the normal static LS signals in the previous plots and shows a marked distribution of sizes in the void volume peak and then variation also in the later eluting peak.
The overall picture is consistent with a basic oligomer of about 250 kDa mixed with higher oligomers (probably dimeric to the 250 kDa species) which may be in dynamic equilibrium or a fixed mixture. In addition to this is a proportion of mixed, much larger aggregates ranging up to MDa size.  The very high oligomers elute first, at and around the column void volume, and the mixture of lower oligomers comprises the peak eluting after 17.25 min.  The question of a dynamic equilibrium for the lower oligomers might be addressed by concentration dependence experiments (which could be done by standard SEC).
R.1 References and terms
Basic principles of SECMALLS as applied to proteins and DNA.

Particles which have a different polarisability from the medium (solvent) they are suspended in will scatter light from a beam passed through the solution. The amount of light scattered obviously depends on the number of particles i.e. concentration, but it is also found that that scattering from each particle is proportional to molecular weight. Hence a measurement of scattering and one of concentration on the same sample can be used to estimate molecular weight. Concentration can be measured e.g. by UV absorbance, but extinction coefficients vary significantly with sequence and sometimes with structure. The refractive index change of a solution with concentration (dn/dc) is more consistent and can be used at concentrations too high for UV detectors. Linking these two detection methods to gel permeation column chromatography overcomes two significant practical problems: light scattering measurements on batch samples are dominated by small amounts of large particulate matter (e.g. dust or aggregates) – these are separated out by the column; refractive index measurements are difficult to perform accurately without a good reference blank – the column provides this because the solvent exchange which happens in the sieving process moves small differences in buffer composition away from the elution point of the protein.
Format of plots

Molar mass vs time plots show the elution profiles of differential refractive index (RI) signal as a solid line. The RI signal is proportional to weight concentration of protein and is analogous to a UV absorption trace. The Rayleigh ratio (light scattering signal, LS) is shown as a dotted line; in this case the signal is proportional to concentration x molecular mass. The scales are normalised to the largest peak, so for this peak the traces overlay, but for peaks with larger particles, normally eluting earlier, the LS signal will appear bigger than the RI signal, and for peaks with smaller particles (normally later) the LS signal will be smaller than the RI signal. The third line on the plot is the calculated estimate of MW at each time (elution) point and its value is indicated on the left-hand axis. For regions of low eluate concentration the estimates become indeterminate and often appear very scattered. Aggregates and particulate material eluting at the column void volume may have very large MW but only comprise a very small weight fraction of the sample. For presentation purposes the MW axis scale is usually set to emphasize the peaks comprising a significant weight fraction of the sample and hence having strong RI signals.
Peak values


Integration of the area under the RI signal peaks gives a measure of the weight amount of material under the peak. Because the RI response (dn/dc) of proteins is normally quite consistent, this can be used to estimate the distribution of protein among multiple peaks, and also gives an indication of the accuracy of the original sample concentration estimate.


The ASTRA software will calculate the average MW value over a peak in various ways – Mw is a weight average molecular weight, and Mn is a number average. If these are the same across a peak then Mw and Mn will be very similar, indicating that the material under the peak is homogeneous in molecular weight. If they are different, this indicates that the peak covers more than one species. Their ratio is expressed as the polydispersity value, Mw/Mn, falling above 1 for heterogeneous material. This can also be seen on the molar mass vs time plots as a slope in the MW estimate across a peak. One common reason for this is a “tail” from a previously eluting peak extending under subsequent ones where peaks are not completely resolved. The molar mass estimates will then be averages depending on the relative proportions of the two or more materials composing the peaks.
Errors


The software provides error estimates in its calculations but these are based on the statistics of mathematical fits to the data. Empirically we have found that MWs are normally within 5% for single cleanly resolved peaks. Overlapping peaks or tails contaminating later eluting peaks will compromise accuracy. Accuracy may also be lower for extreme buffer compositions, very small proteins, conjugation or contamination with non-protein material (these factors can affect the dn/dc value); and material that absorbs at the laser wavelengths used (~660 nm).

Literature about SECMALLS
Biophysical textbooks such as Physical Biochemistry (Van Holde) and Biophysical Chemistry II (Cantor & Schimmel) contain useful introductory explanations of lught scattering techniques. There are a number of more specialised works and reviews. The manufacturer’s website http://www.wyatt.com also contains useful references.
Publication of results
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