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Summary
Arginine is an amino acid that is used extensively as an excipient in therapeutic protein formulations due to its unique ability to solubilise proteins and prevent aggregation without negative effects on protein stability. However, the mechanisms by which it exerts these distinctive effects are still open to conjecture. It is also undecided as to whether arginine is capable of destabilising at least some proteins. A major problem with the existing data on arginine effects on protein stability is the lack of low concentration data, and the presence of salt-containing buffers.
The major aim of this thesis was to establish whether arginine acts on protein stability as a combination of its two major functional groups: glycine and guanidinium hydrochloride (GdnHCl). These two molecules are well-known stabilisers and destabilisers respectively. A detailed thermal stability study of three globular proteins in the presence of these three cosolutes demonstrated that arginine affects protein stability as an additive combination of its two functional groups: glycine and GdnHCl, with mechanisms originating from both groups. This results in two stage concentration-dependent stability effects, with low cosolute concentrations (100 mM) causing less severe protein-specific effects. Lysine and histidine, the other positively charged amino acids are also shown to affect protein thermal stability via a combination of their respective functional groups.
Glycine-GdnHCl mixtures are shown to also act on protein thermal stability similar to arginine, or in a synergistically stabilising manner (depending on the protein), meaning they have the potential to be developed as ‘designer excipients’ whereby bespoke ratios of the functional groups are used in place of arginine to exert the desired stability effects. Experimental evidence of arginine clustering is also presented, with head-to-tail electrostatic interactions and Gdn-Gdn self-association thought to be responsible. Although no link between clustering and protein stability effects are found.
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[bookmark: _Ref459044272][bookmark: _Toc485712736]Thermodynamics of protein folding & stability
Proteins have the unique ability to spontaneously form a highly ordered, asymmetric and aperiodic three-dimensional conformation, known as the native structure, which is necessary to carry out their unique functions in the cell. This capacity to repeatedly form a specific structure was initially linked to a thermodynamic hypothesis by Anfinsen (Anfinsen 1973). He discovered that the native structure was the protein conformation with the lowest Gibbs free energy under normal physiological conditions i.e. the most thermodynamically favourable. He also found with experiments involving denatured ribonuclease that, under the right conditions, the protein would be “unscrambled” or refolded, which demonstrated the reversibility of protein unfolding, further supporting the thermodynamic hypothesis.
Proteins are only marginally stable in their native form due to the very small change in free energy (ΔG) between the denatured and the native state – around -5.15 kcal mol-1 for most naturally occurring proteins (Pace 1990). The change in enthalpy (ΔH) is highly negative due to hydrogen bond formation during folding, which favours the native state. Although there is a negative, and so favourable, change in entropy (-TΔS) associated with desolvation of the apolar core upon folding, there is also a positive, and so unfavourable, change in entropy (-TΔS) of the protein structure, which results in an overall change in entropy that counteracts and almost equals the enthalpy change. This means the change in Gibbs free energy for folding has a very small negative value and as such is only slightly favourable (unfolding will have a slightly positive ΔG). This means that both hydrogen bonding and hydration effects have a large role to play in protein stability (Pace et al. 1996) as only small changes in the interactions that confer the marginal stabilisation of the native state will result in denaturation of the protein.
[bookmark: _Toc485712737]Role of hydration in protein folding & stability
The importance of the hydrophobic effect on protein stability was first suggested by Kauzmann (Kauzmann 1959). He suggested that the formation of a hydrophobic core principally consisting of apolar residues was the major driving force for stabilising the native state of a protein. The advent of scanning microcalorimetry developed by Privalov (Privalov & Potekhin 1986) was the turning point for the development of current thermodynamic models of protein folding by discovering the temperature dependence of ΔH (change in heat capacity of unfolding, ΔCp). This demonstrated that a solution containing unfolded protein requires more heat to raise its temperature than a solution containing folded protein. This is due to an increase in hydrogen bonding between the apolar residues exposed during unfolding and the restructured water – or “icebergs” (Oliveberg et al. 1995; Frank & Evans 1945) – in the hydration shell. More heat is required to break the more structured water. This restructuring of water around the newly exposed apolar residues upon unfolding provides the entropically unfavourable component of protein unfolding, proving that the hydrophobic effect has a major role in protein stability (Schellman 1987).
[bookmark: _Toc485712738]Role of the denatured state in protein stability
The role of the denatured state in protein stability is one that is important but often ignored. The fact that the denatured state has less structure and is less soluble only adds to the problem (Shortle 1996). Many pathways to protein denaturation work by lowering the free energy of the denatured state as well as increasing the free energy of the native state, resulting in a more thermodynamically favourable denatured state.

[bookmark: _Ref465688742]Equation 1‑1. Dependence of change in Gibbs free energy of unfolding (ΔG) on both the free energy of the denatured (GD) and the free energy of the native state (GN)
 Based on Equation 1‑1 either an increase in the free energy of the native state or a decrease in the free energy of the denatured state can destabilise the protein. Equally a decrease in the free energy of the native state or an increase in the free energy of the denatured state can stabilise the protein. The possible actions on both native and denatured states are demonstrated in the schematics below for both protein destabilisation (Figure 1‑1) and stabilisation (Figure 1‑2).


[bookmark: _Ref458611065][bookmark: _Ref460077489][bookmark: _Toc482633159]Figure 1‑1. Schematic depicting how destabilisation of a protein can result from an increase in free energy of the native state (left), or a decrease in free energy of the denatured state (right). Circle represents fully folded protein and line represents the denatured protein


[bookmark: _Ref460077509][bookmark: _Toc482633160]Figure 1‑2. Schematic depicting how stabilisation of a protein can result from a decrease in free energy of the native state (left), or an increase in free energy of the denatured state (right). Circle represents fully folded protein and line represents the denatured protein
 In fact, detergents such as sodium dodecyl sulphate (SDS) are thought to destabilise proteins purely through their action on the denatured state i.e. their interactions with the hydrophobic core (Bhuyan 2010). Conversely stabilisation can occur by increasing the free energy of the denatured state, making the native state more favourable (Pace 1990). 
Many models and calculations make the assumption that the denatured state is one void of any secondary structure (i.e. a random coil) with extensive solvation (England & Haran 2011). However, a more accurate description of the denatured state is simply one that does not effectively carry out the function of the native state due to unfolding, but will likely still retain at least some parts of the native structure i.e. some side chain interactions are maintained and some elements of secondary structure can be maintained. Experiments by Tanford (Tanford 1968) showed that in 6 M guanidine hydrochloride the denatured state demonstrates a hydrodynamic radius very close to that of a random coil, although other methods have shown the retention of some sort of native conformation (Dyson & Wright 2002). Despite this, Privalov (Privalov 1997) demonstrated that regardless of the method of unfolding of the protein and the amount of residual structure present, denatured states do not appear to differ enthalpically. Attempts have been made to model the two ‘extremes’ of denatured state, and an average of these two often appears to give an accurate estimate of the thermodynamically denatured state (Creamer et al. 1997). It is more difficult to obtain structural information of the denatured state than the native state, but it is important to know this information in order to understand its contribution to thermodynamic values of protein denaturation.
[bookmark: _Ref453082230][bookmark: _Toc485712739]Factors affecting protein stability
Due to the marginal difference between the thermodynamic stability of the native state compared to the denatured state in physiological conditions, any deviations of the environment from the physiological state may alter the stability of the protein through perturbations of the change in free energy of the native and denatured states. These include changes in temperature, pH, pressure and solvent (Scharnagl et al. 2005), particularly with the addition of cosolutes. The effects these changes have are discussed below.
[bookmark: _Toc485712740]Temperature 
Proteins have an optimum stability at a certain temperature, normally around physiological temperature, and as such can denature at temperatures much higher or lower than this if the ΔG of unfolding decreases to a value below zero (Becktel & Schellman 1987). The change in enthalpy of unfolding (ΔH) increases with increasing temperature, denoted by a positive change in heat capacity (ΔCp).  The change in entropy of unfolding (ΔS) also increases with temperature due to the melting of ordered solvent. At a certain temperature, often called the melting temperature, the ΔH and –TΔS values cancel each other out, and so according to Equation 1‑2 the ΔG of unfolding will be zero and the protein will proceed to unfold.

[bookmark: _Ref460077675]Equation 1‑2. Gibbs free energy of unfolding related to enthalpy and entropy changes
Under the same principles if temperature is decreased enough cold denaturation of the protein can occur as the ΔG once again approaches zero. However, this temperature is often below 0 °C and so is very difficult to monitor experimentally due to water around the protein being frozen (Scharnagl et al. 2005). 
[bookmark: _Toc485712741]pH
Extreme pH conditions far from the optimum pH under which the protein normally acts (usually physiological pH close to 7) will denature the protein. Under these extreme conditions the pKa of exposed acidic and basic amino acid residues may be surpassed and their charges altered, resulting in denaturation. In the denatured state additional protons bind or are lost to the newly exposed residues. In order to refold the protein needs to lose or rebind these protons which means the free energy of refolding increases making the denatured state more favourable (Shortle 1996).	Comment by UOS: Sentence structure altered
[bookmark: _Toc485712742]Pressure
An increase in pressure will stabilise whichever state of the protein has a lower volume. As the native state generally has void areas within its hydrophobic core, the denatured state is usually the state with the lowest volume and as such as pressure increases the free energy of the unfolded state decreases (Scharnagl et al. 2005). When a certain pressure is reached the change in free energy of unfolding will be zero and the protein will begin to unfold.
[bookmark: _Toc485712743]Chemical composition of the solvent
Changes in the solvent surrounding the protein can have major effects on protein stability. In an aqueous environment exposed residues interact with the hydration shell and proteins have been shown to potentially affect water structure at much longer ranges (Ebbinghaus et al. 2007; Bye, Meliga, et al. 2014). Any deviations in solvent, in particular the addition of small molecules, have the potential to change these interactions with the hydration shell (Batchelor et al. 2004; Wallace et al. 2015). Depending on the small molecule added this can have the ability to stabilise or destabilise the protein structure and can act via direct interactions with the protein or via changes in the solvent structure as a whole (Schellman 1978). The plethora of studies exploring the effects of small molecules on protein stability is reviewed below.  
[bookmark: _Toc485712744]Small molecule effects on protein stability
In a study in 1890 on invertase it was noted that the enzyme continued to function at temperatures up to 25 °C higher in the presence of cane sugar, which is probably the first time the occurrence of a stabilising small molecule was recorded experimentally (O’ Sullivan & Tompson 1890). Since then the effects on protein stability of a vast number of small molecules, ranging from salts to naturally occurring small molecules to synthetic small molecules, have been documented. There have been many attempts to group or order these molecules based on their abilities to affect protein stability, including correlating effects on stability with degree of methylation (Santoro et al. 1992), size (Poddar et al. 2008) and hydrophobicity (Taneja & Ahmad 1994). The major groups of small molecules that affect protein stability and their effects on proteins are outlined below in Table 1‑1. The effects of both small organic molecules and salts are also discussed in more detail in the following sections. Small molecules that stabilise proteins tend to decrease solubility and increase aggregation because they favour states of the protein where less of its surface is exposed to the solvent. Small molecules that destabilise proteins tend to increase solubility and decrease aggregation because they favour states of the protein where more of its surface is exposed to the solvent.

[bookmark: _Ref453332271][bookmark: _Ref453332213]Table 1‑1. Two major groupings of small molecules based on their effects on proteins in solution
	
	Stabilisers/ Osmolytes/ Chemical chaperones/ Kosmotropes
	Denaturants/ Destabilisers/ Chaotropes
	References

	Effect on Protein Stability
	Increase
	Decrease
	(Arakawa & Timasheff 1985; Burg & Ferraris 2008; Canchi & García 2013)

	Effect on Protein Solubility
	Decrease
	Increase
	(Golovanov et al. 2004; Bye, Platts, et al. 2014)

	Effect on Protein Aggregation
	Increase
	Decrease
	(Baynes 2004; Wang 2005)



[bookmark: _Ref459106206][bookmark: _Toc485712745]Hofmeister salts
In 1888 Franz Hofmeister discovered that different salts had different effects on the precipitation of proteins found in hen egg white (translated in Kunz et al. 2004). The rank ordering of these salts, referred to as the ‘Hofmeister series’, was later found to hold true for a plethora of different biochemical processes including protein stability, enzyme activity, polymer cloud points, and crystallisation to name a few (Collins & Washabaugh 1985). 
The generally accepted order of the salts can be seen below in Figure 1-3 for anions and cations
PO43- > SO42- > HPO42- > F- > Cl- > NO3- > Br- > ClO3- > I- > ClO4-
Phosphate > Sulphate > Hydrogen Phosphate > Fluoride > Chloride > Nitrate > Bromide > Chlorate > Iodide > Perchlorate
Cs+ > Rb+ > NH4+ > K+ > Na+ > Li+ > Ca2+ > Mg2+
Caesium > Rubidium > Ammonium > Potassium > Sodium > Lithium > Calcium > Magnesium
[bookmark: _Toc482633161]Figure 1‑3. Hofmeister series of anions (upper list) and cations (lower list)	Comment by UOS: Changed to single figure rather than two
This ranking tends to hold true for most measured effects at moderate to high concentrations (0.1-2 M) at neutral pH. There tends to be a switch in effect at chloride for the anions i.e. those to the left of chloride have a lower charge density and have a tendency to increase precipitation and increase thermal stability of proteins (von Hippel & Schleich 1969). Those to the right of chloride have a higher charge density and tend to have the opposite effects on protein precipitation and stability. A similar change in effect is seen with the cations at sodium, although cation effects are much less pronounced (Bye & Falconer 2013).
Traditionally the anions and cations to the left of chloride and sodium respectively have been termed ‘kosmotropes’ or water-structure makers, and anions and cations to the right of chloride and sodium have been named ‘chaotropes’ or water-structure breakers. Although these terms persist, whether their effects on water structure hold true is open to conjecture and is discussed in more detail in section 1.4.3.1.
More recently studies on the Hofmeister salts have discovered and explored the existence of an ‘inverse Hofmeister effect’ (Zhang & Cremer 2010). The inverse Hofmeister effect is a well-documented phenomenon whereby kosmotropes destabilise and solubilise proteins and chaotropes stabilise and precipitate out proteins, the opposite effects of those usually seen. It has been seen to occur in systems containing positively charged proteins (Boström et al. 2005; Finet et al. 2004; Flores et al. 2012) i.e. when the solution pH is below the isoelectric point (pI) of the protein; the most common and well characterised of these being lysozyme as it has a particularly alkaline pI. Cloud point testing by liquid-liquid phase separation of lysozyme further clarified that this inverse Hofmeister series is seen at low salt concentrations in positively charged systems but that direct Hofmeister behaviour is adopted once again at salt concentrations above 200-300 mM (Zhang & Cremer 2009). This led to the conclusion that the inverse Hofmeister series correlates with the size and hydration of the anions with larger anions having a lower hydration free energy, meaning they are more able to shed their hydration shell and interact with positively charged proteins. It was also extrapolated that the return to the direct Hofmeister series at higher salt concentrations was due to polarisability of the anions.
Generally the effects that salts have on both the solubility and the stability of proteins are thought to be inherently linked (von Hippel & Wong 1965) and therefore similar mechanisms are believed to confer the two. However recent stability measurements using lysozyme at pH 7 as a positively charged system and a variety of Hofmeister anions demonstrated that at low salt concentrations (< 2 mM) neither the direct nor the inverse Hofmeister series was followed but a more anion-specific behaviour was observed (Bye & Falconer 2013). This was attributed to specific binding interactions between the negatively charged anions and positively charged exposed side chains on the protein, which can result in either stabilisation or destabilisation of the protein depending on the local environment in which the side chain exists. At higher concentrations a direct Hofmeister series was resumed and attributed to a further two mechanisms: chaotropes are weakly hydrated and so bind to apolar regions of the protein therefore reducing the energy required to hydrate the apolar core (see section 1.4.3.4); kosmotropes, due to their strong hydration, compete with the protein’s hydration shell for water therefore increasing the energy required to hydrate the apolar core (see section 1.4.3.5). As the studies above suggest different mechanisms for solubility effects it may be that the Hofmeister salts affect protein stability and solubility via distinct interactions.
[bookmark: _Ref453082183][bookmark: _Toc485712746]Denaturants
The two best documented denaturants, which have been extensively studied over a long period of time due to their usefulness in folding experiments, are urea and guanidine hydrochloride (GdnHCl) (Figure 1‑4). Not only do they destabilise proteins in terms of thermal stability when present at low concentrations, but at high enough concentrations – 8 M urea (Sachar & Sadoff 1966) and 2-4 M guanidine hydrochloride (Ahmad et al. 1992) – they create conditions that fully denature proteins, termed chemical denaturation.


[bookmark: _Ref459983926][bookmark: _Toc482633162]Figure 1‑4. Chemical structures of the denaturants urea (left) and guanidinium (right)
Urea and guanidine hydrochloride effects on protein stability have long been studied due to the fact that they were thought to affect the free energy of unfolding in a linear fashion (Tanford 1964; Aune & Tanford 1969b; Greene Jr & Pace 1974). This meant that using the Linear Extrapolation Model (LEM) (Pace 1986) it was possible to estimate the stability of proteins in water by extrapolating to zero concentration of denaturant based on the equation below where the ‘m value’ is the slope of free energy of unfolding against denaturant concentration, ΔGdenaturant is the change in Gibbs free energy of unfolding in denaturant and ΔGwater is the change in Gibbs free energy of unfolding in pure water (Equation 1‑3). 	Comment by UOS: Punctuation added

[bookmark: _Ref465842056]Equation 1‑3. Linear Extrapolation Model (LEM) used by Pace (1986) to estimate protein stability by extrapolating from chemical denaturation assuming a linear relationship between stability and denaturant concentration	Comment by UOS: Changed reference
This model is still used in many experiments, and the ‘m value’ is widely used as a measurement to compare different cosolutes (Myers et al. 1995; Holthauzen et al. 2011; Rosgen et al. 2005; Holthauzen & Bolen 2007), but there has been a plethora of evidence suggesting that denaturants do not necessarily affect protein stability in a linear manner (Makhatadze 1999; Gupta et al. 1996; Zweifel & Barrick 2002). Furthermore, urea and guanidine hydrochloride can actually give different estimates of protein stability using this method (Gupta et al. 1996). 
Confounding any attempts to determine why the two molecules sometimes give different estimates of protein stability is the fact that the molecular mechanisms governing these two denaturants’ effects on protein stability are still debated due to the high concentrations needed to denature the proteins and any interactions between denaturant and protein being relatively weak (Timasheff 1998). Recent evidence suggests that the molecular mechanisms governing the two denaturants could actually be completely different (Lim et al. 2009) despite their similar structures. Even determination of whether the denaturants directly interact with proteins (Schellman 1978; Arakawa & Timasheff 1984a; Makhatadze & Privalov 1992; Bennion & Daggett 2003) or indirectly affect stability through influence on water structure and dynamics (Wetlaufer et al. 1963; Breslow & Guo 1990) has not been achieved. Part of this problem, as with determination of molecular mechanisms of any other small molecule’s effects on proteins, is that a multitude of experimental techniques have been used, as well as various molecular dynamics simulations, and each of these has resulted in a different conclusion. The major molecular mechanisms that have been suggested for the destabilising and denaturing actions of urea and guanidine hydrochloride are summarised below in Table 1‑2. To summarise, most studies suggest a direct mechanism, sometimes with an accompanied indirect mechanism. It is unclear how the denaturants interact directly with the protein, although many studies have suggested interaction with the hydrophobic portions of the protein, most of which are buried in the native form, which favours the denaturation of the protein. Due to their weak effects and the universal denaturation of proteins, interaction with the peptide backbone is also commonly suggested as a mechanism. More detailed discussion of these mechanisms is presented in section 1.4.
[bookmark: _Ref452997917]Table 1‑2. Summary of major mechanisms suggested for the action of denaturants on protein stability
	Denaturant
	Direct/ indirect interaction
	Molecular mechanism suggested
	Experimental or simulation
	Reference

	Interactions with hydrophobic surfaces on protein

	Guanidinium
	Direct
	Guanidinium is dehydrated along planar face and lines up flat along hydrophobic surface, weakening hydrophobic effect
	Simulation
	(England et al. 2008)

	Guanidinium
	Direct
	Coating of hydrophobic surfaces, weakening hydrophobic effect
	Simulation
	(Godawat et al. 2010)

	Urea
	Direct & Indirect
	Urea interacts favourably with hydrophobic side chains and peptide backbone. It also strengthens water-water interactions
	Simulation
	(Stumpe & Grubmüller 2007b; Stumpe & Grubmüller 2007a)

	Urea
	Direct
	Transiently aggregates near hydrophobic surfaces
	Simulation
	(Zangi et al. 2009)

	Urea & Guanidinium
	Direct
	Direct binding to specific sites on protein normally occupied by water molecules
	Experimental (Calorimetry)
	(Makhatadze & Privalov 1992)

	Direct interactions with polar groups or peptide backbone

	Guanidinium
	Direct
	Specific binding to acidic residues and nonspecific binding
	Experimental (Crystal structure)
	(Tanaka et al. 2004)

	Guanidinium
	Direct
	Preferential interaction with peptide bonds and aromatic side chains
	Experimental (Density measurements)
	(Lee & Timasheff 1974)

	Urea
	Direct
	Direct electrostatic interaction with charged groups on protein
	Simulation
	(Mountain & Thirumalai 2003)

	Urea
	Direct
	Direct van der Waals interactions and not polar interactions with protein
	Simulation
	(Canchi et al. 2010)

	Urea
	Direct & Indirect
	Direct interaction with polar residues and peptide backbone; Weakening of water structure so diminishes hydrophobic effect
	Simulation
	(Bennion & Daggett 2003)

	Urea & Guanidinium
	Direct
	Direct solvation of peptide backbone
	Experimental (Thermodynamic)
	(Nozaki & Tanford 1970; Bolen & Yang 2000)

	Urea & Guanidinium
	Direct
	Urea hydrogen bonds to peptide groups but guanidinium does not
	Experimental (acid & base catalysed peptide hydrogen exchange)
	(Lim et al. 2009)

	Urea & Guanidinium
	Direct
	Guanidinium but not urea directly associates with polar groups in side chains and protein backbone
	Simulation
	(O’Brien et al. 2007)

	Indirect interactions (also see some entries in direct interactions)

	Urea
	Indirect
	Formation of specific urea-water complexes that immobilise water
	Experimental (Spectroscopy)
	(Rezus & Bakker 2006)



[bookmark: _Toc485712747]Small organic molecules
The majority of small organic molecules, with the exception of the denaturants described above in section 1.3.2, are thought to stabilise proteins against various stresses, including the environmental stresses outlined in section 1.2 as well as osmotic stress and desiccation (Harries & Rösgen 2008). They result in a larger difference in Gibbs free energy of the native and denatured states in comparison to the protein in pure aqueous solution, favouring the native state of the protein (see Figure 1‑2). Various terms are used to describe these molecules depending on both the context and the field of study, which highlights the lack of communication between different disciplines that study the same molecules. A simple term for these would be ‘stabilisers’, although as is described later in section 1.5.1, there are often certain conditions where these molecules cease to stabilise proteins. A term often used by cell biologists for these small molecules is ‘osmolytes’, due to their accumulation in cells to counteract the destabilising effects of osmotic stress on proteins (Yancey 2001). The problem with using the term ‘osmolytes’, is that certain small organic molecules, such as the positively charged amino acids, are not accumulated in cells and so cannot be included in this nomenclature (Bowlus & Somero 1979). Pharmaceutical and formulation scientists call these stabilising small organic molecules ‘chemical chaperones’ (Welch & Brown 1996) or ‘excipients’ (Jorgensen et al. 2009), due to their usefulness in the formulation of therapeutic proteins. It is not appropriate to use these pharmaceutical terms here due to the fact that both terms include molecules other than those discussed, for example chemical chaperones can include detergents and pharmacological chaperones that act specifically on one protein and excipients can comprise any molecule that is included in a biopharmaceutical formulation, not only those that are present to increase protein stability. Stabilising small organic molecules are also occasionally called ‘kosmotropes’, similarly to the stabilising Hofmeister salts, however the ‘water structure-maker’ theory behind this term has recently been contested as is discussed in section 1.4.3.1. The terms ‘cosolute’ and ‘cosolvent’ are often also used interchangeably to describe small molecules in solution, and there are arguments to support the use of either term. For simplicity in this thesis the term ‘cosolute’ is used to define small molecules in solution whose presence affects the stability of proteins, unless the context requires the use of ‘osmolyte’ or ‘excipient’.
Broadly speaking stabilising cosolutes can be grouped into three major classes: polyols and sugars, amino acids and derivatives, and methylamines (Yancey et al. 1982). Specific molecules within these three classes are summarised in Table 1‑3, and some of these structures are shown in Figure 1‑5, demonstrating the diversity in structure. The most commonly studied cosolutes are discussed further in section 1.3.3.2. The study of these molecules in relation to their role as osmolytes in cell biology is discussed in section 1.3.3.1 and their applications as excipients in pharmaceutical formulation in section1.3.3.3. Traditionally all stabilising cosolutes were thought to exert their stabilising effects on proteins through indirect mechanisms, by being preferentially excluded from the protein surface, making it more energetically unfavourable for the protein to unfold (Arakawa & Timasheff 1985). A common mechanism for all stabilising cosolutes has long been suggested due to the fact that they are thought to stabilise all proteins independent of type, size and charge (Bolen & Baskakov 2001). However, the reality has the potential to be much more complex than this original theory and alternative mechanisms alongside preferential exclusion (section 1.4.3.2) are discussed in the following sections. 


[bookmark: _Ref453089980][bookmark: _Ref454286176]Table 1‑3. Principal osmolytes grouped into the three major classes (Bowlus & Somero 1979; Clark & Zounes 1977; Yancey et al. 1982)
	Amino acids and derivatives
	Methylamines
	Polyols and sugars

	Alanine, β-alanine, Ectoine, Glutamic acid, Glycine, Proline, Taurine
	Betaine, Sarcosine, Trimethylamine N-oxide (TMAO)
	Glucose, Glycerol, Mannitol, Sorbitol, Sucrose, Trehalose




[bookmark: _Ref459124897][bookmark: _Ref459124891][bookmark: _Toc482633163]Figure 1‑5. Chemical structures of various common osmolytes in the three classes demonstrating the variety of structure
[bookmark: _Ref459985865]Osmolytes in nature
It has long been known that various neutral small organic molecules, termed ‘osmolytes’,  are accumulated in cells as a protective mechanism in response to osmotic stress, which can be caused by evaporation or saline environments (Yancey 2001). Osmolytes are also characterised by their lack of perturbing effects on protein function and lack of destabilising effect on protein stability, in other words they are ‘compatible’ (Burg & Ferraris 2008). Widespread convergent evolution across multiple organisms has occurred with osmolytes (Yancey et al. 1982), meaning they are universal. This leads to the assumption that there are very few molecules that exist naturally that are capable of these two characteristics, and they all fall within the three categories shown in Table 1‑3. 
Interestingly, there are slight differences in the choice of osmolytes between organisms and these tend to be maintained, despite the fact that one of the major principles of osmolyte theory is that they act in a universal way on proteins (Burg & Ferraris 2008; Somero 1986). It is thought that this is due to other more specific functions of the osmolytes in the cells in question. For example certain polyols can be used as antioxidants (Orthen et al. 1994), trehalose and proline are  used to stabilise membranes against freezing temperatures in insects that survive throughout winter (Rudolph & Crowe 1985), and TMAO appears to increase in fish as the ocean depth increases (Yancey et al. 2004) leading to the hypothesis that it is accumulated to counteract destabilising hydrostatic pressure effects. 
The most common stress that certain osmolytes are accumulated in response to, other than water, is the presence of the denaturant urea. The strong destabilising effects of urea (see section 1.3.2) present in the intracellular fluids of elasmobranch fish, coelacanth and mammalian kidneys, are offset by the presence of methylamines (Somero 1986). This is generally achieved by a 2:1 ratio of urea:methylamine, and as such these osmolytes are termed ‘counteracting’ (Yancey & Somero 1980). A plethora of research has been conducted into the mechanisms governing this counteraction, which is too extensive to cover in detail here, but is discussed with reference to mixed osmolyte systems in section 1.6.1.
Interestingly  most organic osmolytes commonly used by cells are either uncharged or have no net charge at physiological pH (Yancey et al. 1982), presumably chosen due to their inability to destabilise proteins through electrostatic interactions. This means that the positively charged amino acids, including arginine and lysine, are not used by cells as osmolytes. In fact, even when large amounts of free arginine are produced during hydrolysis of arginine phosphate in the muscles of marine invertebrates, arginine is immediately converted into octopine through condensation with pyruvate, which is a neutral osmolyte (Bowlus & Somero 1979). There are various studies in the field of cell biology that point out the incompatibility of arginine with proteins (Yancey et al. 1982; Bowlus & Somero 1979; Clark & Zounes 1977), yet this is an amino acid that is extensively used as a stabilising excipient in pharmaceutical formulations. This paradox forms a major theme throughout this thesis and is discussed in more detail in the rest of this literature review. ‘Stabilising’ in this sense may refer to both conformational (prevention of unfolding) and colloidal (prevention of aggregation) stability (Wen et al. 2015), both of which are important in formulation design.
The intracellular environment in which proteins exist is extremely complex and crowded (Ellis & Minton 2003). Proteins naturally are exposed to an environment consisting of high concentrations of other proteins (up to 200-400 mg/mL) (Hingorani & Gierasch 2014), water, and a specific combination of mixed osmolytes, which may or may not act on proteins in an additive manner (Holthauzen & Bolen 2007; Batra et al. 2009). Mixed osmolyte effects are discussed in more detail in section 1.6. This intracellular milieu has evolved alongside proteins and as such proteins rely on this very specific environment to function optimally (Somero 1986). The weak transient interactions between proteins and the various components of the intracellular environment are now considered so important to protein function that they have been termed by some as the ‘quinary structure’ of the protein (McConkey 1982; Monteith et al. 2015; Chien & Gierasch 2014). This makes the in vitro stabilisation of proteins outside of the complex cell environment quite complicated, which is why biopharmaceutical formulation development for therapeutic proteins can present a substantial challenge. The development of biopharmaceutical formulations and the use of small molecules as excipients are discussed in more detail in section 1.3.3.3.	Comment by UOS: ‘Big’ changed to something more academic
[bookmark: _Ref453088826][bookmark: _Ref465690286]Documented effects of the major stabilising small molecules on protein stability
The effects of osmolytes on the thermal stability of proteins have been studied extensively (Table 1‑4). It can be seen that different osmolytes affect the thermal stability of the proteins by varying degrees, shown by the change in melting temperature of the protein with the osmolyte compared to the protein in the absence of the osmolyte (ΔTm). Comparison of these values is difficult due to the different solvent conditions used, including presence of buffers, pH and concentration of the osmolyte in question. What can be seen is that specific amino acids, particularly the charged amino acids (arginine, lysine, histidine, glutamate, aspartate), have extremely varied effects on protein stability and quite often destabilise the protein rather than stabilise. Although the thermal stability data for the osmolytes can be inconsistent there is a plethora of suggestions for the molecular mechanisms governing their actions, which is discussed in section 1.4.


[bookmark: _Ref453339849][bookmark: _Ref459215828]Table 1‑4. Change in melting temperature of proteins on the addition of cosolutes (data obtained through DSC or monitoring change in absorbance using thermally controlling UV-vis spectrophotometry*)
	Osmolyte
	Protein
	pH
	Osmolyte concentration (mM)
	Buffers
	ΔTm (°C)
	Reference

	Amino Acids and Derivatives

	Alanine
	Cytochrome c
	3
	1000
	50 mM citrate & 100 mM KCl
	3
	(Taneja & Ahmad 1994)*

	Alanine
	IgG Fab domain
	3.5
	62.5
	100 mM glycine
	3.5
	(Falconer et al. 2011)

	Arginine
	Cytochrome c
	3
	750
	50 mM citrate & 100 mM KCl
	-5.2
	(Taneja & Ahmad 1994)*

	Arginine
	IgG Fab domain
	3.5
	62.5
	100 mM glycine
	4.6
	(Falconer et al. 2011)

	Arginine
	Lysozyme
	5
	250
	50 mM citrate, 100 mM KCl
	-0.9
	(Rishi et al. 1998)*

	Arginine
	Lysozyme
	5
	1000
	50 mM citrate, 100 mM KCl
	-6.1
	(Rishi et al. 1998)*

	Arginine
	Myoglobin
	5
	250
	50 mM citrate, 100 mM KCl
	-3.8
	(Rishi et al. 1998)*

	Arginine
	Myoglobin
	5
	1000
	50 mM citrate, 100 mM KCl
	-10.7
	(Rishi et al. 1998)*

	Arginine
	RNase A
	5
	200
	50 mM citrate, 100 mM KCl
	-3.6
	(Rishi et al. 1998)*

	Arginine
	RNase A
	5
	1000
	50 mM citrate, 100 mM KCl
	-4.5
	(Rishi et al. 1998)*

	Arginine
	RNase A
	6.7
	400
	25 mM potassium phosphate, 150 mM KCl
	-2
	(Bowlus & Somero 1979)*

	Arginine
	RNase A
	7.5
	500
	40 mM Tris-HCl
	-1
	(Arakawa & Tsumoto 2003)*

	Arginine
	RNase A
	7.5
	1000
	40 mM Tris-HCl
	-3
	(Arakawa & Tsumoto 2003)*

	Arginine
	RNase A
	10
	1000
	40 mM Tris-HCl
	-4
	(Arakawa & Tsumoto 2003)*

	Aspartate
	IgG Fab domain
	3.5
	62.5
	100 mM glycine
	-1.1
	(Falconer et al. 2011)

	Glutamate
	IgG Fab domain
	3.5
	62.5
	100 mM glycine
	-0.9
	(Falconer et al. 2011)

	Glutamine
	IgG Fab domain
	3.5
	62.5
	100 mM glycine
	3.7
	(Falconer et al. 2011)

	Glycine
	BSA
	6.3
	1000
	1800 mM GdnHCl
	13-27
	(Arakawa & Timasheff 1983)*

	Glycine
	Cytochrome c
	3
	1000
	50 mM citrate & 100 mM KCl
	3.3
	(Taneja & Ahmad 1994)*

	Glycine
	Lysozyme
	6
	1000
	20 mM NaCl
	7
	(Arakawa & Timasheff 1985)*

	Glycine
	Lysozyme
	5.8/6
	2000
	20 mM citrate & 55 mM NaCl
	9
	(Santoro et al. 1992)

	Glycine
	RNase A
	4.2
	2000
	40 mM acetate
	5.5
	(Miyawaki et al. 2014)*

	Glycine
	RNase A
	5.5
	2000
	40 mM acetate
	7.2
	(Miyawaki et al. 2014)*

	Glycine
	RNase A
	6.7
	200
	25 mM potassium phosphate, 150 mM KCl
	0.6
	(Bowlus & Somero 1979)*

	Glycine
	RNase A
	6.7
	1000
	25 mM potassium phosphate, 150 mM KCl
	3.9
	(Bowlus & Somero 1979)*

	Glycine
	RNase A
	5.8/6
	2000
	20 mM citrate & 55 mM NaCl
	8
	(Santoro et al. 1992)

	Histidine
	Cytochrome c
	3
	170
	50 mM citrate & 100 mM KCl
	-2
	(Taneja & Ahmad 1994)*

	Histidine
	IgG Fab domain
	3.5
	62.5
	100 mM glycine
	5.8
	(Falconer et al. 2011)

	Histidine
	Lysozyme
	5
	150
	50 mM citrate, 100 mM KCl
	-3.8
	(Rishi et al. 1998)*

	Histidine
	Myoglobin
	5
	150
	50 mM citrate, 100 mM KCl
	-7.4
	(Rishi et al. 1998)*

	Histidine
	RNase A
	5
	200
	50 mM citrate, 100 mM KCl
	-4.3
	(Rishi et al. 1998)*

	Lysine
	Cytochrome c
	3
	700
	50 mM citrate, 100 mM KCl
	6.5
	(Taneja & Ahmad 1994)*

	Lysine
	IgG Fab domain
	3.5
	62.5
	100 mM glycine
	5.4
	(Falconer et al. 2011)

	Lysine
	Lysozyme
	5
	1000
	50 mM citrate, 100 mM KCl
	6.7
	(Rishi et al. 1998)*

	Lysine
	Myoglobin
	5
	500
	50 mM citrate, 100 mM KCl
	0.2
	(Rishi et al. 1998)*

	Lysine
	RNase A
	5
	200
	50 mM citrate, 100 mM KCl
	-2.2
	(Rishi et al. 1998)*

	Lysine
	RNase A
	5
	2000
	50 mM citrate, 100 mM KCl
	4.2
	(Rishi et al. 1998)*

	Lysine
	RNase A
	6.7
	200
	25 mM potassium phosphate, 150 mM KCl
	-0.2
	(Bowlus & Somero 1979)*

	Lysine
	RNase A
	6.7
	400
	25 mM potassium phosphate, 150 mM KCl
	0
	(Bowlus & Somero 1979)*

	Octopine
	RNase A
	6.7
	200
	25 mM potassium phosphate, 150 mM KCl
	0
	(Bowlus & Somero 1979)*

	Proline
	Cytochrome c
	3
	1000
	50 mM citrate & 100 mM KCl
	4.3
	(Taneja & Ahmad 1994)*

	Proline
	IgG Fab domain
	3.5
	62.5
	100 mM glycine
	1.4
	(Falconer et al. 2011)

	Proline
	Lysozyme
	6
	1000
	20 mM NaCl
	4
	(Arakawa & Timasheff 1985)*

	Proline
	RNase A
	4.2
	2000
	40 mM acetate
	0.2
	(Miyawaki et al. 2014)*

	Proline
	RNase A
	5.5
	2000
	40 mM acetate
	2.3
	(Miyawaki et al. 2014)*

	Proline	
	RNase A
	6.7
	1000
	25 mM potassium phosphate, 150 mM KCl
	1
	(Bowlus & Somero 1979)*

	Serine
	Cytochrome c
	3
	1000
	50 mM citrate & 100 mM KCl
	3.5
	(Taneja & Ahmad 1994)*

	Serine
	IgG Fab domain
	3.5
	62.5
	100 mM glycine
	3.7
	(Falconer et al. 2011)

	Serine
	Lysozyme
	6
	1000
	20 mM NaCl
	7
	(Arakawa & Timasheff 1985)*

	Taurine
	RNase A
	4.2
	600
	40 mM acetate
	0.2
	(Miyawaki et al. 2014)*

	Taurine
	RNase A
	5.5
	600
	40 mM acetate
	0.9
	(Miyawaki et al. 2014)*

	Taurine
	RNase A
	6.7
	100
	25 mM potassium phosphate, 150 mM KCl
	0.2
	(Bowlus & Somero 1979)*

	Valine
	Cytochrome c
	3
	300
	50 mM citrate & 100 mM KCl
	1.8
	(Taneja & Ahmad 1994)*

	Valine
	Lysozyme
	6
	1000
	20 mM NaCl
	-2
	(Arakawa & Timasheff 1985)*

	Methylamines

	Betaine
	BSA
	6.3
	1000
	1800 mM GdnHCl
	8-22
	(Arakawa & Timasheff 1983)*

	Betaine
	Lysozyme
	2
	1000
	100 mM KCl, 50 mM glycine HCl
	0.5
	(Singh et al. 2009)*

	Betaine
	Lysozyme
	6
	1000
	20 mM NaCl
	4
	(Arakawa & Timasheff 1985)*

	Betaine
	Lysozyme
	5.8/6
	3000
	20 mM citrate & 55mM NaCl
	8
	(Santoro et al. 1992)

	Betaine
	Lysozyme
	7
	1000
	100 mM KCl, 50 mM cacodylic acid
	3.3
	(Singh et al. 2009)*

	Betaine
	RNase A
	2
	1000
	100 mM KCl, 50 mM glycine HCl
	4.7
	(Singh et al. 2009)*

	Betaine
	RNase A
	4.2
	1853
	40 mM acetate
	3.3
	(Miyawaki et al. 2014)*

	Betaine
	RNase A
	5.5
	2000
	40 mM acetate
	3.7
	(Miyawaki et al. 2014)*

	Betaine
	RNase A
	5.5
	2000
	50 mM phosphate, 200 mM NaCl
	6.5
	(Knapp et al. 1999)

	Betaine
	RNase A
	6
	1000
	100 mM KCl, 50 mM cacodylic acid
	2.2
	(Singh et al. 2009)*

	Betaine
	RNase A
	6.7
	400
	25 mM potassium phosphate, 150 mM KCl
	0.6
	(Bowlus & Somero 1979)*

	Betaine
	RNase A
	5.8/6
	3000
	20 mM citrate & 55mM NaCl
	9
	(Santoro et al. 1992)

	Sarcosine
	Lysozyme
	6
	1000
	020 mM NaCl
	6
	(Arakawa & Timasheff 1985)*

	Sarcosine
	RNase A
	4.2
	2000
	40 mM acetate
	5.3
	(Miyawaki et al. 2014)*

	Sarcosine
	RNase A
	5.5
	2000
	40 mM acetate
	6.4
	(Miyawaki et al. 2014)*

	Sarcosine
	RNase A
	5.8/6
	8000
	20 mM citrate & 55 mM NaCl
	20
	(Santoro et al. 1992)

	TMAO
	Lysozyme
	6
	1000
	20 mM NaCl
	3
	(Arakawa & Timasheff 1985)*

	TMAO
	Lysozyme
	6
	1000
	100 mM KCl, 50 mM cacodylic acid
	2.8
	(Singh et al. 2005)*

	TMAO
	RNase A
	5.5
	1355
	40 mM acetate
	3
	(Miyawaki et al. 2014)*

	TMAO
	RNase A
	6
	1000
	100 mM KCl, 50 mM cacodylic acid
	3.9
	(Singh et al. 2005)*

	TMAO
	RNase A
	6.7
	400
	25 mM potassium phosphate, 150 mM KCl
	0.8
	(Bowlus & Somero 1979)*

	TMAO
	RNase A
	7
	1000
	100 mM KCl, 50 mM cacodylic acid
	2.7
	(Singh et al. 2005)*

	Polyols and Sugars

	Inositol
	Lysozyme
	2.5
	750
	20 mM glycine HCl
	6.4
	(Kaushik & Bhat 1998)*

	Inositol
	Lysozyme
	7
	750
	20 mM phosphate 1500 mM GdnHCl
	6
	(Kaushik & Bhat 1998)*

	Inositol
	RNase A
	2.5
	750
	20 mM glycine HCl
	8.7
	(Kaushik & Bhat 1998)*

	Inositol
	RNase A
	7
	750
	20 mM phosphate 1500 mM GdnHCl
	4.5
	(Kaushik & Bhat 1998)*

	Mannitol
	Lysozyme
	2.5
	1000
	20 mM glycine HCl
	7
	(Kaushik & Bhat 1998)*

	Mannitol
	Lysozyme
	7
	1000
	20 mM phosphate 1500 mM GdnHCl
	5
	(Kaushik & Bhat 1998)*

	Mannitol
	RNase A
	2.5
	1000
	20 mM glycine HCl
	8.3
	(Kaushik & Bhat 1998)*

	Mannitol
	RNase A
	7
	1000
	20 mM phosphate 1500 mM GdnHCl
	3.9
	(Kaushik & Bhat 1998)*

	myo-Inositol
	RNase A
	4.2
	750
	40 mM acetate
	3.4
	(Miyawaki et al. 2014)*

	myo-Inositol
	RNase A
	5.5
	750
	40 mM acetate
	4.1
	(Miyawaki et al. 2014)*

	Sorbitol
	Lysozyme
	2.5
	2000
	20 mM glycine HCl
	9.9
	(Kaushik & Bhat 1998)*

	Sorbitol
	Lysozyme
	3
	4100
	glycine HCl (concentration not specified)
	18.5
	(Back et al. 1979)

	Sorbitol
	Lysozyme
	7
	2000
	20 mM phosphate 1500 mM GdnHCl
	11.6
	(Kaushik & Bhat 1998)*

	Sorbitol
	RNase A
	2.5
	2000
	20 mM glycine HCl
	13.2
	(Kaushik & Bhat 1998)*

	Sorbitol
	RNase A
	7
	2000
	20 mM phosphate 1500 mM GdnHCl
	10.3
	(Kaushik & Bhat 1998)*


[bookmark: _Ref459218128]It is clear from Table 1‑4 that the effect of all stabilising cosolutes on thermal stability varies depending on solution conditions including pH and choice of buffer. Although all polyols, sugars and methylamines stabilise proteins under all conditions, there is a difference in the degree of stabilisation. There is also evidence here to suggest that many of these cosolutes, particularly amino acids, have protein-specific and concentration-specific effects, and that the relationship between protein stability and cosolute concentration is not linear. The differences in choice of buffer here are important due to potential screening of interactions, and also because mixtures of cosolutes, including salts, in solution have been shown to have synergistic effects on protein stability (see section 1.6). Elucidation of the mechanisms by which cosolutes stabilise proteins is unlikely to be achieved without addressing these issues.
[bookmark: _Ref460078435]Applications of small molecules as stabilising excipients in pharmaceutical formulations
Protein folding in vivo and protein folding in vitro represent two quite distinct events due to the differences in the environment in which protein folding occurs. Proteins are generally only marginally stable in the environment for which they are evolutionarily designed i.e. the crowded cell environment. Therefore designing therapeutic proteins and formulations to make them stable can be quite a challenge, as a pre-filled syringe product containing a biopharmaceutical represents a very different environment to the one encountered in the cell. Proteins in vivo generally fold whilst they are still being produced, and have molecular chaperones to aid correct folding and discourage aggregation, as well as many ‘quality control’ stages throughout most of the folding process (Dobson 2003). Individual proteins are also present at lower concentrations than those that need to be created for use as biopharmaceuticals, and are unlikely to be subjected to extremes of temperature and shaking regularly encountered by pre-filled syringe products.
Development of therapeutic proteins that are stable over long periods of time and unaffected by fluctuations in temperature requires careful design of a liquid formulation that maintains stability. Due to the ubiquitous nature of osmolytes, and their consistent appearance in multiple organisms, it could be assumed that their action on proteins is universal. Therefore if they act in a certain way on one protein, they should act in that way in all proteins, which would make formulation design extremely straight forward. However this is not necessarily the case (Thakkar et al. 2012) (Table 1‑4). In reality a complex combination of excipients is generally required to achieve the desired formulation characteristics (Parkins & Lashmar 2000).
Excipients are defined as any substance present in a pharmaceutical product other than the active ingredient itself (Robertson 1999), and are used to stabilise the protein against a variety of different degradation pathways including adsorption, pH changes, oxidation, denaturation, precipitation and aggregation (Jorgensen et al. 2009). The three requirements for excipients are functionality, quality and safety (Pifferi & Restani 2003). For this reason the three groups of osmolytes shown in Table 1‑3 are commonly used as excipients to stabilise proteins against physical degradation; that is denaturation, precipitation and aggregation (Bye, Platts, et al. 2014; Lee 2000; Arakawa, Tsumoto, et al. 2007) due to their natural occurrence. The issue of wanting a formulation that confers conformational and colloidal stability – i.e. prevents denaturation and aggregation/precipitation – is that cosolutes that stabilise proteins against denaturation tend to induce aggregation and precipitation and vice versa (see Table 1‑1).
Arginine is commonly used as an excipient due to its unique ability to seemingly prevent aggregation and increase solubility of therapeutic proteins without a negative effect on protein stability (Arakawa, Tsumoto, et al. 2007; Ejima, Tsumoto, et al. 2005). Although this point is furiously debated and the data currently available for the effect of arginine on protein thermal stability is also inconclusive (see Table 1‑4). There is also currently no consensus on the mechanisms behind such action (Arakawa, Ejima, et al. 2007; Ohtake et al. 2011). Arginine is one of the few molecules that are extensively used as stabilising excipients in biopharmaceutical formulations whilst not being naturally present in cells (Table 1‑5). The other positively charged amino acids, lysine and histidine, also follow the same trend.
[bookmark: _Ref454356534][bookmark: _Ref454356519]Table 1‑5. List of cosolutes that are commonly used as stabilising excipients in biopharmaceutical formulation and whether they are naturally present in cells as osmolytes (Y=yes, N=no)
	Cosolute
	Naturally present as osmolyte in cells (Yancey et al. 1982; Bowlus & Somero 1979; Clark & Zounes 1977)
	Commonly used as stabilising excipient in biopharmaceutical formulation (Parkins & Lashmar 2000; Jorgensen et al. 2009; Kamerzell et al. 2011)

	Alanine
	Y
	Y

	Arginine
	N
	Y

	Aspartic Acid
	Y
	Y

	Fructose
	Y
	Y

	Glucose
	Y
	Y

	Glutamic Acid
	Y
	Y

	Glycerol
	Y
	Y

	Glycine
	Y
	Y

	Histidine
	N
	Y

	Lactose
	N
	Y

	Lysine
	N
	Y

	Maltose
	N
	Y

	Mannitol
	Y
	Y

	Methionine
	N
	Y

	Proline
	Y
	Y

	Sorbitol
	Y
	Y

	Sucrose
	Y
	Y

	Trehalose
	Y
	Y



The reason there are so few cosolutes that are commonly used as stabilising excipients is that novel excipients would have to go through a full safety evaluation and be approved by regulatory authorities before they could be used, which would be extremely expensive (Robertson 1999). What generally occurs is that a unique combination of the currently approved excipients is developed for the therapeutic protein product or existing excipients are tweaked to give slightly different functionalities. For example, it was recently discovered that 50 mM arginine-glutamate mixtures can increase solubility of proteins more than predicted by additivity and increase long-term stability (Golovanov et al. 2004; Kheddo et al. 2014) (see section 1.6.2). Choosing suitable excipients for a particular formulation is a complex and challenging task. This is largely due to the fact that the molecular mechanisms governing these molecules’ actions are still not fully understood and as such their specific effects in a given biopharmaceutical formulation cannot currently be accurately predicted. The principal molecular mechanisms currently suggested in the literature are discussed below in section 1.4. A better understanding of these could lead to the development of ‘designer’ excipients or formulations, whose effects can be accurately predicted and compared (Bye, Platts, et al. 2014).

[bookmark: _Ref452992570][bookmark: _Ref453342046][bookmark: _Toc485712748]Current suggestions for mechanism of protein stabilisation or destabilisation by cosolutes
In thermodynamic terms, the presence of small molecules in solution can make unfolding more or less energetically favourable, therefore resulting in destabilisation or stabilisation respectively, depending on whether they make interactions between the protein and the solvent (including both water and small molecule) more or less favourable than in the absence of the small molecule (Figure 1‑1; Figure 1‑2). In other words, if the presence of the small molecule in solution makes the interaction between the protein and solution more favourable it is more energetically favourable for a larger surface of the protein to be exposed to interact with the solvent, therefore unfolding will occur more easily in order to expose the apolar core. The opposite phenomenon occurs if the interaction between protein and solution containing small molecules becomes less favourable: less protein surface will be exposed so it is more energetically favourable for the protein to be folded. 
Although the effects of salts and small molecules on proteins in solution are well documented, the molecular mechanisms by which they act are still under scrutiny. Many different mechanisms have been suggested over the years. It is entirely possible that each small molecule acts on protein stability via a specific mechanism or set of mechanisms, which would go some way to explaining the large variation in degrees of nonlinear stabilisation/destabilisation seen with the addition of cosolutes. This of course makes determination of the molecular mechanisms a more complex task. However, there are a number of interactions that have been suggested multiple times as general mechanisms of stabilisation or destabilisation, which are described below and summarised in Table 1‑6.



[bookmark: _Ref460079402][bookmark: _Ref460079397]Table 1‑6. Some of the major suggested mechanisms of cosolutes and how they differ between stabilisers and destabilisers
	Mechanism
	Stabilisers/ Osmolytes
	Destabilisers/ Denaturants
	Section for reference

	Preferential Interaction Parameter
	Preferential Exclusion/Hydration
	Preferential Interaction
	1.4.3.2

	Effect on Water Structure
	Water structure ‘maker’
	Water structure ‘breaker’
	1.4.3.1

	Hydration of cosolute
	Strongly hydrated
	Weakly hydrated
	1.4.3.4

	Direct or Indirect Mechanisms
	Indirect
	Direct
	1.4.1

	Interaction with peptide backbone
	Repelled
	Interaction
	1.4.5



[bookmark: _Ref462648946][bookmark: _Toc485712749]Direct & indirect interactions
The many different mechanisms proposed for cosolute effects on protein stability can be very generally grouped into direct and indirect interactions, with direct interactions being defined as local interactions with the protein, or hydrogen bonding between cosolute and the peptide backbone and/or polar and charged side chains on the protein, and indirect interactions as global changes in water structure or solvation of the protein as a result of cosolute addition (Canchi & García 2013; Zhang & Cremer 2010). The consensus tends to be that the charged Hofmeister salts and denaturants exert their effects on protein stability through direct interaction, and neutral and uncharged osmolytes exert their stabilising effects through indirect mechanisms. This is somewhat backed up by the early preferential interaction data showing destabilisers accumulating close to the protein surface and stabilisers being excluded (Arakawa & Timasheff 1983; Arakawa & Timasheff 1982a; Arakawa & Timasheff 1985), which is discussed further in section 1.4.3.2. Although, as can be seen in Table 1‑2, indirect mechanisms have also been used to explain the effects of urea and guanidinium. The indirect mechanism theory for denaturants is also supported by the fact that a high concentration of denaturant is required to exert denaturing effects on proteins, leading to the assumption that a large global change in the composition of the solvent is required to have an effect (Bennion & Daggett 2003). The indirect mechanism theory for stabilisers is supported by the fact that osmolytes are thought to exert similar effects on proteins regardless of size, net charge etc. 
More recently it has been accepted that this separation of direct and indirect mechanisms is far too simplistic to explain the action of all cosolutes on protein stability. Firstly the categorisation of direct and indirect mechanisms being based on whether water is involved is misleading as there are mechanisms which could be described as both direct and indirect under this definition. Some direct interactions with the protein are actually mediated by water, such as how denaturants are suggested to interact with the hydrophobic core of the protein (Godawat et al. 2010). Also mechanisms involving interactions with the peptide backbone, discussed further in section 1.4.5, can be mediated through water via a so called ‘osmophobic effect’, which doesn’t fit the definitions of direct or indirect mechanisms exclusively (Bolen & Baskakov 2001).
Furthermore, recent work across a number of disciplines has shown that one singular molecular mechanism cannot be responsible for all stabilising or destabilising effects on proteins by different cosolutes. It is even highly unlikely that only one mechanism is responsible for the effects of a single cosolute on protein stability. This is particularly true where the effects on protein stability vary depending on cosolute concentration. Molecular dynamics simulations have recently shown urea to denature chymotrypsin inhibitor 2 through a mixture of direct interaction with polar residues and the peptide backbone, and indirect mechanisms involving the weakening of water structure (Bennion & Daggett 2004). Experimental techniques have also shown the Hofmeister salts to affect the stability of lysozyme through a mixture of direct and indirect mechanisms depending on whether high, medium or low concentrations of salt are present (Bye & Falconer 2013).
To summarise, although a broad separation of mechanisms based on whether they involve direct interactions with the protein or global effects on water structure can at times be useful, there are mechanisms that cannot be easily defined as one type or the other. The complexity and diversity of mechanisms that exist within these two groups mean it is rarely a specific enough description to gain substantial insight into how cosolutes stabilise or destabilise proteins.
[bookmark: _Ref459881632][bookmark: _Toc485712750]Direct interactions between cosolutes and proteins
Many scientists believe that all stabilising cosolutes are ‘excluded’ from the protein surface (see section 1.4.3.2), and exert their effects through indirect interactions mediated by water. However, there is a plethora of evidence to suggest that both stabilising and destabilising cosolutes can interact directly with proteins via a number of different interactions. Direct interaction with the protein will cause stabilisation where these interactions are more favourable in the native than in the denatured state and vice versa according to Le Chatelier’s principle. These direct interactions can be nonspecific with the protein surface or can be between the cosolute and specific amino acids or regions on the protein (Shukla et al. 2011b; Kamerzell et al. 2011). One of the currently accepted major hypotheses used to explain cosolute effects on protein stability is direct interaction with or repulsion from the peptide backbone. Due to the fact that the repulsion results in a water-mediated effect this is discussed separately in section 1.4.5.
Electrostatic interactions
One of the most obvious ways that a charged cosolute can interact directly with the protein is via electrostatic interactions with oppositely charged side chains. Although these are normally strong interactions, the high dielectric constant of water makes them much weaker in aqueous solutions. Isothermal Titration Calorimetry (ITC) experiments have proven the existence of electrostatic interactions between polyanions and proteins (Joshi et al. 2008). Equally a Differential Scanning Calorimetry (DSC) study attributed small but specific changes in protein stability in the presence of low concentrations of different Hofmeister ions to direct electrostatic interactions with charged side chains (Bye & Falconer 2013). One of the simplest and most commonly used ways of testing whether electrostatics are responsible for effects on protein stability is to add sodium chloride to test for screening of the interactions. This was done in a study that concluded that phytate, a negatively charged polyanion, did interact electrostatically with the positively charged protein lysozyme, as its effects on protein stability measured by DSC were screened by the presence of sodium chloride (Bye et al. 2013). Due to the specificity of electrostatic interactions, any protein stability effects caused by electrostatics are usually visible at very low concentrations of cosolute.
Hydrogen bonding
Most if not all cosolute molecules have to capacity to interact with either the protein or the solvent via hydrogen bonding, and despite the weak nature of the interaction, the number of potential sites for hydrogen bonding is vast, meaning that it has the potential to noticeably affect protein stability (Kamerzell et al. 2011). It is thought to be one of the major destabilising mechanisms of urea (Sagle et al. 2009). But equally it is thought to be the mechanism by which most sugars stabilise proteins, due to the fact that during freezing or dehydration they are able to replace the stabilising hydrogen bonds that the protein normally forms with water (Rudolph & Crowe 1985; Carpenter & Crowe 1989). Hydrogen bonding is also thought to be one of the major interactions involved in self-association of a number of cosolutes that form clusters in solution (Shukla et al. 2011b).
Cation-π and dispersion interactions
Cation-π interactions with aromatic amino acid residues on the protein surface are a possible important direct interaction for positively charged cosolutes. There are a number of examples in the literature where cation-π interactions are the principal mechanism for direct interaction for both stabilising and destabilising cosolutes. It is well documented that arginine residues consistently form cation-π interactions with tryptophan residues within the protein structure (Gallivan & Dougherty 1999). Molecular dynamics simulations of both GdnHCl (Mason et al. 2009) and arginine (Shukla & Trout 2010) in solution have shown them to interact with aromatic amino acid residues, and at least for arginine this was hypothesised to be the cause of its anti-aggregation effects through stabilisation of the partially unfolded state. A crystallographic study also demonstrated high affinity binding of glycine betaine and proline betaine, both strong stabilisers, to tryptophan residues on an E. coli periplasmic ligand binding protein via cation-π interactions (Schiefner et al. 2004).
Dispersion interactions between two polarisable molecules can also be an important way of interacting with the protein surface for uncharged molecules in the absence of hydrogen bonding. A molecular dynamics simulation has shown that dispersion interactions between urea and the peptide backbone and side chains of a protein, which are stronger than the dispersion interactions with water, are partly responsible for its denaturing capabilities (Hua et al. 2008). Equally molecular dynamics simulations have shown arginine to form dispersive interactions with polar residues on the protein via its alkyl chain (Shukla & Trout 2010; Shukla & Trout 2011a). 
Other factors affecting direct interactions
Although many cosolutes will be capable of participating in at least some of these direct interactions it is worth bearing in mind that the size of the cosolute may affect its ability to interact with the protein surface in this way due to steric exclusion. It is therefore fairly straightforward to characterise these interactions for the Hofmeister salts. When considering small organic molecules with multiple functional groups that are capable of interacting with the protein in a variety of ways, and are also larger than salts, it becomes more complicated. This is particularly true where cosolutes are thought to form clusters in solution (see section 1.4.7).
It is worth noting that ‘hydrophobic interactions’, whereby hydrophobic groups on cosolutes interact with hydrophobic groups on the protein due to their preference to not interact with water, can be classed as direct as briefly discussed in the previous section. However, for the purpose of this review they will be discussed in the following section as a water-mediated effect.
[bookmark: _Ref458439266][bookmark: _Toc485712751]Water-mediated effects
When considering the effects of a cosolute on protein stability in any aqueous context it is important to remember that this is a three-component system, with water playing just as important a role as the cosolute and the protein. A very large amount of research has been done over many years on the effects of the Hofmeister salts on water and how this translates to effects on protein stability (Pegram & Record 2007; Pegram & Record 2008; Kunz, Henle, et al. 2004; Kunz, Lo Nostro, et al. 2004). Much of this is relevant to interpretation of the effects of small organic molecules. Although the biophysics of water is itself worthy of an entire literature review the major aspects of water-mediated effects on protein stability on addition of cosolutes are discussed here. A major complication in the interpretation of the role of water in the effects of cosolutes on proteins is that the structure and behaviour of both bulk and hydration water is still heavily debated. 
A simplified picture of water structure is as a mixture of two interchanging classes; less dense, more structured water (with more hydrogen bonding) and more dense, less structured water (with less hydrogen bonding) (Gliński & Burakowski 2011). Hydration water has been shown to be different to bulk water in terms of the amounts of these two interchangeable species, although the nature of the perturbation depends on the surface being hydrated (Higo & Nakasako 2002; Yokomizo et al. 2005). This makes the interpretation of protein hydration fairly complicated due to the fact that the protein surface is extremely heterogeneous. In general, favourable hydrogen bonding between water and polar or charged residues on the protein surface mean the tightly bound hydration shell of the protein is considered to be more ordered and less dense than bulk water. Traditionally this more structured water is considered to extend no further than the first hydration layer of around 5 Å (Sinha et al. 2008). There have recently been a number of experimental studies that suggest the hydration shell surrounding proteins may be extended. Terahertz time domain spectroscopy (THz-TDS) experiments in particular have recently shown overlapping hydration layers between λ*6-85 repressor proteins extending 22 Å from the protein (Ebbinghaus et al. 2007). Similar THz-TDS experiments using bovine serum albumin (BSA) also calculated extended hydration layers of 15 Å (Bye, Meliga, et al. 2014). Results from dielectric spectroscopy experiments on lysozyme also demonstrate hydration layers of a similar magnitude (19.1 – 19.6 Å) (Wolf et al. 2012). Understanding the structure and dynamics of hydration water and bulk water is important in order to interpret how the addition of cosolutes alters these properties, and how that can translate to changes in protein stability. 
[bookmark: _Ref456083118][bookmark: _Ref462648922]Kosmotrope and chaotrope theory
One of the older and more contested theories related to water-mediated effects originates from a mechanism originally suggested for the Hofmeister salts involving long-range changes in the structure of water, which was first used to explain viscosity changes and much later related to effects on proteins (Cox & Wolfenden 1934; Collins & Washabaugh 1985). As such it could be considered the original ‘indirect effect’. Under this theory molecules that stabilise proteins do so through making water more structured, termed ‘kosmotropes’. Conversely destabilising molecules are thought to break water structure, and as such are termed ‘chaotropes’. More specifically, structure-making cosolutes increase the population of the less dense more structured water surrounding the cosolute and structure-breaking cosolutes increase the population of the more dense less structured water surrounding the cosolute. It is worth noting that in both of these scenarios the structure altering effects on water are thought to be long-range. There have been a number of molecular dynamics simulations carried out that support this theory for both stabilisers (Zou et al. 2002), and destabilisers (Vanzi et al. 1998).
More recently this theory has been heavily contested, with a number of experimental studies disproving any long-range effects on water structure. Pressure perturbation calorimetry (PPC) is a technique that can be used to probe cosolute effects on water structure by measuring the temperature dependence of the cosolute’s partial compressibility. The effects on water structure of a variety of common cosolutes with known effects on protein stability showed no correlation between long-range effects on water structure and effects on protein stability (Batchelor et al. 2004). It was even discovered that certain cosolutes that stabilise proteins actually exhibited structure breaking properties. A study using femtosecond pump-probe spectroscopy also concluded that both protein stabilisers and protein destabilisers had no effect on hydrogen bonding beyond their first hydration shell, meaning that long-range perturbations of water structure surrounding cosolutes is unlikely (Omta et al. 2003). However, shorter range effects of cosolutes on water structure are thought to constitute a potential mechanism of action on protein stability, which is discussed in section 1.4.3.4.
[bookmark: _Ref455651654][bookmark: _Ref462648901]Preferential interaction and exclusion theory
The basic premise of preferential interaction theory is that in a three component system of protein, water and cosolute, the cosolute will either preferentially accumulate at (or interact with) the protein surface, or be preferentially excluded from the protein surface, meaning the protein is preferentially hydrated by water (Figure 1‑6). The resulting effect on protein stability is stabilisation in the case of preferential hydration, and destabilisation as a result of preferential accumulation or interaction. Preferential exclusion stabilises the protein against denaturation as the cosolute ‘prefers’ to not interact with the protein surface. This unfavourable interaction will be greater with the unfolded state due to more of the protein surface being exposed to the solvent. Therefore, the state with the least exposed surface area, in this case the native state, is favoured. The opposite is true for preferential interaction; the denatured state is favoured as there will be more protein surface exposed for the favourable interactions between cosolute and protein.
[image: ]	Comment by Lauren Platts: Figure reformatted to remove space above and below. Figure legend includes reference now.
[bookmark: _Ref456108040][bookmark: _Ref456108021][bookmark: _Toc482633164]Figure 1‑6. Schematic drawing showing preferential interaction/binding (a) and preferential exclusion/hydration (b) as developed by Timasheff and coworkers. Figure adapted from theory presented in Arakawa & Timasheff (1982a;1982b;1983).
Preferential interaction theory is one that is well established, well studied and still widely accepted. It is a theory that still appears to hold true for a large number of cosolute molecules ranging from salts (Arakawa & Timasheff 1982a), to sugars (Arakawa & Timasheff 1982b) and amino acids (Arakawa & Timasheff 1983). Originally based on Kirkwood & Buff theory of solutions (Kirkwood & Buff 1951), the linking of preferential interaction theory to protein stabilisation and destabilisation by cosolutes was developed and applied to various systems by Timasheff and co-workers over many years (Table 1‑7). More recently Vapour Pressure Osmometry (VPO) has been used to confirm that a number of stabilising cosolutes are preferentially excluded from the surface of BSA, and more specifically that the degree of exclusion corresponds with the cosolute’s ability as an osmoprotectant (Courtenay et al. 2000). The same group also demonstrated preferential interaction of both urea and guanidinium with BSA using the same technique (Courtenay et al. 2001).
[bookmark: _Ref456946772][bookmark: _Ref456946755]Table 1‑7. Preferential interaction data recorded in the literature for a selection of stabilising small molecules and denaturants
	Cosolute
	Preferentially bound or excluded
	Proteins used
	Experimental technique used
	Reference

	Stabilising cosolutes

	Arginine
	(1) <0.5 M Neutral, >0.5 M Excluded
(2) Excluded
(3) Neutral
(4) Weakly excluded
	(1) BSA, Lysozyme, α-chymotrypsinogen
(2) Lysozyme
(3) BSA
(4) RNase A
	(1)VPO, Densimetry
(2;3;4) High precision densimetry
	(1)(Schneider & Trout 2009) (2&3)(Kita et al. 1994)
(4)(Lin & Timasheff 1996)

	Betaine
	Excluded
	(1) Lysozyme
(2;3) BSA
	(1;2) High precision densimetry
(3) VPO
	(1)(Arakawa & Timasheff 1985) (2)(Arakawa & Timasheff 1983) (3)(Courtenay et al. 2000)

	Glucose
	Excluded
	RNase A, Lysozyme, Chymotrysinogen A, β-lactoglobulin, BSA, Ovalbumin
	High precision densimetry
	(Arakawa & Timasheff 1982b)

	Glycerol
	Excluded
	(1;2) BSA
(2) Lysozyme, α-chymotrypsinogen
	(1;2) VPO
(2) High precision densimetry
	(1)(Courtenay et al. 2000)
(2)(Schneider & Trout 2009)

	Glycine
	Excluded
	Lysozyme
	High precision densimetry
	(Arakawa & Timasheff 1985)

	Lactose
	Excluded
	RNase A, Lysozyme, Chymotrysinogen A, β-lactoglobulin, BSA, Ovalbumin
	High precision densimetry
	(Arakawa & Timasheff 1982b)

	Lysine hydrochloride
	(1) Excluded
(2) Neutral
(3) Bound
	(1)BSA, Lysozyme, β-lactoglobulin
(2) Calf brain tubulin
(3) RNase A
	High precision densimetry
	(1;2)(Arakawa & Timasheff 1984b)
(3)(Lin & Timasheff 1996)

	Lysine glutamate
	Excluded
	BSA, Lysozyme
	High precision densimetry
	(Kita et al. 1994)

	Proline
	Excluded
	(1) Lysozyme
(2) BSA
	(1) High precision densimetry
(2) VPO
	(1)(Arakawa & Timasheff 1985) (2)(Courtenay et al. 2000)

	Sarcosine
	Excluded
	Lysozyme
	High precision densimetry
	(Arakawa & Timasheff 1985)

	Serine
	Excluded
	Lysozyme
	High precision densimetry
	(Arakawa & Timasheff 1985)

	Sucrose
	Excluded
	α-chymotrypsin, Chymotrypsinogen, RNase
	High precision densimetry
	(Lee & Timasheff 1981)

	Taurine
	Excluded
	(1) Lysozyme
(2) BSA
	High precision densimetry
	(1)(Arakawa & Timasheff 1985) (2)(Arakawa & Timasheff 1983)

	TMAO
	Excluded
	BSA
	VPO
	(Courtenay et al. 2000)

	Trehalose
	Excluded
	(1) BSA
(2) RNase A
	(1) VPO
(2) High precision densimetry
	(1)(Courtenay et al. 2000)
(2)(Lin & Timasheff 1996)

	α-alanine
	Excluded
	(1) Lysozyme
(2) BSA
	High precision densimetry
	(1)(Arakawa & Timasheff 1985) (2)(Arakawa & Timasheff 1983)

	Denaturants

	Urea
	Bound
	(1;2) BSA
(2) Lysozyme, α-chymotrypsinogen
	(1;2) VPO
(2) High precision densimetry
	(1)(Courtenay et al. 2001)
(2)(Schneider & Trout 2009)

	Guanidine hydrochloride
	(1) Bound
(2) Weakly bound
(3) Strongly bound
	(1) BSA
(2) RNase A, catalase, α-lactalbumin
(3) Lysozyme, Chymotrypsinogen A, BSA, α-chymotrypsin 
	(1) VPO
(2;3) High precision densimetry
	(1)(Courtenay et al. 2001)
(2;3)(Lee & Timasheff 1974)


Timasheff and colleagues also discovered a correlation between preferential hydration and a cosolute’s ability to increase the surface tension of water, and inferred that cosolutes’ effect on the surface tension of water was a potential mechanism for protein stabilisation (Lin & Timasheff 1996). This was certainly shown to be true for many cosolutes including sucrose (Lee & Timasheff 1981), lactose, glucose (Arakawa & Timasheff 1982b) and certain stabilising salts (Arakawa & Timasheff 1982a). However, there are exceptions to the rule including an increase in surface tension of water by guanidinium (Breslow & Guo 1990), which means that the mechanism by itself cannot be responsible for the action of all cosolutes on protein stability.
When referring to the preferential interaction theory it is worth noting that preferential hydration and protein hydration are separate concepts (Timasheff 2002a). Preferential hydration does not describe changes in the interaction between the protein and the hydration shell, but rather describes that the cosolute in the three component system is absent from the protein hydration shell. This is a concept that is often misconstrued, with many researchers assuming that preferential hydration indicates that the protein has a larger or a dynamically altered hydration shell (Wallace et al. 2015; Smiatek et al. 2012). Although it is often inferred that preferential hydration means that more structured water molecules are present in the hydration shell, which results in stabilisation, in fact it is impossible to say whether the structure or dynamics of the hydration shell are altered simply from a preferential interaction parameter. Other techniques must be used to confirm or disprove whether this is the case. Furthermore, preferential interaction does not imply direct binding between cosolute and protein, only accumulation at the protein surface as opposed to the bulk (Arakawa & Timasheff 1982b). As such it should be made clear that many molecular mechanisms can be described within the preferential interaction model without being contradictory. Preferential interaction or exclusion can arise from any combination of specific and nonspecific interactions between the protein, cosolute and water, which are discussed in other subsections within section 1.4.
As with the grouping of cosolutes into those that directly interact and those that indirectly interact with the protein it is probable that the preferential interaction theory is far too simplistic to explain the various effects of cosolutes on protein stability. This is supported by the fact that there are cases where preferential interaction or hydration is concentration and protein dependent, and where preferential hydration doesn’t always result in stabilisation of the protein. More specifically, Timasheff and colleagues discovered that although magnesium chloride is preferentially excluded from proteins under conditions of low pH and low salt concentration, it does not stabilise the protein (Arakawa et al. 1990b). This led to a separate classification of cosolutes that have variable preferential interaction coefficients depending on solution conditions, which do not necessarily stabilise or destabilise the protein. It was hypothesised that this is due to a fine balance between preferential hydration and binding to the protein, which is dependent on the chemical nature of the protein surface itself, and as such will vary depending on the protein in question. Due to more of the protein surface being exposed during unfolding, it is possible that there will be more sites for preferential binding which will make the denatured state more energetically favourable and counteract the preferential hydration also taking place. 
Another of Timasheff’s studies described lysine and arginine as extensively but weakly bound to RNase A despite having parameters of preferential hydration, due to the fact that the preferential hydration increased with increasing concentrations of the two cosolutes (Lin & Timasheff 1996). This is another example of how this measurement is often misconstrued, and as such is not generally useful for describing the specific ways in which a cosolute acts on protein stability.
When referring to cosolutes that are preferentially excluded from the protein surface independent of solution conditions Timasheff described the protein itself as being essentially ‘inert’ (Arakawa et al. 1990b). However, as the protein surface can never be considered as an inert sphere due to its heterogeneous nature and ability to participate in various interactions (Nakamura 1996), it is highly likely that in reality all cosolutes experience this fine balance between preferential interaction and preferential hydration. In fact more recent VPO experiments demonstrated that even the most preferentially excluded cosolute, betaine, was excluded by less than a monolayer of water (Courtenay et al. 2000).
Effect of cosolutes on protein hydration
Preferential hydration data cannot by itself describe changes to protein hydration caused by small molecules but some research by a number of groups has described potential perturbations of protein hydration caused by the presence of small molecules in solution that do not directly interact with the protein itself. 
A Gadolinium (Gd3+) vibronic sideband luminescence spectroscopy (GVSBLS) experiment  used the ability of this technique to give a vibrational spectrum derived purely from molecules surrounding Gd3+ to probe cosolute influence on hydration waters of Gd3+ bound to calcium binding peptides (Bruździak et al. 2013). It was found that non-denaturing concentrations of urea caused weakening of the hydrogen bonds in the peptide hydration water, but this effect was subsequently reversed at higher urea concentrations, probably due to the unfolding of secondary structure. The same study also found polyols to enhance hydrogen bonding in the hydration shell, which would result in a higher enthalpy of unfolding due to hydration of the apolar core of the protein. However, the same experiment also demonstrated an effect of polyols on the structure of bulk water, which is not thought to be true (see section 1.4.3.1).
More recently an experiment using THz-TDS, which can be used to detect overlapping extended hydration layers (see introduction to section 1.4.3), demonstrated the alteration of the hydration layers surrounding a concentrated monoclonal antibody (mAb1) by the presence of proline and sucrose in solution, but not arginine. At lower concentrations of mAb1 proline and arginine altered the hydration layer but sucrose did not (Wallace et al. 2015). Although the experiment proved that ‘excluded’ cosolutes can perturb the protein hydration shell, this did not correspond to the cosolutes’ effects on protein stability, and as such cannot currently be accurately used as a potential mechanism for cosolutes. There are many more examples of the alteration of protein hydration shell structure and dynamics by cosolutes, but many of these are thought to be a result of how water interacts with the cosolute itself, or cosolute hydration, discussed in the next section.
[bookmark: _Ref456105943][bookmark: _Ref462648934]Cosolute hydration
It has long been known that the hydration of stabilising and destabilising Hofmeister salts differs. Collins demonstrated that high charge density ions, or kosmotropes (stabilisers), strongly bind the water molecules present in their hydration shell, whereas low charge density ions, or chaotropes (destabilisers), are weakly hydrated (Collins 1997). He also proved that the transition between strong and weak hydration occurred at the point at which ion-water interactions were equal in strength to water-water interactions, and that the weakly hydrated ions could be ‘pushed’ onto apolar surfaces as a result of stronger water-water interactions (Collins 1995). Based on these results it was suggested that ion pairs were preferentially formed between oppositely charged ions with similar enthalpies of hydration. Collins and co-workers also found destabilising small molecules such as urea to be equally weakly hydrated, and that stronger stabilisers (referred to as stronger kosmotropes) were the most strongly hydrated (Washabaugh & Collins 1986).
This is a theory that still holds true, and appears to be one of the characteristics that is most clearly distinguished between stabilisers and destabilisers. A recent molecular dynamics simulation of a number of ‘extremolytes’, osmolytes accumulated in extremophiles, not only showed more pronounced ordering of hydrogen bonds in the extremolytes’ hydration shells, but also more water molecules in the hydration shell compared to that of urea (Smiatek et al. 2012). Experimental data from a study involving Fourier Transform Infrared Spectroscopy (FTIR) also revealed that all stabilising cosolutes studied had shortened interatomic oxygen-oxygen distances of water in the hydration shell, which meant that the cosolute hydration shells had an enhanced water structure (Bruździak et al. 2013). The degree of shortening followed the same order as the degree of lysozyme stabilisation by the cosolutes studied. The authors also noticed that the intermolecular distance distribution of water molecules was very similar for the cosolute and the lysozyme hydration shells, and so hypothesised that this was the cause of exclusion of the cosolute and therefore of protein stabilisation. The existence of this strong hydration of stabilising small molecules has since led to the competition for water theory as an explanation for protein stabilisation, which is described in section 1.4.3.5.
[bookmark: _Ref458443031]Competition for water theory
Hofmeister described in his papers the ability of ‘water-absorbing’ ions to precipitate proteins (translated in Kunz, Henle, et al. 2004), which basically described how strongly hydrated ions locked up a large amount of the bulk water, meaning there was a lack of water available to hydrate the protein, causing precipitation. He also noticed that this precipitation phenomenon occurred for less soluble salts when more soluble salts were added to the same solution. This theory was subsequently thrown out in favour of the kosmotrope and chaotrope theory (section 1.4.3.1), and the preferential interaction and exclusion theory (section 1.4.3.2).
More recently this theory has come back into favour and has been named the ‘competition for water’ theory (Figure 1‑7) (Bye & Falconer 2014). It describes the mechanism by which strongly hydrated cosolutes cause stabilisation of proteins when present at higher concentrations, and was proven as a mechanism for protein stabilisation for high concentration Hofmeister salts. The definition of higher concentrations here depends on the strength of the hydration. At these ‘higher concentrations’ of cosolute much of the bulk water has now been sequestered by the large number of cosolute molecules present in solution. This means that there is very little bulk water left to hydrate the apolar core of the unfolding protein, and so if the protein were to unfold it would have to compete with the cosolute for hydration waters. This increases the Gibbs free energy of unfolding and so the protein becomes more stable
[image: ]	Comment by Lauren Platts: White space removed from top and bottom of image. Font improved to be more readable.
[bookmark: _Ref458611070][bookmark: _Ref458611052][bookmark: _Toc482633165]Figure 1‑7. Schematic drawing showing competition for water theory adapted from (Bye & Falconer 2014). Right panel demonstrates that at high concentrations of cosolute there is very little bulk water left to hydrate the apolar core of an unfolding protein. This means it has to compete for water with the strongly bound hydration shells of stabilising cosolutes
The competition for water theory also goes hand in hand with the theory that the weakly hydrated cosolutes destabilise proteins by being pushed onto the apolar parts of the protein (Collins 1997), with the two theories being opposite mechanisms for stabilisation and destabilisation. It has been explained as such in a neutron diffraction study on guanidinium and thiocyanate ions, both weakly hydrated ions (Mason et al. 2003). If ‘preferential hydration’ is considered by its original definition of the exclusion of cosolutes from the hydration shell of the protein (Timasheff 2002b), the competition for water theory presents a molecular-level mechanism for this exclusion and an explanation as to why this results in protein stabilisation. Moreover, competition for water presents a clear potential mechanism for why cells accumulate these small organic molecules as osmolytes in response to osmotic stress (Yancey et al. 1982; Khan et al. 2010).
[bookmark: _Toc485712752]Transfer model
The Transfer model, designed by Tanford (Tanford 1964) for the denaturation of proteins in urea, was originally created to relate the transfer free energy of both the native and denatured state of the protein from water into aqueous cosolute solution (Figure 1‑8A), in order to understand the contributions of various functional groups on the protein to this transfer free energy. This transfer model has since been applied to the stabilisation of proteins by stabilising small molecules (Bolen & Baskakov 2001) (Figure 1‑8B). The major difference between the two transfer models being that in denaturant the ΔG1 MN-D will be smaller than ΔGΟN-D , whereas for stabilising cosolutes it will be larger, hence why destabilisation and stabilisation occur respectively. When looking at the thermodynamic cycles drawn out it is clearly visible that this is related to differences in the transfer free energy of the native and denatured states (Figure 1‑8: ΔGtr N; ΔGtr D respectively). In the case of denaturant ΔGtr N and ΔGtr D are both favourable (negative values), but ΔGtr D is larger due to net favourable interactions of urea with protein; more of the protein is exposed in the denatured state so the protein is destabilised. The opposite occurs for stabilising cosolutes due to net repulsion from the protein; both ΔGtr values are positive (unfavourable) but ΔGtr D is more positive and so more unfavourable, leading to stabilisation.


[bookmark: _Ref459022977][bookmark: _Ref459022962][bookmark: _Toc482633166]Figure 1‑8. Schematic diagram of the transfer model originally suggested by Tanford for the transfer of a protein from water into urea (A) in its native (N) and denatured state (D). This has subsequently applied to stabilising cosolutes (b). It shows the linking between the Gibbs free energy of unfolding in cosolute and water and the Gibbs free energy of transfer of the protein from water to cosolute (ΔG1 MN-D – ΔGΟN-D = ΔGtr D – ΔGtr N). In A ΔGtr < 0, in B ΔGtr > 0. Figure adapted from (Auton & Bolen 2007).
This model provides a simple thermodynamic explanation for the preferential interaction and exclusion theory. However, as discussed in section 1.4.3.2, these models are overly simplistic. One of the major reasons that the Transfer model does not provide much insight into the mechanisms governing cosolute effects on protein stability is that it is based on 1 M cosolute, and the relationship between Gibbs free energy and cosolute concentration is assumed to be linear. This is discussed earlier in this literature review with reference to the m-value and has been disproven (section 1.4).
The usefulness of this model stems from the fact that Tanford separated out the transfer free energies into contributions from charged groups, hydrophobic side chains, uncharged polar side chains and peptide groups. This is important when comparing the Gibbs free energy of the denatured and native states, as the fractions of the various groups differ between the two states. The contributions of these various groups to the transfer free energies have been shown to be additive (Auton & Bolen 2004). This separation of the various functional groups laid way for the development of the well supported hypothesis that the peptide backbone plays a major role in determining whether a protein is stabilised or destabilised in the presence of a cosolute.
[bookmark: _Ref460079516][bookmark: _Toc485712753]Interactions with peptide backbone
Stabilising small organic molecules tend to stabilise all proteins regardless of size, charge, shape etc., and as such were evolutionarily selected for as osmolytes in cells to stabilise proteins against various denaturing stresses (see section 1.3.3). Due to this ubiquitous action it has long been thought that they must act in mechanistically similar ways on all proteins, despite the variety in protein structure. This pointed to either ‘solvophobic’ interactions with apolar groups, which is a known major mechanism for protein folding in non-cosolute conditions (Dill 1990), or interactions mediated by water (see section 1.4.3).	Comment by UOS: Formatting error corrected: section 0 to section 1.3.3
Around 20 years ago it was first proposed, by using the Transfer model described above, that unfavourable interaction between stabilising cosolutes and the peptide backbone unit were the driving force for preferential exclusion (Liu & Bolen 1995), and was named the ‘osmophobic effect’. The osmophobic effect causes protein stabilisation as the peptide backbone is highly buried in the native state of the protein. This makes denaturation more unfavourable as more of the backbone would be exposed to the solvent and cosolute (Bolen & Baskakov 2001). Although amino acid side chains as a collective were found to have weak favourable interactions with sucrose and sarcosine, this was hugely counteracting by unfavourable interactions with peptide backbone units. This stabilising force is multiplied when the large number of peptide backbone units present in a protein is considered. The same research group also proved that urea, a denaturant, showed favourable interactions with the peptide backbone (Qu et al. 1998). It was also shown that certain stabilising cosolutes had favourable interactions with hydrophobic side chains of a similar strength to urea, suggesting that this interaction is not the cause of protein stabilisation or destabilisation by cosolutes, but that the nature of the interaction with the peptide backbone could be. It was also demonstrated that, if the interactions with the peptide backbone are considered to be additive, the osmophobic effect could be responsible for the counteraction of urea by TMAO (Wang & Bolen 1997).
This theory still stands as a plausible explanation for cosolute effects on protein stability; the measurements of transfer free energy of the peptide backbone have been found to be independent of model compound and concentration scale, giving the theory more support (Auton & Bolen 2004). A molecular mechanism to explain the osmophobic effect was recently proposed. The degree of unfavourability of the transfer free energy of peptide backbone from water to osmolyte solution was shown to be negatively correlated with the fractional polar surface area of the osmolyte (Street et al. 2006), suggesting the interaction was more favourable than with nonpolar surface of the osmolyte. However, there was no correlation with total polar surface area of the osmolyte, meaning there is a still a level of complexity that is not currently understood about why osmolytes are excluded from the peptide backbone.
Interestingly, the osmophobic effect has also been suggested as an extra mechanism for protein folding that is as important as those first suggested by Kauzmann (Kauzmann 1959) (see section 1.1) even in the absence of cosolutes (Rose et al. 2006). When also considering that proteins naturally exist in the complex intracellular environment that likely contains numerous cosolutes that have favourable or unfavourable interactions with the peptide backbone, it becomes clear that it has an important role to play in protein stability (Bolen & Baskakov 2001).
[bookmark: _Toc485712754]Structural similarities to Hofmeister salts
A major difficulty with determining how complex cosolutes interact with proteins is that they have multiple functional groups and as such are capable of interacting with proteins in a number of ways. It would therefore make sense in determining the mechanisms of small organic molecules’ effects on protein stability to compare them to structurally similar salts and smaller functional groups. This is especially true when considering the plethora of research that exists on Hofmeister salts (section 1.3.1).
Some of the early cell biology papers approach the study of osmolytes in this way. Clark & Zounes when studying the various salts and osmolytes – termed ‘nitrogenous solutes’ – of a euryhaline polychaete, discussed the link between the structure of various stabilising salts and the structure of various functional groups present in the stabilising osmolytes (Figure 1‑9) (Clark & Zounes 1977).


[bookmark: _Ref460081116][bookmark: _Toc482633167]Figure 1‑9. Some stabilising small molecules and their structurally similar stabilising salts according to (Clark & Zounes 1977)
Interestingly, Bowlus and Somero suggested that the reason arginine was not accumulated in cells, but rapidly converted into octopine, was due to the combination of their respective functional groups’ effects on protein stability. Both molecules contain a destabilising guanidinium group, but in the case of octopine its glutaric acid group offsets the effects, whereas in arginine the glycine group does not. Equimolar concentrations of 0.2 M of the two functional groups were found to have very similar effects on protein stability (measured by Tm) to 0.2 M of the corresponding osmolyte (Bowlus & Somero 1979). Despite this being a potential way of discovering the molecular mechanisms governing stabilising cosolutes, there has not since been any more major research done to support or disprove it. Occasionally arginine is considered to show characteristics similar to guanidinium, but this is rarely explored further (Ishibashi et al. 2005; Shah & Shaikh 2015; Xie et al. 2004).
[bookmark: _Ref458522735][bookmark: _Toc485712755] Additive-additive interactions
One particular aspect of cosolute behaviour in solution that has the potential to contribute to protein stability and solubility, but is often ignored, is that of interactions between cosolutes in the solution. This is obviously a mechanism that contributes to solutions that contain numerous cosolutes, which is discussed in section 1.6. Less obvious but equally as likely is the potential for cosolute molecules of the same type to self-associate in solution. The ability of cosolutes to self-associate has been known for a long time, particularly with respect to ion pairing between anions and cations in salt solution (Collins 2004; Schneider et al. 2011; Shukla et al. 2011a). However, an extensive review of additive-additive interactions and relation of this to effects on protein stability and solubility has only been completed as recently as 2011 (Shukla et al. 2011b). 
One of the principal issues with widespread acceptance of cosolute self-association effects is that the majority of studies done in this area are based on molecular dynamics simulation, and experimental data is lacking, as molecular dynamics simulations give the advantage of being able to monitor specific interactions in the solution. Despite this, it is important to not underestimate the ability of cosolute-cosolute interactions to affect how the cosolute is able to interact with water and the protein. In a three component system of water, protein and cosolute, cosolute-cosolute interactions constitute one of six types of interactions that are able to take place (Figure 1‑10). 


[bookmark: _Ref453860916][bookmark: _Ref459970705][bookmark: _Toc482633168]Figure 1‑10. The various interactions that can occur in a three-component system of protein and cosolute dissolved in water. Adapted from Miyawaki et al (2014)	Comment by UOS: Reference style altered
Based on Figure 1‑10 it can be seen that cosolute-cosolute interactions are likely to happen if the interaction is more energetically favourable than the cosolute interacting with water or the protein. This can occur simply when water-water hydrogen bonding is stronger than water-cosolute interactions (Stumpe & Grubmüller 2007a). In other words direct attractive interactions are not necessarily essential for cosolute-cosolute interactions to occur and so this phenomenon may be more widespread than generally thought. Nearly all groups of stabilisers, including sugars and amino acids (Samuel et al. 2008; Mason et al. 2003; Shukla et al. 2011a; Shukla & Trout 2011a; Lerbret et al. 2007), and even some denaturants (Mason et al. 2004; Stumpe & Grubmüller 2007a) have all been shown to have the capability to self-associate. In the case of stabilising cosolutes it is generally suggested that cluster formation leads to increased stabilisation due to increased preferential exclusion of the cosolute from the protein surface. This was established through alteration of the counterion of arginine and comparison of clustering extent and preferential interaction parameters (Schneider et al. 2011). Increased cluster formation is also thought to increase aggregation suppression through a similar mechanism. More experimental data backing up these suggested mechanisms is required in order to fully understand how and when cosolute-cosolute interactions occur and how they affect the cosolute’s ability to modulate protein stability.
Cluster formation is often used to explain the unique behaviour of arginine, which is apparently able to decrease aggregation without any negative effect on protein stability (Ishibashi et al. 2005). However, the interactions by which these clusters form is still heavily debated (Shukla & Trout 2011a; Schneider & Trout 2009). Arginine self-association is discussed in more detail in section 1.7.1.1.
[bookmark: _Toc485712756]Unpredicted effects of cosolutes on protein stability
[bookmark: _Ref460078303][bookmark: _Toc485712757]Protein destabilisation by stabilising cosolutes
‘Osmolytes’ are mostly discussed in the literature as stabilising cosolutes, and are often stated to stabilise proteins universally. It is clear from Table 1‑4 that the degree of stabilisation varies significantly between proteins and also between conditions including pH, cosolute concentration, and buffer conditions. Interestingly there are also a variety of conditions under which certain stabilising cosolutes have been shown to destabilise proteins (Singh, Poddar, Dar, Kumar, et al. 2011).	Comment by UOS: Reference is correct: There are multiple papers from 2011 with Singh, Poddar & Dar, hence why 4 author names have been listed.
Quite commonly stabilising cosolutes are shown to have very little effect on melting temperature of the protein (see Table 1-4 taurine) (Haque, Singh, Ahmad, et al. 2005), but may be stabilising the protein in another way that has not been measured e.g. against environmental stresses other than temperature. Equally there are many examples of the existence of an optimum cosolute concentration for stabilisation, above which destabilisation of the protein begins to occur, especially with the methylamines (Santoro et al. 1992; Knapp et al. 1999). However, this still tends to result in protein stabilisation in comparison to the absence of cosolute and so cannot strictly be termed destabilisation.
In the case of methylamines, there is substantial evidence to suggest that they are likely to destabilise proteins under pH conditions that are lower than their pKa (Table 1‑8). Depending on the protein this can be a fairly large destabilisation, as can be seen for the 7 °C destabilisation of prion protein at pH 4 by 0.1 M TMAO (Granata et al. 2006). These occurrences of destabilisation have been mostly attributed to a switch in the balance between unfavourable interaction with peptide backbone and favourable interaction with side chains, with more favourable interactions causing the destabilisation to occur (Singh, Poddar, Dar, Kumar, et al. 2011; Singh et al. 2005; Ignatova & Gierasch 2006; Haque, Singh, Moosavi-Movahedi, et al. 2005; Poddar et al. 2008). If the interactions with side chains are electrostatic, it makes sense that altering the pH of solution past the pKa of the cosolute could alter this balance.


[bookmark: _Ref459217026]Table 1‑8. Incidences of protein destabilisation by stabilising cosolutes. If more than one condition of destabilisation is discussed in reference 'degree of destabilisation' states the most destabilising condition
	Osmolyte
	Protein
	Measure of stability
	Destabilising conditions
	Degree of destabilisation
	Reference

	Betaine
	Lysozyme
	Tm
	Low pH
	ΔTm of -0.5 °C at 1 M pH 3.5 & 0.5 M pH 3
	(Singh et al. 2009)

	Betaine
	α-lactalbumin
	Tm
	Low pH
	ΔTm of -6.6 °C at 1 M pH 4
	(Singh et al. 2009)

	Betaine
	GFP
	CD to monitor protein structure
	“High” concentration 10 mM
	Partial unfolding of secondary structure and loss of tertiary structure
	(Natalello et al. 2009)

	TMAO
	Lysozyme
	Tm
	Low pH (below pKa of 4.7)
	ΔTm of -5.4 °C at 1 M pH 2.5
	(Singh et al. 2005)

	TMAO
	RNase A
	Tm
	Low pH (below pKa of 4.7)
	ΔTm of -4 °C at 1 M pH 2
	(Singh et al. 2005)

	TMAO
	α-lactalbumin
	Tm
	Low pH (below pKa of 4.7)
	ΔTm of -5 °C at 1 M pH 4
	(Singh et al. 2005)

	TMAO
	Prion protein
	Tm
	Low pH (below pKa of 4.7)
	ΔTm of -7 °C at 0.1 M pH 4
	(Granata et al. 2006)


All of the charged amino acids have been shown to destabilise proteins at least under certain conditions (Table 1‑4), although this is unsurprising as they are mostly not naturally present in cells as osmolytes (Table 1‑5). Interestingly glutamate is shown to destabilise IgG despite being used as an osmolyte, although the destabilisation recorded is very small (Falconer et al. 2011).
The destabilisation of proteins by certain osmolytes at low pH and high concentration causes no issues to their use in cells, as physiological pH is maintained and osmolytes are generally only present at concentrations up to several millimolar (Singh, Poddar, Dar, Rahman, et al. 2011). However, their utility as excipients in biopharmaceutical formulations becomes more limited (see section 1.3.3.3). Most importantly, understanding the conditions which cause stabilising small molecules to become destabilising could help reach a consensus on the mechanisms by which these molecules affect protein stability.	Comment by Lauren Platts: section 0 corrected to appropriate section
[bookmark: _Toc485712758]Protein stabilisation by denaturants
Similarly to stabilising cosolutes occasionally destabilising proteins there have been a number of cases reporting protein stabilisation by denaturants. This is particularly true for GdnHCl. Non-denaturing concentrations of GdnHCl appear to stabilise at least certain proteins, including RNase T1 (Mayr & Schmid 1993), Fyn tyrosine kinase SH3 domain (Zarrine-Afsar et al. 2006), RC-RNase 3 (Solé et al. 2013) and ubiquitin (Makhatadze et al. 1998) against thermal stress. GdnHCl was even found to stabilise RNase T1 against urea-induced denaturation (Mayr & Schmid 1993). Although it was still found to destabilise RNase A in a linear fashion (Mayr & Schmid 1993). Most of these occurrences of stabilisation are found at low concentrations of GdnHCl (< 300 mM), but in the case of ubiquitin 1 M GdnHCl dramatically stabilises by 14.1 °C – a level of stabilisation not often observed even for stabilising cosolutes (see Table 1‑4).
A number of mechanisms for stabilisation have been suggested. The most commonly suggested being that, due to the ionic nature of GdnHCl, at low concentrations it binds to a common cation binding site on the native state of the protein, similar to other cations that stabilise such as NaCl (Mayr & Schmid 1993; Solé et al. 2013). Due to this specific binding site being situated on the native state, stabilisation occurs. At higher concentrations it reverts to its usual destabilising behaviour due to weak or indirect interactions. For proteins that contain specific arginine-binding sites in the native state, it appears that GdnHCl is capable of acting as a ligand and stabilising through this mechanism (Zarrine-Afsar et al. 2006). 
It has also been suggested that at low pH the chloride ion, which will be fully dissociated from Gdn, is responsible for protein stabilisation via binding, and the Gdn effects are not visible until much higher concentrations (Makhatadze et al. 1998). The effect of the counterion is clearly important, as guanidinium sulphate is highly stabilising at all concentrations (Graziano 2011). It is probable that when anion and cation are fully dissociated there will be multiple possible interactions with the protein that will balance and counteract each other to produce a specific effect on protein stability. This was visible in a DSC study of the effect of multiple Hofmeister ions on the thermal stability of lysozyme (Bye & Falconer 2013).
There is very little evidence to suggest that urea is capable of stabilising proteins, probably due to the fact that it is not ionic in nature. Urea, along with GdnHCl, has been shown to have an entropically stabilising effect on the CO dissociation reaction from native ferrocytochrome c (Bhuyan 2002). However, this is a very specific example of a stabilising effect and so it is unlikely that this can be inferred for the stabilisation of other proteins.
[bookmark: _Ref453859258][bookmark: _Toc485712759]Effects of mixed cosolutes on protein stability
In pharmaceutical formulations a number of different excipients are generally combined in a single formulation to control protein stability and solubility. The crowded cell environment when exposed to osmotic stress will also likely accumulate a mixture of various osmolytes to combat said stress. In both of these situations a ‘cosolute cocktail’ is present and as such intra-solvent interactions have the potential to alter the way in which the cosolute interacts with the protein (Shukla et al. 2011b), and the number of potential interactions may be even larger than the intra-solvent interactions discussed in section 1.4.7 for three-component systems. As the mechanisms governing the actions of individual cosolutes on protein stability are still unclear, elucidating the mechanisms governing the actions of mixed cosolutes on protein stability is even more complicated.	Comment by UOS: ‘Also’ removed from start of sentence
It is clear from Table 1‑4 that the presence of salt-containing buffers has an effect on the melting temperature recorded for stabilising cosolutes, which is a very simplistic example of cosolute mixtures’ effects on protein stability. Equally the counteracting effect of methylamines to the protein destabilisation by urea in cell biology is well-documented (Yancey & Somero 1980; Lin & Timasheff 1994; Wang & Bolen 1997; Yancey 2004). Some of the major examples of mixed cosolutes are discussed below. It is clear from the literature that there is currently no consensus on whether cosolutes when present in mixtures act independently or synergistically.
[bookmark: _Ref460078607][bookmark: _Toc485712760]Counteraction of urea by methylamines
It is well documented that the denaturing and destabilising effects of urea can be counteracted by the presence of methylamines at a ratio of 2:1 urea: methylamine (Yancey & Somero 1980). This is a combination that is commonly used as a protective strategy against osmotic stress by a number of organisms including cartilaginous marine fishes, coelacanth, and in mammalian kidneys (Yancey et al. 1982). Despite both urea and methylamines alone being potentially deleterious to protein function, it is thought that this system evolved in order to utilise urea as an osmolyte in cells where it is present without the need for cells to evolve specialised proteins. Although the specific ratios in which urea and methylamines exist naturally are well established, the mechanisms by which this counteraction occurs are not.
A number of studies indicate that urea and methylamines even when present in a mixture act independently and additively on proteins. This suggests that the mechanisms by which they act on proteins will be similar to those responsible when they are not present in a mixture. This has been shown experimentally for urea with both sarcosine (Holthauzen & Bolen 2007) and TMAO (Mello & Barrick 2003). Preferential interaction data also support additivity, with TMAO having no effect on urea’s preferential interaction parameters with both native and denatured proteins (Lin & Timasheff 1994). However, this counteraction ability is unique to the methylamines amongst the osmolyte classes (Khan et al. 2013b), which would suggest that additive mechanisms are not responsible as other stabilising cosolutes would also be able to counteract urea’s destabilisation.
There is also a plethora of evidence to suggest the opposite of this; that urea-methylamine mixtures act in a synergistic manner on proteins. A similar experimental study to those described above, using the same marginally stable protein (notch-ankyrin domain), demonstrated that using urea-TMAO mixtures results in urea being a less effective denaturant and TMAO a more effective stabiliser. This was attributed to protein surface effects due to a more expanded denatured state (Rosgen 2015). Other experimental studies have proven a synergistic effect of all methylamines with urea on α-chymotrypsin (Venkatesu et al. 2009), and cyclic dipeptides (Venkatesu et al. 2007). The synergistic effect has been mechanistically attributed to strong interaction of methylamines with both water and urea, meaning that methylamine solvation is preferred over protein solvation, making unfolding more unfavourable (Paul & Patey 2007). All of these experimental studies used m-values to determine the effects of one cosolute on another. As described in section 1.4, m-values are not a reliable way of describing a cosolute’s effects on protein stability, due to the fact that most cosolutes do not affect stability in a linear manner. However, a number of molecular dynamics simulations have backed up the synergistic effect of urea-methylamine mixtures (Kumar & Kishore 2013; Sarma & Paul 2013).
[bookmark: _Ref460079142][bookmark: _Toc485712761]Arginine-glutamic acid mixtures in biopharmaceutical formulations
The use of 50 mM equimolar mixtures of arginine and glutamic acid (Arg-Glu) as an excipient mixture has been found to result in high solubilisation and reduced aggregation of various aggregation-prone proteins and monoclonal antibodies (Golovanov et al. 2004; Kheddo et al. 2014). Importantly, this mixture has also been shown to increase thermodynamic stability of proteins where arginine alone has been demonstrated to destabilise (Fukuda et al. 2014), and a recent high throughput screening of multiple excipients and proteins found 50 mM Arg-Glu mixtures to be the second most effective stabiliser tested in terms of percentage of proteins stabilised by more than 4 °C (Vedadi et al. 2006). This is a synergistic effect as both arginine and glutamic acid separately have been shown to destabilise numerous proteins (see Table 1‑4). It also appears to be a fairly universal effect.
It was first speculated that this synergy was due to arginine and glutamic acid individually interacting with and masking opposite charged groups on the protein surface, along with masking of the hydrophobic patches with the aliphatic parts of their side chains (Golovanov et al. 2004), which was indirectly supported by preferential interaction parameters of both molecules demonstrating preferential interaction at low concentrations and preferential hydration at high concentrations (Kita et al. 1994). More recently molecular dynamics simulations have shown increased intra-cosolute hydrogen bonding between the arginine and glutamic acid when they are present in a mixture, which is thought to decrease aggregation due to enhanced crowding (Shukla & Trout 2011b), although it seems unlikely that this could explain the increased thermodynamic stabilisation. Small angle X-ray Scattering (SAXS) and Nuclear Magnetic Resonance (NMR) experiments have shown the Arg-Glu mixtures to act on flexible loops causing compaction (Blobel et al. 2011), which would increase solubility and stability. However, Arg-Glu mixtures have similar effects on proteins that do not have flexible loops or other unstructured regions (Vedadi et al. 2006). Although the effects of Arg-Glu mixtures are now well documented, the mechanisms that result in their synergistic effect have yet to be clarified.
[bookmark: _Ref460082242][bookmark: _Toc485712762]Other mixtures
Mixtures of TMAO and trehalose (Bomhoff et al. 2006), GdnHCl and artificial chaperones (Dong et al. 2002), and 2 M urea – 0.5 M arginine (Chen et al. 2009) have all been shown to improve protein refolding more effectively than the cosolutes individually. An equimolar concentration of arginine and glycine was also shown to result in high stabilisation during spray drying of proteins (Ajmera & Scherließ 2014). However, there are very few studies done on the effects of other mixtures of cosolutes on protein thermal stability in solution.
An extensive study into the effects of monosaccharides, oligosaccharides, and monosaccharide mixtures on thermal stability of RNase A demonstrated that, although oligosaccharides were less stabilising than the sum of their individual monosaccharides when in solution separately, equimolar monosaccharide mixtures had additive effects on thermodynamic stability when compared to the separate solutions (Poddar et al. 2008). This suggests that the mechanisms by which a larger molecule (oligosaccharide) acts on protein stability will be different to those by which its smaller functional parts (monosaccharides) act. It also suggests that even when present in a mixture these smaller monosaccharides will act via similar mechanisms to those by which it acts when present as a singular cosolute. This additive effect is one that has generally not been seen in other cosolute mixtures.
[bookmark: _Toc485712763]Cosolutes studied in this thesis
Although generally discussed throughout this literature review the following sections discuss specific uses and suggested mechanisms for the principal cosolutes studied in this thesis. Where appropriate rather than repeat information previous sections are referred to.
[bookmark: _Ref453863899][bookmark: _Toc485712764]Arginine
Arginine is widely used by the biopharmaceutical industry for a number of reasons. It can assist in refolding of proteins, solubilise inclusion bodies, facilitate elution from protein A columns, decrease solution viscosity and reduce aggregation when used as an excipient during long-term storage (Ejima, Tsumoto, et al. 2005; Arakawa, Tsumoto, et al. 2007; Lange & Rudolph 2009; Tsumoto et al. 2004; Inoue et al. 2014). Its popularity stems from the fact that it is unique in its ability to solubilise and prevent aggregation supposedly without any negative effects on protein stability (Ishibashi et al. 2005), which is in contradiction of the ‘kosmotrope/chaotrope’ separation of small molecules (see Table 1‑1). Although its positive effects on solubility, refolding and aggregation are well documented (Arakawa & Tsumoto 2003; Tsumoto et al. 2003; Tsumoto et al. 2004; Reddy et al. 2005), its effects on protein stability are scarce, and not necessarily in agreement (see Table 1‑4) (Ishibashi et al. 2005). Most studies consider arginine to have very little effect on protein stability, but there is evidence from thermal denaturation (Taneja & Ahmad 1994) and circular dichroism (CD) experiments (Cirkovas & Sereikaite 2011) to suggest that its effect is protein-specific and occasionally destabilising; arginine was shown to stabilise both porcine and mink growth hormones but destabilise human growth hormone and cytochrome c even at low concentrations. Due to its peculiar characteristics the mechanisms by which arginine acts on proteins are still open to debate, although many suggestions have been made. The difficulty of determining the mechanisms by which arginine acts on protein stability stem not only from its unique action but also from the fact that, due to its structure, it is capable of participating in numerous interactions (Figure 1‑11).
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[bookmark: _Ref459819792][bookmark: _Ref459819787][bookmark: _Toc482633169]Figure 1‑11. Structure of arginine
Firstly the side chain of arginine contains the denaturant group guanidinium (see section 1.3.2), which is positively charged at neutral pH, capable of participating in hydrogen bonding with hydrogen bond acceptors and in cation-π interactions with aromatic side chains (see section 1.4.2). Arginine’s side chain also has a three-carbon alkyl chain, which is hydrophobic and so capable of participating in hydrophobic interactions. The amino acid moiety of arginine has carboxylate and amine groups as with all amino acids, which are capable of accepting and donating hydrogen bonds respectively (Shukla et al. 2011b; Kamerzell et al. 2011). Arginine is also zwitterionic and much larger than water, which affects the interactions it can participate in. Due to the multitude of potential interaction sites on arginine, elucidating which of these interactions govern its unique abilities is a difficult task. Although many of the molecular mechanisms examined have been related to arginine’s effects on solubility and aggregation, it is possible and in some cases probable that the same mechanisms govern its action on stability and so it is appropriate to discuss some of those suggested in the literature here. They are summarised in Table 1‑9.
[bookmark: _Ref459907948][bookmark: _Ref459907944]Table 1‑9. Mechanisms suggested for the action of arginine on protein stability and solubility
	Mechanism
	Effect of arginine
	Reference

	Direct interactions
	(1) Cation-π interactions with tyrosine residues & salt-bridge formation with charged residues
(2) Favourable interactions with all amino acids except valine & especially aromatic residues
	(1) (Shukla & Trout 2010)
(2) (Arakawa, Ejima, et al. 2007)

	Preferential interaction/ hydration
	Concentration dependent. Preferential interaction/neutral at low concentrations, preferential hydration at high concentrations
	(Arakawa, Ejima, et al. 2007; Shukla & Trout 2011a; Schneider & Trout 2009)

	Interactions with peptide backbone
	Slightly favourable interaction with peptide backbone
	(Arakawa, Ejima, et al. 2007)

	Structural similarities to Hofmeister salts
	(1) Similar denaturing effects to guanidinium HCl
(2) Similar trends in favourable interactions with all amino acids to guanidinium HCl
	(1) (Xie et al. 2004)
(2) (Arakawa, Ejima, et al. 2007)

	Additive-additive interactions
	Formation of large arginine clusters in solution
	(Das et al. 2007; Shukla & Trout 2010; Shukla & Trout 2011a)


As expected given the distinctiveness of arginine’s action on protein stability and solubility, the interactions and mechanisms suggested for arginine are unusual amongst cosolutes. As discussed in section 1.4.3.2, cosolutes and salts that raise the surface tension of solution are expected to increase stability and decrease solubility, and those that lower the surface tension decrease stability and increase solubility. Arginine is expected to decrease the surface tension due to its solubilising effects but instead it increases surface tension, similar to stabilising cosolutes (Kita et al. 1994). GdnHCl, despite being a denaturant, also increases surface tension although to a lesser extent than arginine (Breslow & Guo 1990). It was hypothesised that arginine and GdnHCl both have protein binding capabilities that overcome the surface tension effects in order to increase solubility of the protein (Arakawa, Ejima, et al. 2007). Concentration-dependent preferential interaction coefficients for arginine, showing interaction at low concentration, and exclusion at high concentration, are equally unusual and support the existence of a balance between two opposing mechanisms (Schneider & Trout 2009; Shukla & Trout 2011a).
Direct interactions between arginine and aromatic side chains, probably due to cation-π interactions, have been proven by multiple experiments (Arakawa, Ejima, et al. 2007; Ito et al. 2011; Shah & Shaikh 2015). Cation-π interactions between arginine and tyrosine residues on the protein surface are known to be important at the interface of protein-protein interactions (Crowley & Golovin 2005). Therefore binding of arginine in solution to aromatic side chains is probably an important mechanism in aggregation prevention and solubilisation. Whether it plays a role in arginine’s effects on stability is yet to be elucidated.
The similarity in structure between arginine’s side chain and guanidinium has been used to explain at least some of arginine’s destabilising and solubilising effects on proteins (Xie et al. 2004). The effects of guanidinium are discussed in section 1.7.3. Differences between their actions have been explained by arginine’s larger size, especially relative to water, meaning steric exclusion likely plays a factor (Arakawa, Ejima, et al. 2007), similar to the differences seen for oligosaccharides and their monosaccharide components (see section 1.6.3). Other functional groups present in the arginine molecule are also likely to be important, which is supported by the fact that arginine derivatives and analogues have been shown to differ from arginine in their effects on protein stability and solubility (Hamada & Shiraki 2007; Gao et al. 2013; Fukuda et al. 2014; Shah & Shaikh 2015).
[bookmark: _Ref459970839]Gap effect theory and arginine cluster formation
Trout and colleagues developed a hypothesis for arginine’s unique interaction, which they termed the ‘gap effect’ theory (Baynes & Trout 2004). According to this theory, any cosolute that is larger than water but exhibits no preference for interaction or exclusion from the protein surface (termed a neutral crowder) will be sterically excluded from the gap formed when two protein molecules come together to aggregate. This will make aggregation less favourable due to having to exclude the neutral crowder, and will therefore slow down protein-protein interactions. Due to this being a mechanism involving multiple proteins, neutral crowders will have very little effect on protein stability and unfolding. The gap effect theory requires arginine to exhibit neutral preferential interaction coefficients, which has since been shown to only be true at lower concentrations (Schneider & Trout 2009) meaning this cannot explain all of arginine’s actions on proteins.
Further investigation by the same research group demonstrated that the mechanism governing arginine’s preferential exclusion at higher concentrations was the formation of large arginine clusters in solution (Shukla & Trout 2010; Shukla & Trout 2011a). Most of the evidence comes from molecular dynamics simulations rather than experimental data, and the interactions that occur between arginine molecules are not clear. Crystal structure and light scattering data of arginine in solution indicate head-to-tail stacking via hydrophobic interactions between the aliphatic carbon chain, resulting in a large hydrophobic surface that masks hydrophobic surfaces on the protein therefore preventing aggregation (Das et al. 2007). 
However, molecular dynamics simulations do not support the presence of a large hydrophobic surface, but do suggest head-to-tail stacking via hydrogen bonding between the carboxylate group and the guanidinium group (Shukla & Trout 2010; Shukla & Trout 2011a). There is also evidence to suggest that arginine stacks in solution via electrostatics-defying guanidinium-guanidinium interactions (Vondrásek et al. 2009). This is supported by the fact that arginine residue association is thought to play an important role in protein-protein interactions (Lee et al. 2013; Pednekar et al. 2009). Molecular dynamics simulation indicated that these large arginine clusters also associate with arginine residues on the protein via a similar guanidinium-based interaction and exerted their effects on protein solubility and stability via this clustering mechanism (Vagenende et al. 2013). With the lack of further experimental data supporting this theory, and disagreement on the mechanism of arginine self-association, it is difficult to know whether the formation of arginine clusters makes a significant contribution to the mechanisms governing its effect on protein stability.
[bookmark: _Toc485712765]Glycine
Glycine is the most structurally simple of the amino acids, with a hydrogen side chain (Figure 1‑12). It is zwitterionic and small compared to other stabilising cosolutes. It is commonly occurring in cells as an osmolyte (see section 1.3.3.1) and used by pharmaceutical companies as a stabilising excipient (see section 1.3.3.3). Its stabilising properties are well established (Table 1‑4) and glycine demonstrates expected properties of a stabilising cosolute, including strong hydration (Sun et al. 2010; Sun et al. 2014; Campo 2006), and preferential exclusion from proteins (Arakawa & Timasheff 1985).	Comment by Lauren Platts: section 0 corrected to correct section


[bookmark: _Ref459985587][bookmark: _Toc482633170]Figure 1‑12. Structure of glycine
[bookmark: _Ref459908879][bookmark: _Ref459983808][bookmark: _Toc485712766]Guanidine hydrochloride
Guanidine hydrochloride (GdnHCl) (see section 1.4.3.4 and Figure 1‑4) is a ‘chaotropic salt’ often used to chemically denature or thermally destabilise proteins for structural studies, and can be used as a first step in solubilisation of inclusion bodies (Wang 1999). It has a planar structure and low charge density and as such has been found to be one of the most weakly hydrated salts (Mason et al. 2003), meaning it has a high potential to destabilise proteins via hydrophobic interactions. It has also been shown to self-associate in solution via similar hydrophobic interactions (Mason et al. 2004). The various mechanisms suggested for GdnHCl are discussed in detail in section 1.3.2. Many of its properties and mechanisms are thought to be responsible for arginine’s action on protein stability and solubility (see section 1.7.1).
[bookmark: _Toc485712767]Lysine
Lysine is structurally similar to arginine in that it is a positively charged amino acid with an aliphatic chain in its side chain (Figure 1‑13). It differs to arginine in that it has a longer aliphatic chain capped with an ammonium group rather than a guanidinium group. As explained earlier in the literature review it is commonly used in therapeutic protein formulations as a stabilising excipient, but is not naturally present as an osmolyte in cells (see section 1.3.3.1). This is similar to the situation for arginine, and its lack of use in cells brings to question whether it stabilises proteins. In the literature there are data to suggest it stabilises and data to suggest it destabilises (see Table 1‑4). 	Comment by Lauren Platts: section 0 corrected to appropriate section


[bookmark: _Ref459988435][bookmark: _Toc482633171]Figure 1‑13. Structure of lysine
The protein-specific effects of lysine are supported by the fact that it is preferentially excluded from certain proteins, but demonstrates neutral preferential interaction coefficients for others (Arakawa & Timasheff 1984b). Due to the lack of the guanidinium group, lysine forms less cation-π interactions with aromatic residues on proteins than arginine despite having a positively charged side chain at pH 7 (Shah & Shaikh 2015; Crowley & Golovin 2005). Lysine has also shown a lack of self-association in solution, giving support to the hypothesis that arginine stacks in solution via guanidinium-guanidinium interactions (Vondrásek et al. 2009).
[bookmark: _Toc485712768]Histidine & Imidazole
Histidine is the third positively charged amino acid, with an imidazole-based side chain (Figure 1‑14). It has three ionisation sites and as such is commonly used as a buffer at pH 5.5-6.5, as well as occasionally being used as a stabilising excipient (Jorgensen et al. 2009). Most experimental data suggests that histidine destabilises proteins (Table 1‑4), but there are specific examples of stabilisation of monoclonal antibodies by histidine (Falconer et al. 2011; Chen et al. 2003). Specific mechanisms for the action of histidine on protein stability have yet to be investigated.
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[bookmark: _Ref460074169][bookmark: _Toc482633172]Figure 1‑14. Structure of histidine
Imidazole itself is used by the pharmaceutical industry to purify his-tagged proteins, and potentially also stabilise and solubilise them (Hamilton et al. 2003). Imidazole is a planar ring structure that is weakly hydrated (Figure 1‑15), and has been shown through molecular dynamics simulations to self-associate in solution due to its hydrophobicity (Chen et al. 2012).
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[bookmark: _Ref460075401][bookmark: _Ref460075386][bookmark: _Toc482633173]Figure 1‑15. Structure of imidazole
[bookmark: _Toc485712769]Aims of this thesis
The aim of this thesis is to quantify the effects of the positively charged amino acids on protein stability and elucidate the mechanisms by which the positively charged amino acids, particularly arginine, exert these effects. Detailed thermal stability data of model proteins in the presence of multiple concentrations of the three positively charged amino acids will be collected by Differential Scanning Calorimetry (DSC) experiments, and the trends observed will help to elucidate the mechanisms. The effects of arginine, lysine and histidine on thermal stability of proteins will be compared to those of glycine and their respective side chain functional groups, in order to challenge the hypothesis that the positively charged amino acids’ effects on protein stability are governed by a combination of their functional moieties. No salt-containing buffers will be used so as to avoid screening of any potential interactions between cosolute and protein, and there will be a focus on detailed data at low concentrations of cosolute, in order to avoid assumptions on the relationship between protein stability and concentration of cosolute. The buffering capacity of the protein itself will be used to control the pH. If this hypothesis proves to be correct, there is great potential for using cosolute mixtures of functional groups at bespoke ratios for desired characteristics in formulations.
This thesis also aims to prove or disprove the occurrence of arginine self-association in solution through experimental data obtained from Nanoparticle Tracking Analysis (NTA), and to explore the mechanisms by which this clustering might occur.
[bookmark: _Toc485712770]Theory and methodology of experimental techniques
[bookmark: _Toc485712771]
Differential Scanning Calorimetry
[bookmark: _Toc485712772]Introduction & instrumentation
Differential scanning calorimetry (DSC) is a technique that measures the difference in energy uptake between a sample and a reference at a constant rate of temperature increase, which corresponds to a difference in heat capacity. Its utility lies in monitoring thermally induced transitions of macromolecules, such as proteins. It has advantages over other techniques as it is a direct measurement of the thermodynamics of the system, does not require modifications of the protein, and buffer solutions do not interfere with the signal as can be the case in spectroscopic analysis (Cooper et al. 2000). In this case the protein in buffer solution is placed in the sample cell and the buffer solution alone in the reference cell. Due to protein unfolding being endothermic the sample will require a much larger energy input during the unfolding event to heat it at an identical rate to the reference cell, which is recorded by the DSC. From this many thermodynamic values of protein unfolding can be obtained. Multiple scans done of the same protein under different condition can be directly compared. This is particularly true of different concentrations of ligand, which can give detailed information on the various interactions occurring between protein and ligand (Malvern Instruments Limited 2015b).
The DSC instrument used for the experiments conducted in this thesis is the Nano-DSC (TA Instruments, New Castle, DE, USA) (Figure 2‑1). This instrument has capillary cells, rather than disc-shaped cells, which give much more sensitive measurements and delay aggregation of proteins until after the unfolding event (TA Instruments 2010). Due to the sensitivity of the instrument this also means lower protein concentrations are required for reliable results and so aggregation is also reduced again. The capillary cells are made of inert platinum, in order to minimise any interference between the solutions and the surface of the cell. 


[bookmark: _Ref462151504][bookmark: _Toc482633174]Figure 2‑1. Schematic of a Differential Scanning Calorimeter instrument with capillary cell design


[bookmark: _Toc485712773]Theory
A single DSC experiment of a protein under certain conditions that undergoes a two-state transition from native to denatured state will give a thermogram clearly showing an endothermic peak. After baseline correction through subtraction of a buffer-buffer scan and concentration normalisation using Nanoanalyze software provided with the DSC instrument the relative heat capacity of unfolding can be plotted. Thermodynamic values of melting temperature (Tm), change in calorimetric enthalpy of unfolding (ΔH), and change in heat capacity (ΔCp) can be directly calculated from this data (Figure 2‑2). 


[bookmark: _Ref462154403][bookmark: _Toc482633175]Figure 2‑2. Example of analysed DSC thermogram of 1 g/L BSA at pH 7 in 10 mM sodium octanoate HPLC-grade water and the thermodynamic values that can be directly obtained from the thermogram
The melting temperature, or midpoint of unfolding (Tm) is obtained from the thermogram as the point of maximum relative heat capacity. This is one of the most useful values obtained from DSC experiments as it is a direct measure of the thermal stability of the protein under the specified conditions. The more stable the protein, the higher the melting temperature. Due to the fact that this thermodynamic value encompasses the totality of interactions involved in the protein unfolding event, direct comparison of the protein’s melting temperature under differing conditions can provide important information on the governing complex interactions controlling protein stability. In this thesis this is the major thermodynamic value used to elucidate the mechanisms governing the effects of different concentrations of cosolutes on protein stability (Equation 2‑1).

[bookmark: _Ref465689471]Equation 2‑1. The thermodynamic value of change in melting temperature is obtained through multiple scans of the protein under varying concentrations of cosolute, which is then subtracted from the melting temperature of the protein under reference conditions (i.e. no cosolute, only buffer)
The change in enthalpy of unfolding (ΔH) and the change in heat capacity of unfolding (ΔCp) can also be directly calculated from the thermogram by integration of the area under the thermal transition peak (TA Instruments 2010), and subtracting the heat capacity of the post-transition baseline from that of the pre-transition baseline (Equation 2‑3) respectively. The change in entropy of unfolding (ΔS) is also calculated from these values using the Nanoanalyze software. Once these values have all been determined the Gibbs free energy of unfolding (ΔG) can also be calculated using a modified Gibbs-Helmholtz equation (Anjum et al. 2000; Santoro et al. 1992; Bye & Falconer 2013).

[bookmark: _Ref465689489]Equation 2‑2. Calculation of change in calorimetric enthalpy of unfolding by Nanoanalyze software on DSC thermogram

[bookmark: _Ref465689537]Equation 2‑3. Calculation of change in heat capacity between the protein states pre-unfolding and post-unfolding	Comment by UOS: Equation title altered to match notation in equation
The accurate calculation of these thermodynamic values relies on the thermal unfolding of the protein being a completely reversible two-state transition from native to the denatured state:

However, in reality many proteins are prone to at least some irreversible aggregation of the denatured state, which will shift the equilibrium of native to denatured state:

If this is the case, although the change in enthalpy and entropy may be inaccurate, the melting temperature can still be used if aggregation only occurs after the protein has completely unfolded (Bruylants et al. 2005).
As described above, accurate calculation of the thermodynamic values of unfolding from a DSC thermogram relies on the protein unfolding in a two-state transition without any aggregation. This can be proven or disproven through a number of different ways. First of all if a large amount of aggregation of the unfolded protein occurs there will be a distinctive decrease in heat capacity in the post-transition baseline (Figure 2‑3).


[bookmark: _Ref462220112][bookmark: _Toc482633176]Figure 2‑3. Example DSC thermogram of a protein that has aggregated post-denaturation. Red arrow indicates the characteristic drop in relative heat capacity indicative of aggregation.
Similarly by simply allowing a protein sample to cool after denaturation and heating up a second time it is possible to tell if the sample has irreversibly aggregated. If the two scans are similar then very little or no aggregation has occurred. This has been done for lysozyme previously, which was shown to unfold reversibly (Bye 2014).
In order to establish whether a two-state transition has occurred between native and denatured states the calorimetric enthalpy can be compared to the van’t Hoff enthalpy, both of which are calculated by the Nanoanalyze software. The calorimetric enthalpy (ΔHcal) describes the energy per mol of protein, whilst the van’t Hoff enthalpy (ΔHVH) describes the energy per mol of cooperative unit in equilibrium (Malvern Instruments Limited 2015b), so ΔHcal describes the area under the endothermic peak of the thermogram, whereas ΔHVH describes the shape of the peak; a broader transition will give a lower ΔHVH. If these two values are equal or very close to equal, the unfolding transition can be considered as two-state. If ΔHVH is smaller than ΔHcal denaturation involves intermediates and cannot be considered two-state. If ΔHcal is smaller than ΔHVH, which happens rarely, the protein is likely forming a dimer or higher order aggregate in the native state (Cooper et al. 2000). These values were calculated using the Nanoanalyze software for the three model proteins used in this thesis. Lysozyme was shown to undergo a two-state transition as demonstrated previously (Table 2‑1). However, both BSA and myoglobin had much higher ΔHcal values than ΔHVH values, which show that there are possibly unfolding intermediates during denaturation (Table 2-1). Due to this, enthalpy and entropy values have not been used in analysis, but the melting temperatures still give useful information and are shown to be highly replicable.


[bookmark: _Ref462221737]Table 2‑1. DSC data of melting temperatures, calorimetric and van't Hoff change in enthalpies of 1 g/L lysozyme pH 7 in HPLC-grade water, 1 g/L BSA pH 7 in 10 mM sodium octanoate & HPLC-grade water & 0.5 g/L myoglobin at pH 8 in HPLC-grade water
	Protein	Comment by Lauren Platts: Tables 2-1, 2-2 & 2-3 merged and data altered to show averages and SE rather than individual data points
	Melting temperature (Tm)
	Calorimetric change in enthalpy (ΔHcal)
	Van’t Hoff change in enthalpy (ΔHVH)

	
	Average
	SE
	Average
	SE
	Average
	SE

	Lysozyme
	73.71
	0.035
	437.37
	8.33
	472.07
	4.24

	BSA
	83.51
	0.023
	1209.89
	19.98
	721.17
	19.79

	Myoglobin
	81.30
	0.09
	989.55
	6.29
	601.70
	53.12



[bookmark: _Toc485712774]Experimental design
In order to obtain accurate results from DSC experiments there are a number of parameters that need to be considered. Generally DSC experiments are conducted at 30-100 °C with a scan rate of 1.5 °C/min. 30 °C is chosen as a starting temperature as it is slightly above room temperature so easy to equilibrate but not high enough that the protein will have started to unfold. By 100 °C most proteins will have fully undergone thermal denaturation. Scan rate is important to consider as a fast scan rate is likely to increase the amount of irreversible aggregation and so make the calculation of thermodynamic values inaccurate; this includes melting temperature if aggregation begins to take place before denaturation has fully occurred (Cooper et al. 2000; Sánchez-Ruiz et al. 1988).
Prevention of bubble formation of the cells is also important. The shape of the capillary cells helps with this, but degassing of samples prior to DSC experiments is also necessary. The experiment is usually conducted under pressure at 3 atmospheres in order to prevent bubble formation and boiling of the solution (Malvern Instruments Limited 2015b). Presence of a bubble within either the sample or reference cell will result in a large narrow peak on the thermogram, which will appear to be exothermic or endothermic depending on which cell it occurs in. If this occurs within the transition region it will result in inaccurate calculation of both enthalpy and entropy. If it happens close to the melting temperature and results in a higher heat capacity than the melting temperature peak, this will also result in an inaccurate melting temperature value.
Choice of protein concentration is also an important factor. Fortunately the Nano-DSC requires only fairly low concentrations of protein (around 0.5-1 g/L) to give a reliable thermogram (TA Instruments 2010). Higher concentrations of protein can result in irreversible aggregation or precipitation that will give inaccurate thermodynamic data as outlined above.
Most buffers are compatible with DSC instruments. The only consideration to make here is to choose a buffer whose pH doesn’t change drastically with a temperature increase, as this in itself can affect protein stability (Quinn 2011). The capillary cells should also be coated with the buffer before any protein scans are conducted in order to eliminate any signal in the thermogram from interactions with the cell itself (Calorimetry Sciences Corporation 2006).
[bookmark: _Toc485712775]Nanoparticle Tracking Analysis
[bookmark: _Toc485712776]Introduction & instrumentation
Nanoparticle Tracking Analysis (NTA) is a relatively new technique that uses light scattering and Brownian motion to measure the hydrodynamic diameter of nanometre-size particles in solution. The size detection limitation of the instrument differs depending on the refractive index of the molecules in question (and in comparison to the refractive index of the solvent). For biological material NTA is capable of tracking particles of around 40 nm – 1000 nm (Malvern Instruments Limited 2015c); the upper limit being determined by Brownian motion detection limits. It has found wide application in the measure of protein aggregation and formation of other nanometre-size biological molecules such as liposomes and biological drug delivery vectors (Malvern Instruments Limited 2015d; Malvern Instruments Limited 2015f).
The equipment used in this thesis is a Nanosight LM10 with a Nanosight LM 14 viewing unit used for temperature control (NanoSight Ltd., Amesbury, UK) (Figure 2‑4). In the setup of this system a laser passes through an optical element and refracts to a high power density beam through a sample chamber containing the solution. Nanoparticles contained within the sample will scatter light from the beam, which can be visualised at 90° using a x20 magnification optical microscope. A charge-coupled device (CCD) video camera attached to the microscope captures a video of these light-scattering particles moving under Brownian motion at 30 frames per second (fps). The field of view of the video capture is approximately 100 µm x 80 µm x 10 µm (Malvern Instruments Limited 2015e), which can be used to calculate the concentration of particles within the solution as the volume will be known.


[bookmark: _Ref462323264][bookmark: _Toc482633177]Figure 2‑4. Schematic of the Nanosight LM10 Nanoparticle Tracking Analysis (NTA) instrument. Adapted from Malvern Instruments Limited (2015e)
[bookmark: _Toc485712777]Theory
NTA establishes the size (in terms of spherical equivalent hydrodynamic diameter) of nanoparticles in solution directly as the speed at which a nanoparticle moves under Brownian motion is related to its size. During a set time period all nanoparticles within a solution are tracked separately and simultaneously (Figure 2‑5) to establish their diffusion coefficients in terms of mean square displacement in 2 dimensions (Equation 2‑4). The NTA software is able to detect and subtract any non-Brownian drift occurring in the samples.






[bookmark: _Ref462393664][bookmark: _Toc482633178]Figure 2‑5. Example of Nanoparticle Tracking Analysis track. Top image shows the scattered nanoparticles detected by the instrument in a single frame with a red cross. Bottom image shows the tracks of each particle over a set time. This is used to establish the diffusion coefficient of each particle, which can then be used to calculate the size of each particle using the Stokes-Einstein equation.

[bookmark: _Ref465689792]Equation 2‑4. NTA calculation of nanoparticle diffusion coefficient through mean square displacement in two dimensions
The size of the nanoparticles is then calculated by the NTA software using the Stokes-Einstein equation as the temperature and viscosity are known (Equation 2‑5). Note that the input of accurate viscosity measurements of the solution is required for reliable size data. The sphere-equivalent hydrodynamic diameter, which is the size measurement calculated, includes the particle itself plus any tightly bound hydration shell. It calculates the particle as a sphere, which functions accurately for molecules with an asymmetry aspect ratio of up to 3 (Nanosight Ltd 2010).

[bookmark: _Ref465689818]Equation 2‑5. Stokes-Einstein equation. Sphere equivalent hydrodynamic diameter of nanoparticle can be established from diffusion coefficient if temperature and viscosity of solution are known. T is temperature, kB is Boltzmann’s constant, η is viscosity and d is hydrodynamic diameter
Within a sample all nanoparticles, which may be in the thousands, are tracked over a certain time period and all of their individual sizes are calculated. This results in a size distribution profile for each sample investigated. Only sufficiently long tracks (at least 5-10 frames) are included for size analysis to ensure statistical accuracy of the diffusion coefficient calculations. Similarly, measurements of tracks which cross one another are ignored.
As the volume of the sample that is scattering light is known, concentration of nanoparticles can also be calculated. This is achieved by a rolling average concentration for each frame captured in the video, which eliminates the risk of counting the same nanoparticle multiple times (Malvern Instruments Limited 2015c).
Dynamic Light Scattering (DLS) is a more widely used technique for analysing nanoparticles in solution (Filipe et al. 2010), but NTA has a number of advantages over DLS due to the fact that it tracks each nanoparticle separately, whereas DLS is an ensemble technique. DLS uses intensity of light scattering to determine nanoparticle size whereas NTA dynamically tracks the paths taken of each nanoparticle due to Brownian motion over a set time period and therefore is able to calculate the size of each individual particle. NTA does still measure the intensity of light scattered by each particle, meaning that particles that are the same size but different composition can be differentiated. The major advantage of NTA is for the measurement of polydispersed samples, i.e. those that contain nanoparticles of various sizes. DLS only calculates an average particle size and as such is skewed by a small number of larger particles. DLS is capable of measuring much smaller particles, and as such can be useful for the measurement of smaller protein aggregates that are monodisperse. Furthermore DLS is unable to calculate the concentration of nanoparticles as it detects intensity rather than absolute number of nanoparticles. NTA also has a better size resolution (Malvern Instruments Limited 2015a; Filipe et al. 2010). Due to the ability of NTA to directly visualise nanoparticles it is a preferable technique for probing systems that are not well understood.
[bookmark: _Toc485712778]Experimental design
An advantage to NTA experiments is that there is very little sample preparation needed in order to achieve reliable results. If large particles are present in solution (> 10 µm diameter) it is advised to eliminate them either through centrifugation or filtration (Malvern Instruments Limited 2015c). Gentle agitation of solution is all that is necessary if dispersion is required before analysis. No calibration of the instrument is required due to particle tracking being an absolute measurement, although significant user training is needed due to the number of parameters that should be altered to ensure results are accurate (Filipe et al. 2010).
It is advised that dilutions of the nanoparticle-containing solutions be done until the concentration is between 5x107 – 5x109 particles per mL for optimum particle concentration determination (Malvern Instruments Limited 2015e). Below this concentration there are too few tracks achieved in the time period to give a statistically reliable result. Above this concentration there is too much crossing of nanoparticles to track them successfully.
There are a number of pre-capture settings that should be optimised in the Nanosight software (Nanosight Ltd 2010). First the camera level should be set. An arbitrary scale is given which incorporates both shutter and gain of the image to determine the brightness. It is advised that for each sample the camera level should be increased to maximum to see all particles present, and then gradually decrease until the smallest particles present are only just visible. Secondly the capture duration time should be selected for adequate statistical analysis. This depends on concentration, polydispersity and repeatability; for a low concentration polydispersed sample 90 seconds is generally sufficient. Shorter durations of 30-60 seconds can be used for high concentration monodisperse samples.
During analysis again a number of parameters can be set for optimum results (Nanosight Ltd 2010). It is worth noting that the Nanosight software automatically subtracts the background from the video and corrects for any drift that may be caused by bubble formation, leakage or convection. Detection threshold can be set similar to camera level in the pre-capture settings; it has an arbitrary scale, which determines the minimum grey scale value for a ‘blob’ to qualify as a particle. The particle will then be marked with a red cross for analysis (Figure 2‑5). The minimum expected particle size determines the maximum distance that a particle can jump per frame. This area will also form an exclusion zone around the nanoparticle and said particle will be excluded from analysis if another particle enters within that frame. If the minimum expected particle size is known for the sample it can be entered manually, or an automatic function can predict this by analysing the first few frames of the video a number of times. Viscosity and temperature can also be entered manually, but will be set at the viscosity of water at the temperature reading from the temperature control LM 14 unit unless altered. 
It is necessary to capture videos of blanks of the solvent used to create the nanoparticle solution, and any other solvent used for dilution, in order to check for any nanoparticle contamination that will affect the size distribution profiles of the samples. Due to the short time periods and small volumes observed of samples it is usually necessary to complete 3 technical repeats of a sample by pushing the sample further through the viewing unit using the syringe in order to better visualise the full sample and ensure nanoparticle sizes that have very low concentrations are included in the analysis (Malvern Instruments Limited 2015e).


[bookmark: _Toc485712779]Mechanisms of arginine action on protein thermal stability: a comparison to its functional groups
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Small organic molecules, such as amino acids, generally fall into one of two categories: those that increase stability, decrease solubility and increase aggregation of proteins, and those that decrease stability, increase solubility and decrease aggregation of proteins (Arakawa & Timasheff 1985). Tradition dictates that these two categories are generally termed kosmotropes and chaotropes respectively, although the theory behind this nomenclature is disputed (Batchelor et al. 2004) (see section 1.4.3.1). This separation occurs due to kosmotropes favouring protein states that are less exposed to the solvent (i.e. native and aggregated), and vice versa. There is a plethora of research to suggest a multitude of molecular mechanisms governing this categorisation of small organic molecules, which includes preferential hydration or interaction (Arakawa et al. 1990a; Arakawa & Timasheff 1982b; Arakawa & Timasheff 1985; Arakawa & Timasheff 1982a); enhancement or weakening of long-range water structure (Collins & Washabaugh 1985; Zou et al. 2002; Vanzi et al. 1998); and repulsion or attraction to the peptide backbone (Liu & Bolen 1995; Bolen & Baskakov 2001; Qu et al. 1998) for kosmotropes and chaotropes respectively. Although a topic that is well researched, no singular mechanism has been able to explain why certain small molecules stabilise proteins and others destabilise.
Arginine, a positively charged amino acid, is unique in that it does not appear to clearly fall into either of the two categories. Instead it is reported to decrease aggregation and increase solubility of proteins without negative effects on protein stability (Arakawa & Tsumoto 2003). This distinctive characteristic means that arginine finds extensive application in the pharmaceutical industry (Ejima, Tsumoto, et al. 2005). Its common uses include protein refolding (Tsumoto et al. 2004), protein solubilisation from inclusion bodies (Tsumoto et al. 2003), elution of antibodies from protein A columns (Ejima, Yumioka, et al. 2005) and aggregation-suppression as an excipient in therapeutic protein formulations (Falconer et al. 2011). Despite this common usage as a ‘cure-all’ additive, arginine’s effects on protein stability are often unpredictable and dependent on solution conditions. For example, arginine’s reported effects on thermal stability of proteins, measured by the change in melting temperature of the protein, range from a destabilisation of -10.7 °C of myoglobin at pH 5 at a concentration of 1 M (Rishi et al. 1998) to a stabilisation of 4.6 °C of IgG 1 Fab domain at pH 3.5 at a concentration of 62.5 mM (Falconer et al. 2011). The ability of arginine to destabilise proteins under certain conditions makes it potentially unsuitable as an excipient candidate unless these destabilising effects can be accurately predicted.
In order to predict the conditions under which arginine is a reliable excipient the molecular mechanisms by which it acts need to be elucidated. If the mechanisms of molecules that clearly fall under the kosmotrope-chaotrope categorisation are proving difficult to establish, it is obvious that the mechanisms governing the unique action of arginine on proteins are even harder to elucidate. This is made more difficult by the presence of multiple functional groups in an arginine molecule, and its resulting ability to potentially interact with proteins in many ways (Shukla et al. 2011b). Arginine has been shown to directly interact with charged residues and aromatic residues (Shukla & Trout 2010; Arakawa, Ejima, et al. 2007), preferentially interact at low concentrations and be preferentially excluded at high concentrations (Schneider & Trout 2009; Shukla & Trout 2011a; Arakawa, Ejima, et al. 2007), and have weak favourable interactions with the peptide backbone (Arakawa, Ejima, et al. 2007). There have also been attempts to assign unique mechanisms to arginine’s unique behaviour, including extensive cluster formation in solution (Shukla & Trout 2010; Shukla et al. 2011b), and the neutral crowder theory (Baynes & Trout 2004), although this has flaws in its arguments (see section 1.7.1.1).
Often arginine’s effects on proteins in terms of solubility and stability are compared to its structural similarity to the denaturant guanidine hydrochloride (GdnHCl) (Xie et al. 2004; Arakawa, Ejima, et al. 2007; Clark & Zounes 1977). In cell biology the presence of the denaturing guanidinium group on an arginine molecule has been attributed to its absence as an osmolyte in cells (Yancey et al. 1982), and the rapid conversion of arginine to octopine supports this argument. Although the role of the guanidinium group has been thoroughly explored, the presence of other functional groups on an arginine molecule has been largely ignored. In particular the amino acid end of the arginine molecule, structurally similar to a glycine molecule, also has the potential to play a role in arginine’s effects on protein stability (Figure 3‑1). This becomes particularly apparent when one considers that glycine’s strong stabilising capabilities are well documented (Santoro et al. 1992).


[bookmark: _Ref462678512][bookmark: _Toc482633179]Figure 3‑1. Structure of arginine in comparison to two of its functional groups: glycine and guanidinium. Glycine and guanidinium structures have been rotated from their usual representation in order to highlight the similarities in structure to arginine
Reaching a consensus on the effects of arginine on protein stability and the mechanisms governing these is made much harder by the fact that many stability studies use buffers which contain salts or small molecules that also affect protein stability (see section 1.3.3.2). These buffers have the capacity to mask or enhance excipients’ effects on protein stability, which is evident from synergistic effects seen in numerous additive mixtures (Kumar & Kishore 2013; Shukla & Trout 2011b; Chen et al. 2009), and competitive binding to the protein in ‘salting-off’ experiments (Bye et al. 2013). Furthermore, as can be seen from Table 1‑4, the concentration range of cosolutes studied tends to be very limited; incorporating mainly high concentrations and very few points in between. Without comprehensive data at concentrations below 100 mM it is likely that detail in protein thermal stability trends are lost, making mechanisms harder to elucidate. This was apparent in a detailed protein stability study using the Hofmeister salts, where previously unseen stability trends at low salt concentrations facilitated the discovery of the molecular mechanisms governing these trends  (Bye & Falconer 2014).
The aim of this experimental chapter is to establish how arginine affects protein stability of three model proteins of differing charge and size. It aims to challenge the hypothesis that arginine acts on protein stability like a summary of its functional groups; here represented by glycine and guanidinium. It also aims to suggest mechanisms underlying these effects on protein stability through detailed thermal stability data from DSC experiments. Emphasis on low concentrations and multiple concentration data points aim to give a more detailed observation of arginine’s effects and the absence of buffer will eliminate any competing effects from other small molecules.
[bookmark: _Toc485712781]Materials & Methods
[bookmark: _Toc485712782]Materials
All proteins: myoglobin from equine skeletal muscle, albumin from bovine serum (BSA) and lysozyme from hen egg white were purchased in lyophilised powder form from Sigma-Aldrich. Cosolutes: L-arginine, L-glycine and guanidine hydrochloride (GdnHCl), and sodium octanoate were also purchased from Sigma-Aldrich and all had purities of at least 98%.
[bookmark: _Toc485712783]Methods
Sample preparation
Proteins were dialysed using a Mini 8 kDa membrane dialysis kit (GE Healthcare, Little Chalfont, UK) overnight at 4 °C against HPLC-grade water. Protein concentration was calculated using absorbance measurements at 280 nm for BSA and lysozyme, and 555 nm for myoglobin using a Jenway 6305 UV-Vis spectrophotometer (Jenway (Bibby Scientific), Staffordshire, UK). Extinction coefficients from Gill & Von Hippel (1989) were used for all protein concentration calculations. Based on these measurements protein stocks were diluted to 2 g/L for BSA and lysozyme and 1 g/L for myoglobin and put to pH 7 for BSA and lysozyme and pH 8 for myoglobin using either dilute sodium hydroxide (NaOH) or hydrochloric acid (HCl). For BSA stocks, 10 mM sodium octanoate solutions were used instead of water for dialysis and dissolving of stocks as the protein was unstable in its absence. This should not have an effect on the interaction with cosolutes due to the specificity of its binding to BSA. Protein stocks were kept on ice during experiments, which were carried out over two consecutive days. 	Comment by UOS: Reference formatting altered
2 M stocks of cosolutes glycine and guanidine hydrochloride were also prepared and put to the appropriate pH (7 for BSA and lysozyme, and 8 for myoglobin experiments). 1 M stock of arginine was also prepared – representing its solubility limit – and put to the appropriate pH.
Both protein and cosolute stocks did not contain any buffers but instead used the buffering capacity of the protein to maintain pH. pH was checked over the course of the two consecutive experimental days and was not found to vary substantially. Furthermore, protein in water was run on the DSC repeatedly over the duration of the experiment (2 days) and no consistent difference between thermodynamic properties was observed outside the expected experimental error.
Samples for use in the DSC were made up by diluting protein stock by half with water and desired concentration of cosolute. All data points for BSA and lysozyme were repeated three times.
 Differential Scanning Calorimetry
All samples were degassed for 1 hour at 19 °C prior to DSC scans. Samples were heated at a rate of 1.5 °C/min from 30 – 100 °C with an equilibration period of 600 seconds in a TA Instruments Nano-DSC (TA Instruments, New Castle, DE, USA). During heating cells were pressurised to 3 atmospheres.
 Data analysis
Data were analysed using the Nanoanalyze software provided with the DSC. Water-water baselines were subtracted from the data and the temperature of maximum unfolding of the protein (Tm) was calculated as the point at which the maximum relative heat capacity occurred. Change in enthalpy (ΔH) and change in entropy (ΔS) of unfolding were also calculated by the software for each scan. These have been included in tables as a reference in Appendix A although were not used in the discussion due to doubts over their accuracy for proteins that do not reversibly unfold (BSA and myoglobin) (see Error! Reference source not found.; Error! Reference source not found.).
[bookmark: _Toc485712784]Results & Discussion
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The melting temperature (Tm) of 1 g/L BSA pH 7, 1 g/L lysozyme pH 7 and 0.5 g/L myoglobin in HPLC-grade water was established from DSC experiments. Subsequent melting temperatures of the three model proteins with varying concentrations of the cosolutes glycine, GdnHCl and arginine were also established from DSC experiments and subtracted from the initial melting temperature to give the change in melting temperature (ΔTm) (Figure 3‑2). At a concentration of 1 M glycine stabilised all three proteins (Figure 3‑2 top panel), and GdnHCl destabilised all three proteins (Figure 3‑2 middle panel). This is in agreement with all previously published data that states that glycine is a well-documented stabiliser and GdnHCl is a well-known destabiliser at these concentrations (Bruździak et al. 2013; Arakawa & Timasheff 1983; Arakawa & Timasheff 1984a; Santoro et al. 1992). Arginine also destabilises all three proteins at a concentration of 500 mM, but to a lesser extent than GdnHCl (Figure 3‑2 bottom panel). 


[bookmark: _Ref462998468][bookmark: _Ref463015131][bookmark: _Toc482633180]Figure 3‑2. Change in melting temperature of 1 g/L BSA pH 7 (red circles), 1 g/L lysozyme pH 7 (green triangles), and 0.5 g/L myoglobin pH 8 (blue squares) in the presence of increasing concentrations of glycine (top panel), GdnHCl (middle panel), and arginine (bottom panel). Dotted line represents no change in melting temperature to guide the eye
The stabilising or destabilising trends above 100 mM cosolute concentration are similar for all three model proteins despite their variations in size and charge. This rules out direct electrostatic interactions as a potential major mechanism as lysozyme, with a net positive charge, would be expected to show different stability trends to those of BSA and myoglobin, both of which have a net negative charge under these solution conditions.
Interestingly these overall trends for stabilisation or destabilisation are only visible at cosolute concentrations above 100 mM. Below 100 mM glycine and arginine have variable effects on protein stability; BSA is slightly stabilised, lysozyme more or less maintains its stability and myoglobin is slightly destabilised. At low concentrations of GdnHCl there is little effect on the thermal stability of all three proteins studied. This demonstrates interesting and unexpected stability trends at low cosolute concentrations that have not been seen previously. The effects of the individual cosolutes on thermal stability are discussed separately in the following sections and potential mechanisms suggested.
[bookmark: _Toc485712786]Glycine
Low glycine concentrations
At low concentrations (<100 mM) glycine affected thermal stability in a protein-specific manner (Figure 3‑3). 75 mM glycine stabilised BSA by 2.1 °C, slightly stabilised lysozyme by 0.9 °C and slightly destabilised myoglobin by -1.0 °C. Although very rarely studied in thermal stability studies, these low cosolute concentrations are physiologically relevant and often used in formulations. As glycine is generally used as a stabilising excipient (Jorgensen et al. 2009), the fact that it destabilises myoglobin brings to question whether it is always a suitable excipient, especially as there appears to be wide acceptance that glycine stabilises proteins universally.


[bookmark: _Ref462911202][bookmark: _Toc482633181]Figure 3‑3. The effect of low concentrations of glycine (<100 mM) on the thermal stability of BSA, lysozyme and myoglobin demonstrating the protein-specific effects seen at these concentrations. Dotted line represents no change in melting temperature to guide the eye
Glycine is zwitterionic and relatively small as a cosolute, which means it is able to interact with positively and negatively charged groups, and will not be sterically hindered from the protein surface. In particular there may be numerous sites on the protein for glycine to interact with the peptide backbone; a mechanism that has been suggested previously for osmolyte action on protein stability (Liu & Bolen 1995; Street et al. 2006). The number of sites for these weak nonspecific interactions will differ between proteins depending on characteristics such as size and shape. Due to glycine’s effects not following trends based on protein charge, more specific interactions with either positively or negatively charged side chains resulting in a consistent effect on protein stability can be ruled out. This protein-specific stabilisation trend can be explained by a combination of numerous weak interactions between glycine and nonspecific sites on the protein including charged groups and the peptide backbone. Specific trends at low concentrations of kosmotropic salts have been attributed to similar nonspecific weak interactions previously (Bye & Falconer 2014), although in that case low and intermediate concentration effects were shown to be governed by separate mechanisms.
Although relatively uncommon, there are instances where osmolytes have been shown to destabilise proteins under certain conditions, particularly when the pH is altered beyond the pKa of the osmolyte (Singh, Poddar, Dar, Kumar, et al. 2011). Certain polyols have been shown to slightly destabilise α-lactalbumin at low concentrations before stabilising at higher concentrations, although to a much lesser extent than seen for other proteins, in a similar manner to myoglobin here (Romero et al. 2009). This trend was attributed to the fact that α-lactalbumin has incomplete exposure of its apolar core on denaturation, making it much easier to unfold than other proteins. There is no evidence to suggest this is the case for myoglobin.
Romero et al. pointed out the lack of data of the effects of osmolytes at low concentrations, and their discovery of this concentration-dependent trend stemmed from attempting to tackle this (Romero et al. 2009). It is therefore entirely possible that most if not all stabilising cosolutes demonstrate similar stability trends, and that the scarcity of data available at these lower concentrations is responsible for the trends not being observed previously. If this were found to be the case, this could be helpful in gaining better understanding of the mechanisms governing the effects of cosolutes on protein stability. Specifically, concentration-dependent effects such as these are unlikely to be explained by a simple and singular mechanism such as preferential exclusion or enhancement of water structure but likely to be a combination or balance between a number of different and potentially counteracting mechanisms. Indeed the presence of two distinct phases of protein stabilisation seen here suggests that this is the case for glycine.
High glycine concentrations
At concentrations above 100 mM glycine almost linearly stabilises all three proteins studied (Figure 3‑4). The protein-specific stabilisation or destabilisation caused by lower concentrations of glycine dictates the absolute change in melting temperature for each protein, but overall the stabilising trends above 100 mM are similar.


[bookmark: _Ref462935335][bookmark: _Toc482633182]Figure 3‑4. The effect of high concentrations of glycine (>100 mM) on the thermal stability of BSA, lysozyme and myoglobin demonstrating the universal stabilisation seen at these concentrations. Dotted line represents no change in melting temperature to guide the eye
Although glycine’s stabilising capabilities are well known, the degree by which it stabilises proteins differs substantially between studies. In Table 3‑1 the changes in melting temperature caused by 1 M glycine seen in this experiment are compared to the values in other studies. Even when comparing the same protein such as BSA, a change in the solution conditions, particularly the buffer, results in a very different estimate of glycine’s effect on protein stability. More specifically, Arakawa & Timasheff used 1.8 M GdnHCl as a buffer and this resulted in a much larger stabilisation of BSA by 1 M glycine under similar pH conditions (Arakawa & Timasheff 1983). It is possible that there are intra-solvent interactions occurring between the glycine and GdnHCl causing a synergistic effect. Using high purity water alone as a buffer avoids the potential for such interactions to confound the effects of glycine on protein stability, meaning the changes in melting temperature recorded in this experiment are the closest estimate of the effect 1 M glycine has on protein stability.
[bookmark: _Ref462935927]Table 3‑1. Comparison of values of change in melting temperature of proteins (ΔTm) in the presence of 1 M glycine from present study and published literature
	Protein
	Solution conditions
	ΔTm
	Reference

	BSA
	10 mM sodium octanoate & HPLC-grade water pH 7
	5.83
	Current study

	BSA
	1.8 M GdnHCl pH 6.3
	13-27
	(Arakawa & Timasheff 1983)

	Lysozyme
	HPLC-grade water pH 7
	5.16
	Current study

	Lysozyme
	0.02 M NaCl pH 6
	7
	(Arakawa & Timasheff 1985)

	Myoglobin
	HPLC-grade water pH 8
	1.00
	Current study

	Cytochrome c
	0.05 M citrate & 0.1 M KCl pH 3
	3.3
	(Taneja & Ahmad 1994)

	RNase A
	25 mM potassium phosphate & 0.15 M KCl pH 6.7
	3.9
	(Bowlus & Somero 1979)


Thermograms of the proteins unfolding in the presence of various concentrations of glycine show that the change in heat capacity between the folded and the unfolded state (ΔCp) is relatively unaffected even by high concentrations of glycine (see Appendix A). This means that direct extensive binding of glycine to the protein on unfolding can be ruled out as an increase in heat capacity would be expected.
Equally, due to this universal stabilisation being concentration-dependent preferential hydration as a mechanism for stabilisation can be ruled out as this is generally visible as a linear effect on protein stability (Timasheff 2002b). The mechanism governing this stabilisation is likely to be a water-mediated effect due to the stabilisation being protein-independent, and requires at least 100 mM glycine in order to have a noticeable effect on stability. Therefore the stabilisation trend seen here can be explained by the competition for water mechanism previously seen for Hofmeister salts (Bye & Falconer 2014).
Below 100 mM glycine there will be plenty of bulk water that is not associated with the cosolute or the protein, which is therefore free to hydrate the newly exposed protein core upon denaturation. This means that protein stability is unaffected by this mechanism at low concentrations, meaning more direct interactions with the protein surface dictate any thermal stability trends as seen here. Above 100 mM glycine, a large amount of water is ‘locked up’ in the hydration shells of glycine, meaning the unfolding protein has to compete with glycine for this water. This results in protein stabilisation as denaturation becomes more unfavourable. This is supported by glycine being shown to have ‘enhanced’ structured water in its hydration shell by FTIR, which was used to explain its protein stabilising effects (Bruździak et al. 2013). Denaturants generally have very weak hydration (Mason et al. 2003), which explains why they have the opposite effect on protein stability.
[bookmark: _Toc485712787]Guanidine hydrochloride
GdnHCl strongly destabilises all three proteins when present at a concentration of 1 M (Figure 3‑2 middle panel); lysozyme is destabilised by 8.3 °C, BSA by 13.8 °C and myoglobin by 17.1 °C. This is fully expected due to its well-known chaotropic capabilities on proteins. Interestingly, these destabilising effects are not apparent when GdnHCl is present at concentrations below 100 mM, all studied proteins more or less maintain their original melting temperature. This lack of effect at concentrations below 100 mM is previously unseen in published data. In fact, the effect of non-denaturing concentrations of GdnHCl on thermal stability of proteins is rarely studied at all, and has the potential to add key information to establish the mechanisms by which GdnHCl affects protein stability. There are a few studies that have actually demonstrated protein stabilisation by low concentrations of GdnHCl, although this was attributed to binding to specific cation binding sites on the native protein (Mayr & Schmid 1993; Solé et al. 2013), which cannot explain the neutral effects seen here.
The linear extrapolation method (LEM) has long been used to estimate the overall stability of proteins, but relies on a linear relationship between stability and denaturant concentration (Greene Jr & Pace 1974; Tanford 1964; Aune & Tanford 1969a). This data therefore supports that this method does not give true estimates to protein stability, in agreement with some more recent studies (Makhatadze 1999; Santoro et al. 1992; Bolen & Yang 2000). 
The concentration-dependent effect seen here indicates that the mechanism governing the effect of GdnHCl on protein stability must be a weak interaction, due to the need for fairly high concentrations to see an effect on stability. But it also has to be something that acts universally on all proteins, and affects protein stability strongly enough to chemically denature at higher concentrations. It is generally accepted that GdnHCl interacts directly with the protein, which is demonstrated from preferential interaction data (Courtenay et al. 2001; Lee & Timasheff 1974; Möglich et al. 2005). As discussed in section 1.4.3.2, this does not necessarily give detailed enough information on the exact mechanism by which the interaction occurs. Courtenay et al. found that the preferential interaction data for GdnHCl was very similar between the native and denatured state, and therefore cannot be used an explanation for destabilisation as this would require stronger preferential interaction with the denatured state (Courtenay et al. 2001). DSC thermograms show an increase in heat capacity of the unfolded state of the proteins with high concentrations of GdnHCl, which indicate extensive binding of GdnHCl to the denatured state (see Appendix A).
Establishing the exact mechanism by which GdnHCl directly interacts has been difficult, as the high concentrations needed to chemically denature the protein mean that GdnHCl will likely be situated close to the protein surface at many points purely due to the large number of molecules in solution (England & Haran 2011). Many studies suggest that GdnHCl exerts its destabilising effects through direct interaction with the peptide backbone, although the majority of these studies are based on molecular dynamics simulation without any confirming experimental evidence (Street et al. 2006; O’Brien et al. 2007). There are also a number of studies suggesting direct interactions with aromatic  and/or acidic side chains (Tanaka et al. 2004; Lee & Timasheff 1974). More recently, acid and base catalysed hydrogen exchange by NMR has cast doubt on the interaction of GdnHCl with the peptide backbone, although urea was shown to denature proteins via this mechanism (Lim et al. 2009). It is thought that the enthalpic contributions from GdnHCl interactions with polar groups on the protein are not strong enough to explain its strong denaturing capabilities at high concentrations (England & Haran 2011).
The destabilising trends seen here for GdnHCl are more likely explained by interactions with the hydrophobic interior of the protein, which is exposed on unfolding. GdnHCl is a planar high charge density ion, which is extremely weakly hydrated on its planar face (Mason et al. 2003; Mason et al. 2004). Therefore when present in bulk water, water-water interactions will be much stronger than any interaction between water and GdnHCl. This makes it more energetically favourable for GdnHCl to be pushed onto the hydrophobic portions of the proteins as previously described by Collins and labelled a ‘wetting agent’ effect (Collins 1995). This will destabilise the protein as there are more hydrophobic portions with which GdnHCl can interact in the denatured state than the native state. Due to this being a weak interaction, mainly occurring as a result of strong water-water interactions, it has little effect on protein stability when GdnHCl is present at low concentrations.
GdnHCl interactions with hydrophobic portions of proteins are well supported by molecular dynamics simulation. England et al. demonstrated that the presence of GdnHCl in solution slows the onset of dewetting of hydrophobic plates (England et al. 2008). It was shown that GdnHCl lined up against the hydrophobic plates via its weakly hydrated planar surface. Although this is not a true representative of the heterogeneous nature of the protein surface, it can clearly demonstrate the importance of purely hydrophobic interactions. This same lining up phenomenon has been seen with a simulation of a hydrophobic polymer (Godawat et al. 2010). It is therefore likely that in this experiment GdnHCl is being pushed onto the hydrophobic portions of the protein and lining up against them via its weakly hydrated planar surface. This study appears to be the first experimental data of protein stability trends that support a ‘wetting agent’ mechanism for the destabilisation of proteins by GdnHCl at non-denaturing concentrations.
[bookmark: _Toc485712788]Arginine
Below 100 mM arginine has protein-specific effects on stability that are very similar to those seen for glycine below 100 mM (Figure 3‑2 bottom panel; top panel respectively). 75 mM arginine stabilises BSA by 2.3 °C, slightly destabilises lysozyme by -0.06 °C and destabilises myoglobin by -2.4 °C (Table 3‑2).
[bookmark: _Ref463014941]Table 3‑2. Change in melting temperature of BSA, lysozyme and myoglobin in the presence of 75 mM glycine compared with 75 mM arginine
	Protein
	ΔTm by 75 mM Glycine
	ΔTm by 75 mM Arginine

	BSA
	2.1
	2.3

	Lysozyme
	0.9
	-0.06

	Myoglobin
	-1.0
	-2.4


Above 100 mM arginine destabilises all three proteins, but to a much lesser extent than the destabilisation caused by high concentrations of GdnHCl (Figure 3‑2 bottom and middle panel respectively). 500 mM arginine destabilised BSA by -1.3 °C, lysozyme by -1.5 °C and myoglobin by -7.8 °C, the differences in the final changes in melting temperature being mainly due to the protein-specific effects seen at lower concentrations of arginine.
If the sum of the changes in melting temperature in the presence of a certain concentration of glycine and GdnHCl are compared to the change in melting temperature in the presence of arginine at the same concentration, it is clearly visible that the effects of arginine on protein stability are caused by a summation of its two functional groups: glycine and guanidinium (Figure 3‑5). The proximity of the two sets of changes in melting temperature are particularly surprising considering the presence of a three carbon chain in the arginine molecule, and the fact that it is larger in size and so more prone to steric hindrance from the protein surface. A similar study comparing the effects of monosaccharide mixtures on protein stability with the effects of the corresponding oligosaccharide demonstrated that the oligosaccharide was less stabilising than the sum of its individual monosaccharides (Poddar et al. 2008).


[bookmark: _Ref463015635][bookmark: _Toc482633183]Figure 3‑5. Comparison of change in melting temperature of 1 g/L BSA pH 7 (top panel), 1 g/L Lysozyme pH 7 (middle panel), and 0.5 g/L myoglobin pH 8 (bottom panel) caused by increasing concentrations of arginine (red circles) and the summation of the changes in melting temperature caused by equimolar concentrations of glycine and guanidine hydrochloride (blue triangles). Dotted lines represent no change in melting temperature to guide the eye
Current suggestions for mechanisms of arginine action on protein stability include weak transient interactions at low concentrations (Lim et al. 2009) and preferential exclusion at high concentrations due to cluster formation (Shukla & Trout 2011a). Preferential exclusion at high concentrations cannot explain the stability trends seen here as that would result in stabilisation rather than destabilisation. Instead arginine’s unique action on protein stability can be explained by the presence of a stabilising and destabilising functional group on the arginine molecule. The stabilising and destabilising characteristics combine in an additive manner to exert the unique effects of arginine.
It therefore follows that the mechanisms by which arginine exerts its effects on protein stability can be broken down to the mechanisms by which its functional groups act. Below 100 mM arginine interacts weakly and nonspecifically with charged groups and the peptide backbone via its glycine moiety, therefore having protein-specific effects on stability. Above 100 mM arginine acts like a combination of both its glycine and guanidinium moiety, and so a balance of two opposing mechanisms exists. The glycine moiety creates competition for water between the protein and the cosolute, therefore making it energetically unfavourable to unfold the protein; the guanidinium moiety is being pushed onto the apolar parts of the protein, making it more favourable to unfold the protein. The competition between these two mechanisms results in the weak destabilisation caused by arginine at higher concentrations.
[bookmark: _Toc485712789]Importance & wider implications of results
The results from this experiment have a number of implications. The importance of using reliable and predictable stabilising excipients when designing formulations for biopharmaceuticals must not be underestimated (Parkins & Lashmar 2000). Both glycine and arginine are regularly used as stabilising excipients but here are shown to destabilise certain proteins at low concentrations, which are the concentrations generally used in formulation (Arakawa, Tsumoto, et al. 2007; Jorgensen et al. 2009). Such protein-specific and concentration-dependent stability trends make it very difficult to predict under which conditions glycine and arginine will be suitable excipients, therefore extra care must be taken when choosing them.
Based on the finding that arginine acts like an additive mixture of its functional parts it may be possible to use a combination of glycine and GdnHCl in solution as an excipient rather than arginine. This creates the possibility of altering the ratios of the stabilising glycine moiety and the solubilising and aggregation-suppressing GdnHCl moiety, in order to produce a ‘designer’ excipient. There has already been research done adding various functional groups to arginine or using arginine analogues in an attempt to find a more effective alternative to arginine in terms of its solubility properties (Hamada & Shiraki 2007; Gao et al. 2013). This experiment provides further proof that tweaking of functional groups can potentially result in better excipient candidates.
The findings from this experiment also have importance in cell biology. Glycine is generally present in cells as an osmolyte at the concentrations where it demonstrated very protein-specific effects (Yancey et al. 1982). The major property of osmolytes is that they act universally on protein stability. As a number of different osmolytes are generally present in a cell at any one time under stress conditions glycine must be acting in an additive way with other stabilising osmolytes if it is to exert universally stabilising effects on proteins.
An emphasis on low concentrations and the absence of salt-containing buffer has resulted in detailed stability trends that led to the conclusion that arginine acts like an additive combination of its functional groups. This brings to question whether other amino acids and other small organic molecules exhibit the same additivity of their functional groups, and that the scarcity of detailed data is to blame for this additivity not being seen before.
[bookmark: _Toc485712790]Conclusion
Arginine is shown to affect protein thermal stability as an additive combination of its functional groups: glycine and GdnHCl. These trends have two phases. At concentrations below 100 mM arginine acts in a protein-specific manner governed by the glycine moiety, which indicates weak nonspecific binding to charged groups and the peptide backbone. Above 100 mM arginine destabilises similar to GdnHCl, but more weakly due to the stabilising properties of the glycine group at these concentrations. This is due to two competing mechanisms which stabilise and destabilise simultaneously. The glycine moiety stabilises through competition for water between the cosolute and the unfolding protein. The guanidinium moiety destabilises by being pushed onto the apolar core of the protein through strong water-water interactions. Detailed data at low cosolute concentrations and the absence of a salt-containing buffer result in clear and comprehensive protein stability trends, which give great insight into the mechanisms by which these cosolutes act. This has implications for the pharmaceutical industry, as it gives the opportunity of producing designer excipients with bespoke ratios of functional groups to give the desired characteristics of the formulation.


[bookmark: _Toc485712791]Development of glycine-guanidinium mixtures as an alternative excipient to arginine for protein stability


[bookmark: _Toc485712792]Introduction
In the previous experimental chapter it was demonstrated that arginine acts on protein stability as an additive mixture of its two functional groups: glycine and guanidine hydrochloride (GdnHCl) (Platts & Falconer 2015). The sum of the changes in thermal stability for three model proteins in the presence of glycine and GdnHCl separately was compared to that of equimolar concentrations of arginine and found to follow the same trends, and were very close in terms of actual change in melting temperature for all proteins studied. Arginine is a commonly used excipient in biopharmaceutical formulations due to its unique ability to solubilise proteins and prevent aggregation without negatively affecting stability (Arakawa & Tsumoto 2003; Ishibashi et al. 2005). It was suggested in the previous chapter that, due to the seemingly additive nature of arginine’s effects on protein stability it may be possible to use bespoke ratios of its functional groups, which represent a stabilising and a solubilising moiety, in order to create designer excipients for therapeutic protein formulations. In fact, there are already a number of studies that suggest altering functional groups on the arginine molecule can further increase its solubilising effects (Hamada & Shiraki 2007; Gao et al. 2013).
Although the effects of glycine and GdnHCl on protein stability were shown to be additive when their effects were measured separately in solution, this additivity may not occur when both glycine and GdnHCl are used together as a mixture (Warepam & Singh 2015). This is due to the possibility of interactions between the two cosolutes, whether that be attractive or repulsive direct interactions, or an indirect interaction. As the system is altered from a three-component system of water-cosolute-protein to a four-component system of water-cosolute-cosolute-protein, the number and complexity of interactions that could occur are increased (see section 1.6) (Miyawaki et al. 2014) (Figure 4‑1). It is worth noting that cosolute 1-cosolute 2 interactions here do not have to be direct in order to influence the effect on protein stability (Rosgen 2015).


[bookmark: _Ref463618053][bookmark: _Toc482633184]Figure 4‑1. Schematic of all potential interactions that can affect protein stability in four-component system containing a mixture of cosolutes. See Figure 1‑10 for comparison to three-component system containing a single cosolute
A single biopharmaceutical formulation likely contains a mixture of various excipients, not only for stabilisation but for other reasons such as buffering capacity and tonicity (Jorgensen et al. 2009). Similarly in a cell undergoing osmotic stress there are likely a variety of small molecules accumulated as osmolytes (Yancey et al. 1982). Despite this there is relatively little research into the effects of mixtures of small molecules on protein stability, and whether their effects deviate from additivity. This is probably due to the fact that the multitude of interactions involved in complex mixtures are more difficult to elucidate, as represented in Figure 4‑1.
Although glycine-GdnHCl mixtures have not been studied previously, methylamine-urea mixtures (another stabiliser-destabiliser mixture) are well studied due to the fact that they regularly occur as an osmolyte mixture in a 1:2 ratio in cartilaginous marine fishes, coelacanth and mammalian kidneys (Yancey et al. 1982). There are data to suggest both additivity (Holthauzen & Bolen 2007; Mello & Barrick 2003; Lin & Timasheff 1994) and synergy (Venkatesu et al. 2009; Venkatesu et al. 2007; Khan et al. 2013a; Rosgen 2015) in the effects of urea-methylamine mixtures on protein stability, and various molecular mechanisms have been suggested for both. This means that a consensus is far from being reached (see section 1.6.1) and so it is still unclear whether the effects of mixtures of cosolutes can be accurately predicted.
The aim of this experimental chapter is to quantify the effects of glycine-guanidine hydrochloride (Gly-Gdn) mixtures on the thermal stability of proteins. Through comparison to protein stability effects of arginine and both glycine and guanidine hydrochloride separately (Chapter 3), but under similar solution conditions, the hypothesis will be challenged that Gly-Gdn mixtures act on protein stability in an additive manner. Alteration of concentration ratios of glycine and GdnHCl from equimolar concentrations should give an indication of whether Gly-Gdn mixtures are suitable for use as a designer excipient in place of arginine through increased stabilising capacity from an increase in glycine concentration.
[bookmark: _Toc485712793]Materials & Methods
[bookmark: _Toc485712794]Materials
Proteins albumin from bovine serum (BSA) and lysozyme from hen egg white were purchased in lyophilised powder form from Sigma-Aldrich. Cosolutes L-glycine and guanidine hydrochloride (GdnHCl), and sodium octanoate were also purchased from Sigma-Aldrich and had purities of at least 98%.
[bookmark: _Toc485712795]Methods
Sample preparation
Methods are similar to those in Chapter 3. Proteins were dialysed overnight using a Mini 8 kDa membrane dialysis kit (GE Healthcare, Little Chalfont, UK) at 4 °C against HPLC-grade water. Protein concentration was calculated using absorbance measurements at 280 nm using a Jenway 6305 UK-Vis spectrophotometer (Jenway (Bibby Scientific), Staffordshire, UK). Extinction coefficients from Gill & von Hippel, 1989 (Gill & von Hippel 1989) were used to calculate protein concentration. Protein stocks of 2 g/L BSA and 2 g/L lysozyme were made and put to pH 7 using either sodium hydroxide or hydrochloric acid. BSA stocks were dialysed against and diluted in 10 mM sodium octanoate as the protein was unstable in its absence. Protein stocks were kept on ice during experiments and used for a maximum of two days. Where concentration ranges took longer than two days new protein stocks were made from lyophilised powder and dialysed and diluted as above, and melting temperatures in the absence of cosolute checked for consistency.
2 M stocks of glycine and guanidine hydrochloride were prepared using HPLC-grade water and put to pH 7. Samples for use in DSC were made by diluting protein stock by half with HPLC-grade water and desired concentrations of glycine and guanidine hydrochloride as a mixture.
Differential Scanning Calorimetry
All samples were degassed for 1 hour at 19 °C prior to DSC scans. Samples were heated at a rate of 1.5 °C/min from 30 – 100 °C with an equilibration period of 600 seconds at a pressure of 3 atmospheres. DSC experiments were carried out on a TA Instruments Nano-DSC (TA Instruments, New Castle, DE, USA). Three repeats were carried out of each experiment.
Data analysis
Data were analysed using the Nanoanalyze software provided with the DSC. Water-water baselines were subtracted from the data and the temperature of maximum unfolding of the protein (Tm) was calculated as the point at which the maximum relative heat capacity occurred. Other thermodynamic values were recorded but not used in analysis due to doubts over reliability for BSA.
[bookmark: _Toc485712796]Results & Discussion
[bookmark: _Toc485712797]Effect of varying concentrations of Gly-Gdn mixtures on protein stability
Varying concentrations of Gly-Gdn mixtures were added to BSA and lysozyme and their melting temperatures compared (Figure 4‑2) (raw data values presented in Appendix B). Variations in glycine concentration are shown as different plots with increasing GdnHCl concentrations shown on the x axis. For both BSA and lysozyme increasing the concentration of glycine present increased the melting temperature of the protein at all concentrations of GdnHCl. This occurred in a linear manner, i.e. a higher concentration of glycine increased the melting temperature more. At 500 mM GdnHCl, which drastically destabilises both BSA and lysozyme, even the addition of 500 mM glycine did not result in stabilisation (Figure 4‑2 brown circles), although the degree of destabilisation was decreased. At GdnHCl concentrations below 100 mM, which by themselves have very little effect on the melting temperature of both BSA and lysozyme (Figure 4‑2 red circles), even 5 mM glycine resulted in a slight stabilisation of both proteins, with the exception of 5 mM glycine:25 mM GdnHCl with lysozyme (Figure 4‑2 bottom panel). 500 mM glycine when combined with low concentrations of GdnHCl (<100 mM) resulted in almost 5 °C stabilisation for BSA, and 3 °C stabilisation for lysozyme.


[bookmark: _Ref463443984][bookmark: _Toc482633185]Figure 4‑2. Effect of addition of various concentrations of glycine (see legend) to various concentrations of GdnHCl on the melting temperature of 1 g/L BSA pH 7 (top panel) and 1 g/L lysozyme pH 7 (bottom panel). 0 mM glycine plot (only GdnHCl) is taken from Chapter 3

It is therefore clear that the addition of glycine is capable of counteracting the destabilising effects of GdnHCl on both BSA and lysozyme, and so predicted to follow similar trends for other proteins. The concentration of glycine added is proportional to the degree of counteraction (proximity to additivity is discussed in the following section 4.3.2). Low concentrations of GdnHCl (< 100 mM), which should be capable of increasing solubility and suppressing aggregation (Tsumoto et al. 2003), when mixed with any concentration of glycine still results in protein stabilisation. This means that these specific mixtures may present potential excipient candidates if they are also shown to have similar positive effects on solubility. It also gives an element of choice in terms of the degree of stabilisation and potentially solubilisation required for a particular protein in certain conditions, creating a ‘bespoke excipient’.
By plotting the data from Figure 4‑2 with glycine and GdnHCl switched (GdnHCl concentrations as separate plots, glycine concentration on x axis), it is possible to see more clearly the effects of varying the concentrations of GdnHCl in the Gly-Gdn mixture on the changes in melting temperature of BSA and lysozyme (Figure 4‑3). It is clear that at low GdnHCl concentrations the stability trends are most similar to glycine in that they result in stabilisation. Only 500 mM GdnHCl results in destabilisation at all glycine concentrations of both BSA and lysozyme. Interestingly 5 mM and 25 mM GdnHCl when paired with all concentrations of glycine are very slightly more stabilising than the glycine alone of the same concentration for both BSA and lysozyme, despite the fact that these two GdnHCl concentrations without glycine have very little effect on protein stability (Figure 4‑3 blue triangles and green squares compared to red circles). It therefore follows that Gly-Gdn mixtures with 5-25 mM GdnHCl could be better stabilising excipient candidates than glycine alone. Their utility would be even greater if they are also shown to improve solubility simultaneously. 


[bookmark: _Ref463447221][bookmark: _Toc482633186]Figure 4‑3. Effect of addition of various concentrations of GdnHCl (see legend) to various concentrations of glycine on the melting temperature of 1 g/L BSA pH 7 (top panel) and 1 g/L lysozyme pH 7 (bottom panel). 0 mM GdnHCl plot (only glycine) is taken from Chapter 3
Although 2:1 urea-methylamine results in counteraction (Yancey & Somero 1980), that is not necessarily the case for 1:2 glycine-GdnHCl. In the case of lysozyme the changes in melting temperature in the presence of 50:100 mM and 25:50 mM Gly-Gdn are very close to zero, similar to what would be expected for urea-methylamine. However, this is not the case for the same mixtures with BSA, and there are also many other concentration combinations for lysozyme that are as close to zero. Also 250:500 mM Gly-Gdn mixtures are destabilising by 3-4 °C for both proteins. This is not unexpected as urea-methylamine mixtures have evolved in certain organisms as an osmolyte strategy, whereas Gly-Gdn mixtures have not been subjected to the same evolutionary pressure (Yancey et al. 1982)
[bookmark: _Ref463874881][bookmark: _Toc485712798]Equimolar Gly-Gdn mixtures compared to arginine & deviation from additivity
The change in melting temperature caused by equimolar Gly-Gdn mixtures of 5 mM, 25 mM, 50 mM, 100 mM and 500 mM was measured for both 1 g/L BSA at pH 7 and 1 g/L lysozyme at pH 7 and compared to the changes in melting temperature of arginine, and the additive sum of glycine and GdnHCl separately, at the same concentrations (Figure 4‑4). As was shown in the previous chapter, arginine stability trends are very similar to a combination of the glycine stability trends and GdnHCl stability trends added together (Figure 4‑4 red circles & green triangles respectively). Equimolar Gly-Gdn mixtures have a very similar effect on the thermal stability of BSA in that at low concentrations (<100 mM) it stabilises by approximately 2 °C and destabilises when present at higher concentrations (Figure 4‑4 top panel blue squares). The effects of equimolar Gly-Gdn mixtures on lysozyme also demonstrate a similar trend to arginine in that destabilisation occurs at high concentrations. However, all melting temperatures of lysozyme in equimolar Gly-Gdn mixtures are almost 1 °C higher than the melting temperatures in the same concentration of arginine (Figure 4‑4 bottom panel blue squares).


[bookmark: _Ref463620414][bookmark: _Toc482633187]Figure 4‑4. Changes in melting temperature of 1 g/L BSA pH 7 (top panel), and 1 g/L Lysozyme pH7 in the presence of Gly-Gdn equimolar mixtures (blue squares) compared to arginine (red circles) and the sum of glycine and GdnHCl separately (green triangles). Arginine and Gly+GdnHCl data sets are taken from Chapter 3. Dotted line shows no change in melting temperature to guide the eye
This would indicate that the mixtures of glycine and GdnHCl are acting on protein stability via similar mechanisms to those observed when they are separate in solution, or those seen for arginine. This is especially true with BSA as the trends appear to be very close to additivity. Therefore glycine is likely weakly and nonspecifically interacting with polar groups and the peptide backbone at low concentrations and acting via the competition for water mechanism at high concentrations. GdnHCl is likely being pushed onto apolar parts of the protein due to it being weakly hydrated and water-water interactions being stronger than GdnHCl-water or water-protein interactions. The Gly-Gdn mixtures’ effects on lysozyme are probably governed by similar mechanisms, as their stability trends are similar to arginine and the sum of glycine and GdnHCl separately. There are plenty of previous studies to suggest that small molecules in mixtures act independently and additively on protein stability including urea with sarcosine (Holthauzen & Bolen 2007) and TMAO (Mello & Barrick 2003). Poddar et al. also found that monosaccharide mixtures were additive when compared to monosaccharides separately, although oligosaccharides made of the same monosaccharides were less stable, which is different to the trend seen here as arginine also acts similarly (Poddar et al. 2008).
However, there is obviously a mechanism here specifically in the case of lysozyme causing the mixtures to be more stabilising than expected at all concentrations, that does not occur in the case of BSA. An argument has been made previously to suggest that in the case of mixtures, synergy is the norm rather than the exception as additivity would require the complete absence of any interactions between the two cosolutes, whether directly or indirectly (Rosgen 2015). This is represented by ‘cosolute 1-cosolute 2 interactions’ in Figure 4‑1. There are a number of methylamine-urea studies that show synergistic effects on protein stability, resulting in more effective stabilisation than expected (Venkatesu et al. 2007; Venkatesu et al. 2009), similar to that seen for lysozyme. As with many stabilising cosolutes, methylamines are generally shown to have strong hydration (Panuszko et al. 2009). Urea has been demonstrated via a number of molecular dynamics simulations to prefer solvation of methylamines over proteins, which would result in a weakening of its destabilising effects as it will participate in less destabilising interactions with the protein if it is ‘locked up’ in methylamine hydration shells (Paul & Patey 2007; Kumar & Kishore 2013; Sarma & Paul 2013).  
Glycine is strongly hydrated and GdnHCl is weakly hydrated as discussed in Chapter 3. This results in a counteraction of two opposing mechanisms resulting in an additive effect on protein stability as is seen for arginine, and is visible from the BSA stability trends in Gly-Gdn mixtures (Figure 4‑4 top panel). GdnHCl is pushed onto hydrophobic parts of the protein due to strong water-water interactions and its weak hydration (Mason et al. 2003; Collins 1995). It therefore follows that GdnHCl, similar to urea, would prefer to also be pushed onto a glycine molecule rather than interact with water. In the case of BSA, it appears that GdnHCl still prefers to interact with the protein rather than glycine, as the stability trends do not differ from additivity. However, in the case of lysozyme it appears that GdnHCl is potentially interacting with glycine at least slightly preferentially over the protein. This would result in less destabilisation by GdnHCl. This is probably due to the positive net charge of lysozyme, which will at least slightly repel the positively charged GdnHCl, making it slightly more favourable for it to interact with glycine. Therefore the order of interaction preference for GdnHCl is as follows from least preferred to most preferred:
Water < Lysozyme < Glycine < BSA
The preference of interaction with glycine over lysozyme of course is not apparent until the three molecules are in solution together, which is why arginine, and glycine+GdnHCl trends are similar to those seen for lysozyme and BSA in Chapter 3.	Comment by UOS: Sentence structure altered to improve grammar
The changes in melting temperature expected for a certain concentration of Gly-Gdn mixture if the effects of the two cosolutes are additive can be calculated from the sum of the effects of the two cosolutes separately on the changes in melting temperature of BSA and lysozyme, which have been done in Chapter 3. This value can then be subtracted from the change in melting temperature of the Gly-Gdn mixture at that particular concentration (Figure 4‑2/Figure 4‑3) to obtain a value corresponding to the deviation from additivity of that particular mixture concentration in degrees Celsius. This data is plotted for all data points for BSA and lysozyme in Figure 4‑5. In agreement with Figure 4‑4, almost all concentrations of Gly-Gdn mixtures are more stabilising than expected for additivity for lysozyme, therefore further supporting the theory that at least some of the GdnHCl prefers to interact with the glycine molecules rather than the lysozyme, resulting in less severe destabilisation. The effects on protein stability that are closer to additivity, or even very slightly less stabilising than expected for additivity, are all in the presence of 500 mM GdnHCl. Due to the high concentration of GdnHCl it is likely that the slight preference for interaction with glycine is not enough to counteract the interaction with lysozyme resulting in destabilisation.


[bookmark: _Ref465691887][bookmark: _Toc482633188]Figure 4‑5. Deviation of the change in melting temperature of 1 g/L BSA pH 7 (top panel), and 1 g/L Lysozyme pH 7 (bottom panel) in Gly-Gdn mixtures from the changes in melting temperature expected for additivity. Additivity is based on the changes in melting temperature of the two proteins in the presence of glycine and GdnHCl separately seen in Chapter 3. Dotted line shows no deviation from additive effects on thermal stability

In the case of BSA 5 mM and 25 mM GdnHCl with all glycine concentrations were more stabilising than expected for additivity, whereas higher concentrations of GdnHCl (50, 100, 500 mM) with most glycine concentrations (with the exception of 25 mM) were more destabilising than expected for additivity (Figure 4‑5 top panel). It is interesting to note that 50, 100 or 500 mM GdnHCl in combination with most glycine concentrations were more destabilising to BSA than expected for additivity, representing a switch from more stabilising than expected to more destabilising than expected. Almost all concentrations of Gly-Gdn mixture cause changes in melting temperature within 1 °C of that expected for additivity for BSA, and so deviations from additivity are all relatively small. The changes in melting temperature for lysozyme are also fairly close to additivity, but show a much clearer trend in deviation towards synergistic stabilisation.
[bookmark: _Toc485712799]Conclusions
Gly-Gdn mixtures are shown to have mostly predictable effects on the stability of both BSA and lysozyme, and very closely follow the trends seen for arginine and for the sum of glycine and GdnHCl separately. Gly-Gdn mixtures have more stabilising effects than predicted for additivity on lysozyme, but not on BSA. This stabilising synergy of Gly-Gdn mixtures has been seen previously for urea-methylamine mixtures, and this can be explained mechanistically by GdnHCl slightly preferring to interact with glycine over both water and lysozyme, due to repulsion by lysozyme’s positive charge. This is not seen for BSA as GdnHCl still prefers to interact with the protein over both water and glycine. Despite this slight deviation from additivity, the concentration of glycine present in the Gly-Gdn mixture still has a proportional stabilising effect on both proteins at all GdnHCl concentrations. Interestingly the presence of 5 mM or 25 mM GdnHCl in a mixture with all glycine concentrations is slightly more stabilising than glycine alone on both proteins, meaning this mixture could be a more effective stabilising excipient than glycine.
Due to the fact that Gly-Gdn mixtures have predictable, or more stabilising than predicted, effects on protein stability they present a possible candidate for a designer excipient in place of arginine. If the degree of solubilisation and aggregation-prevention are also shown to be predictable for Gly-Gdn mixtures, bespoke ratios of the two molecules can be chosen to increase or decrease both stability and solubility to better fit the requirements for specific formulations.


[bookmark: _Toc485712800]Experimental evidence of arginine self-association and elucidation of the mechanisms involved in clustering studied by Nanoparticle Tracking Analysis


[bookmark: _Toc485712801]Introduction
Arginine’s popularity as an excipient stems from the fact that it is consistently able to suppress aggregation of aggregation-prone proteins, and facilitate refolding of inclusion bodies, similarly to guanidine hydrochloride (GdnHCl), but without the strong denaturing effects (Arakawa, Ejima, et al. 2007; Ishibashi et al. 2005; Shah et al. 2011; Lange & Rudolph 2009). Although other experimental data contained in this thesis shows that arginine may destabilise proteins, it is clear that it does not do so to the same extent as GdnHCl, and its positive effects on aggregation are proven within the literature (Baynes et al. 2005; Shukla & Trout 2010; Lyutova et al. 2007; Varughese & Newman 2012). This makes arginine unique in its abilities and at odds with the classification of small molecules into ‘kosmotropes’ and ‘chaotropes’ based on their effects on stability and solubility i.e. molecules that solubilise proteins and prevent aggregation are expected to destabilise. Although this has garnered a lot of attention from the pharmaceutical industry and scientific community there is yet to be a clear and decisive explanation for arginine’s unusual actions on proteins.
Arginine was recently shown to exhibit interesting preferential interaction behaviour, in that it preferentially interacts with proteins when present at low concentrations, but is preferentially excluded at high concentrations (Shukla & Trout 2011a). Such nonlinear preferential interaction values are rare amongst small molecules, and as such it is assumed that this must be related to arginine’s unique actions on proteins. Three potential mechanisms were proposed to explain this behaviour and therefore its effects on aggregation; interactions between the guanidinium (Gdn) group and tryptophan side chains, neutral crowder behaviour as explained in section 1.7.1.1 (Baynes & Trout 2004), and arginine stacking or self-association in solution (Shukla & Trout 2010).
Amongst the many different interactions that can occur in a solution containing protein, water and cosolute (see Figure 1‑10), cosolute-cosolute interactions are probably the type that are explored the least. A number of molecular dynamics (MD) simulations have been conducted recently that suggest the possibility of arginine self-association in solution and how this might influence its effects on protein aggregation (Shukla & Trout 2010; Schneider et al. 2011; Vagenende et al. 2013), but there is still a lack of direct experimental proof of such clustering behaviour. Equally the interactions causing arginine self-association, and why this appears to be a property unique to arginine amongst the amino acids, have yet to be elucidated. 
An MD simulation by Trout and coworkers demonstrated that arginine is capable of self-associating via three separate interactions including head-to-tail hydrogen bonding between the Gdn group and the carboxylate group, hydrogen bonding between the N-terminal and C-terminal with the sidechains orientated in opposite directions, and Gdn-Gdn stacking (Shukla & Trout 2010). Although defying electrostatics, the Gdn-Gdn stacking theory is backed up by other studies showing self-association of Gdn ions in solution (Mason et al. 2004), and arginine-arginine interactions within and between protein subunits via Gdn-Gdn stacking (Vondrásek et al. 2009). Stacking between protein subunits was shown to be absent between the ammonium-based lysine sidechains. This meant that Gdn-stacking was attributed to the fact that it is weakly hydrated and planar, and as such prefers to interact with itself rather than water; a hypothesis also supported by the GdnHCl stability studies discussed earlier in this thesis. The head-to-tail stacking hypothesis has been supported by data demonstrating large arginine clusters with the presence of a hydrophobic surface caused by the lining up of the alkyl chains (Das et al. 2007). It was proposed that this hydrophobic surface interacts with hydrophobic surfaces of the unfolded protein and therefore prevents protein aggregation. It is clear that no singular interaction has so far definitively proven to be the cause of arginine clustering in solution.
The aim of this work is to provide direct experimental evidence of arginine self-association in solution to support the variety of MD simulations that are already available in the literature. It also aims to elucidate the mechanisms involved in arginine self-association through comparison of the effects of temperature and salt screening, and analysis of potential self-association of lysine and GdnHCl in solution under similar conditions for comparison.
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L-arginine, lysine hydrate and guanidine hydrochloride (GdnHCl) were all purchased in lyophilised powder form from Sigma-Aldrich with purities of more than 98, 97 and 99% respectively. Sodium chloride (NaCl) was also purchased from Sigma-Aldrich in powder form with a purity of more than 99%. CHROMASOLV HPLC grade water was also purchased from Sigma-Aldrich.
[bookmark: _Toc485712804]Methods
Sample Preparation
1 M arginine, 1 M lysine and 2 M GdnHCl solutions were dissolved in HPLC-grade water and altered to pH 7 using dilute hydrochloric acid. The required concentrations for analysis were made using the stock, diluting to 1 mL using HPLC-grade water and being left to equilibrate at room temperature for 30 minutes. Stocks were regularly inverted to avoid settling of nanoparticles. For the NaCl screening experiments a 1 M NaCl stock was made up as above and diluted to the required concentration to be included in the 1 mL solution.	Comment by UOS: ‘put’ changed to altered
Nanoparticle Tracking Analysis (NTA) measurements
Concentration and size distribution of nanoparticles were analysed using a NanoSight LM10 system with a NanoSight LM14 viewing unit used for temperature control (NanoSight Ltd., Amesbury, UK). HPLC-grade water used for dissolving the cosolutes was analysed using the highest camera level used during the analysis as a control to ensure nanoparticle contamination was minimal. All water control tracks showed a concentration of 0 particles/mL.
Samples of differing concentrations of cosolute (arginine, lysine or GdnHCl) at pH 7 were inserted into the sample chamber using a sterile syringe. The temperature was set to 25 °C using the LM14 temperature control and left for 5 minutes to equilibrate. For samples that were measured at 50 °C the sample chamber was subsequently heated to 50 °C and left to equilibrate for 10 minutes, to ensure that any changes in cluster formation had occurred. Three sets of 90 second video (suitable for polydisperse samples) were captured for each sample and averaged. Camera level was altered for each sample individually to provide the best contrast between particles and background. It had an overall tendency to be higher for low concentrations and lower for higher concentrations. The arginine experiment was repeated with a different batch to check that impurities were not the cause of nanoparticle formation. This showed similar results within experimental error.
NanoSight NTA 2.3 software was used to analyse the videos. During analysis detection threshold was set to 10, minimum expected size at auto, temperature was set to that of the LM14 viewing unit and viscosity was set manually to the values obtained using the A&D Vibro Viscometer as described below. 
 Screening experiments of arginine interactions using NaCl were carried out as above. A second control of 1 M NaCl solution was carried out and showed a comparatively low average concentration of 0.13x108 particles/mL, which is within the expected concentration for impurities and will not affect the analysis of the screening experiments.
Viscosity Measurements
Viscosity measurements were taken using an A&D Vibro Viscometer SV-1A (A&D Company Limited, Tokyo, Japan). Equipment was calibrated with HPLC grade water at the desired temperature between each measurement, using values of 0.89 mPa·s at 25 °C and 0.55 mPa·s at 50 °C. Samples were heated beyond 50 °C or 25 °C, depending on the data required, and allowed to cool down whilst measurements were taken at the desired temperatures. Viscosity measurements were recorded and inputted into the NTA software for tracking analysis. The measurements taken that differed from the viscosity of water were as follows:
Table 5‑1. Viscosity measurements taken for arginine, lysine and GdnHCl that differed from the measurements of pure water. All measurements were done at pH 7
	Cosolute
	Concentration (mM)
	Temperature (°C)
	Viscosity (mPa·s)

	Arginine
	750
	25
	1.27

	Arginine
	1000
	25
	1.36

	Arginine
	750
	50
	0.73

	Arginine
	1000
	50
	0.81

	Lysine
	250
	25
	0.93

	Lysine
	500
	25
	1.06

	Lysine
	750
	25
	1.23

	Lysine
	1000
	25
	1.34

	GdnHCl
	750
	25
	0.91

	GdnHCl
	1000
	25
	0.98



Table 5‑2. Viscosity measurements taken for arginine NaCl mixtures that differed from the measurements of pure water. All measurements were done at pH 7
	Arginine Concentration (mM)
	NaCl concentration (mM)
	Temperature (°C)
	Viscosity (mPa·s)

	500
	50
	25
	1.01

	500
	50
	50
	0.60

	500
	500
	25
	1.12

	500
	500
	50
	0.61



[bookmark: _Toc485712805]Results & Discussion
[bookmark: _Toc485712806]Extent of clustering of arginine & relation to effects on stability and solubility
Arginine of various concentrations dissolved in HPLC-grade water was tracked using the NTA equipment first at 25 °C and then at 50 °C giving the nanoparticle concentration and size distribution of the nanoparticles, from which the mean nanoparticle size and mode nanoparticle size are calculated by the NTA software. This data is presented in full in Appendix C. The nanoparticle concentration with increasing arginine concentration is shown in Figure 5‑1, which clearly shows the existence of nanoparticle-size clusters even at low concentrations. Single frame images from the videos captured for all arginine concentrations at 25 °C are shown in Figure 5‑2, demonstrating the unmistakeable increase in nanoparticle concentration. The hydrodynamic diameter of a singular arginine molecule is less than 1 nm (Xin 2007). The lower size detection limit of the NTA instrument is approximately 30-40 nm for biological molecules with low refractive index such as arginine, meaning that all of the clusters detected here have to contain a substantial number of arginine molecules.



[bookmark: _Ref464115808][bookmark: _Toc482633189]Figure 5‑1. Nanoparticle (>30nm) concentration in arginine solutions at 25 °C and 50 °C



[bookmark: _Ref464139886][bookmark: _Toc482633190]Figure 5‑2. NTA images captured from videos of increasing concentrations of arginine at 25 °C, showing the increase in nanoparticle formation. These images are not indicative of absolute size of nanoparticles but purely a representation of the number of particles that scattered light during video capture
At arginine concentrations of 0.5 – 100 mM the nanoparticle concentration stays fairly constant and is below 100x106 particles per mL at both temperatures. Above 100 mM nanoparticle concentration increases drastically, reaching almost 600x106 particles per mL at an arginine concentration of 1 M for both temperatures (Figure 5‑1). The nanoparticle concentration is slightly lower at 50 °C than 25 °C for almost all arginine concentrations, but the trends are near identical meaning that clustering behaviour is minimally affected by temperature changes within this range. 
Increased clustering at higher concentrations has previously been used to explain the changes in preferential interaction parameters resulting in preferential exclusion of arginine at high concentrations (Shukla & Trout 2011a), and to explain the levelling off of arginine’s aggregation prevention capabilities (Schneider & Trout 2009; Schneider et al. 2011; Shukla & Trout 2010). Similar concentration-dependent clustering behaviour of trehalose was also thought to result in ‘kosmotropic’ behaviour (i.e. increased stability and aggregation) (Sapir & Harries 2011). Interestingly this two-stage behaviour, with a switch at 100 mM, mimics the two-stage stabilisation/destabilisation behaviour seen with arginine in previous chapters of this thesis. However, in this case an increase in the nanoparticle concentration of arginine corresponds with increased destabilisation rather than stabilisation, representing the opposite of the trends and explanations previously seen.
In previous chapters arginine was found to act as an additive mixture of its functional groups glycine and Gdn on protein stability. Therefore there were no visible effects originating from the presence of the three-carbon chain, nor the fact that glycine and Gdn groups were joined in a single molecule rather than separate in solution. It follows that the occurrence of arginine clustering in solution is unlikely to play a role in arginine’s effects on protein thermal stability, as the effects are still predicted to be additive. This does not necessarily mean that the clustering behaviour is not responsible for arginine’s effects on aggregation and solubility. One of the suggested mechanisms unique to arginine that explains its positive effects on protein solubility and aggregation is the ‘gap effect’ or ‘neutral crowder’ theory, which incorporates the occurrence of arginine clustering (Baynes & Trout 2004; Baynes et al. 2005; Baynes 2004). In this theory arginine is neither attracted nor repelled from the protein surface, but due to its size being larger than water there is an increase in the energetic penalty for it being excluded from a protein-protein interface, which slows down aggregation and precipitation of the protein. If arginine is self-associating the molecules will be larger and so this effect will be more pronounced. Due to this being a mechanism that only affects processes that involve multiple proteins, it will have very little effect on protein stability. Baynes and coworkers (Baynes & Trout 2004; Baynes et al. 2005; Baynes 2004) argued that this meant arginine has neutral effects on protein stability, which is not what was seen in previous chapters. Here it is suggested that this ‘neutral crowder’ effect does not contribute as a mechanism in protein stability, but is possibly the mechanism that links the effect of arginine on aggregation and solubility with the clustering behaviour observed here and elsewhere. It is entirely possible that different mechanisms govern protein stability and solubility/aggregation, and so the mechanisms governing protein stability shown in previous chapters still stand.	Comment by UOS: Reference added
In terms of the sizes of nanoparticles visualised in the arginine solutions, the averages at both 25 °C and 50 °C are shown in Figure 5‑3. The size distribution profiles of representative NTA tracks of various concentrations of arginine at 25 °C and 50 °C are shown in Figure 5‑4 and Figure 5‑5 respectively. Figure 5‑3 shows that the average sizes of the nanoparticles do not vary substantially with an increase in concentration or temperature and are usually around 150-250 nm. This may explain the differences in effects of cosolute clustering on protein interactions, as trehalose clusters were shown to increase in size with increasing concentration (Lerbret et al. 2007). The size distribution profiles of arginine clusters in solution demonstrate polydispersed solutions, i.e. clusters of a variety of sizes, which become more polydispersed as the concentration increases (Figure 5‑4; Figure 5‑5). This is true for both temperatures studied. It is entirely possible that there are arginine clusters occurring in solution that are too small to be detected by NTA. If these become large enough to be detected with increased arginine concentration, this would result in an increase in nanoparticle concentration, but not necessarily in average size, as is seen here. For this reason, any conclusions on size differences should be made with this in mind. However, mode numbers are unlikely to be affected by the exclusion of the smaller nanoparticles, and as these do not alter it can be concluded that nanoparticle average size doesn’t appear to be affected by concentration.
 




[bookmark: _Ref464139719][bookmark: _Toc482633191]Figure 5‑3. Average nanoparticle sizes of arginine at 25 °C (upper panel) and 50 °C (lower panel) at various millimolar concentrations



[bookmark: _Ref464140044][bookmark: _Toc482633192]Figure 5‑4. Nanoparticle size distributions of arginine at 25 °C of increasing concentrations demonstrating the increase in polydispersity. Four concentrations are shown as representative of the concentration range: 0.5 mM (upper left panel); 5 mM (upper right panel); 100 mM (lower left panel); 500 mM (lower right panel)



[bookmark: _Ref464140049][bookmark: _Toc482633193]Figure 5‑5. Nanoparticle size distributions of arginine at 50 °C of increasing concentrations demonstrating the increase in polydispersity. Four concentrations are shown as representative of the concentration range: 0.5 mM (upper left panel); 5 mM (upper right panel); 100 mM (lower left panel); 500 mM (lower right panel)




[bookmark: _Toc485712807]Establishing the interactions involved in arginine clustering
Arginine & NaCl screening
Equimolar NaCl was added to arginine solutions of low concentration (50 mM) and high concentration (500 mM) in order to determine if it had an effect on the extent of arginine clustering. Further data is presented in Appendix C2. The presence of a neutral salt such as NaCl should act to screen electrostatic interactions, therefore determining if electrostatics play a role in arginine clustering. Figure 5‑6 shows the effect of the addition of 50 mM NaCl to 50 mM arginine at both 25 °C and 50 °C on nanoparticle concentration. The addition of 50 mM NaCl results in a decrease in nanoparticle concentration at both temperatures, and as such is screening at least some of the interactions responsible for arginine cluster formation. Therefore at least some of the interactions involved in arginine clustering are electrostatic. This is likely to be between the positively charged Gdn group, and the negatively charged carboxylate group, resulting in head-to-tail stacking. This has been seen in a number of MD simulations, although has generally been attributed to hydrogen bonding over electrostatics (Shukla & Trout 2010; Gao et al. 2013; Shukla et al. 2011a). In the presence of 50 mM NaCl there are still some visible clusters remaining, however these values are approaching the nanoparticle concentration seen for the 1 M NaCl control, which is attributed to small amounts of dust contamination. The amount of contamination may be slightly less for lower concentrations of NaCl as the contamination originates from the salt rather than the HPLC-grade water (as shown from HPLC-grade water controls). As such the nanoparticles seen at 50 mM NaCl are still likely to be formed mostly by arginine. Therefore, as suggested previously in the literature, arginine clusters are not formed by a single interaction, and so others also need to be explored (Shukla & Trout 2010; Vagenende et al. 2013).


[bookmark: _Ref464208377][bookmark: _Toc482633194]Figure 5‑6. Nanoparticle (>30 nm) concentration of a 50 mM arginine sample in the absence (left bars) and the presence (right bars) of 50 mM NaCl at both 25 °C (red bars) and 50 °C (green bars)

Due to the two-stage trend in nanoparticle concentration with increasing arginine concentration 500 mM arginine was also screened with equimolar NaCl (Figure 5‑7), in order to determine if the interactions governing the cluster formation differed between the concentration-dependent stages. The concentration of nanoparticles decreased in the presence of equimolar NaCl for 500 mM arginine, although there are still nanoparticles visible, as with 50 mM arginine. Therefore at high concentrations it appears that electrostatics play a role in arginine cluster formation, but other interactions are also responsible, similar to low concentrations.


[bookmark: _Ref464210534][bookmark: _Toc482633195]Figure 5‑7. Nanoparticle (>30 nm) concentration of a 500 mM arginine sample in the absence (left bars) and the presence (right bars) of 500 mM NaCl at both 25 °C (red bars) and 50 °C (green bars)

Lysine clustering and relevance to arginine clustering interactions
Various concentrations of lysine in HPLC grade water at pH 7 25 °C were tracked using NTA to detect whether clustering behaviour was present. As lysine is also an amino acid containing a positively charged side chain, the hypothesis here was that if lysine also stacked to the same extent as arginine, this would give evidence of head-to-tail stacking between the positively charged side chain and the carboxylate group.
Figure 5‑8 shows the nanoparticle concentration in various lysine concentrations. Size data and distributions, as well as raw data, are shown in Appendix C3. Size distributions are very similar to arginine and do not vary with concentration. Lysine is shown to self-associate here, with a similar two-stage trend to arginine, although not as strongly. Below 100 mM, nanoparticles are detected, but the concentration is maintained below 200x106 particles/mL. Above 100 mM there appears to be a slight increase in nanoparticle concentration, reaching 300x106 particles/mL at 1 M lysine. As singular lysine molecules are very close in size to arginine, this means that lysine has a lower propensity to self-associate than arginine.


[bookmark: _Ref464465548][bookmark: _Toc482633196]Figure 5‑8. Nanoparticle (>30 nm) concentration of lysine solutions at 25 °C
Lysine has previously been shown to not participate in the same stacking behaviour as arginine, which was attributed to the presence of the spherical ammonium group rather than the planar guanidinium group, resulting in less attractive interactions between lysine molecules (Vondrásek et al. 2009). However, this study was carried out on poly-lysine and poly-arginine. This means that the carboxylate groups would not be free to form head-to-tail interactions with the positively charged side chains. Therefore this study simply shows that the ammonium side chains on lysine are incapable of self-associating. The data shown here demonstrate that aqueous lysine is capable of forming clusters in solution, which are likely to be as a result of carboxylate-ammonium head-to-tail interactions. This gives evidence to the hypothesis that arginine also self-associates via head-to-tail interactions. However, as arginine is shown to form more clusters than lysine at similar concentrations, other potential interactions should also be explored.
GdnHCl clustering and relevance to arginine clustering interactions
GdnHCl at various concentrations at pH 7 25 °C was tracked using NTA to detect any clustering behaviour. Size distributions and raw data are presented in Appendix C4. Figure 5‑9 shows a consistent nanoparticle concentration at all GdnHCl concentrations below 50x106 particles/mL, although nanoparticles are visible at all concentrations. This may partly be due to GdnHCl’s smaller size, meaning there are more clusters formed that are too small to be detected by the NTA equipment. The ability of GdnHCl to form electrostatics-defying self-interactions has been shown previously, both as a salt in solution (Mason et al. 2004), and as the terminal group on an arginine molecule (Pednekar et al. 2009).


[bookmark: _Ref464466954][bookmark: _Toc482633197]Figure 5‑9. Nanoparticle (>30 nm) concentration in GdnHCl solutions at 25 °C
It is unsurprising that GdnHCl is able to self-associate in solution based on conclusions made about its interactions with apolar parts of proteins in previous chapters in this thesis. GdnHCl is planar and weakly hydrated, meaning water-water interactions are much stronger than GdnHCl-water interactions (Mason et al. 2003). Not only does this result in GdnHCl being ‘pushed onto’ apolar parts of a protein resulting in destabilisation, but will also likely result in GdnHCl molecules being ‘pushed together’ in solution resulting in cluster formation.
As arginine is shown to form more clusters than lysine it is likely that this Gdn-Gdn stacking behaviour is also contributing to arginine clustering behaviour alongside head-to-tail stacking. Multiple interactions for arginine clustering were suggested previously from MD simulations (Shukla & Trout 2010). Therefore the data presented here represents experimental evidence supporting simulations in proving that these various interactions are likely contributing to arginine’s clustering behaviour.
[bookmark: _Toc485712808]Conclusions
Arginine is shown to form nanoparticle-size clusters in solution, with a much higher cluster concentration seen at concentrations above 100 mM. However, average cluster sizes do not appear to change with increased arginine concentration. The presence of equimolar NaCl screened some but not all of the arginine clusters at both low (50 mM) and high (500 mM) arginine concentrations, leading to the conclusion that electrostatic interactions between the Gdn group and the carboxylate group play a role in cluster formation. Lysine was also shown to form clusters, with increased cluster concentration above 100 mM, which also gave support to the presence of head-to-tail interactions between the carboxylate group and positively charged side chains. This could be electrostatic or hydrogen bonding. GdnHCl was also shown to form small clusters in solution, which did not change in concentration with increased GdnHCl concentration. Electrostatics-defying Gdn-Gdn interactions therefore appear to be responsible for the increased cluster formation of arginine over lysine. In conclusion, arginine clusters appear to be formed via a multitude of interactions including electrostatic and possible hydrogen bonding-based head-to-tail interactions and Gdn stacking due to weak hydration.


[bookmark: _Toc485712809]Lysine and histidine effects on protein thermal stability: Do all positively charged amino acids act via similar mechanisms?



Parts of this chapter were published in:
Platts L, Darby SJ, Falconer RJ (2016) Control of globular protein thermal stability in aqueous formulations by the positively charged amino acid excipients. Journal of Pharmaceutical Sciences. doi: 10.1016/j.xphs.2016.09.013



[bookmark: _Toc485712810]Introduction
Amino acids are extensively used as stabilising excipients in biopharmaceutical formulations (Falconer et al. 2011; Jorgensen et al. 2009; Shiraki et al. 2002; Ajmera & Scherließ 2014; Taneja & Ahmad 1994). Interestingly, usually featured in lists of commonly used excipients are the three positively charged amino acids: arginine, lysine and histidine (Parkins & Lashmar 2000; Jorgensen et al. 2009). This is despite the fact that they are not generally used by cells as osmolytes, or protein stabilisers (Yancey et al. 1982). This has led to the assumption that, unlike other amino acids such as glycine and proline which are often accumulated in cells to stabilise proteins against osmotic stress, they are not in fact compatible with protein stability, with historical studies demonstrating their perturbing effects on enzyme function (Bowlus & Somero 1979). This would obviously make them unsuitable excipient candidates. Understanding the mechanisms by which these amino acids act on protein stability would ensure their efficacy and safety as excipients and enable their effects on specific therapeutics to be accurately predicted. There have been multiple suggestions relating to potential mechanisms by which they exert their effects but a consensus has not yet been reached.
Arginine is commonly used as a stabilising excipient in biopharmaceutical formulations due to its ability to solubilise and prevent aggregation without negative effects on thermal stability (Ejima, Tsumoto, et al. 2005). Due to this ability it is a very widely studied excipient, although this has resulted in disagreements over the mechanisms which govern its effects on protein stability (Lange & Rudolph 2009; Vagenende et al. 2013; Arakawa, Ejima, et al. 2007; Baynes et al. 2005). In Chapter 3 of this thesis arginine was demonstrated to affect protein thermal stability as an additive mixture of its two functional groups: glycine and guanidinium, via a multitude of mechanisms originating from a combination of these groups. This led to the hypothesis that other cosolutes may act in a similar way.
Although not as widely studied as arginine, there are a number of studies presenting data of lysine effects on thermal stability of proteins (see Table 1‑4). Similar to arginine, these are not uniform, ranging from 2.2 °C destabilisation by 200 mM lysine of RNase A at pH 5 to 6.7 °C stabilisation by 1 M lysine of lysozyme at pH 5 (Rishi et al. 1998). This means it does not fall easily into the kosmotrope/chaotrope categorisation. Unusual preferential interaction data has also been seen for lysine, with exclusion from certain proteins and neutral coefficients with others (Arakawa & Timasheff 1984b).
There is very little data on the effects of histidine on protein stability, probably due to its poor solubility in solution. Once again the data that does exist shows protein-specific behaviour ranging from 7.4 °C destabilisation of myoglobin at pH 5 by 150 mM histidine (Rishi et al. 1998) to 5.8 °C stabilisation of IgG Fab domain at pH 3.5 by 62.5 mM histidine (Falconer et al. 2011). Its utility as an excipient also stems from its buffering capacity at pH 5.5-6.5 (Jorgensen et al. 2009), and its ability to form stabilising interactions with antibodies in the solid state (Tian et al. 2007). A mechanism for histidine action on protein stability is yet to be suggested.
Therefore all three positively charged amino acids show similar behaviour of protein-specific stabilisation or destabilisation, with no clear mechanisms being able to explain their effects in the literature thus far. Interestingly neither lysine nor histidine has previously been compared to their respective side chain functional groups in terms of their effects on protein stability, despite the fact that this is a commonly cited potential mechanism of arginine action (Xie et al. 2004; Arakawa, Ejima, et al. 2007; Ejima, Yumioka, et al. 2005). This is remarkable when considering that the side chains of lysine and histidine (methylamine and imidazole) themselves have various uses (Santoro et al. 1992; Anderson & Long 2010). Imidazole is particularly important due to its use in the purification of His-tagged proteins (Hamilton et al. 2003).
Due to arginine being shown to act like an additive combination of its functional groups, it is hypothesised that the other two positively charged amino acids act in a similar manner. Similar to arginine, previous stability studies using lysine and histidine have been conducted with very few, and often only high concentrations and with buffers containing salt that have the potential to mask or enhance various interactions (Rishi et al. 1998; Falconer et al. 2011; Taneja & Ahmad 1994). Therefore the aim of this chapter is to quantify the effects of both lysine and histidine on the thermal stability of three model proteins, which are the same as those used in the arginine study. Absence of salt-containing buffers and an emphasis of detailed data at low cosolute concentrations, similar to the arginine study, will clearly demonstrate the effects of the cosolutes on protein stability. The aim is also to compare these to the effects of their side chains, methylamine hydrochloride (methylamine HCl) and imidazole respectively, and the effects previously seen for glycine in Chapter 3 (Figure 6‑1; Figure 6‑2 respectively). This will challenge the hypothesis that both lysine and histidine act like an additive combination of their functional groups (glycine & methylamine for lysine; glycine & imidazole for histidine), similar to arginine. Insights gained from the extensively studied arginine along with detailed stability data can be used to establish the molecular mechanisms by which both lysine and histidine act on protein thermal stability.
[image: ]
[bookmark: _Ref464747581][bookmark: _Toc482633198]Figure 6‑1. Structure of lysine in comparison to two of its functional groups: glycine and methylamine. Glycine and methylamine structures have been rotated from usual representations in order to highlight similarities in structure to lysine
[image: ]
[bookmark: _Ref464747583][bookmark: _Toc482633199]Figure 6‑2. Structure of histidine in comparison to two of its functional groups: glycine and imidazole. Glycine and imidazole structures have been rotated from usual representations in order to highlight similarities in structure to histidine
[bookmark: _Toc485712811]Materials & Methods
[bookmark: _Toc485712812]Materials
All proteins: myoglobin from equine skeletal muscle, albumin from bovine serum and lysozyme from hen egg white were purchased in lyophilised powder form from Sigma-Aldrich. Sodium octanoate and cosolutes: lysine-hydrate, histidine, methylamine HCl and imidazole were also purchased from Sigma-Aldrich with purities of at least 97%.
[bookmark: _Toc485712813]Methods
Sample preparation
All proteins were dialysed at 4 °C overnight using a Mini 8 kDa membrane dialysis kit (GE Healthcare, Little Chalfont, UK) against its respective buffer, which for myoglobin and lysozyme was HPLC grade water, and for BSA 10 mM sodium octanoate in HPLC grade water. Protein concentration was calculated using absorbance measurements at 280 nm (BSA; lysozyme) or 555 nm (myoglobin) using a Jenway 6305 UV-Vis spectrophotometer (Jenway (Bibby Scientific), Staffordshire, UK). Extinction coefficients from (Gill & von Hippel 1989) were used for all protein concentration calculations. Based on these measurements protein stocks were diluted using HPLC grade water (or 10 mM sodium octanoate for BSA) to 2 g/L BSA & lysozyme or 1 g/L myoglobin and put to pH 7 for BSA & lysozyme and pH 8 for myoglobin using either sodium hydroxide or hydrochloric acid, so that once diluted with cosolute the working concentrations were: 1 g/L BSA & lysozyme; 0.5 g/L myoglobin. Protein stocks were kept on ice throughout the experiments and not used for more than two consecutive days.
2 M stocks of methylamine HCl and imidazole were prepared using HPLC grade water (or 10 mM sodium octanoate for BSA experiments) and put to the appropriate pH using dilute sodium hydroxide or hydrochloric acid. 1 M stock of lysine and 400 mM stock of histidine, representing their solubility limits, were also prepared in similar ways and put to the appropriate pH.
Protein and cosolute stocks did not use buffers but used buffering capacity of the protein to maintain pH. This was checked regularly and found not to alter across time or concentrations. Zero cosolute scans were regularly run in the DSC over the duration of the experiment to check for degradation of protein and no difference between thermodynamic properties was observed.
Samples for use in DSC were made up to 1 mL for degassing with protein stocks diluted in half using HPLC grade water (or 10 mM sodium octanoate in the case of BSA) and desired concentration of cosolute. All data points were repeated three times with different protein and cosolute stocks and an average calculated.
Differential Scanning Calorimetry
A TA Instruments Nano-DSC (TA Instruments, New Castle, DE, USA) was used to carry out all DSC scans. All samples were degassed for 1 hour at 19 °C prior to DSC scans. During this time no significant evaporation was observed. Samples were heated at a rate of 1.5 °C/min from 30 – 100 °C. An equilibration time of 600 seconds was used and cells were pressurised to 3 atmospheres during heating. 
Data analysis
Data were analysed using the Nanoanalyze software provided with the DSC. Water-water baselines were subtracted from the data and the temperature of maximum unfolding of the protein was calculated as the point at which the maximum relative heat capacity occurred. ΔTm was calculated manually by subtracted the Tm of the respective protein in the absence of cosolute from the Tm in the presence of the desired concentration of cosolute.
[bookmark: _Toc485712814]Results & Discussion
The change in melting temperature (ΔTm) of the three proteins studied in the presence of certain concentrations of cosolute were calculated by subtracting the melting temperature of the protein in HPLC-grade water from that of the protein in the presence of cosolute. Full thermodynamic data sets are given in tables in Appendix D and DSC heat capacity scans at a variety of concentrations of all cosolutes are also given in Appendix D. All glycine data presented here is for reference only and is the data originally obtained in Chapter 3.
[bookmark: _Toc485712815]Lysine & methylamine HCl
Figure 6‑3 shows the changes in melting temperature of BSA (red circles), lysozyme (green triangles) and myoglobin (blue squares) in the presence of increasing concentrations of lysine (top panel), methylamine HCl (middle panel) and glycine (lower panel). It is clear that similar to previously studied cosolutes lysine and methylamine HCl affect thermal stability in both a protein-specific and concentration-dependent manner. Similar to other cosolutes in Chapter 3 two distinct phases of stabilisation or destabilisation are visible, with a switch at around 50-100 mM. There is a clear deviation from linear protein stability effects, on which preferential interaction and enhancement of water structure theories depend (Timasheff 2002b; Timasheff 2002a), meaning a singular mechanism is unlikely to explain these complex stability trends. The trends and potential mechanisms at low and high concentrations are discussed in the following subsections.


[bookmark: _Ref465093210][bookmark: _Toc482633200]Figure 6‑3. Change in melting temperature of 1 g/L BSA pH 7 (red circles), 1 g/L lysozyme pH 7 (green triangles), and 0.5 g/L myoglobin pH 8 (blue squares) in the presence of increasing concentrations of lysine (top panel), methylamine hydrochloride (middle panel) and glycine (bottom panel). Dotted line represents no change in melting temperature to guide the eye

Below 50 mM lysine and methylamine HCl
At the lowest concentrations of lysine and methylamine HCl used in this stability study (0.5 mM) myoglobin is destabilised by 1-2 °C (Figure 6‑4 blue squares). At a concentration of 0.5 mM and 1 mM methylamine HCl BSA is also destabilised by 1-2 °C, but is not destabilised by lysine (Figure 6‑4 red circles). Lysozyme is unaffected by the presence of either cosolute at these concentrations (Figure 6‑4 green triangles). The lack of effect of lysine on BSA can be explained by the slight counteracting stabilisation of BSA by the glycine moiety (Figure 6‑3 bottom panel).
For such a low concentration of cosolute to have noticeable effects on protein stability the interaction causing the effect must be one of low stoichiometry. The most logical explanation for this is direct electrostatic interactions with oppositely charged side chains, which is supported by the fact that both BSA and myoglobin have a net negative charge, whereas lysozyme has a net positive charge. At a concentration of 0.5 mM, there are 18 molecules of cosolute for every myoglobin molecule (at 0.5 g/L concentration) and approximately 12 exposed negatively charged amino acid side chains on the myoglobin molecule, meaning that most of the cosolute is likely to be bound electrostatically to the protein at this concentration. There are many more negatively charged binding sites for the positively charged cosolutes on BSA, meaning that all of the cosolute will also be able to bind electrostatically. Direct electrostatic binding is generally considered to cause destabilisation of the protein (Fromm et al. 1995), which is the effect seen here.


[bookmark: _Ref465089853][bookmark: _Toc482633201]Figure 6‑4. The effect of low concentrations (<50 mM) of lysine (top panel) and methylamine HCl (bottom panel) on the thermal stability of BSA, lysozyme and myoglobin demonstrating the protein-specific effects seen at these concentrations. Dotted line represents no change in melting temperature to guide the eye
Between 1 mM and 50 mM methylamine HCl there is very little effect on the thermal stability of lysozyme or myoglobin (Figure 6‑4 green triangles; blue squares). With myoglobin’s maintained destabilisation by lysine also mirrored in the glycine data (Figure 6‑3 bottom panel, blue squares). Interestingly, BSA is stabilised by methylamine HCl by approximately 2 °C, which is mimicked by lysine at the same concentrations (Figure 6‑4 red circles). BSA is a protein that has evolved to have multiple hydrophobic binding sites in the native state, which results in stabilisation when a small molecule interacts with these high affinity binding sites until these sites are saturated (Varshney et al. 2010). As this is a property that is specific to BSA, it results in the protein-specific effects seen above.
As stated previously, these lower concentrations are very rarely considered in protein stability studies, and as such these trends have not been seen previously. As these are within the concentration range regularly used for biopharmaceutical formulations (Chaudhuri et al. 2014) these protein-specific effects and the destabilisation of proteins with a net negative charge pose potential hurdles for the use of lysine as an excipient. However, this detailed stability data does give insight into the potential mechanisms governing the more complex small organic molecules’ effects on protein stability, potentially making lysine’s effects on protein stability more predictable.
Above 50 mM lysine and methylamine HCl
At high concentrations methylamine HCl destabilises myoglobin by up to 10 °C and BSA by approximately 2 °C (Figure 6‑5 bottom panel, blue squares & red circles). Lysozyme is unaffected by the presence of any concentration of methylamine HCl (Figure 6‑5 green triangles). These trends are mimicked by lysine at the same concentrations, although the effects of glycine also play a part (Figure 6‑3 bottom panel), making lysine less destabilising than methylamine HCl (Figure 6‑5 top panel).


[bookmark: _Ref465154938][bookmark: _Toc482633202]Figure 6‑5. The effect of high concentrations (>50 mM) of lysine (top panel) and methylamine HCl (bottom panel) on the thermal stability of BSA, lysozyme and myoglobin demonstrating the destabilisation of BSA and myoglobin seen at these concentrations. Dotted line represents no change in melting temperature to guide the eye
These protein-specific effects at higher concentrations are unique to lysine; all other cosolutes studied have had similar effects on all proteins when present at higher concentrations (>100 mM). Although both negatively charged proteins are destabilised (whilst the positively charged protein is unaffected) BSA is more negatively charged than myoglobin. Therefore, the net charge of the proteins cannot explain the trends here as methylamine HCl would be expected to destabilise BSA more than myoglobin. DSC scans of lysine and methylamine HCl with BSA and myoglobin show a noticeable increase in heat capacity after the unfolding event compared with no cosolute present, whereas lysozyme shows very little change (Figure 6‑6). An increase in heat capacity of the unfolded state is attributed to binding of the cosolute in question to the protein on unfolding, which can include both apolar and polar regions of the protein (Makhatadze & Privalov 1990; Privalov & Makhatadze 1992). A recent hydrophobic interaction chromatography experiment found myoglobin to contain the most polar regions out of the three globular proteins studied here, and lysozyme the least, with BSA somewhere in between (Baca et al. 2016). This ordering of polar regions on proteins corresponds to the degree of destabilisation by methylamine HCl and lysine, leading to the conclusion that destabilisation is likely caused by the nonspecific binding of methylamine HCl to polar regions on the protein on unfolding, which is supported by the DSC scans. The destabilisation caused by lysine at these concentrations can therefore be explained by the interaction of the methylamine group with polar regions of the protein. The less severe destabilisation, or sometimes maintenance of stabilisation seen for lysine is caused by the counteraction of glycine’s stabilising effects (Figure 6‑5 top panel). 
This theory is also supported by preferential interaction data, showing lysine to accumulate more at the surface of BSA than lysozyme (Arakawa & Timasheff 1984b). As discussed in section 1.4.3.2, preferential interaction data can be useful in suggesting whether the cosolute is situated close to the protein or in the bulk, but lacks detail in the exact interactions occurring between the protein, cosolute and water within this model.


[bookmark: _Ref465159544][bookmark: _Toc482633203]Figure 6‑6. DSC thermograms of 1 g/L BSA pH 7 (top panels), 0.5 g/L myoglobin pH 8 (middle panels) and 1 g/L lysozyme pH 7 (lower panels) in the presence of different concentrations of lysine (left panels) and methylamine HCl (right panels). Black scan shows thermogram of proteins in aqueous solution with no cosolute present for reference

Comparison to additivity
As discussed in the sections above, lysine has similar effects on protein stability to methylamine HCl, although less destabilising. This is attributed to the stabilising effects of glycine, which are discussed in detail in Chapter 3. Figure 6‑7 shows the changes in melting temperature caused by lysine compared to those caused by the sum of glycine and methylamine HCl at the same concentrations. For all three proteins lysine follows very similar trends to those seen for an additive combination of glycine and methylamine HCl. This means that lysine can be considered alongside arginine to act like a combination of its functional groups on protein thermal stability. There are slight differences between the trends for lysine and methylamine HCl & glycine, especially for BSA where the sum of the changes in melting temperature caused by high concentrations of glycine and methylamine HCl is higher than that caused by lysine (Figure 6‑7 top panel). This can be explained by the presence of further alkyl groups on the lysine molecule, and its larger size, both of which may alter the interactions that the individual molecules participate in.


[bookmark: _Ref465169238][bookmark: _Toc482633204]Figure 6‑7.Comparison of change in melting temperature of 1 g/L BSA pH 7 (top panel), 1 g/L Lysozyme pH 7 (middle panel), and 0.5 g/L myoglobin pH 8 (bottom panel) caused by increasing concentrations of lysine (red circles) and the summation of the changes in melting temperature caused by equimolar concentrations of glycine and methylamine HCl (blue triangles). Dotted lines represent no change in melting temperature to guide the eye

[bookmark: _Toc485712816]Histidine & imidazole
DSC scans of histidine effects on protein stability were limited to 200 mM, as this is the solubility limit of the amino acid. Figure 6‑8 shows the changes in melting temperature caused by histidine, imidazole, and glycine (for reference). Even with a lack of data above 200 mM it appears that histidine effects on protein stability mimic a combination of both the imidazole trends and the glycine trends. Specific trends at low and high concentrations are discussed in the following subsections.


[bookmark: _Ref465174776][bookmark: _Toc482633205]Figure 6‑8. Change in melting temperature of 1 g/L BSA pH 7 (red circles), 1 g/L lysozyme pH 7 (green triangles), and 0.5 g/L myoglobin pH 8 (blue squares) in the presence of increasing concentrations of histidine(top panel), imidazole (middle panel) and glycine (bottom panel). Dotted line represents no change in melting temperature to guide the eye
Below 50 mM histidine and imidazole
Similar to the lysine data, there is a drop in the melting temperature of myoglobin by up to 2 °C at 0.5 mM imidazole and histidine, indicating an interaction with low stoichiometry (Figure 6‑9 blue squares). Similar to the explanation for lysine, it is likely to be caused by electrostatic interactions between the positively charged cosolutes and the exposed negatively charged amino acid side chains on myoglobin. Interestingly, this does not occur for BSA unlike the trends seen for lysine (Figure 6‑9 red circles), although similarly lysozyme is unaffected by the presence of low concentrations of histidine or imidazole (Figure 6‑9 green triangles).
At concentrations of 0.5 – 25 mM, histidine and imidazole have very little effect on the stability of lysozyme and myoglobin, but both stabilise BSA by up to 4 °C. Similar to the effects of lysine and methylamine on BSA, this can be attributed to the presence of multiple high affinity binding sites on the native state of BSA, which will result in BSA-specific stabilisation (Varshney et al. 2010). 


[bookmark: _Ref465175255][bookmark: _Toc482633206]Figure 6‑9. The effect of low concentrations (<50 mM) of histidine (top panel) and imidazole (bottom panel) on the thermal stability of BSA, lysozyme and myoglobin demonstrating the protein-specific effects seen at these concentrations. Dotted line represents no change in melting temperature to guide the eye


Above 50 mM histidine and imidazole
Although very little data is available for the effects of high concentrations of histidine, there is clearly evidence of the shift in stability trend, similar to those seen for other positively charged amino acids at around 50-100 mM (Figure 6‑8 top panel), with a plateau in the stabilisation of BSA and slight stabilisation of lysozyme.
Imidazole at concentrations above 50 mM is an effective destabiliser of all three proteins studied, with a destabilisation of almost 25 °C of myoglobin (Figure 6‑8 middle panel). The overall trend seen for imidazole, with small effects at low concentrations and strong destabilisation at high concentrations, is very similar to that seen for guanidine hydrochloride (GdnHCl) in Chapter 3. Imidazole is a planar ring structure, which is weakly hydrated and low charge density similar to GdnHCl (Chen et al. 2012). This means it likely cannot form strong hydrogen bonds with water, similar to GdnHCl (Collins 1995), resulting in imidazole being pushed onto the apolar parts of the protein, making the denatured state more energetically favourable. Due to this being a weak interaction governed by stronger water-water interactions, its destabilising effects are not visible until imidazole is present at high concentrations, with more specific interactions governing trends seen at lower concentrations. At high concentrations (~1 M), imidazole appears to be more effective at destabilising proteins than GdnHCl, meaning it has the potential to be used in a similar way to GdnHCl in stability studies amongst other uses (Gupta et al. 1996; Monera et al. 1994). There have been suggestions that imidazole could be used in a buffer to solubilise insoluble proteins after purification (Hamilton et al. 2003), although if its strong destabilising effects are true for all proteins this would make it an unsuitable candidate.
Comparison to additivity
Figure 6‑10 shows the effects of histidine on protein thermal stability (red circles) compared to an additive combination of its functional groups, glycine and imidazole (blue triangles). Even with the lack of histidine data at higher concentrations, it is clear that histidine acts like an additive combination of its functional groups on all three proteins. In fact, similar to arginine, the effect on thermal stability of equimolar glycine and imidazole added together is almost identical to that of histidine at the concentrations measured, meaning that the presence of the alkyl group on the histidine molecule, and the fact that it is a larger molecule than either glycine or imidazole, has very little effect on the way histidine acts on protein stability.


[bookmark: _Ref465177412][bookmark: _Toc482633207]Figure 6‑10. Comparison of change in melting temperature of 1 g/L BSA pH 7 (top panel), 1 g/L Lysozyme pH 7 (middle panel), and 0.5 g/L myoglobin pH 8 (bottom panel) caused by increasing concentrations of histidine (red circles) and the summation of the changes in melting temperature caused by equimolar concentrations of glycine and imidazole (blue triangles). Dotted lines represent no change in melting temperature to guide the eye
[bookmark: _Toc485712817]Interpretation & comparison to arginine results
Both lysine and histidine act on protein thermal stability as a combination of glycine and their corresponding side chain functional groups, methylamine HCl and imidazole respectively, with a concentration-dependent two-stage trend switching at 50-100 mM, similar to arginine. At very low concentrations (0.5 mM – 1 mM) both methylamine HCl and imidazole destabilise proteins with a net negative charge (BSA & myoglobin for methylamine HCl; myoglobin for imidazole), leading to the assumption that the cosolutes are interacting electrostatically with exposed negatively charged side chains on the protein. These trends are mimicked in the corresponding amino acids. For both amino acids there also appears to be BSA-specific stabilisation at concentrations of 5-25 mM, which originates from their corresponding side chains interacting with high affinity binding sites on the native state of BSA. At these low concentrations (<50 mM) lysine and methylamine HCl also show similarities to the protein-specific effects seen for glycine at these concentrations (see Chapter 3), which are thought to originate from nonspecific weak interactions with polar side chains and the peptide backbone. The contribution from the glycine moiety is clearly visible for both amino acids in Figure 6‑7 and Figure 6‑10.
The protein-specific effects originating from the side chain functional groups for lysine and histidine are not visible in the arginine data, with arginine following glycine trends, and GdnHCl having very little effect on the thermal stability of all three proteins. Electrostatic interactions at low cosolute concentrations have previously been shown to have measureable but unpredictable effects on protein thermal stability in the case of Hofmeister salts (Bye & Falconer 2014). It is therefore entirely possible that GdnHCl, and therefore arginine, do participate in these direct interactions with proteins at low concentrations but this does not result in a visible effect on protein thermal stability.
Although data at high concentrations of histidine is lacking, the few data points available indicates that it acts very similarly to arginine. Both GdnHCl and imidazole moieties are pushed onto the apolar parts of the protein resulting in destabilisation, but this is counteracted slightly by the glycine moiety stabilising the protein via the competition for water mechanism (see Chapter 3). At high concentrations lysine uniquely has protein-specific effects, which appear to originate from the methylamine moiety interacting with polar parts of the protein. Again lysine is less destabilising than methylamine HCl, meaning the stabilising effects of glycine originating from the competition for water mechanism also play a role in lysine’s effects on protein stability.
[bookmark: _Toc485712818]Conclusions
Lysine and histidine are shown to affect the thermal stability of globular proteins via a combination of mechanisms additively originating from the glycine moiety and their respective side chain functional groups, methylamine HCl and imidazole. Along with Chapter 3 this supports the hypothesis that the positively charged amino acids act on protein stability as a combination of their functional groups. Lysine and histidine are shown to cause complex thermal stability trends with 2 distinct concentration-dependent phases, which at times are protein-specific, particularly at low concentrations. Together with the data from Chapter 3 it is clear that a singular mechanism, such as preferential interaction or enhancement of water structure, is unable to explain the effect of the positively charged amino acids on protein thermal stability.
This protein-specificity and occasionally destabilising effect (especially in the case of imidazole) makes lysine and histidine potentially unsuitable excipient candidates for therapeutic protein solutions. However, the fact that their effects are predictable based on their functional groups (similar to arginine) means that ‘designer excipients’, whereby bespoke ratios of functional groups are used rather than the amino acid itself, are potentially a viable alternative for use in the formulation of therapeutic proteins.


[bookmark: _Toc485712819]Conclusions & future work


[bookmark: _Toc485712820]Introduction & main conclusions
Arginine’s effects on proteins are well studied due to its unique ability to supposedly solubilise proteins and prevent aggregation, without negative effects on protein folding or stability (Lange & Rudolph 2009; Arakawa, Ejima, et al. 2007; Ishibashi et al. 2005). However, this resulted in a plethora of suggested mechanisms rather than a consensus on arginine’s effects on proteins. Furthermore, there has long been an emphasis on arginine’s effects on aggregation, with very little focus on its stability effects. The main aim of this thesis was to quantify the effects of arginine on protein thermal stability and elucidate the mechanisms by which it acts, through detailed stability studies using Differential Scanning Calorimetry (DSC). 
Previously, stability studies had often been carried out in the presence of salt-containing buffers, which have the potential to mask or enhance interactions between cosolute, water and protein. The historical use of m-values and the Linear Extrapolation Method (LEM) have also led to the assumption by many researchers that cosolutes affect protein stability in a linear manner, resulting in a scarcity of stability data at low cosolute concentrations. This brought about the wide acceptance of single mechanism models such as preferential interaction or enhancement of water structure. Recent DSC studies carried out within my research group on the effects of Hofmeister salts on the stability of lysozyme used the protein itself as a buffer and obtained large numbers of data points at low salt concentrations (Bye & Falconer 2013; Bye & Falconer 2014). As a result more detailed stability trends were identified and specific molecular mechanisms revealed. This approach was applied in this thesis to more complex molecules (i.e. amino acids), in order to explore whether the understanding of more complex systems could also benefit from a similar methodology.
The principal hypothesis was that arginine, and potentially other amino acids, affects protein thermal stability as an additive mixture of its functional groups. This hypothesis stemmed from historical studies in the cell biology field relating small organic molecule effects to structurally similar salts, and the commonly drawn parallel between arginine and guanidine hydrochloride (GdnHCl) effects on proteins. The in depth DSC stability study on three model proteins presented in Chapter 3 concluded that this was indeed the case, arginine affects protein thermal stability as an additive combination of its two major functional groups: glycine and guanidinium (Gdn). Further and more detailed key findings are discussed in the following section.
[bookmark: _Toc485712821]Key findings
[bookmark: _Toc485712822]Chapter 3 findings
Arginine affects protein stability as an additive mixture of its two major functional groups
As described above, the major conclusion from this thesis is that arginine acts like an additive combination of its two functional groups: glycine and Gdn. This means that arginine’s unique effects on proteins can be explained by the presence of both a stabilising and destabilising moiety on an arginine molecule, which counteract each other in an additive manner. Interestingly, it can therefore be concluded that the presence of a three carbon alkyl chain has very little influence on the effects of arginine on protein stability, nor does its larger size. Due to the detailed data at low cosolute concentration it has also become apparent that these molecules (glycine, GdnHCl and arginine) do not affect protein stability in a linear manner, but instead show two distinct concentration-dependent phases of stabilisation/destabilisation. The low concentration phase tends to be less severe and more protein-specific.
Molecular mechanisms of arginine action on protein stability originate from both of its functional groups
The elucidation of the molecular mechanisms by which arginine affects protein stability has proven difficult in the past. By separating the complex molecule into its functional groups it has been possible to identify mechanisms originating from both the glycine moiety and the Gdn moiety that counteract each other. The concentration-dependent and sometimes protein-specific characteristics of the stability trends mean that singular mechanisms such as preferential interaction cannot explain arginine’s effects on protein stability. Instead a number of more specific interactions involving cosolute, protein and water have been used to explain the various stability trends seen for glycine and GdnHCl, and applied to the trends for arginine. At high concentrations (100 mM) the principal mechanism of glycine stabilisation is ‘competition for water’, and the principal mechanism of GdnHCl destabilisation is through it being pushed onto apolar parts of the protein through strong water-water interactions. More specific direct interactions take place at low glycine concentrations between the cosolute and the protein.
[bookmark: _Toc485712823]Chapter 4 findings
Mixtures of equimolar glycine & GdnHCl affect protein thermal stability similarly to both arginine, and glycine and GdnHCl separately
There is currently no consensus in the literature on whether cosolute mixtures act additively or synergistically on protein thermal stability, which has important implications for both pharmaceutical formulation design and cell biology. Equimolar mixtures of glycine and GdnHCl (Gly-Gdn) have been shown to affect protein stability additively, with changes in melting temperature very similar to those seen for the same concentration of arginine and glycine and GdnHCl separately.
Altering concentrations of glycine and GdnHCl in Gly-Gdn mixtures results in predictable effects on protein stability
The addition of higher concentrations of glycine resulted in increased thermal stability of the proteins studied compared to the absence of glycine at all GdnHCl concentrations. The higher the concentration of glycine added the larger the increase in stability, making the effect of the mixture predictable. This was proven by demonstrating that all changes in melting temperature measured were within 1 °C of those predicted for additive effects of the two cosolutes. Interestingly the addition of low concentrations of 5 mM or 25 mM GdnHCl resulted in a larger increase in melting temperature than glycine alone at all glycine concentrations.
Cosolute-cosolute interactions in a four component system have the potential to affect protein stability in a non-additive manner
Switching from a three component system of single cosolute, water and protein to a four component system containing two types of cosolute makes elucidation of mechanisms more complex. Although the effects of Gly-Gdn mixtures on protein stability were all shown to be very close to additive, there was a clear trend towards a synergistically stabilising effect on lysozyme, but not on BSA. This can be attributed to the positively charged GdnHCl having a slight preference for solvating glycine over the positively charged protein, therefore slightly reducing its destabilising effects. BSA has a net negative charge, meaning GdnHCl still preferred to interact with BSA resulting in an additive effect of the mixture. This means that mixtures may need to be studied on a protein by protein basis rather than having completely predictable effects. However, in all cases studied in this chapter Gly-Gdn mixtures had either additive effects or effects that were more stabilising than predicted for additivity, meaning they have potential utility as ‘designer excipients’. 
[bookmark: _Toc485712824]Chapter 5 findings
Arginine forms large numbers of nanoparticle-size clusters in solution that increase in concentration at high concentrations (>100 mM), but are unaffected by temperature
Nanoparticle Tracking Analysis (NTA) has provided experimental evidence that arginine forms large clusters in solution, which supports numerous Molecular Dynamics (MD) simulations in the literature (Shukla & Trout 2010; Das et al. 2007; Vagenende et al. 2013). These clusters substantially increase in concentration above 100 mM arginine, are relatively unaffected by an increase in temperature (25-50 °C) and do not vary considerably in size with changes in concentration or temperature. The arginine cluster concentration follows the same two phase concentration-dependent trend as the arginine effects on protein thermal stability. However, due to arginine acting like an additive mixture of the glycine and Gdn functional groups it seems unlikely that the formation of clusters will affect the mechanisms of arginine action on protein stability.
Addition of equimolar sodium chloride screens most, but not all, arginine clusters
At both low (50 mM) and high (500 mM) arginine concentrations the addition of equimolar sodium chloride (NaCl) resulted in much lower cluster concentrations, meaning NaCl screens most, but not all, arginine clusters. This has led to the conclusion that at least some of the interactions involved in cluster formation are electrostatic, and based on previous MD simulations this is likely to be head-to-tail stacking between the positively charged Gdn group and the negatively charged carboxylate group. Due to the fact that some arginine clusters were still formed in the presence of NaCl it was assumed that other interactions must also contribute to arginine cluster formation.
Both lysine and GdnHCl also form nanoparticle-size clusters in solution, although to a lesser extent than arginine
Poly-lysine had been shown in the literature to not form clusters in solution but here it was shown that lysine does in fact form clusters in solution, although at a lower concentration than arginine. This gives further evidence that head-to-tail interactions between a positively charged side chain group and the negatively charged carboxylate group are responsible for the majority of arginine’s clustering behaviour. Interestingly, despite electrostatic repulsion, GdnHCl was also shown to form clusters in solution, although the concentration of these was low. Similar to the mechanisms of GdnHCl interacting with the apolar core of the protein, GdnHCl self-association is probably due to the stacking of its weakly hydrated planar face due to strong water-water interactions (Collins 1995; Mason et al. 2003). The tendency for GdnHCl to self-associate explains arginine’s increased cluster formation compared to lysine.
[bookmark: _Toc485712825]Chapter 6 findings
All positively charged amino acids act on protein stability via their two functional groups
Similar DSC experiments to Chapter 3 separated lysine and histidine into their functional groups to test the hypothesis that all positively charged amino acids affect protein thermal stability through a combination of glycine and their respective side chain functional groups. This hypothesis was proven for both lysine and histidine through comparison to methylamine hydrochloride and imidazole along with the glycine data from Chapter 3.
All positively charged amino acids demonstrate two distinct concentration-dependent phases of protein stabilisation/destabilisation
Similar to the arginine data in Chapter 3, both lysine and histidine, along with their functional side chain groups, demonstrate a two stage effect on protein thermal stability. This adds further proof that singular mechanisms are unable to explain small molecules’ effects on protein stability. Once again all the cosolutes studied in this chapter have protein-specific effects at low concentrations that result in slight stabilisation or destabilisation. Above 50-100 mM all cosolutes studied had more pronounced effects on protein thermal stability.
The mechanisms of the effects of lysine and histidine on protein thermal stability originate from a combination of glycine and functional side chain groups but are different
Similar to arginine, the mechanisms governing lysine and histidine effects on protein thermal stability can be separated into mechanisms originating from the glycine moiety and mechanisms originating from the side chain functional group. However the mechanisms originating from the side chain functional groups differ depending on the amino acid in question. In particular, both lysine and histidine’s side chain mechanisms caused additional protein-specific effects at low cosolute concentrations, whereas arginine’s side chain mechanisms did not. Furthermore, only lysine demonstrated protein-specific destabilisation at higher concentrations originating from its side chain methylamine HCl, whereas the other amino acids had universally destabilising effects on the proteins studied.
[bookmark: _Toc485712826]Implications
[bookmark: _Toc485712827]Implications for the pharmaceutical industry
The entirety of the work in this thesis has a number of important implications for the pharmaceutical industry, particularly with regards to formulation design for therapeutic proteins. Arginine is widely used as an excipient for increasing solubility and preventing aggregation, due to its presumed ability to have neutral effects on stability (Arakawa, Tsumoto, et al. 2007). Here arginine is shown to have protein-specific effects on stability at low concentrations, and destabilising effects at high concentrations. Whilst these effects are not enough to denature the protein at room temperature, caution must be taken in using arginine as a ‘cure-all’ excipient without prior knowledge of its effects on the stability of a particular protein. However, this work also provides evidence of potential mechanisms of arginine action on protein stability, making its effects more predictable.
The confirmation that the positively charged amino acids act like a combination of their functional groups on protein stability provides evidence that ‘designer excipients’ are a possibility, whereby bespoke ratios of functional groups are used in place of the original excipient in order to provide the specific effects required for a particular formulation. This was explored further in Chapter 4, and Gly-Gdn mixtures were shown to have very close to additive effects on protein stability, with increased glycine concentrations increasing protein stability further, even in the presence of GdnHCl.
Certain cosolutes studied, which are often used by the pharmaceutical industry, had unexpected effects on protein stability. Glycine is often used as a stabilising excipient (Jorgensen et al. 2009), yet at low concentrations, which are those commonly used in formulations, it had protein-specific effects resulting in the destabilisation of myoglobin. If cosolutes are shown to have protein stabilising effects at high concentrations it cannot be assumed that they also stabilise at low concentrations. Imidazole is a cosolute often used in the purification of his-tagged proteins (Hamilton et al. 2003), and has been considered for use in solubilising buffers for insoluble proteins. However, here it was shown to be a more potent destabiliser than GdnHCl, meaning it is unsuitable for use in buffers of therapeutic proteins. The amino acids lysine and histidine also had the capacity to destabilise proteins at high concentrations, and sometimes at low concentrations too, bringing their utility as ‘stabilising excipients’ into question.
[bookmark: _Toc485712828]Implications for cell biology
Although the majority of the findings in this thesis have direct application to the pharmaceutical industry there are also a number of relevant findings for cell biology. Osmolytes are generally present in cells at a concentration of several millimolar and are normally accumulated as a mixture of various molecules (Yancey et al. 1982; Yancey 2001; Bowlus & Somero 1979). Glycine, which is used as an osmolyte, is shown in this thesis to have protein-specific stabilising or destabilising effects at concentrations below 100 mM. When present in a cosolute mixture with GdnHCl it is shown to have additive effects on the stability of certain proteins and synergistically stabilising effects on others. This leads to the conclusion that singular osmolytes do not necessarily exert the desired stabilising effects on protein stability in cells unless they are present in mixtures with other stabilising osmolytes. This brings to question whether specific mixtures of osmolytes have been evolutionarily selected for, especially as the osmolytes present in these mixtures have been shown to vary slightly between organisms (Yancey et al. 1982).
[bookmark: _Toc485712829]Future work
[bookmark: _Toc485712830]Further development of Gly-Gdn mixture as designer excipient
The work presented in Chapter 4 demonstrates a promising start to the development of Gly-Gdn mixtures as designer excipients, with thermal stability shown to be affected in a predictable manner. The next step would be to quantify the effects of Gly-Gdn mixtures on protein solubility and aggregation, in order to establish if this mixture has the same advantageous characteristics as arginine. GdnHCl should have aggregation-suppressing and solubilising effects on proteins but is not used as an excipient due to its denaturing capabilities. The hypothesis here is that glycine counteracts the destabilising effects without affecting GdnHCl’s ability to solubilise. It would be particularly interesting to see if very low concentrations of GdnHCl (5-25 mM) with glycine in the mixture had positive effects on protein solubility and aggregation, as these particular concentrations caused a higher increase in melting temperature of the proteins than glycine alone.
Protein aggregation can be measured using the NTA technique used in Chapter 5. However, as arginine forms nanoparticle-sized clusters these interfere with the signal of any light scattering technique. However, it is possible to fluorescently label proteins and track their aggregation using the NTA, which will allow the differentiation of protein aggregates and cosolute clusters.
[bookmark: _Toc485712831]Linking arginine cluster formation to effects on proteins
Chapter 5 demonstrates the existence of large arginine clusters and the potential interactions resulting in cluster formation. However, there was no obvious effect on protein thermal stability originating from cluster formation when linked to the data in Chapter 3. It would be useful to know if the formation of arginine clusters does explain its effects on protein solubility and/or aggregation. As mentioned in the previous section, the NTA technique can be applied to fluorescently labelled proteins. Monitoring cluster formation alongside protein aggregation could give information on whether one affects the other. Equally it also has the potential to track any direct interactions between arginine clusters and protein aggregates.
[bookmark: _Toc485712832]Application to therapeutically relevant proteins
As stated in the implications section of the conclusions, the work presented in this thesis has direct relevance to the development of biopharmaceutical formulations and the use of positively charged amino acids as protein stabilising excipients. Three well characterised globular proteins were used to establish the mechanisms governing effects on thermal stability. This represented a simple system in order to easily obtain detailed information on protein stability effects. It would be useful to apply these hypotheses to therapeutically relevant proteins, such as immunoglobulins, as the predictability of cosolute effects on these proteins is key to their effective use in formulations.
[bookmark: _Toc485712833]Application of ‘functional group’ mechanism to other amino acids
All three positively charged amino acids are shown to act on protein stability like a combination of their functional groups. It follows that this may also be true for other amino acids, and that the lack of data at low concentrations and presence of salt containing buffers are to blame for this not currently being an established mechanism. Further DSC experiments could be carried out comparing protein thermal stability in the presence of other amino acids to protein thermal stability in the presence of their side chain functional groups (and the glycine data from Chapter 3). It is most likely that the negatively charged amino acids follow a similar mechanism, but there are issues with obtaining higher concentration data due to their very low solubility limits.
[bookmark: _Toc485712834]Confirmation of specific interactions between arginine & protein via orthogonal methods
In Chapter 3 a number of direct and indirect mechanisms are suggested for the effects of glycine and GdnHCl on protein thermal stability, that together are responsible for arginine’s effects on stability. A similar situation is presented in Chapter 6 for lysine and histidine. It would be useful to confirm these interactions using complimentary techniques. Many of these are already present in the literature, but there is a plethora of techniques that could still be applied.
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[bookmark: _Toc482633208]Figure 8‑1. DSC thermograms of 1 g/L BSA pH 7 in the presence of different concentrations of glycine (top panel), GdnHCl (middle panel) and arginine (bottom panel). Black scan shows thermogram of 1 g/L BSA pH 7 in aqueous solution with no cosolute present


[bookmark: _Toc482633209]Figure 8‑2. DSC thermograms of 1 g/L lysozyme pH 7 in the presence of different concentrations of glycine (top panel), GdnHCl (middle panel) and arginine (bottom panel). Black scans show thermogram of 1 g/L lysozyme pH 7 in aqueous solution with no cosolute present

Table 8‑1. Data values of 1 g/L BSA 10 mM sodium octanoate pH 7 in presence of various concentrations of glycine n=3
	Concentration (mM)
	ΔTm mean (°C)
	ΔTm SE
	ΔH (kJ mol-1) mean
	ΔS (kJ mol-1 K-1) mean

	0.5
	0.04
	0.16
	1076.95
	3.02

	1
	0.04
	0.30
	1108.53
	3.11

	2.5
	0.03
	0.23
	1037.47
	2.91

	5
	0.45
	0.17
	1129.93
	3.17

	10
	0.67
	0.22
	1019.95
	2.86

	25
	1.17
	0.26
	1006.75
	2.82

	50
	1.64
	0.42
	1017.36
	2.84

	75
	2.13
	0.29
	1075.90
	3.00

	100
	2.68
	0.05
	1015.33
	2.83

	250
	3.50
	0.09
	943.923
	2.62

	500
	4.39
	0.11
	1052.32
	2.92

	750
	5.09
	0.14
	989.81
	2.74

	1000
	5.83
	0.15
	1057.82
	2.92



Table 8‑2. Data values of 1 g/L lysozyme pH 7 in presence of various concentrations of glycine n=3
	Concentration (mM)
	ΔTm mean (°C)
	ΔTm SE
	ΔH (kJ mol-1) mean
	ΔS (kJ mol-1 K-1) mean

	0.5
	0.17
	0.19
	383.50
	1.11

	1
	0.20
	0.09
	390.39
	1.13

	2.5
	0.22
	0.15
	387.00
	1.12

	5
	0.25
	0.24
	392.55
	1.13

	10
	0.45
	0.24
	386.75
	1.11

	25
	0.57
	0.19
	383.84
	1.11

	50
	0.72
	0.18
	382.76
	1.10

	75
	0.89
	0.16
	372.92
	1.10

	100
	1.10
	0.20
	388.32
	1.12

	250
	1.87
	0.23
	388.48
	1.12

	500
	3.02
	0.19
	390.75
	1.12

	750
	4.01
	0.20
	385.57
	1.10

	1000
	5.16
	0.17
	395.39
	1.12



Table 8‑3 Data values of 0.5 g/L myoglobin pH 8 in presence of various concentrations of glycine
	Concentration (mM)
	ΔTm (°C)
	ΔH (kJ mol-1) 
	ΔS (kJ mol-1 K-1) 

	0.5
	-0.13
	1267.53
	3.59

	1
	-0.10
	1316.23
	3.72

	2.5
	-0.36
	1154.47
	3.27

	5
	-0.77
	1236.68
	3.50

	10
	-0.75
	1220.01
	3.46

	25
	-0.85
	1271.76
	3.60

	50
	-0.10
	1207.24
	3.42

	75
	-1.03
	1265.00
	3.59

	100
	-0.77
	1265.77
	3.59

	250
	-0.26
	1254.26
	3.55

	500
	0.26
	1250.77
	3.53

	750
	0.59
	1247.53
	3.52

	1000
	1.00
	1213.04
	3.42



Table 8‑4. Data values of 1 g/L BSA 10 mM sodium octanoate pH 7 in presence of various concentrations of GdnHCl n=3
	Concentration (mM)
	ΔTm mean (°C)
	ΔTm SE
	ΔH (kJ mol-1) mean
	ΔS (kJ mol-1 K-1) mean

	0.5
	-0.09
	0.15
	1255.13
	3.52

	1
	0.01
	0.12
	1143.14
	3.21

	2.5
	-0.03
	0.19
	1163.70
	3.26

	5
	0.30
	0.12
	1332.78
	3.74

	10
	0.08
	0.24
	1147.79
	3.22

	25
	0.07
	0.35
	1125.37
	3.16

	50
	0.39
	0.27
	1152.06
	3.23

	75
	0.17
	0.18
	1258.44
	3.53

	100
	-0.20
	0.21
	1214.98
	3.41

	250
	-2.91
	0.15
	1171.09
	3.31

	500
	-6.54
	0.25
	1091.51
	3.12

	750
	-9.09
	0.92
	1090.47
	3.14

	1000
	-13.81
	0.27
	874.83
	2.55



Table 8‑5. Data values of 1 g/L lysozyme pH 7 in presence of various concentrations of GdnHCl n=3
	Concentration (mM)
	ΔTm mean (°C)
	ΔTm SE
	ΔH (kJ mol-1) mean
	ΔS (kJ mol-1 K-1) mean

	0.5
	0.46
	0.31
	366.79
	1.06

	1
	0.27
	0.11
	364.57
	1.05

	2.5
	0.46
	0.19
	368.53
	1.06

	5
	-0.38
	0.17
	355.10
	1.03

	10
	-0.03
	0.28
	351.73
	1.01

	25
	0.59
	0.31
	358.09
	1.03

	50
	-0.23
	0.22
	355.85
	1.03

	75
	-0.63
	0.56
	353.73
	1.02

	100
	-0.94
	0.16
	361.19
	1.04

	250
	-2.30
	0.24
	315.07
	0.91

	500
	-4.63
	0.33
	319.71
	0.94

	750
	-6.29
	0.43
	325.04
	0.95

	1000
	-8.30
	0.41
	302.20
	0.89



Table 8‑6. Data values of 0.5 g/L myoglobin pH 8 in presence of various concentrations of GdnHCl
	Concentration (mM)
	ΔTm (°C)
	ΔH (kJ mol-1) 
	ΔS (kJ mol-1 K-1) 

	0.5
	-0.21
	1235.81
	3.50

	1
	0.84
	1312.13
	3.71

	2.5
	-0.59
	1193.19
	3.38

	5
	-0.08
	1117.53
	3.16

	10
	-0.33
	1439.82
	4.08

	25
	-0.44
	1190.93
	3.37

	50
	-1.05
	1183.57
	3.36

	75
	-1.00
	1247.37
	3.54

	100
	-2.52
	1167.19
	3.33

	250
	-7.40
	1140.69
	3.30

	500
	-13.70
	985.99
	2.90

	750
	-14.83
	966.44
	2.86

	1000
	-17.15
	847.50
	2.52



Table 8‑7. Data values of 1 g/L BSA 10 mM sodium octanoate pH 7 in presence of various concentrations of arginine n=3
	Concentration (mM)
	ΔTm mean (°C)
	ΔTm SE
	ΔH (kJ mol-1) mean
	ΔS (kJ mol-1 K-1) mean

	0.5
	0.10
	0.12
	1217.55
	3.41

	1
	-0.01
	0.22
	1149.40
	3.22

	2.5
	0.32
	0.16
	1174.98
	3.29

	5
	1.11
	0.14
	1129.63
	3.16

	10
	1.37
	0.12
	1124.82
	3.14

	25
	1.94
	0.10
	1070.47
	2.99

	50
	2.39
	0.09
	1141.64
	3.18

	75
	2.33
	0.07
	1103.52
	3.08

	100
	2.05
	0.20
	1205.86
	3.36

	250
	0.72
	0.14
	1153.92
	3.23

	500
	-1.34
	0.31
	1154.81
	3.25



Table 8‑8. Data values of 1 g/L lysozyme pH 7 in presence of various concentrations of arginine n=3
	Concentration (mM)
	ΔTm mean (°C)
	ΔTm SE
	ΔH (kJ mol-1) mean
	ΔS (kJ mol-1 K-1) mean

	0.5
	0.06
	0.30
	406.77
	1.20

	1
	-0.13
	0.26
	403.83
	1.16

	2.5
	0.09
	0.08
	406.54
	1.17

	5
	0.06
	0.10
	409.94
	1.18

	10
	0.16
	0.11
	387.09
	1.11

	25
	0.18
	0.15
	397.94
	1.15

	50
	0.10
	0.16
	376.79
	1.09

	75
	-0.06
	0.29
	387.56
	1.12

	100
	-0.19
	0.21
	385.27
	1.11

	250
	-0.86
	0.20
	376.03
	1.09

	500
	-1.48
	0.23
	369.81
	1.07



Table 8‑9. Data values of 0.5 g/L myoglobin pH 8 in presence of various concentrations of arginine
	Concentration (mM)
	ΔTm (°C)
	ΔH (kJ mol-1) 
	ΔS (kJ mol-1 K-1) 

	0.5
	-0.82
	1105.04
	3.13

	1
	-1.07
	1136.84
	3.22

	2.5
	-1.08
	1056.52
	3.00

	5
	-0.93
	1110.25
	3.15

	10
	-0.91
	1205.81
	3.42

	25
	-1.21
	1158.48
	3.29

	50
	-1.89
	1162.64
	3.30

	75
	-2.27
	1191.81
	3.39

	100
	-3.14
	1247.00
	3.56

	250
	-4.34
	1129.72
	3.23

	500
	-7.78
	1115.21
	3.22





[bookmark: _Toc485712837]Appendix B: Raw data & data tables for Chapter 4
Table 8‑10. Data values for 1 g/L BSA 10 mM sodium octanoate pH 7 in glycine-guanidine hydrochloride mixtures
	Glycine concentration (mM)
	GdnHCl concentration (mM)
	ΔTm (°C) mean
	ΔTm (°C) SE
	ΔH (kJ mol-1) mean
	ΔS (kJ mol-1 K-1) mean

	5
	5
	1.12
	0.39
	1233.53
	3.45

	5
	25
	1.03
	0.34
	1241.37
	3.48

	5
	50
	0.84
	0.45
	1239.19
	3.48

	5
	100
	0.28
	0.42
	1233.87
	3.47

	5
	500
	-5.86
	0.13
	1236.74
	3.54

	25
	5
	1.98
	0.39
	1158.29
	3.24

	25
	25
	1.92
	0.43
	1197.37
	3.35

	25
	50
	1.68
	0.43
	1236.05
	3.47

	25
	100
	0.83
	0.46
	1218.08
	3.42

	25
	500
	-5.48
	0.48
	1140.79
	3.26

	50
	5
	2.46
	0.55
	1163.08
	3.25

	50
	25
	2.49
	0.63
	1023.85
	2.86

	50
	50
	2.10
	0.62
	1220.85
	3.41

	50
	100
	1.19
	0.72
	1301.06
	3.65

	50
	500
	-5.03
	0.43
	1087.84
	3.10

	100
	5
	3.12
	0.71
	1149.18
	3.20

	100
	25
	2.94
	0.59
	1167.08
	3.26

	100
	50
	2.68
	0.65
	1193.52
	3.33

	100
	100
	1.60
	0.69
	1148.04
	3.22

	100
	500
	-4.55
	0.60
	1124.54
	3.20

	250
	5
	4.12
	0.55
	1084.03
	3.01

	250
	25
	3.94
	0.56
	1122.50
	3.12

	250
	50
	3.37
	0.94
	1201.51
	3.35

	250
	100
	2.79
	0.50
	1218.36
	3.40

	250
	500
	-3.56
	0.61
	1079.69
	3.07

	500
	5
	5.07
	0.49
	1079.14
	2.99

	500
	25
	4.92
	0.54
	1165.01
	3.23

	500
	50
	4.60
	0.44
	1147.18
	3.19

	500
	100
	3.70
	0.64
	1198.37
	3.34

	500
	500
	-2.13
	0.44
	1087.94
	3.08



Table 8‑11. Data values for 1 g/L Lysozyme pH 7 in glycine-guanidine hydrochloride mixtures
	Glycine concentration (mM)
	GdnHCl concentration (mM)
	ΔTm (°C) mean
	ΔTm (°C) SE
	ΔH (kJ mol-1) mean
	ΔS (kJ mol-1 K-1) mean

	5
	5
	0.30
	0.23
	482.85
	1.39

	5
	25
	0.43
	0.24
	474.39
	1.37

	5
	50
	0.01
	0.17
	465.54
	1.34

	5
	100
	-0.50
	0.20
	463.07
	1.34

	5
	500
	-4.04
	0.18
	424.38
	1.24

	25
	5
	0.67
	0.26
	463.27
	1.33

	25
	25
	0.85
	0.14
	474.64
	1.37

	25
	50
	0.40
	0.30
	469.50
	1.35

	25
	100
	-0.07
	0.31
	466.85
	1.35

	25
	500
	-3.95
	0.14
	432.13
	1.26

	50
	5
	1.03
	0.19
	462.63
	1.33

	50
	25
	0.99
	0.29
	458.77
	1.32

	50
	50
	0.69
	0.25
	457.26
	1.32

	50
	100
	0.21
	0.32
	471.76
	1.36

	50
	500
	-3.70
	0.20
	419.83
	1.22

	100
	5
	1.20
	0.24
	468.20
	1.35

	100
	25
	1.23
	0.24
	445.41
	1.28

	100
	50
	1.07
	0.26
	454.94
	1.31

	100
	100
	0.53
	0.28
	442.05
	1.27

	100
	500
	-3.32
	0.24
	418.90
	1.22

	250
	5
	2.08
	0.33
	404.01
	1.16

	250
	25
	2.12
	0.25
	400.94
	1.15

	250
	50
	1.86
	0.20
	396.89
	1.14

	250
	100
	1.43
	0.28
	394.58
	1.13

	250
	500
	-2.48
	0.27
	370.54
	1.08

	500
	5
	3.31
	0.34
	456.47
	1.30

	500
	25
	3.21
	0.33
	450.03
	1.29

	500
	50
	3.01
	0.38
	452.83
	1.30

	500
	100
	2.55
	0.33
	456.87
	1.31

	500
	500
	-1.26
	0.27
	424.06
	1.23



Table 8‑12. Additivity calculations for 1 g/L BSA 10 mM sodium octanoate pH 7 in glycine-guanidine hydrochloride mixtures. Predicted additive change in melting temperature calculated from values of glycine and GdnHCl in Chapter 3
	Glycine concentration (mM)
	GdnHCl concentration (mM)
	Predicted additive ΔTm (°C)
	Actual ΔTm (°C) minus predicted additive ΔTm (°C)

	5
	5
	0.75
	0.37

	5
	25
	0.52
	0.50

	5
	50
	0.85
	-0.01

	5
	100
	0.26
	0.02

	5
	500
	-6.08
	0.22

	25
	5
	1.47
	0.51

	25
	25
	1.24
	0.68

	25
	50
	0.85
	0.83

	25
	100
	0.26
	0.57

	25
	500
	-6.08
	0.61

	50
	5
	1.94
	0.52

	50
	25
	1.71
	0.79

	50
	50
	2.03
	0.07

	50
	100
	1.44
	-0.25

	50
	500
	-4.90
	-0.13

	100
	5
	2.98
	0.14

	100
	25
	2.75
	0.19

	100
	50
	3.08
	-0.40

	100
	100
	2.49
	-0.88

	100
	500
	-3.86
	-0.70

	250
	5
	3.80
	0.33

	250
	25
	3.57
	0.38

	250
	50
	3.89
	-0.52

	250
	100
	3.30
	-0.51

	250
	500
	-3.04
	-0.51

	500
	5
	4.69
	0.38

	500
	25
	4.46
	0.46

	500
	50
	4.78
	-0.18

	500
	100
	4.19
	-0.49

	500
	500
	-2.15
	0.02



Table 8‑13. Additivity calculations for 1 g/L lysozyme pH 7 in glycine-guanidine hydrochloride mixtures. Predicted additive change in melting temperature calculated from values of glycine and GdnHCl in Chapter 3
	Glycine concentration (mM)
	GdnHCl concentration (mM)
	Predicted additive ΔTm (°C)
	Actual ΔTm (°C) minus predicted additive ΔTm (°C)

	5
	5
	-0.64
	0.94

	5
	25
	-0.18
	0.61

	5
	50
	-0.49
	0.50

	5
	100
	-1.29
	0.78

	5
	500
	-4.35
	0.31

	25
	5
	-0.13
	0.80

	25
	25
	0.34
	0.51

	25
	50
	0.03
	0.37

	25
	100
	-0.77
	0.70

	25
	500
	-3.83
	-0.12

	50
	5
	0.00
	1.03

	50
	25
	0.47
	0.52

	50
	50
	0.16
	0.54

	50
	100
	-0.64
	0.85

	50
	500
	-3.70
	0.00

	100
	5
	0.47
	0.73

	100
	25
	0.93
	0.31

	100
	50
	0.62
	0.45

	100
	100
	-.0.18
	0.71

	100
	500
	-3.24
	-0.09

	250
	5
	1.37
	0.72

	250
	25
	1.83
	0.29

	250
	50
	1.52
	0.34

	250
	100
	0.72
	0.71

	250
	500
	-2.34
	-0.14

	500
	5
	2.37
	0.94

	500
	25
	2.83
	0.38

	500
	50
	2.52
	0.49

	500
	100
	1.73
	0.82

	500
	500
	-1.34
	0.08


[bookmark: _Toc485712838]Appendix C: Raw data & data tables for Chapter 5
[bookmark: _Toc485712839]C.1 Arginine
Table 8‑14. NTA data for arginine pH 7 25 °C
	Concentration (mM)
	Mean nanoparticle concentration (particles/ mL)
	Nanoparticle concentration SE
	Average mean nanoparticle size (nm)
	Mean nanoparticle size SE
	Average mode nanoparticle size (nm)
	Mode nanoparticle size SE
	

	0.5
	6.25E6
	1.89E6
	178.00
	32.64
	175.75
	42.87
	

	1
	8.75E6
	1.11E6
	206.00
	7.38
	154.00
	24.62
	

	2.5
	1.80E7
	1.29E6
	133.00
	20.25
	100.50
	8.05
	

	5
	6.28E7
	3.71E6
	137.75
	8.12
	92.75
	5.04
	

	10
	3.68E7
	9.15E6
	209.75
	39.77
	142.75
	45.93
	

	25
	4.75E7
	7.12E6
	205.25
	12.34
	189.25
	9.10
	

	50
	6.68E7
	7.49E6
	177.50
	7.31
	170.00
	23.81
	

	75
	8.38E7
	1.26E7
	179.00
	9.03
	139.50
	39.12
	

	100
	7.83E7
	6.86E6
	203.75
	4.99
	173.50
	16.26
	

	250
	1.73E7
	1.20E7
	215.75
	5.74
	209.25
	9.51
	

	500
	3.26E8
	1.91E7
	243.75
	5.84
	211.25
	16.15
	

	750
	3.69E8
	1.33E7
	192.50
	2.72
	177.00
	6.77
	

	1000
	5.72E8
	1.89E7
	200.50
	1.32
	184.75
	4.01
	



Table 8‑15. NTA data for arginine pH 7 50 °C
	Concentration (mM)
	Mean nanoparticle concentration (particles/ mL)
	Nanoparticle concentration SE
	Average mean nanoparticle size (nm)
	Mean nanoparticle size SE
	Average mode nanoparticle size (nm)
	Mode nanoparticle size SE
	

	0.5
	4.33E6
	1.76E6
	235.67
	47.08
	131.00
	2.52
	

	1
	5.00E6
	5.77E5
	239.00
	57.59
	247.33
	74.85
	

	2.5
	1.45E7
	5.04E6
	163.00
	14.20
	144.25
	20.63
	

	5
	1.70E7
	3.06E6
	143.67
	15.03
	113.33
	4.33
	

	10
	1.33E7
	6.49E6
	218.33
	28.43
	191.33
	20.93
	

	25
	1.50E7
	7.55E6
	245.33
	5.93
	227.00
	5.20
	

	50
	1.87E7
	2.03E6
	189.67
	20.73
	163.00
	40.65
	

	75
	3.60E7
	1.04E7
	230.00
	10.54
	190.00
	35.10
	

	100
	3.10E7
	8.08E6
	270.33
	14.17
	247.33
	46.25
	

	250
	8.00E7
	7.55E6
	243.00
	11.59
	214.67
	22.38
	

	500
	2.25E8
	3.42E7
	290.33
	9.61
	257.33
	7.54
	

	750
	2.84E8
	9.70E6
	238.00
	6.56
	206.67
	5.78
	

	1000
	5.74E8
	1.58E7
	223.75
	1.93
	197.75
	6.66
	





[bookmark: _Toc482633210]Figure 8‑3. NTA images captured from videos of increasing concentrations of arginine at 50 °C, showing the increase in nanoparticle formation. These images are not indicative of absolute size of nanoparticles but purely a representation of the number of particles that scattered light during video capture

[bookmark: _Toc485712840]C.2 Arginine & NaCl
Table 8‑16. NTA data for arginine & NaCl pH 7 25 °C
	Arginine concentration (mM)
	NaCl concentration (mM)
	Mean nanoparticle concentration (particles/ mL)
	Nanoparticle concentration SE
	Average mean nanoparticle size (nm)
	Mean nanoparticle size SE
	Average mode nanoparticle size (nm)
	Mode nanoparticle size SE

	50
	0
	4.33E7
	8.76E6
	267.67
	25.86
	262.67
	81.54

	50
	50
	1.77E7
	4.67E6
	266.67
	18.27
	144.67
	3.48

	500
	0
	3.26E8
	1.91E7
	243.75
	5.84
	211.25
	16.15

	500
	5
	2.93E8
	1.54E7
	325.00
	18.61
	257.00
	1.15

	500
	25
	2.02E8
	1.12E7
	400.33
	26.12
	285.00
	11.02

	500
	100
	2.35E8
	1.80E7
	309.67
	9.74
	234.33
	25.50

	500
	500
	1.96E8
	1.36E7
	300.00
	9.29
	242.33
	6.94




Table 8‑17. NTA data for arginine & NaCl pH 7 50 °C
	Arginine concentration (mM)
	NaCl concentration (mM)
	Mean nanoparticle concentration (particles/ mL)
	Nanoparticle concentration SE
	Average mean nanoparticle size (nm)
	Mean nanoparticle size SE
	Average mode nanoparticle size (nm)
	Mode nanoparticle size SE

	50
	0
	2.25E7
	1.50E6
	487.00
	103.50
	256.00
	60.00

	50
	50
	3.00E6
	1.53E6
	311.33
	97.35
	360.67
	116.16

	500
	0
	2.25E8
	3.42E7
	290.33
	9.61
	257.33
	7.54

	500
	5
	1.50E8
	3.36E7
	418.00
	18.19
	322.67
	31.87

	500
	25
	8.70E7
	1.47E7
	442.67
	10.27
	355.67
	21.88

	500
	100
	1.01E8
	1.16E7
	396.67
	15.76
	281.67
	6.94

	500
	500
	1.18E8
	2.23E7
	420.67
	19.72
	302.00
	13.87





[bookmark: _Toc482633211]Figure 8‑4. Nanoparticle (>30 nm) concentration of 500 mM arginine in the presence of increasing concentrations of NaCl at both 25 °C (red bars) and 50 °C (green bars)


[bookmark: _Toc485712841]C.3 Lysine
Table 8‑18. NTA data for lysine pH 7 25 °C
	Concentration (mM)
	Mean nanoparticle concentration (particles/ mL)
	Nanoparticle concentration SE
	Average mean nanoparticle size (nm)
	Mean nanoparticle size SE
	Average mode nanoparticle size (nm)
	Mode nanoparticle size SE
	

	0.5
	3.98E7
	4.39E6
	127.25
	4.75
	109.50
	8.45
	

	1
	7.03E7
	8.73E6
	114.00
	7.88
	87.25
	2.02
	

	2.5
	6.80E7
	1.15E7
	118.50
	7.47
	95.25
	4.75
	

	5
	4.18E7
	8.14E6
	168.50
	14.06
	180.50
	28.64
	

	10
	1.03E7
	3.33E6
	190.25
	19.88
	180.25
	23.02
	

	25
	1.66E8
	1.52E7
	124.25
	6.52
	90.75
	2.69
	

	50
	5.88E7
	7.22E6
	168.75
	6.81
	120.25
	7.12
	

	75
	1.28E8
	1.33E7
	171.25
	10.09
	119.50
	9.58
	

	100
	8.73E7
	8.65E6
	174.50
	8.53
	158.00
	22.17
	

	250
	1.48E8
	8.54E6
	205.25
	15.07
	128.50
	4.09
	

	500
	2.52E8
	1.33E7
	198.00
	2.42
	148.75
	11.40
	

	750
	2.41E8
	4.92E6
	211.00
	2.12
	161.50
	15.11
	

	1000
	3.04E8
	2.28E7
	203.50
	3.01
	161.50
	8.63
	





[bookmark: _Toc482633212]Figure 8‑5. Average nanoparticle size of lysine nanoparticles at various millimolar concentrations



[bookmark: _Toc482633213]Figure 8‑6. Nanoparticle size distributions of lysine at 25 °C of increasing concentrations. Four concentrations are shown as representative of the concentration range: 0.5 mM (upper left panel); 5 mM (upper right panel); 100 mM (lower left panel); 500 mM (lower right panel)





[bookmark: _Toc482633214]Figure 8‑7. NTA images captured from videos of increasing concentrations of lysine at 25 °C, showing the increase in nanoparticle formation. These images are not indicative of absolute size of nanoparticles but purely a representation of the number of particles scattering light during video capture

[bookmark: _Toc485712842]C.4 GdnHCl
Table 8‑19. NTA data for GdnHCl pH 7 25 °C
	Concentration (mM)
	Mean nanoparticle concentration (particles/ mL)
	Nanoparticle concentration SE
	Average mean nanoparticle size (nm)
	Mean nanoparticle size SE
	Average mode nanoparticle size (nm)
	Mode nanoparticle size SE
	

	0.5
	3.53E7
	6.05E6
	137.50
	7.10
	119.25
	7.96
	

	1
	4.38E7
	2.17E6
	146.25
	5.68
	133.25
	11.56
	

	2.5
	1.83E7
	4.35E6
	138.50
	11.11
	154.00
	26.99
	

	5
	1.50E7
	2.20E6
	249.25
	15.80
	242.25
	31.82
	

	10
	1.47E7
	3.71E6
	147.75
	16.90
	122.50
	17.61
	

	25
	8.25E6
	3.04E6
	222.50
	29.06
	185.75
	34.22
	

	50
	2.87E7
	3.33E5
	142.25
	1.33
	125.00
	11.53
	

	75
	1.50E7
	4.58E6
	179.75
	1.45
	140.75
	17.40
	

	100
	2.60E7
	5.10E6
	143.75
	20.17
	120.25
	2.87
	

	250
	1.67E7
	7.22E6
	254.75
	37.25
	192.75
	84.09
	

	500
	2.37E7
	2.60E6
	271.25
	24.44
	179.25
	33.80
	

	750
	3.93E7
	1.00E7
	255.25
	17.39
	142.00
	16.56
	

	1000
	5.20E7
	5.12E6
	229.00
	11.32
	131.25
	14.67
	





[bookmark: _Toc482633215]Figure 8‑8. Average nanoparticle sizes of GdnHCl at 25 °C at various millimolar concentrations



[bookmark: _Toc482633216]Figure 8‑9. Nanoparticle size distributions of GdnHCl at 25 °C of increasing concentrations. Four concentrations are shown as representative of the concentration range: 0.5 mM (upper left panel); 5 mM (upper right panel); 100 mM (lower left panel); 500 mM (lower right panel)


[bookmark: _Toc482633217]Figure 8‑10.  NTA images captured from videos of increasing concentrations of GdnHCl, showing the increase in nanoparticle formation. These images are not indicative of absolute size of nanoparticles but purely a representation of the number of particles scattering

[bookmark: _Toc485712843]Appendix D: Raw data & data tables for Chapter 6
[bookmark: _Toc485712844]D.1 Lysine
Table 8‑20. Data values of 1 g/L BSA 10 mM sodium octanoate pH 7 in presence of various concentrations of lysine n=3
	Concentration (mM)
	ΔTm mean (°C)
	ΔTm SE
	ΔH (kJ mol-1) mean
	ΔS (kJ mol-1 K-1) mean

	0.5
	0.11
	0.08
	1116.20
	3.13

	1
	0.26
	0.15
	1145.79
	3.21

	2.5
	0.68
	0.09
	1139.80
	3.19

	5
	1.11
	0.14
	1096.37
	3.07

	10
	1.33
	0.17
	1111.22
	3.11

	25
	1.65
	0.27
	1136.70
	3.17

	50
	2.80
	0.15
	1162.46
	3.24

	75
	2.48
	0.37
	1087.80
	3.03

	100
	2.44
	0.15
	1133.73
	3.16

	250
	2.20
	0.26
	1108.61
	3.09

	500
	1.85
	0.15
	1162.44
	3.24



Table 8‑21. Data values of 1 g/L lysozyme pH 7 in presence of various concentrations of lysine n=3
	Concentration (mM)
	ΔTm mean (°C)
	ΔTm SE
	ΔH (kJ mol-1) mean
	ΔS (kJ mol-1 K-1) mean

	0.5
	0.26
	0.10
	350.48
	1.01

	1
	0.13
	0.10
	348.87
	1.01

	2.5
	0.16
	0.11
	336.75
	0.97

	5
	-0.01
	0.11
	342.18
	0.99

	10
	0.11
	0.08
	340.47
	0.98

	25
	-0.04
	0.09
	345.34
	1.00

	50
	0.12
	0.13
	346.44
	1.00

	75
	0.01
	0.12
	340.90
	0.98

	100
	0.09
	0.06
	346.49
	1.01

	250
	0.34
	0.13
	332.73
	0.96

	500
	0.99
	0.10
	342.78
	0.99






Table 8‑22. Data values of 0.5 g/L myoglobin pH 8 in presence of various concentrations of lysine
	Concentration (mM)
	ΔTm (°C)
	ΔH (kJ mol-1)
	ΔS (kJ mol-1 K-1)

	0.5
	-1.98
	1194.36
	3.39

	1
	-1.57
	1237.54
	3.51

	2.5
	-1.54
	1250.42
	3.54

	5
	-1.95
	1200.92
	3.41

	10
	-1.75
	1229.17
	3.48

	25
	-1.90
	1271.89
	3.61

	50
	-2.26
	1282.46
	3.64

	75
	-2.62
	1259.42
	3.58

	100
	-3.06
	1249.51
	3.56

	250
	-3.49
	1182.45
	3.37

	500
	-4.11
	1506.02
	4.30



Table 8‑23. Data values of 1 g/L BSA 10 mM sodium octanoate pH 7 in presence of various concentrations of methylamine hydrochloride n=3
	Concentration (mM)
	ΔTm mean (°C)
	ΔTm SE
	ΔH (kJ mol-1) mean
	ΔS (kJ mol-1 K-1) mean

	0.5
	-0.86
	0.11
	1037.16
	2.92

	1
	-1.05
	0.20
	1056.81
	2.98

	2.5
	-0.18
	0.47
	963.22
	2.71

	5
	0.06
	0.42
	1079.87
	3.03

	10
	0.17
	0.38
	1060.25
	2.98

	25
	0.50
	0.46
	1094.38
	3.07

	50
	0.99
	0.31
	1067.32
	2.99

	75
	0.12
	0.33
	1002.08
	2.82

	100
	0.69
	0.26
	1083.82
	3.04

	250
	0.39
	0.29
	1010.34
	2.84

	500
	-0.19
	0.36
	1066.38
	3.00

	750
	-1.31
	0.45
	949.03
	2.68

	1000
	-1.71
	0.65
	1094.78
	3.43



Table 8‑24. Data values of 1 g/L lysozyme pH 7 in presence of various concentrations of methylamine hydrochloride
	Concentration (mM)
	ΔTm  (°C)
	ΔH (kJ mol-1)
	ΔS (kJ mol-1 K-1)

	0.5
	0.08
	311.83
	0.90

	1
	0.44
	320.31
	0.92

	2.5
	0.28
	313.45
	0.90

	5
	0.15
	312.06
	0.90

	10
	0.41
	310.27
	0.89

	25
	0.39
	306.51
	0.88

	50
	0.23
	300.25
	0.87

	75
	0.39
	306.51
	0.88

	100
	0.28
	299.32
	0.86

	250
	0.31
	301.78
	0.87

	500
	0.28
	314.56
	0.91

	750
	0.23
	309.52
	0.89

	1000
	0.54
	337.91
	0.97



Table 8‑25. Data valuesof 0.5 g/L myoglobin pH 8 in presence of various concentrations of methylamine hydrochloride
	Concentration (mM)
	ΔTm  (°C)
	ΔH (kJ mol-1)
	ΔS (kJ mol-1 K-1)

	0.5
	-1.23
	947.66
	2.68

	1
	-1.41
	972.16
	2.75

	2.5
	-1.54
	950.89
	2.69

	5
	-1.36
	980.39
	2.77

	10
	-1.72
	943.11
	2.67

	25
	-2.08
	920.50
	2.61

	50
	-2.36
	989.51
	2.81

	75
	-2.72
	964.85
	2.74

	100
	-3.16
	968.63
	2.75

	250
	-5.22
	943.03
	2.70

	500
	-7.07
	940.37
	2.70

	750
	-8.72
	923.42
	2.67

	1000
	-9.90
	895.38
	2.59



[bookmark: _Toc485712845]D.2 Histidine
Table 8‑26. Data values of 1 g/L BSA 10 mM sodium octanoate pH 7 in presence of various concentrations of histidine n=3
	Concentration (mM)
	ΔTm mean (°C)
	ΔTm SE
	ΔH (kJ mol-1) mean
	ΔS (kJ mol-1 K-1) mean

	0.5
	1.07
	0.04
	1180.49
	3.32

	1
	1.46
	0.03
	1167.72
	3.27

	2.5
	2.10
	0.15
	1129.71
	3.16

	5
	2.61
	0.05
	1197.69
	3.35

	10
	3.09
	0.16
	1213.81
	3.39

	25
	3.57
	0.01
	1151.38
	3.21

	50
	3.61
	0.03
	1146.63
	3.19

	75
	3.70
	0.01
	1149.74
	3.20

	100
	3.63
	0.03
	1152.25
	3.21

	200
	3.45
	0.26
	1190.14
	3.32


Table 8‑27. Data values of 1 g/L lysozyme pH 7 in presence of various concentrations of histidine n=3
	Concentration (mM)
	ΔTm mean (°C)
	ΔTm SE
	ΔH (kJ mol-1) mean
	ΔS (kJ mol-1 K-1) mean

	0.5
	0.73
	0.08
	445.20
	1.28

	1
	0.74
	0.02
	467.53
	1.35

	2.5
	0.62
	0.05
	445.68
	1.29

	5
	0.53
	0.02
	454.09
	1.31

	10
	0.52
	0.03
	447.91
	1.29

	25
	0.48
	0.10
	451.61
	1.30

	50
	0.27
	0.16
	441.21
	1.27

	75
	0.34
	0.21
	442.11
	1.28

	100
	0.33
	0.30
	437.24
	1.26

	200
	0.98
	0.17
	449.61
	1.30



Table 8‑28. Data values of 0.5 g/L myoglobin pH 8 in presence of various concentrations of histidine
	Concentration (mM)
	ΔTm (°C)
	ΔH (kJ mol-1)
	ΔS (kJ mol-1 K-1)

	0.5
	-2.08
	1183.95
	3.35

	1
	-2.08
	1225.39
	3.47

	2.5
	-2.06
	1215.57
	3.44

	5
	-1.83
	1183.22
	3.35

	10
	-1.80
	1211.44
	3.43

	25
	-1.90
	1190.57
	3.37

	50
	-1.98
	1252.58
	3.55

	75
	-1.98
	1248.02
	3.53

	100
	-2.01
	1262.54
	3.58

	200
	-2.16
	1241.82
	3.52



Table 8‑29. Data values of 1 g/L BSA 10 mM sodium octanoate pH 7 in presence of various concentrations of imidazole n=3
	Concentration (mM)
	ΔTm mean (°C)
	ΔTm SE
	ΔH (kJ mol-1) mean
	ΔS (kJ mol-1 K-1) mean

	0.5
	1.60
	0.64
	1302.05
	3.65

	1
	1.82
	0.55
	1111.52
	3.11

	2.5
	1.81
	0.78
	1365.43
	3.82

	5
	2.64
	0.35
	1184.67
	3.31

	10
	3.51
	0.14
	1245.25
	3.47

	25
	2.61
	0.42
	1505.16
	4.21

	50
	3.09
	0.08
	1198.43
	3.35

	75
	2.28
	0.22
	1639.91
	4.59

	100
	2.45
	0.30
	1246.90
	3.49

	250
	0.01
	0.84
	1439.19
	4.05

	500
	-3.18
	0.31
	1037.30
	2.95

	750
	-6.89
	0.36
	1276.26
	3.67

	1000
	-9.85
	0.55
	1083.77
	3.14



Table 8‑30. Data values of 1 g/L lysozyme pH 7 in presence of various concentrations of imidazole n=3
	Concentration (mM)
	ΔTm mean (°C)
	ΔTm SE
	ΔH (kJ mol-1) mean
	ΔS (kJ mol-1 K-1) mean

	0.5
	0.57
	0.13
	330.79
	0.95

	1
	0.45
	0.31
	354.86
	1.02

	2.5
	0.51
	0.16
	348.77
	1.01

	5
	0.37
	0.25
	350.48
	1.01

	10
	0.47
	0.05
	338.29
	0.98

	25
	0.38
	0.06
	348.25
	1.01

	50
	0.21
	0.08
	348.47
	0.97

	75
	-0.03
	0.09
	368.09
	1.06

	100
	-0.27
	0.01
	357.35
	1.03

	250
	-1.68
	0.05
	351.20
	1.02

	500
	-3.78
	0.05
	389.33
	1.14

	750
	-5.76
	0.07
	374.08
	1.10

	1000
	-7.65
	0.05
	357.25
	1.06



Table 8‑31. Data values of 0.5 g/L myoglobin pH 8 in presence of various concentrations of imidazole
	Concentration (mM)
	ΔTm  (°C)
	ΔH (kJ mol-1)
	ΔS (kJ mol-1 K-1)

	0.5
	-0.77
	1176.44
	3.32

	1
	-1.16
	1093.89
	3.10

	2.5
	-0.93
	1293.56
	3.66

	5
	-0.69
	1199.90
	3.39

	10
	-0.39
	1127.30
	3.18

	25
	0.51
	1285.47
	3.62

	50
	-0.39
	1147.85
	3.24

	75
	-0.64
	1190.41
	3.36

	100
	-0.80
	1103.69
	3.12

	250
	-3.80
	1007.84
	2.87

	500
	-9.95
	936.12
	2.72

	750
	-16.89
	796.82
	2.36

	1000
	-23.86
	704.43
	2.13




[bookmark: _Toc482633218]Figure 8‑11. DSC thermograms of 1 g/L BSA pH 7 (top panels), 0.5 g/L myoglobin pH 8 (middle panels) and 1 g/L lysozyme pH 7 (lower panels) with low medium and high concentrations of histidine (left panels) and imidazole (right panels). Zero cosolute heat capacity scans are shown in each graph for reference

xxix

image49.emf
Histidine Concentration (mM)

0.1 1 10 100 1000



T

m

 (°C)

-3

-2

-1

0

1

2

3

4

BSA

Lysozyme

Myoglobin

Imidazole Concentration (mM)

0.1 1 10 100 1000



T

m

 (°C)

-30

-25

-20

-15

-10

-5

0

5

BSA

Lysozyme

Myoglobin

Glycine Concentration (mM)

0.1 1 10 100 1000



T

m

 (°C)

-2

0

2

4

6

8

BSA

Lysozyme

Myoglobin


oleObject30.bin

image50.emf
Histidine Concentration (mM)

0 10 20 30 40 50



T

m

 (°C)

-3

-2

-1

0

1

2

3

4

BSA

Lysozyme

Myoglobin

Imidazole Concentration (mM)

0 10 20 30 40 50



T

m

 (°C)

-3

-2

-1

0

1

2

3

4

BSA

Lysozyme

Myoglobin


oleObject31.bin

image51.emf
Concentration (mM)

0.1 1 10 100 1000



T

m

 of BSA (°C)

-6

-4

-2

0

2

4

6

Histidine

Gly+Imidazole

Concentration (mM)

0.1 1 10 100 1000



T

m

 of Lysozyme (°C)

-3

-2

-1

0

1

2

Histidine

Gly+Imidazole

Concentration (mM)

0.1 1 10 100 1000



T

m

 of Myoglobin (°C)

-25

-20

-15

-10

-5

0

Histidine

Gly+Imidazole


oleObject32.bin

image52.emf
Temperature (°C)

40 50 60 70 80 90 100

Relative heat capacity (kJ mol

-1

K

-1

)

0

100

200

300

400

Aqueous

1 mM Arginine

50 mM Arginine

500 mM Arginine

Temperature (°C)

40 50 60 70 80 90 100

Relative heat capacity (kJ mol

-1

K

-1

)

0

100

200

300

400

Aqueous

1 mM Glycine

50 mM Glycine

500 mM Glycine

Temperature (°C)

40 50 60 70 80 90 100

Relative heat capacity (kJ mol

-1

K

-1

)

0

100

200

300

400

Aqueous

1 mM GdnHCl

50 mM GdnHCl

500 mM GdnHCl


oleObject33.bin

image53.emf
Temperature (°C)

40 50 60 70 80 90

Relative heat capacity (kJ mol

-1

 K

-1

)

-20

0

20

40

60

80

Aqueous

1 mM Glycine

50 mM Glycine

500 mM Glycine

Temperature (°C)

40 50 60 70 80 90

Relative heat capacity (kJ mol

-1

 K

-1

)

-20

0

20

40

60

80

Aqueous

1 mM GdnHCl

50 mM GdnHCl

500 mM GdnHCl

Temperature (°C)

40 50 60 70 80 90

Relative heat capacity (kJ mol

-1

 K

-1

)

-20

0

20

40

60

80

Aqueous

1 mM Arginine

50 mM Arginine

500 mM Arginine


oleObject34.bin

image54.emf







image55.emf
NaCl concentration (mM)

0 5 25 100 500

Nanoparticle concentration (particles/mL)

0

100x106

200x106

300x106

400x106

25 °C

50 °C


oleObject36.bin

image56.emf
Lysine concentration (mM)

0.1 1 10 100 1000

Average nanoparticle size (nm)

50

100

150

200

250

300

350

mean

mode


oleObject37.bin

image57.emf
Nanoparticle size (nm)

0 200 400 600 800

Concentration (particles/mL)

0.0

500.0x10

3

1.0x10

6

1.5x10

6

0.5 mM

Nanoparticle size (nm)

0 200 400 600 800

Concentration (particles/mL)

0.0

500.0x10

3

1.0x10

6

1.5x10

6

5 mM

Nanoparticle size (nm)

0 200 400 600 800

Concentration (particles/mL)

0.0

500.0x10

3

1.0x10

6

1.5x10

6

100 mM

Nanoparticle size (nm)

0 200 400 600 800

Concentration (particles/mL)

0

500x10

3

1x10

6

2x10

6

2x10

6

500 mM


oleObject38.bin

image58.emf

image2.emf







image59.emf
GdnHCl concentration (mM)

0.1 1 10 100 1000

Average nanoparticle size (nm)

50

100

150

200

250

300

350

mean

mode


oleObject40.bin

image60.emf
Nanoparticle size (nm)

0 200 400 600 800

Concentration (particles/mL)

0

100x103

200x103

300x103

400x103

0.5 mM

Nanoparticle size (nm)

0 200 400 600 800

Concentration (particles/mL)

0

100x103

200x103

300x103

400x103

5 mM

Nanoparticle size (nm)

0 200 400 600 800

Concentration (particles/mL)

0

100x103

200x103

300x103

400x103

100 mM

Nanoparticle size (nm)

0 200 400 600 800

Concentration (particles/mL)

0

100x103

200x103

300x103

400x103

500 mM


oleObject41.bin

image61.emf

1000mM







image62.emf
Temperature (°C)

40 50 60 70 80 90 100



Cp of BSA (kJ mol

-1

 K

-1

)

-10

0

10

20

30

40

0 mM Imidazole

5 mM Imidazole

50 mM Imidazole

500 mM Imidazole

Temperature (°C)

40 50 60 70 80 90 100



Cp of Myoglobin (kJ mol

-1

 K

-1

)

-20

0

20

40

60

80

0 mM Histidine

5 mM Histidine

50 mM Histidine

200 mM Histidine

Temperature (°C)

40 50 60 70 80 90 100



Cp of BSA (kJ mol

-1

 K

-1

)

-10

0

10

20

30

40

0 mM Histidine

5 mM Histidine

50 mM Histidine

200 mM Histidine

Temperature (°C)

40 50 60 70 80 90 100



Cp of Myoglobin (kJ mol

-1

 K

-1

)

-20

0

20

40

60

80

0 mM Imidazole

5 mM Imidazole

50 mM Imidazole

500 mM Imidazole

Temperature (°C)

40 50 60 70 80 90 100



Cp of Lysozyme (kJ mol

-1

 K

-1

)

-10

0

10

20

30

40

50

0 mM Histidine

5 mM Histidine

50 mM Histidine

200 mM Histidine

Temperature (°C)

40 50 60 70 80 90 100



Cp of Lysozyme (kJ mol

-1

 K

-1

)

-10

0

10

20

30

40

50

0 mM Imidazole

5 mM Imidazole

50 mM Imidazole

500 mM Imidazole


oleObject43.bin

Higher
free
energy

Lower
free
energy

T
@

Destabilisation
via action on
native state

T2
o

Usual difference Destabilisation
in free energy via action on
denatured

state






image3.emf

Higher
free
energy

Lower
free
energy

Stabilisation
via action on
native state

AG

Usual difference
in free energy

Stabilisation
via action on
denatured
state






image4.emf
O

NH

2

N H

2

NH

NH

2

N H

2



image5.emf
AMINO ACIDS & 

DERIVATIVES

METHYLAMINES POLYOLS & 

SUGARS

O

NH

2

C H

3

OH

Alanine

N H N

CH

3

OH

O

H

Ectoine

Taurine

Betaine

NH

OH C H

3

O

Sarcosine

TMAO

O

OH

O H

OH

OH

OH

Glucose

O

O H

OH

OH

O

O

OH

OH

O H

OH

O H

Trehalose

OH

O H

OH

OH

OH

OH

Sorbitol


Microsoft_PowerPoint_Presentation1.pptx
AMINO ACIDS & DERIVATIVES

METHYLAMINES

POLYOLS & SUGARS



Alanine



Ectoine



Taurine





Betaine



Sarcosine

TMAO



Glucose



Trehalose



Sorbitol





image9.emf

OH


O H


OH


OH


OH


OH




image1.emf

O


NH


2


C H


3


OH




image2.emf

N H N


CH


3


OH


O


H




image3.png







image4.png

CH,
H;C—N=—7O0

CHj4






image5.png







image6.emf

NH


OH C H


3


O




image7.emf

O


OH


O H


OH


OH


OH




image8.emf

O


O H


OH


OH


O


O


OH


OH


O H


OH


O H











image6.jpg
a
. °
e o
* o
o o
®
L °
Bulk water o

Hydration
shell

® suncwater

Hydration
shell

@ Water molecule

@ o

lute molecule





image7.jpg
Low concentrations of cosolute High concentrations of cosolute

cosolute hydration bulk water
water




image8.emf
N

water

N

denaturant

D

water

D

denaturant

ΔG

Ο

N-D

ΔG

1 M

N-D

ΔG

tr N

ΔG

tr D

N

water

N

cosolute

D

water

D

cosolute

ΔG

Ο

N-D

ΔG

1 M

N-D

ΔG

tr N

ΔG

tr D

A. B.


Microsoft_PowerPoint_Presentation2.pptx
Nwater

Ndenaturant

Dwater

Ddenaturant

ΔGΟN-D

ΔG1 MN-D

ΔGtr N

ΔGtr D

Nwater

Ncosolute

Dwater

Dcosolute

ΔGΟN-D

ΔG1 MN-D

ΔGtr N

ΔGtr D

A.

B.







T 1T

Y S S





image9.emf

STABILISING SMALL MOLECULES

@)
\\ NH
Taurine /S/\/ 2
o~ \
OH
O
Amino acids H,N || -
w/\o
R
1
TMAO H3C—|\||:O
CHj
CH; O
Betaine HaC 4 ||

STRUCTURALLY SIMILAR IONS

Ammonium
(amino acids H—N—H
and taurine)

CH
Tetramethyl- ’
ammonium HyC——N——CHj
(TMAO, betaine)

CH,

C|)_
Sulphate S .

(taurine)

O
Acetate /
(amino acids, H3C
betaine) )






image10.emf
Water

Water

Cosolute

Cosolute

Protein

Protein

Binding or 

exclusion

Cosolute

hydration

Cosolute-cosolute

interactions

Protein hydration

Water-water 

interactions

Protein-protein 

interactions


Microsoft_PowerPoint_Presentation3.pptx
Water

Water

Cosolute

Cosolute

Protein

Protein

Binding or exclusion

Cosolute hydration

Cosolute-cosolute interactions

Protein hydration

Water-water interactions

Protein-protein interactions












image11.png
NH,

HN)\NH

NH,

OH




image12.emf
O

N H

2

OH



image13.emf
O

NH

2

N H

2

OH



image14.emf
O

NH

2

N

N

H

OH


image15.emf
N

N

H


image16.emf
 

   

R 

S 

Main heaters 

R Feedback 

heater 

S Feedback 

heater 

Thermal 

Shield 

Constant positive pressure 

Jacket 

heater 

R= reference cell 

S= sample cell 


Microsoft_Word_Document4.docx
[image: ]

[image: ]

R

S

Main heaters

R Feedback heater

S Feedback heater

Thermal Shield

Constant positive pressure

Jacket heater

R= reference cell

S= sample cell



image1.png








image17.emf
Temperature (°C)

40 50 60 70 80 90 100

Relative Heat Capacity (kJ mol

-1

K

-1

)

-50

0

50

100

150

200

250

T

m

ΔH

ΔC

p


Microsoft_PowerPoint_Presentation5.pptx




Tm



ΔH

ΔCp





image1.wmf

Temperature (°C)


40


50


60


70


80


90


100


Relative Heat Capacity (kJ mol


-1


K


-1


)


-50


0


50


100


150


200


250




oleObject1.bin










image18.emf
Temperature (°C)

40 50 60 70 80 90 100

 Relative Heat Capacity (kJ mol

-1

 K

-1

)

-50

0

50

100

150

200

250

Characteristic 

signal of 

aggregation


Microsoft_PowerPoint_Presentation6.pptx






Characteristic signal of aggregation





image1.emf

Temperature (°C)


40 50 60 70 80 90 100


 Relative Heat Capacity (kJ mol


-1


 K


-1


)


-50


0


50


100


150


200


250




oleObject1.bin










image19.emf
Microscope

Liquid 

suspension 

containing 

nanoparticles

Metallised surface

Glass

Laser beam


Microsoft_PowerPoint_Presentation7.pptx












































Microscope

Liquid suspension containing nanoparticles

Metallised surface

Glass

Laser beam












image20.emf

Microsoft_PowerPoint_Presentation8.pptx






image1.png














image21.emf

Microsoft_PowerPoint_Presentation9.pptx






image1.png














image22.emf
NH

O

NH

N H

2

NH

2

OH

O

N H

2

OH

NH

2

N H

2

NH

Arginine

Glycine

Guanidinium


Microsoft_PowerPoint_Presentation10.pptx












Arginine

Glycine

Guanidinium









image1.wmf

N


H


O


N


H


N


H


2


N


H


2


O


H




image2.wmf

O


N


H


2


O


H




image3.wmf

N


H


2


N


H


2


N


H

















image23.emf
Arginine concentration (mM)

0.1 1 10 100 1000



T

m

 (°C)

-10

-8

-6

-4

-2

0

2

4

BSA

Lysozyme

Myoglobin

Glycine concentration (mM)

0.1 1 10 100 1000



T

m

 (°C)

-2

0

2

4

6

BSA

Lysozyme

Myoglobin

GdnHCl concentration (mM)

0.1 1 10 100 1000



T

m

 (°C)

-20

-15

-10

-5

0

5

BSA

Lysozyme

Myoglobin


oleObject7.bin

image24.emf
Glycine concentration (mM)

20 40 60 80 100



T

m

 (°C)

-2

-1

0

1

2

3

4

BSA

Lysozyme

Myoglobin


oleObject8.bin

image25.emf
Glycine concentration (mM)

200 400 600 800 1000



T

m

 (°C)

-2

0

2

4

6

BSA

Lysozyme

Myoglobin


oleObject9.bin

image26.emf
Concentration (mM)

0.1 1 10 100 1000



T

m

 of BSA (°C)

-10

-8

-6

-4

-2

0

2

4

Arginine

Gly+GdnHCl

Concentration (mM)

0.1 1 10 100 1000



T

m

 of Lysozyme (°C)

-4

-3

-2

-1

0

1

2

Arginine

Gly+GdnHCl

Concentration (mM)

0.1 1 10 100 1000



T

m

 of Myoglobin (°C)

-18

-16

-14

-12

-10

-8

-6

-4

-2

0

2

Arginine

Gly+GdnHCl


oleObject10.bin

image27.emf
Water

Water

Cosolute 1

Cosolute 1

Cosolute 2

Cosolute 2

Cosolute 1 

hydration

Cosolute 1-

cosolute 1 

interactions

Cosolute 2 hydration

Water-water 

interactions

Cosolute 2-

cosolute 2 

interactions

Protein

Protein

Cosolute 1-

cosolute 2 

interactions

Protein-

cosolute 1 

interactions

Protein 

hydration

Protein-

cosolute 2 

interactions

Protein-

protein 

interactions


Microsoft_PowerPoint_Presentation11.pptx
Water

Water

Cosolute 1

Cosolute 1

Cosolute 2

Cosolute 2

Cosolute 1 hydration

Cosolute 1-cosolute 1 interactions

Cosolute 2 hydration

Water-water interactions

Cosolute 2- cosolute 2 interactions

Protein

Protein

Cosolute 1-cosolute 2 interactions

Protein- cosolute 1 interactions

Protein hydration

Protein- cosolute 2 interactions

Protein-protein interactions












image28.emf
GdnHCl concentration (mM)

1 10 100 1000



T

m

 of BSA (°C)

-8

-6

-4

-2

0

2

4

6

GdnHCl concentration (mM)

1 10 100 1000



T

m

 of Lysozyme (°C)

-6

-4

-2

0

2

4

0 mM Gly

5 mM Gly

25 mM Gly

50 mM Gly

100 mM Gly

250 mM Gly

500 mM Gly


oleObject11.bin

image29.emf
Glycine concentration (mM)

1 10 100 1000



T

m of Lysozyme (°C)

-6

-4

-2

0

2

4

0 mM GdnHCl

5 mM GdnHCl

25 mM GdnHCl

50 mM GdnHCl

100 mM GdnHCl

500 mM GdnHCl

Glycine concentration (mM)

1 10 100 1000



T

m of BSA (°C)

-8

-6

-4

-2

0

2

4

6


oleObject12.bin

image30.emf
Concentration (mM)

1 10 100 1000



T

m 

 of BSA (°C)

-3

-2

-1

0

1

2

3

Arginine

Gly+GdnHCl

Gly-Gdn mix

Concentration (mM)

1 10 100 1000



T

m 

 of Lysozyme (°C)

-3

-2

-1

0

1

2

3

Arginine

Gly+GdnHCl

Gly-Gdn mix


oleObject13.bin

image31.emf
GdnHCl concentration (mM)

1 10 100 1000

Deviation from additive 



T

m

 of BSA (°C)

-1.0

-0.8

-0.6

-0.4

-0.2

0.0

0.2

0.4

0.6

0.8

1.0

5 mM Gly

25 mM Gly

50 mM Gly

100 mM Gly

250 mM Gly

500 mM Gly

GdnHCl concentration (mM)

1 10 100 1000

Deviation from additive 



T

m

 of Lysozyme (°C)

-0.2

0.0

0.2

0.4

0.6

0.8

1.0

1.2


oleObject14.bin

image32.emf
Arginine concentration (mM)

1 10 100 1000

Nanoparticle concentration (particles/mL)

0

100x106

200x10

6

300x106

400x106

500x106

600x106

25 °C

50 °C


oleObject15.bin

image33.emf

1000mM







image34.emf
Arginine concentration (mM)

0.1 1 10 100 1000

Average nanoparticle size (nm)

50

100

150

200

250

300

350

mean

mode


oleObject17.bin

image35.emf
Arginine concentration (mM)

0.1 1 10 100 1000

Average nanoparticle size (nm)

50

100

150

200

250

300

350

mean

mode


oleObject18.bin

image36.emf
Nanoparticle size (nm)

0 200 400 600 800

Concentration (particles/mL)

0.0

500.0x103

1.0x10

6

1.5x10

6

2.0x106

0.5 mM

Nanoparticle size (nm)

0 200 400 600 800

Concentration (particles/mL)

0.0

500.0x103

1.0x106

1.5x106

2.0x10

6

5 mM

Nanoparticle size (nm)

0 200 400 600 800

Concentration (particles/mL)

0.0

500.0x10

3

1.0x10

6

1.5x106

2.0x10

6

100 mM

Nanoparticle size (nm)

0 200 400 600 800

Concentration (particles/mL)

0.0

500.0x10

3

1.0x10

6

1.5x10

6

2.0x106

500 mM


oleObject19.bin

image37.emf
Nanoparticle size (nm)

0 200 400 600 800

Concentration (particles/mL)

0.0

200.0x103

400.0x103

600.0x103

800.0x103

0.5 mM

Nanoparticle size (nm)

0 200 400 600 800

Concentration (particles/mL)

0.0

200.0x103

400.0x103

600.0x103

800.0x103

5 mM

Nanoparticle size (nm)

0 200 400 600 800

Concentration (particles/mL)

0.0

200.0x103

400.0x103

600.0x10

3

800.0x103

100 mM

Nanoparticle size (nm)

0 200 400 600 800

Concentration (particles/mL)

0.0

200.0x103

400.0x103

600.0x103

800.0x103

500 mM


oleObject20.bin

image38.emf
NaCl concentration (mM)

0 50

Nanoparticle concentration (particles/mL)

0

20x106

40x106

60x106

80x106

25 °C

50 °C


oleObject21.bin

image39.emf
NaCl concentration (mM)

0 500

Nanoparticle concentration (particles/mL)

0

100x106

200x106

300x106

400x106

25 °C

50 °C


oleObject22.bin

image40.emf
Lysine concentration (mM)

0.1 1 10 100 1000

Nanoparticle concentration (particles/mL)

0

100x106

200x106

300x10

6

400x10

6

500x106

600x106


oleObject23.bin

image41.emf
GdnHCl concentration (mM)

0.1 1 10 100 1000

Nanoparticle concentration (particles/mL)

0

100x106

200x106

300x10

6

400x10

6

500x106

600x106


oleObject24.bin

image42.jpg
Lysine

CHy

NH,

Methylamine




image43.jpg
Histidine

OH
~
%

HAN
Glycine

N
3
H

Imidazole




image1.jpg
The
University

* Sheffield.





image44.emf
Lysine Concentration (mM)

0.1 1 10 100 1000



T

m

 (°C)

-6

-4

-2

0

2

4

BSA

Lysozyme

Myoglobin

Methylamine HCl Concentration (mM)

0.1 1 10 100 1000



T

m

 (°C)

-12

-10

-8

-6

-4

-2

0

2

BSA

Lysozyme

Myoglobin

Glycine Concentration (mM)

0.1 1 10 100 1000



T

m

 (°C)

-2

0

2

4

6

8

BSA

Lysozyme

Myoglobin


oleObject25.bin

image45.emf
Lysine Concentration (mM)

0 10 20 30 40 50



T

m

 (°C)

-4

-2

0

2

4

BSA

Lysozyme

Myoglobin

Methylamine HCl Concentration (mM)

0 10 20 30 40 50



T

m

 (°C)

-4

-2

0

2

4

BSA

Lysozyme

Myoglobin


oleObject26.bin

image46.emf
Lysine Concentration (mM)

100 200 300 400 500



T

m

 (°C)

-6

-4

-2

0

2

4

BSA

Lysozyme

Myoglobin

Methylamine HCl Concentration (mM)

200 400 600 800 1000



T

m

 (°C)

-12

-10

-8

-6

-4

-2

0

2

4

BSA

Lysozyme

Myoglobin


oleObject27.bin

image47.emf
Temperature (°C)

40 50 60 70 80 90 100



Cp of BSA (kJ mol

-1

 K

-1

)

-10

0

10

20

30

40

0 mM Lysine

5 mM Lysine

50 mM Lysine

500 mM Lysine

Temperature (°C)

40 50 60 70 80 90 100



Cp of BSA (kJ mol

-1

 K

-1

)

-10

0

10

20

30

40

0 mM Methylamine HCl

5 mM Methylamine HCl

50 mM Methylamine HCl

500 mM Methylamine HCl

Temperature (°C)

40 50 60 70 80 90 100



Cp of Myoglobin (kJ mol

-1

 K

-1

)

0

20

40

60

80

0 mM Lysine

5 mM Lysine

50 mM Lysine

500 mM Lysine

Temperature (°C)

40 50 60 70 80 90 100



Cp of Myoglobin (kJ mol

-1

 K

-1

)

0

20

40

60

80

0 mM Methylamine HCl

5 mM Methylamine HCl

50 mM Methylamine HCl

500 mM Methylamine HCl

Temperature (°C)

40 50 60 70 80 90 100



Cp of Lysozyme (kJ mol

-1

 K

-1

)

-10

0

10

20

30

40

50

0 mM Lysine

5 mM Lysine

50 mM Lysine

500 mM Lysine

Temperature (°C)

40 50 60 70 80 90 100



Cp of Lysozyme (kJ mol

-1

 K

-1

)

-10

0

10

20

30

40

50

0 mM Methylamine HCl

5 mM Methylamine HCl

50 mM Methylamine HCl

500 mM Methylamine HCl


oleObject28.bin

image48.emf
Concentration (mM)

1 10 100 1000



T

m

 of BSA (°C)

-2

-1

0

1

2

3

4

5

Lysine

Gly+Methylamine HCl

Concentration (mM)

1 10 100 1000



T

m

 of Lysozyme (°C)

-1

0

1

2

3

4

5

6

Lysine

Gly+Methylamine HCl

Concentration (mM)

1 10 100 1000



T

m

 of Myoglobin (°C)

-10

-8

-6

-4

-2

0

Lysine

Gly+Methylamine HCl


oleObject29.bin

