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Abstract

This thesis empirically examines the effects of oil prices on the trade balances of oil
importing and exporting Sub-Saharan African countries. These countries depend
heavily on international trade for foreign exchange and economic growth, and
fluctuations in oil prices have direct implications for their terms of trade. This thesis
contributes to the oil price-trade balance literature by focusing on three aspects of this
relationship that are unexplored. First, this thesis introduces the issue of nonlinear oil
price effects to the trade balance literature. Using a Threshold Vector Autoregressive
Model, it estimates asymmetric and threshold effects of oil prices on the trade balance,
focusing on oil price volatility as the source of nonlinearity. Nonlinearities are shown to
be stronger in the effects of oil price volatility shocks than oil price level shocks:
volatility shocks have larger effects on the trade balance when they occur in an already
volatile environment, and decreases in oil price volatility have larger effects than
increases. Second, this thesis pioneers the empirical investigation of the role of real
exchange rates in determining the effects of oil prices on the trade balance. Using a
Cross Section Dependence robust panel data method, this thesis shows that real
exchange rate depreciations reduce the effects of oil prices on the trade balances of SSA
countries, while real appreciations reinforce these effects. Third, this thesis is the first
study to empirically investigate how higher international financial risk sharing affects
the response of the trade balance to oil prices. To do this, it employs a Panel Smooth
Transition Regression model. The results show that oil importing SSA countries that are
well integrated in global financial markets, with higher access to foreign funds, fare
better when the oil price is high: they are able to avoid large fluctuations in their nonoil

trade balances by smoothing nonoil consumption.
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Chapter 1: Introduction

The effects of oil price shocks on the macro economy are of interest to many
researchers and policy makers. This interest was primarily spurred by the observed
correlation between oil price increases and US macroeconomic performance since the
1970s, when the US became dependent on imported oil. In his seminal paper, Hamilton
(1983) showed that 7 out of 8 US recessions were preceded three to four quarters earlier
by an oil price shock®. Given the importance of oil as an input into production and as a
consumption good, a large number of researchers have examined the link between oil
prices and economic performance for both oil importing and oil exporting countries
(Hamilton, 1983, Hamilton, 2008, Hamilton, 2011, Mork et al., 1994, Lee et al., 1995,
Elder and Serletis, 2010, Farzanegan and Markwardt, 2009, Lorde et al., 2009, Mehrara
and Sarem, 2009). This thesis examines the effects of oil prices on the trade balances of
oil importing and oil exporting Sub-Saharan African (SSA) countries, with particular
focus on the roles of oil price volatility, real exchange rates, and international financial

risk sharing in shaping these effects.

Oil price shocks can affect economic performance through a number of channels’. An
oil price increase may result in lower output levels because it represents an increase in
the cost of production (Barsky and Kilian, 2004). To the extent that oil and capital
equipment are complements, the reduction in oil use will also render some capital
redundant, leading to further declines in output. Oil price increases also disrupt
consumption decisions by reducing consumer purchases of energy intensive durable
goods, with repercussions on the rest of the economy (Hamilton, 2008). If oil price
shocks are associated with high oil price volatility- which is usually the case- then
uncertainty regarding the future path of oil prices could make economic agents delay
irreversible consumption and investment expenditures as they wait for new information,
lowering macroeconomic performance in the process (Bernanke, 1983). Oil price
increases may also increase domestic inflation, which often results in tight monetary
policy responses that eventually exacerbate the effects on the economy (Cunado and De
Gracia, 2005, Cologni and Manera, 2008, De Gregorio, 2012, Bodenstein et al., 2012,
Bernanke et al., 1997). Oil prices have also been shown to affect stock market prices for

both oil importing and exporting countries, with implications for business profits and

' An oil price ‘shock’ in the context of this thesis is used to refer to unexpected increases or
decreases in the level of the oil price.
? Barsky and Kilian (2004) and Hamilton (2008) provide a review
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investment decisions (Wang et al., 2013, Cunado and Perez de Gracia, 2014, Gil-Alana
and Yaya, 2014, Sadorsky, 2014, Elder and Serletis, 2010).

In contrast to most studies that have focused on the effects of oil prices on the domestic
economy, this thesis adopts more of an international perspective and examines how oil
prices affect the goods trade balance. There is a surprisingly small body of literature on
the oil price-trade balance relationship, with the most notable studies being those by
Backus and Crucini (2000), Kilian et al. (2009) and Bodenstein et al. (2011)%. This is
despite the importance of trade as a key driver of economic growth for most economies,
and oil as the most internationally traded commodity. Fluctuations in oil prices, through
the terms of trade, can have major implications for the trade balance. Examining this
issue is important because oil price induced trade deficits are potentially harmful to
economic growth. These deficits do not reflect, for example, increased importation of
investment and consumption goods that could raise macroeconomic performance.
Rather, given a reasonably low price elasticity of demand for oil, these deficits represent
a transfer of wealth from oil importers to exporters if the oil price rises; or a reduction in
wealth for oil exporters if the oil price decreases. Though these wealth transfer effects,
oil price induced trade deficits have implications for both oil and nonoil consumption

and investment levels (Bodenstein et al., 2011).

As noted by Kilian et al. (2009), the small number of studies on the oil price-trade
balance relationship does not indicate a lack of interest in the issue. Researchers and
policy makers tend to regard the relationship as an obvious one, as it is a common
assumption in policy discussions that oil price shocks affect the trade balances of
countries, depending on whether they are net oil exporters or importers. There is often a
concern that oil importing countries need to borrow from abroad to cushion
unfavourable terms of trade shocks, leading to accumulation of external debt. At the
same time, it is argued that this international risk sharing is not always sufficient to
ensure that the impacts of oil price shocks on the domestic economy are completely
offset (Kilian et al., 2009, Le and Chang, 2013). Recently, the theoretical model of
Bodenstein et al. (2011) showed that the oil price-trade balance relationship is more
complex than is usually assumed: it depends crucially on the response of the nonoil
trade balance, which is in turn determined by a host of other factors. In light of this, and

given the emergence of large global current account imbalances that are commonly, in

* Earlier studies spurred by the work of Harberger (1950) and Laursen and Metzler (1950) are
reviewed in a later section.
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part, attributed to oil prices, researchers have begun to re-examine the link between oil

prices and the trade balance.

The small number of studies makes it difficult to draw any kind of generalisations on
the effects of oil prices on the trade balance since these studies are mostly country
specific. The Dynamic Stochastic General Equilibrium (DSGE) models of Backus and
Crucini (2000) and Bodenstein et al. (2011) are the main theoretical studies in this
literature®. However, the former model is calibrated for a subset of OECD countries, the
latter for the US economy only. Kilian et al. (2009) empirically examine the effects of
oil prices for a wide range of oil exporters and importers. However, many low income
countries, including SSA, are excluded from their analysis. Country specific empirical
studies include Le and Chang (2013) and Arouri et al. (2014). Overall, these studies
find that oil price increases improve the trade balance for oil exporters and deteriorate it
for oil importers. Still, the studies are too few to constitute a consensus on the empirical

effect of oil prices on the trade balance.

This thesis contributes to this literature by examining the effects of oil prices on the
trade balances of oil importing and oil exporting Sub-Saharan African countries. SSA
countries are examined for a number of reasons: both SSA oil importers and exporters
depend heavily on trade for economic growth, oil prices have major implications for
their terms of trade, they have limited opportunities for international risk sharing, and
they have received little attention in the literature. For these countries more than others,
and especially for SSA oil importers, adverse terms of trade shocks arising from oil
price changes may have a greater effect on overall economic performance. In addition to
examining SSA countries, this thesis focuses on three issues that have not been
investigated in the empirical literature for any country. First, this thesis investigates
whether oil price volatility induces nonlinearities in the effects of oil prices on the trade
balance. Second, this thesis examines whether real exchange rate changes influence the
response of the trade balance to oil prices. Third, this thesis examines the role of
international financial risk sharing in determining the effects of oil prices on the trade

balance”.

* Backus and Crucini (2000) actually focus on the effects of oil prices on the terms of trade, but
Bodenstein (2011) build on many aspects of their model to examine the impact of oil prices on
the trade balance.

> As with Kilian et al. (2009) and Le and Chang (2013), this thesis focuses on the effects of oil
prices on the trade balance without considering the income component of the current account
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The focus of this thesis on the role of oil price volatility in determining the effects of oil
prices on the trade balance is motivated by the findings of the wider oil price-macro
economy (OPM) literature. When the oil price collapse of the mid-1980s failed to
produce an economic boom in oil importing economies, many researchers started to
explore the possibility that oil price increases are more important than decreases
(Hamilton, 2003, Lorde et al., 2009, Elder and Serletis, 2010, Elder and Serletis, 2011,
Lee et al., 1995, Huang et al., 2005, Jiménez-Rodriguez and Sinchez, 2005). The
volatility of oil prices was shown to be one source of this asymmetry as higher
volatility, assumed to have a negative effect, exacerbates the negative effects of oil price
increases while reducing the positive effects of decreases for oil importers (Ferderer,
1997, Elder and Serletis, 2011). The effects of oil price volatility on economic growth
has also been found to depend on its level (Huang et al., 2005). This nonlinearity in the
effects of the oil price and its volatility has been completely ignored by studies on the
trade balance. It can be argued that because the oil market is volatile, trade volumes
may only be affected by increased volatility when it exceeds a tolerable threshold. In
addition, the relatively low price elasticity of demand for oil means the decisions of
economic agents regarding the intensity of oil use may not be altered by small changes
in oil prices (Kilian and Vigfusson, 2011b). Whether the trade balance would respond
more to oil price increases than to decreases is also unknown. This issue is important
given the academic debate about the empirical validity of studies that have found
asymmetric effects of oil prices on output (Hamilton, 2011, Kilian and Vigfusson,
2011b, Kilian and Vigfusson, 2011a, Herrera et al., 2015). No study has examined any

type of nonlinearity in the effects of oil prices on the trade balance.

Addressing this gap in the literature, this thesis examines the nonlinear effects of oil
prices on the trade balance, with particular focus on oil price volatility as the
determinant of nonlinearity. These effects are investigated for the largest SSA oil
exporting country, Nigeria. A Threshold Vector Autoregressive Model (TVAR) model
is used to determine whether the effects of oil price level and volatility shocks depend
on an oil price volatility threshold, and whether there are asymmetries in these effects.

The responses of both oil and nonoil trade balances are considered. The results show

position which will be affected by oil price changes, such as royalty payments and remitted
profits by oil companies. This is because, as noted by Kilian et al. (2009), any effect of oil
prices on the income balance will be difficult to interpret unless the composition of the asset and
liability positions of the countries are known.
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that high oil price volatility makes the effects of oil price level shocks on the trade
balance more dramatic. Unlike the findings of studies on economic growth however,
volatility does not induce significant asymmetries in the effects of oil price level shocks
on the trade balance. It is found that oil price volatility shocks have larger effects on the
trade balance when volatility is above its threshold value, and the initial impact of an
increase in volatility is negative only when volatility is already high. There are also
asymmetries of volatility shocks, as decreases in volatility have larger effects than
increases. These findings show that trade volumes are more affected by reduced oil
price volatility than they are by increased volatility. Indeed, it is found that lower oil

price volatility stimulates trade in both oil and nonoil goods.

The second contribution of this thesis is the examination of the role of real exchange
rates in determining the effect of oil prices on the trade balance. This is motivated by
the theoretical model in Bodenstein et al. (2011). They show that the effects of oil price
increases on the trade balance are associated with the transfer of wealth from oil
importers to exporters. Under the model assumptions, the oil component of the trade
balance will always deteriorate for oil importers and improve for oil exporters. Reduced
wealth and a real depreciation of the exchange rate, however, lead to a nonoil balance
improvement for oil importers. In the same way, higher wealth and a real appreciation
deteriorate the nonoil balance for oil exporters. In both cases, the nonoil balance
response partly offsets the response of the oil balance, such that the overall trade
response is reduced. If the model prediction holds, then exchange rate management can
be used to limit exposure to oil shocks. No study has tested this empirically, despite the
established links between oil prices and exchange rates; and between exchange rates and

the trade balance®.

This thesis addresses this gap in the literature by examining how bilateral real exchange
rates determine the effects of oil prices on the overall trade balances of 8 major Sub-
Saharan African economies -3 oil exporters, 5 oil importers- and 11 of their main
trading partners. Here, a Cross Section Dependence (CSD) robust estimator, the Pesaran
(2006) Common Correlated Effects Mean Group (CCEMG) estimator, is employed.
Slope heterogeneity is allowed for each SSA country across different trading partners. It
is found that, on average, oil prices have insignificant effects on the trade balance of

SSA countries. However, the disaggregate bilateral estimates reveal considerable

® There are many studies on the oil price-exchange rate nexus, and on the effects of
depreciations of the trade balance. These are reviewed in a later section.
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heterogeneity, with positive and negative effects for both oil importers and exporters.
These bilateral effects are however mostly positive, even for oil importers. The results
indicate a strong nonoil trade adjustment for SSA countries. It is argued that the results
reflect, in part, the correlation between nonoil commodity prices —the main exports of
SSA oil importers - and oil prices. For oil exporters, insignificant average oil price
effects may reflect a dampened oil trade surplus since these countries import refined
petroleum products, owing to the poor state of their refineries. For both groups of
countries, a strong nonoil trade adjustment is particularly likely because their low levels
of integration in global financial markets mean their consumption smoothing
opportunities are limited, necessitating a large nonoil trade adjustment (Bodenstein et
al., 2011). Importantly, it is found that for bilateral trade balances where the oil price
effect is positive, subsequent real exchange rate changes are unlikely to further
influence trade quantities, such that appreciations have positive effects and
depreciations have negative effects on the trade balance. Conversely, where an oil price
increase deteriorates the trade balance, subsequent depreciations succeed in improving
the trade balance, and appreciations deteriorate it. Consistent with these results, it is also
found that bilateral exchange rate depreciations tend to reduce both the positive and
negative effects of oil prices on the trade balance, while appreciations reinforce these

effects.

The third contribution of this thesis is the examination of the role of international
financial integration in determining the response of the trade balance to oil prices. This
is motivated by the previous results which point to a strong nonoil balance response to
oil prices for SSA countries. The model in Bodenstein et al. (2011) shows that a
potential reason for this, and one that fits the situation of SSA countries, is a low level
of international risk sharing. Oil importers that are well integrated in international
financial markets can access foreign capital to smooth nonoil consumption when the oil
price is high. This limits the need to finance the oil trade deficit by reducing nonoil
imports, such that only a small nonoil surplus is required, implying a high overall trade
balance response. In the same way, well integrated oil exporters are likely to save oil
revenue windfalls abroad rather than spend them on goods imports, again limiting the
nonoil trade response. Therefore, the low levels of financial integration of SSA
countries imply that they are relatively unable to smooth consumption in response to oil

shocks; they have to sustain large fluctuations in their nonoil balances. No study has
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empirically examined the role of financial integration in mediating the effect of oil

prices for any country.

This thesis examines the importance of financial integration in the transmission of oil
shocks, and determines the levels of integration required for SSA countries to access its
consumption smoothing benefits. To do so, it utilizes the Panel Smooth Transition
Regression (PSTR) model of Gonzalez et.al. (2005) using data on 37 SSA countries — 8
oil exporters and 29 oil importers. Here, the effects of oil prices are allowed to differ
across countries and time periods, depending on the threshold level of integration. It is
found that the nonoil balances of SSA oil importers with levels of integration below the
estimated thresholds are more affected by oil prices. Above the threshold, the response
of the nonoil balance is much smaller. These findings support the view that higher
financial integration aids in consumption smoothing when the oil price is high. For oil
exporters, the response of the nonoil trade balance is also found to depend on a financial
integration threshold, but this nonlinearity is not robust to alternative model
specifications. The weak results for oil exporters potentially reflect their small sample

size, which complicates analysis especially in the threshold setting.

Through these three novel empirical studies, this thesis contributes to our knowledge of
the effects of oil prices on the trade balance for SSA countries. It also brings forth
important aspects of this relationship that are unexplored, opening up avenues for future
research. For example, the roles of oil price volatility, real exchanges rates, and
international risk sharing can have important implications for the trade balances of other
countries. This is worth investigating especially given the recent volatility in oil prices.
Additionally, the results of this thesis provide valuable insights for SSA policy makers.
For instance, the findings show that for Nigeria and potentially other oil exporting
developing countries, policy makers need not concern themselves with increases in
volatility when volatility is initially at low levels, and that decreases in volatility are
more important for stimulating trade in both oil and nonoil goods. Second, the results
suggest that exchange rate devaluation can be used as a policy tool to cushion negative
effects of oil prices on the trade balance. In addition, the results show that greater
financial openness would help SSA oil importers smooth nonoil consumption in the

event of terms of trade and income shocks associated with oil price increases.

The remainder of this thesis is organised as follows: Chapter 2 presents an overview of

the economy of Sub-Saharan Africa, with particular emphasis on the issues relevant for
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this thesis. Chapter 3 presents an empirical study on the threshold effects of oil price
level and volatility shocks on Nigeria’s trade balance. Chapter 4 examines the role of
real exchange rate adjustments in determining the effects of oil price shocks on the
bilateral trade balances 8 SSA countries. In Chapter 5, the role of international financial
integration in mediating the effects of oil price increases on the trade balance of 37 SSA
countries is examined. Chapter 6 presents a general conclusion of the thesis and

provides policy recommendations.
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Chapter 2: Overview of the Sub-Saharan African Economy

Sub-Saharan Africa is one of the least developed and least globally integrated regions of
the world. The region also has the highest number of formally identified economies that
are incapable of catering for the basic needs of their people (Naudé, 2010). This is
despite considerable improvements in the region’s economic growth over the years.
The upper panel of Figure 2.1 shows that compared to the 1980s and early 1990s, SSA
countries have generally enjoyed around 4% annual growth on average during the last
two decades. The figure shows that the GDP growth of SSA oil exporters has been
more volatile than for oil importers, and it coincides with oil price movements, as
shown in the lower panel of Figure 2.1. Increases in oil exporters’ GDP growth rates are
preceded about a year earlier by an increase in the oil price growth. The same is true for

reductions in GDP growth.

Figure 2.1: Average GDP growth rate of SSA countries and oil price growth rate,
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Sources: Author’s calculations using data from the World Bank’s World Development Indicators (WDI)
and International Monetary Fund’s International Financial Statistics (IFS).

Notes: The GDP growth rates are calculated as the first difference of log real GDP (constant 2005 US
dollars) multiplied by 100.The growth in the real oil price is the log first difference of the real oil price.
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Over the years, SSA countries have increased their openness to trade. Figure 2.2 shows
that trade as a percentage of GDP reached an average of 70% in 2012. This increasing
openness along with terms of trade movements were found be associated with more
than half the economic growth experienced by SSA countries over 1980-2010 period
(IMF, 2015). The importance of SSA to the world economy stems from its role as a
major supplier of raw materials for industrialized countries and as an important market
for the finished products of developed and emerging markets. The main export
commodities of SSA are crude oil, iron ore, coal, cotton, coffee, cocoa, copper and
platinum (IMF 2015). These exports are almost exclusively the sources of government
revenue and foreign exchange. The structure of Africa’s exports is undiversified, with
mineral products accounting for 67% of exports, and food exports accounting for close
to 6% (Draper and Biacuana, 2009). South Africa is the only significant exporter of
manufacturing exports, accounting for over 50% of manufacturing exports from the
region. SSA countries are also ill-diversified with respect to their trading partners. By
the late 2000s, EU-27 accounted for 34% of SSA’s exports, followed by NAFTA and

Asia, with each accounting for over 23%.

Figure 2.2: Average trade as a percentage of GDP for SSA countries: 1980-2012
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Source: Author’s calculations using data from International Monetary Funds’ Direction of Trade

Statistics (DOTS)

Notes: Trade as a percentage of GDP is calculated as the sum of total exports and imports as a percentage
of GDP

SSA’s high dependence on primary commodity exports, limited development of their

manufacturing and service sectors; and large agricultural sectors make the region



21

particularly susceptible to trade shocks (Kose and Riezman, 2001, Muhanji and Ojah,
2011). Within a dynamic stochastic small open economy model calibrated to represent a
typical African economy, Kose and Riezman (2001) showed that trade shocks account
for almost half of the variation in aggregate output for African countries. The impact on
the various components of aggregate output is even higher: trade shocks account for
80% and 86% of fluctuations in aggregate consumption and investment respectively.
Furthermore, trade shocks were found to account for at least a third of the variation in
employment and non-traded goods output; and are even more important than world
interest rates in determining foreign asset holdings. Deaton and Miller (1995) find that
negative trade shocks, and commodity price shocks in particular, complicate
macroeconomic management for SSA countries and lead to fiscal and current account
deficits. Muhanji and Ojah (2011) show that commodity price shocks lead to
accumulation of external debt for SSA countries. Trade has also been shown to be the
main channel through which these countries are affected by global economic shocks
(Allen and Giovannetti, 2011, Berman and Martin, 2012). Therefore, for these countries
more than others, large trade deficits would have negative implications for economic

growth.

An important source of trade shocks is fluctuations in the price of crude oil. Figure 2.3
shows how the terms of trade of SSA countries vary with oil price shocks. The terms of
trade of oil exporters move in tandem with oil prices, and the reverse is the case for oil
importers. This is also true for the trade balance, as shown in Figure 2.4. Here, it is also
evident that oil importers have sustained much larger trade deficits than oil exporters
over the years. This suggests that the oil price plays a major role in determining the
terms of trade and trade balances of SSA countries. Figure 2.5 shows the annual
volatility of oil prices. It can be seen that oil price volatility is highest during periods of
particularly high or low oil prices. The spikes in volatility correspond to the oil glut in
the mid-1980s, the 1990/1991 oil shock due to reduced supplies following Iraq’s
invasion of Kuwait, the oil price fluctuations in the late 1990s associated the East Asian
crisis, reduced oil production from Venezuela and Iraq in 2003, the mid-2008 oil price
‘bubble’ and the subsequent collapse following the onset of the global financial crisis’.
Thus, in addition to the challenges posed by oil price level movements, SSA countries
also have to deal with the potential effects of higher uncertainty. To the extent that oil

price uncertainty reduces economic activity by delaying investment and consumption

’ Hamilton 2011 provides a historical review of oil price shocks
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decisions (Bernanke, 1980, Bloom, 2009), its negative effect could exacerbate the
effects of unfavourable oil price changes while limiting the gains from favourable oil

price movements (Ferderer, 1997).

Figure 2.3: Qil prices and average terms of trade of SSA oil importers and exporters,
1980-2012.
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Sources: Author’s calculations using data from the World Bank’s World Development Indicators (WDI)
and International Monetary Fund’s International Financial Statistics (IFS).

Notes: The oil price is the nominal US dollar 3 spot price index (the average of Dubai, UK Brent and
Texas spot oil prices, as reported by the IMF IFS) and the terms of trade is the export price index divided
by the import price index.
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Figure 2.4: Oil prices and the average trade balance of SSA oil importers and exporters:
1980-2012
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Sources: Author’s calculations using data from International Monetary Funds’ International Financial
Statistics (IFS) and Direction of Trade Statistics (DOTS) Notes: The oil price is the log real 3 spot US
dollar oil price, and the trade balance is calculated as the natural logarithm of the ratio of total exports to
total imports.

Figure 2.5: Oil price volatility, 1980-2012
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Statistics (IFS)

Notes: the oil price is the nominal 3 spot US dollar oil price. The annual oil price volatility is measured as
the standard deviation of the four (average) quarterly oil prices within each year.

SSA countries have some features that complicate their level of exposure to oil price

shocks. First, due to the poor state of their oil refineries, SSA oil exporters import a
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large proportion of their refined petroleum needs. This means that even as their oil
export earnings increase with oil prices, their oil import bill also rises. Thus, any
improvement in their oil trade balance would be less than if they imported no oil at all.
Second, the prices of SSA oil importers’ primary commodity exports tend to be
positively correlated with the oil price, as shown in Figure 2.6. This implies that with an
oil price increase, their nonoil trade balance may improve not only through a real
exchange rate depreciation (as in Bodenstein et al. (2011)), but also because the prices
of their commodity exports are relatively higher. This will be the case especially if the
oil price increase is driven by a booming world economy, such that there is an increase
in the demand for primary commodities®. Third, SSA is one of the least integrated
regions in global financial markets (World Bank 2012). Figure 2.7 compares the level of
financial integration of SSA countries to other developing countries in Asia, Middle
East and North Africa. Here, integration is measured as the sum of total foreign assets
and foreign liabilities as a percentage of GDP. SSA and developing Asia have
maintained average integration levels of less than 200% of GDP until the late 2000s
when SSA integration increased. This is much lower than the integration level of
Middle East and North African countries, averaging over 300% of GDP over the past
two decades. Their relatively low integration level means SSA countries are less able to
smooth consumption through international risk sharing in the face oil price shocks, and
might sustain larger nonoil trade fluctuations than countries with access to foreign funds

(as in Bodenstein et al., 2011).

® Kilian (2009) show that historically, oil price shocks have mainly been the result of
precautionary oil demand shocks or global “aggregate demand shocks” that raise the demand of
all raw materials needed by a booming world economy, as opposed to the supply side shocks
that have been advanced in the earlier literature e.g. Hamilton (1983)
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Figure 2.6: Oil and non-oil commodity price indices. 1980-2012
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Sources: International Monetary Fund’s International Financial Statistics (IMF IFS) and World Bank’s
Global Economic Monitor (GEM) Commodities Database.

Notes: The oil price index is the 3 spot US dollar oil price index, while the nonoil price index is sourced
from the World Bank’s database. Non-oil price index consists of prices of Food, Beverages, Agricultural
raw materials and Industrial Metals and Precious metals.
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Figure 2.7: Average Financial Integration of developing countries by region, 1980-2011
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Source: Authors calculations using data from the extended and updated version of the dataset created by
Lane and Milesi-Ferretti (2007)

Notes: Financial integration is calculated as the sum of total foreign assets and liabilities as a percentage
of nominal GDP, all in US dollars. Developing Asia consists of Bangladesh, Bhutan, Brunei Darussalam,
Cambodia, China, Fiji, India, Indonesia, Lao P.D.R., Malaysia, Maldives, Nepal, Papua New Guinea,
Papua New Guinea, Philippines, Samoa, Solomon Islands, Sri Lanka, Thailand and Tonga. Middle East
and North Africa consists of Algeria, Bahrain, Djibouti, Egypt, Iran, Jordan, Kuwait, Lebanon, Libya,
Morocco, Oman, Qatar, Saudi Arabia, Syria, Tunisia, United Arab Emirates, and Yemen. SSA consists of
all SSA countries for which data is available.

There are currently 47 countries in Sub-Saharan Africa, and 13 of them have produced
and exported crude oil at some point. These are Angola, Benin, Cameroon, Chad,
Congo, Cote d’Ivoire, Democratic Republic of Congo, Equatorial Guinea, Gabon,
Ghana, Nigeria, Sudan, and South Sudan. At present, Benin, Cameroon and Cote
d’Ivoire are no longer consistent net exporters of oil. The rest are net oil importers.
These are Botswana, Burkina Faso, Burundi, Cabo Verde, Central African Republic,
Comoros, Eritrea, Ethiopia, Guinea, Guinea-Bissau, Kenya, Lesotho, Liberia,
Madagascar, Malawi, Mali, Mauritius, Mozambique, Namibia, Niger, Rwanda, Sao
Tomé and Principe, Senegal, Seychelles, Sierra Leone, South Africa, Somalia,

Swaziland, Tanzania, The Gambia, Togo, Uganda, Zambia and Zimbabwe.

In sum, given the importance of trade for the economic growth of Sub Saharan African

countries, the importance of oil prices for their terms of trade, and factors that
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potentially complicate their oil price- trade balance relationship, it is important to

examine the dynamics of this relationship for SSA countries.
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Chapter 3: Nonlinear effects of oil price shocks on Nigeria’s trade

balance: Evidence from a Threshold Vector Autoregressive Model

3.1. Introduction:

Oil prices have experienced significant surges and downturns over the years. The
volatility of oil prices implies uncertain terms of trade for SSA countries and volatile oil
revenues for SSA oil exporters. Volatility represents a source of risk and uncertainty
regarding the future path of oil prices, leading economic agents to delay irreversible
investment and consumption decisions as they wait for useful information on future oil
prices (Bernanke, 1980, Bloom, 2009). Oil price volatility can also influence the effects
of oil prices on the economy in a nonlinear way. For an oil importing country, the
negative impacts of oil price volatility have been shown to exacerbate negative effects
of oil price increases and limit the gains from oil price decreases (Ferderer, 1997). Many
studies have examined the nonlinear impacts of oil prices on various macroeconomic
variables for oil importers and exporters, but not in relation to the trade balance. This
chapter fills this gap by examining the nonlinear effects of oil price level and volatility

shocks on the trade balance of the largest SSA oil exporter, Nigeria.

The bulk of the oil price- macro economy (OPM) literature focuses on the effects of oil
prices and their volatilities on output and investment (Hamilton, 1983, Hamilton, 2008,
Hamilton, 2011, Mork et al.,, 1994, Lee et al., 1995, Elder and Serletis, 2010,
Farzanegan and Markwardt, 2009, Lorde et al., 2009, Mehrara and Sarem, 2009). This
literature has shown that the effects of oil price level shocks are asymmetric, with
positive oil price shocks having a higher impact than negative shocks for oil importing
economies (Hamilton, 2003, Lorde et al., 2009, Elder and Serletis, 2010, Elder and
Serletis, 2011, Lee et al., 1995). The attention turned towards asymmetry following the
weaker relationships between US GDP data and oil price increases after 1985, as the oil
price collapse in 1986 failed to produce an economic boom. This asymmetry has been
shown to result from the effects of oil price volatility, (Ferderer, 1997, Elder and
Serletis, 2010, Elder and Serletis, 2011). The effects of volatility itself may be nonlinear
because large scale or long term investments may not be affected by small changes in
oil prices which will generate low levels of volatility (Kilian and Vigfusson, 2011b,
Huang et al., 2005). Van Robays (2012) show that oil price fluctuations have higher

impacts on economic activity in uncertain times, and Jobling and Jamasb (2015) show
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that countries can tolerate oil price increases up to a certain point, after which they

begin to adjust consumption levels.

The OPM literature has recently started to move towards examining the effects of oil
prices on the trade balance (Backus and Crucini, 2000, Kilian et al., 2009, Bodenstein et
al., 2011, Le and Chang, 2013). This recent focus on the trade balance stems not only
from its importance for macroeconomic performance, but also because the past two
decades have seen high global current account imbalances which are considered to be,
at least in part, the result of oil price movements (Kilian et al., 2009, Rebucci and
Spatafora, 2006). Studies on the oil price-trade balance relationship generally find that
oil price increases improve the trade balance for oil exporters and deteriorate it for oil
importers. However, they do not address the issue of nonlinearities in the effect of the
oil price on the trade balance. Bodenstein et al. (2011) provide a theoretical framework
where the effects of oil prices on the trade balance work through wealth transfer from
oil importers to exporters, and a consequent nonoil trade adjustment. However, the
authors acknowledge that the linear framework adopted in their model is at odds with
advancements in the broader OPM literature, where the role of asymmetries has been
stressed. This chapter addresses this gap in the literature by examining the nonlinear,
asymmetric and threshold effects of oil price level and volatility shocks on the trade

balance.

There are reasons to believe the effects of the oil price and its volatility on the trade
balance are plausibly nonlinear. First, the relatively low price elasticity of demand for
oil means that small changes in the level of the oil price might not affect the quantity of
traded oil and nonoil goods. Indeed, Kilian and Vigfusson (2011b) point out that large
scale or long term investment demand is unlikely to be affected by small changes in oil
prices which will generate low levels of volatility. Second, in line with Lee et al. (1995),
increases in the level of the oil price may have higher impacts in an environment of
stable prices than where prices have been known to be volatile. Third, as noted by Van
Robays (2012), periods of high volatility may be associated with higher use of hedging
instruments and futures markets, such that increases in oil price volatility may have a
lower effect on oil demand when volatility is already high. On the other hand, given a
historically volatile oil market and different degrees of risk aversion of traders, an
increase in oil price volatility may only affect trading decisions when volatility is
sufficiently high. Also, some channels through which trade is affected by oil price

fluctuations, such as transportation costs, may only be affected when volatility exceeds
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a tolerable threshold. These are valid questions to investigate for the trade balance
where the literature is young. If these nonlinearities do exist, and are strong, then

conclusions and inferences made from linear models would be misleading.

To examine these nonlinear effects, this chapter focuses on one oil exporting country,
Nigeria. Nigeria is not only the largest oil exporting country in Sub-Saharan Africa, it is
also the largest economy on the continent. According to the US Energy Information
Administration (EIA), Nigeria was the world’s 4™ largest exporter of Liquefied Natural
Gas in 2012, and the 6 largest exporter of crude oil in 2013 (IEA, 2013). Its imports
generally consist of energy intensive durable goods, food items, as well as refined
petroleum products. Nigeria has been studied very little with regards to its trade balance
despite the importance of oil to its economy. It is thus an ideal candidate for examining
the oil price-trade balance relationship while addressing potential nonlinearities

suggested by the broader OPM literature’.

This chapter utilises the Threshold Vector Autoregressive (TVAR) model of Balke
(2000). The TVAR model is attractive for this study because it allows the estimation of
asymmetries between positive and negative shocks, as well as non-proportional effects
of large and small shocks within the threshold model. This comprehensive analysis of
nonlinearities is desirable since no form of nonlinearity has been examined for the trade
balance. In this chapter, a threshold value of oil price volatility is endogenously
estimated, on the basis of which the sample is divided into an “upper regime” and a
“lower regime”, corresponding to high and low values of volatility respectively. A
separate TVAR is then estimated for the oil and non-oil components of the trade balance
as well as the overall trade balance. This decomposition allows an examination of the
theoretical mechanisms through which the oil price affects the trade balance, in line
with the model in Bodenstein et al. (2011). The robustness of the results to an

alternative threshold measure of oil price volatility is also checked.

Results from non-linear generalized impulse response functions show that oil price level
shocks have more dramatic effects on all the trade balance components when volatility

is above its threshold value. The presence of asymmetry between increases and

® The choice of country also has to do with data limitations. To implement the TVAR model, a long time
series of data (of at least quarterly frequency) is needed for each country. In addition, for meaningful
analysis, data on the oil and nonoil components of the trade balance is needed. Such disaggregated
quarterly data for SSA countries is unavailable. It is argued that given Nigeria’s oil market status and the
relative availability of its data, it would be sufficient for this thesis to consider the nonlinear effects of oil
prices using only Nigerian data.
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decreases in oil prices is found to depend on the measure of volatility used as the
threshold variable. Decreases in volatility are found to be more important than increases
irrespective of whether volatility is above or below its threshold value, reflecting
asymmetric impacts of volatility shocks. The effects of both increases and decreases in
volatility are higher when volatility is above its threshold value, reflecting threshold
effects. The patterns of the effects show that an increase in volatility hurts the trade
balance on impact only if the increase occurs when volatility is already high. Decreases
in volatility are found to encourage both oil and nonoil imports within a year of the
shock. Overall, high oil price volatility is found to propagate the effects of volatility
shocks on the trade balance while making the effects of oil price level shocks more
dramatic; and reduced oil price volatility is found to stimulate trade in both oil and

nonoil goods.

This chapter finds evidence that at least for Nigeria, the effects of oil price volatility on
the trade balance are non-linear, depending on the already existing level of volatility.
The effects of volatility itself are asymmetric. However, volatility does not consistently
induce asymmetries in the effects of oil price level shocks. Although the focus is only
on one oil exporting country, the results potentially have important implications for
future research. This is because if such nonlinearities are found to hold true for other
countries, then future theoretical and empirical work should take them into
consideration. There is also an implication for policies designed to insulate the economy
against oil price fluctuations, as the underlying volatility environment is found to be an

important factor.

The remainder of this chapter is organised as follows. Section 3.2 provides a review of
related theoretical and empirical literature. Section 3.3 discusses the data and
methodology used. Section 3.4 presents the results and Section 3.5 provides a

discussion of the results. Conclusions and recommendations are made in Section 3.6.
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3.2. Literature Review:

This chapter is related to two strands of literature. One is the literature on nonlinear
effects of oil price level and volatility shocks on macroeconomic activity (OPM). The
other is the literature on the effects of these shocks on the trade balance where

nonlinearities have not been addressed.

3.2.1. Nonlinear effects of oil price level and volatility shocks on macroeconomic
activity:

Most studies in the OPM literature focus on the effects of oil price shocks on output for
oil importing countries (Hamilton, 1983, Hamilton, 2008, Hamilton, 2011, Mork et al.,
1994, Lee et al., 1995, Elder and Serletis, 2010). Fewer studies have examined the
effects on oil exporters (Huang et al., 2005, Farzanegan and Markwardt, 2009, Lorde et
al., 2009, Mehrara and Sarem, 2009). Many of these authors have suggested that the
relationship between oil price movements and economic growth is asymmetric (Lee et
al., 1995, Mork et al., 1994, Hamilton, 2008, Hamilton, 2011, Balke et al., 2002,
Sadorsky, 1999). Ferderer (1997) showed that oil price volatility is an important source
of this asymmetry. The argument is that large increases or decreases in oil prices are
associated with higher volatility which is itself presumed to have negative impacts on
the economy. Ferderer (1997) argues that for an oil importing economy, volatility
generated by rising oil prices would eventually worsen the negative effects of oil price
increases on output, while that arising from falling oil prices would dampen the positive
effects of oil price decreases. As such, increases in oil prices would have higher impacts
than decreases. Support for asymmetric oil price effects resulting from volatility has
been found by Elder and Serletis (2010) and Elder and Serletis (2011). In the context of
Nigeria, asymmetries in the effects of oil prices have been found by Aliyu (2011) and
Iwayemi and Fowowe (2011). The former found that oil price increases are more
important than decreases in explaining Nigeria’s output growth, while the latter found
the reverse to be the case. In contrast to most studies that consider the role of
asymmetries, Kilian and Vigfusson (2011a) find that the effects of oil price increases
and decreases on economic growth are symmetric. They argue that this may be the
result of widely used oil price measures that are inappropriate for the VAR framework
within which most of these asymmetries have been found. However, Hamilton (2011)
argues that the results from Kilian and Vigfusson (2011a) suffer from an unstable model
specification. There is thus an unresolved academic debate about asymmetries in the

effects of oil prices on the economy (see for example Kilian and Vigfusson (2011b),
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Hamilton (2011),Kilian and Vigfusson (2014)). The issue is ultimately an empirical one

to which this study contributes evidence.

Apart from asymmetric effects resulting from volatility, the analysis in Lee et al. (1995)
suggests that the effects of oil prices on the economy might depend on a volatility
threshold. They argue that oil price shocks will have a higher impact in an environment
of hitherto stable prices, while a shock of a similar size will have a lesser impact where
prices have been known to be erratic. In other words, shocks that occur when volatility
is low are more important than those that occur when volatility is high. Kilian and
Vigfusson (2011b) point out that large scale or long term investments may not be
affected by small changes in oil prices which will generate low levels of volatility, also
suggesting that oil price shocks will have higher impacts when volatility exceeds a
tolerable threshold. Van Robays (2012) shows that a highly uncertain macroeconomic
environment is associated with a stronger response of oil prices to oil demand and
supply shocks, leading to higher oil price volatility. Using the TVAR model utilized in
this chapter, he shows that economic activity is more affected by oil price fluctuations

above a macroeconomic volatility threshold.

The effects of oil price volatility have also received attention in the literature. Within
partial equilibrium models, Bernanke (1980) and Bloom (2009) show that uncertainty
about oil prices will delay irreversible investment and consumption decisions as
economic agents wait for new information that could determine the potential returns to
investment. This delay in investment will reduce the growth in oil demand and output.
On the other hand, Plante and Traum (2012) examine the effects of oil price volatility
on macroeconomic aggregates within a real business cycle model. They find that oil
price uncertainty is associated with reduced durables consumption, higher precautionary
savings, higher investment and real GDP*. Bagkaya et al. (2013) also show within a
real business cycle model that an increase in oil price volatility induces precautionary
savings which then increase physical investment and output. Since physical investment
is less costly than investment in international bonds for countries with limited access to
international bond markets, economic agents would use the higher savings for the
former, despite its increased riskiness. In line with Bernanke (1980) and Bloom (2009),
Ferderer (1997), Jo (2014), and Bredin et al. (2011) empirically find negative effects of

oil price volatility on output and investment. Kellogg (2010) and Elder and Serletis

" Irreversibility of investment decisions does not alter this outcome.
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(2010) also find that oil price volatility reduces investment in the mining industry
because of the more direct implications it has on the sector’s return to investment. This
is in line with Litzenberger and Rabinowitz (1995) who argue that during uncertain
times, oil producers might prefer to reduce extraction in the face of oil demand and
supply shocks because higher uncertainty raises the value of oil below the ground
relative to that above the ground, increasing the response of the oil price. Together,
these findings suggest that oil production and oil demand are negatively affected by
increases in volatility, implying a deterioration of oil exporters’ oil trade balance. On
the other hand, Alquist and Kilian (2010) show that higher oil price volatility, if it
induces uncertainty for oil importers about future oil supply, is associated with
increased precautionary demand for oil by oil importers. If this is the case, then oil price
volatility may improve the oil trade balance of oil exporters. If oil exporters also export
other primary commodities that are used as inputs in production, as is the case for
Nigeria, then their nonoil balance may deteriorate if increased oil price volatility leads
to a reduction in demand for their nonoil exports by inducing lower investment in their
oil importing trading partners, in line with Bernanke (1980). Alternatively, it might
improve if oil volatility leads to a reduction in demand for durables consumption and
hence imports, as found in Elder and Serletis (2010). While these studies on the effects
of oil price volatility on output and investment have general implications for its

potential impact on the trade balance, the implications do not encompass nonlinearities.

Studies that use a threshold model to examine the effects of volatility on the economy
include Sadorsky (1999), Huang et al. (2005), Adeniyi et al. (2011), and Van Robays
(2012). Sadorsky (1999) uses a zero threshold and finds that increases in volatility have
higher effects on stock market activity than decreases. Using a multivariate threshold
vector auto regression (MTVAR) model similar to the TVAR, Huang et al. (2005) find
that macroeconomic aggregates react more to oil price volatility when it is above its
threshold value for Canada, US and Japan. Adeniyi et al. (2011) follow the same
threshold method in a similar study for Nigeria. They find no significant threshold
effects in the response of Nigeria’s GDP growth to oil price volatility. Their results
must however be viewed with caution, as they do not test for a nonlinear structure in
their data, and they impose an arbitrary threshold value for volatility. The analysis from
the TVAR model in Van Robays (2012) shows that oil price volatility is higher in

uncertain times, suggesting that its impact on economic activity would also be higher
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when volatility is high. Taken together, the findings of these studies suggest that the

effect of oil price volatility is higher when volatility is initially above its threshold level.

Overall, none of the studies on the nonlinear effects of oil prices on the economy, or on
the linear and nonlinear effects of volatility on the economy, consider the trade balance.

This chapter addresses this gap in the literature.

3.2.2. The effects of oil price level and volatility shocks on the trade balance:

The literature on the oil price-trade balance relationship is relatively young and
nonlinearities have not yet been studied in this context. The theoretical literature
generally shows that the effect of oil price level shocks on the overall trade balance is
positive for oil exporting countries and negative for oil importers. However, the positive
effects for oil exporters can be offset by their increased wealth and hence increased
expenditure on imports, as well as through an exchange rate appreciation. These
offsetting effects are manifested through the negative response of the non-oil trade
balance which cushions the positive response of the oil trade balance (Bodenstein et al.,

2011).

Backus and Crucini (2000) provide a theoretical model in which they augment a
stochastic two country growth model with a third country that produces oil. Calibrating
the model for the US and EU countries, they show that oil price changes account for
much of the variation in the terms of trade between countries. Bodenstein et al. (2011)
build on the work of Backus and Crucini (2000) and analyse the effects of oil price
changes on a country’s trade balance using a Dynamic Stochastic General Equilibrium
(DSGE) model. The model consists of two countries- an oil exporter and an oil
importer. Oil is used as an input in the production process and as a consumption good. It
is shown that oil price changes affect the nonoil trade balance through the transfer of
wealth from oil importing countries to oil exporting countries. The combined responses
of the oil and non-oil trade balances then determine the response of the overall goods
trade balance. Under incomplete international financial markets and low price elasticity
of demand for oil, oil price increases lead to a deterioration of the oil trade balance of an
oil importing country. This leads to increased wealth transfer to the oil exporter and a
reduction in wealth for the importer. This wealth transfer effect leads to a decline in
consumption and a depreciation of the real exchange rate of the oil importer, helping to
improve the nonoil trade balance. The nonoil trade balance therefore always adjusts to

partly offset changes in the oil trade balance. By construction, the effects on the oil
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exporter’s trade balance are the opposite of that of the oil importer, such that oil price
increases lead to a surplus of the oil trade balance. This, working through higher wealth
and exchange rate appreciation, leads to a deterioration of the nonoil trade balance.
Under incomplete financial markets, the response of the oil trade balance dominates

such that the overall trade balance improves.

In a similar argument, Rebucci and Spatafora (2006) posit that any trade surpluses an oil
exporter may gain from increased oil prices will be partly offset by increased growth
and real exchange rate appreciation. Huynh (2016), in a DSGE model similar to
Bodenstein et al. (2011), stresses the importance of energy intensive durable goods in
determining the response of the non-energy trade balance. He shows that the demand for
durables is negatively affected by oil price increases. For a country like Nigeria whose
imports consist significantly of durable goods, this implies that an oil price increase
might initially improve the nonoil balance through discouraging importation, and the
expected deterioration would occur after the positive wealth effects of the oil price

increase sets in.

Abeysinghe (2001) showed that negative growth for oil importers resulting for an oil
price increase is transmitted to oil exporters through the trade channel. Korhonen and
Ledyaeva (2010) build on the work of Abeysinghe (2001) and show that an unexpected
oil price increase will have a positive initial effect on oil exporters and a negative effect
on importers. However, since it represents a negative supply shock to importers and
lowers their income, their aggregate demand will eventually fall. This will in turn
reduce some of the positive effects of the oil price increase for oil exporters because
they now face lower demand from their trading partners. On the other hand, oil
importers may also enjoy some positive effects of oil price increases on their exports
through increased demand from the now wealthier oil exporters. This implies similar
conclusions to that of Bodenstein et al. (2011), where the effects on the trade balance in
any one direction is partly offset by wealth transfer effects. This implies that, in
response to oil price increases, Nigeria’s overall trade balance should improve initially
as the oil trade balance improves, but it should subsequently deteriorate as higher
wealth, increased growth and an appreciated exchange rate lead to nonoil trade balance

deterioration.

Empirically, Kilian et al. (2009) studied the relationship between oil prices and external

balances for a broad sample of oil importing and exporting countries using data from
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1970-2005 and a linear VAR model. Consistent with Bodenstein et al. (2011), they find
that oil exporting countries experience an oil trade surplus in response to oil price
increases. They find the response of the non-oil trade balance to be negative but not
large enough to offset the oil trade surplus, such that the overall trade balance improves.
Le and Chang (2013) study the impacts of oil prices on the trade balances of Malaysia
(an oil exporter) Singapore (an oil refinery) and Japan (an oil importer). The results
from impulse response functions of a VAR show that for Malaysia (an oil exporter),
improvements in its oil, non-oil and overall trade balances are associated with
unexpected oil price increases. For oil importing Singapore and Japan, the effects are
negative. Using monthly data from 1980-2011 and VAR techniques, Arouri et al. (2014)
find that India’s trade balance is negatively affected by positive oil price shocks. These
studies are the only ones that empirically examine the effects of oil prices on the goods
trade balance. Other studies have however examined its effects on exports, trade
volumes, and current account balances. For instance, Ahmed and O'Donoghue (2010)
and Muhammad (2012)) also find that oil price increases are associated with a reduction
in exports of Pakistan through inducing an increase in production costs. These negative
impacts are expected since Pakistan is an oil importer. Chuku et al. (2011) study the
effects of oil price shocks on the Nigerian current account balance. Using quarterly data
from 1970 to 2008, he estimates a linear structural VAR model. He finds that
unexpected oil price increases lead to an improvement in the current account surplus
and a subsequent decline. His variance decomposition analysis show that oil price
shocks account for over 15% of the variation in the current account balance. Iwayemi
and Fowowe (2011) also find Nigeria’s trade balance to be positively affected by oil
price increases. Abu-Bader and Abu-Qarn (2010) find that structural breaks in the trade
ratios of 57 countries over the period 1957-1993 coincided with oil price shocks,
suggesting that these may account for the observed breaks. Bridgman (2008) also show
that changes in trade volumes globally can be accounted for by changes in oil prices

which affect the cost of transporting tradable goods.

Theoretical literature on the effects of oil price volatility on the trade balance is scarce.
The argument is derived from the broader OPM literature - volatility represents a source
of uncertainty and risk to both exporters and importers. Chen and Hsu (2012) argue that
since uncertainties about the future paths of oil prices would induce risk averse
consumers and producers to postpone irreversible consumption and investment

expenditures, trade volumes will also reduce. However, the effects should depend on the
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response of the oil and non-oil components of the trade balance which these authors do
not consider. Another strand of literature focuses on the implications of oil price
fluctuations for the transportation of traded goods, given the high dependence on oil as
fuel. Here also, high oil price volatility is found to discourage trade (Hummels, 2007,

Curtis, 2009, Rubin and Tal, 2008) .

Empirically, no study has examined the effects of oil price volatility on the trade
balance, but two studies have examined its impact on trade volumes. Chen and Hsu
(2012) examine the effects of oil price volatility on bilateral trade volumes using panel
data on 84 countries from 1984-2008. They measure the trade volume as the sum of
imports and exports of a country. They find that generally, oil price volatility reduces
trade volumes. The effect is however found to depend on the source of the shock as well
as the role of the country as a net oil importer or exporter in the world market. They find
a positive but statistically insignificant effect for oil exporters and a negative,
statistically significant effect for oil importers. Shiu-Sheng and Kai-Wei (2013) also
study the effect of oil price volatility on bilateral export volumes using a gravity model
of international trade and annual data on 117 countries from 1984-2009. They find that
volatility has a significant and negative effect on export volumes irrespective of the
position of the trading partners as oil importers or exporters in the world market; and
that this effect is worsened by increased distance between two countries, pointing to the

role of transport costs.

The two studies above focus on trade volumes in order to deduce the effects of volatility
on international linkages and globalisation, while this chapter contributes to the
empirical literature by focusing on the trade balance. In addition, none of the studies on
the effects of oil prices on the trade balance, or the effects of oil price volatility on trade
volumes, considers the potential role of asymmetries and threshold effects that have
been established in the OPM literature. These are the gaps in the literature that this
chapter attempts to fill.
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3.3. Data and Methodology:

3.3.1. The Theoretical Model

In this thesis, the theoretical trade balance model adopted is the imperfect substitutes
model of Bickerdike-Robinson-Metzler, which is comprehensively discussed in
Goldstein and Khan (1985). The key assumption of this model is that domestic goods
and foreign goods are not perfect substitutes. Since oil has no close substitutes, this
model is better suited to this thesis than the perfect substitutes model. The consumer is
assumed to maximise utility subject to a budget constraint. As such, the demand for
exports and imports depend on the level of foreign and domestic incomes, as well the
relative prices of the trade goods. It is further assumed that the consumer has no money

illusion. The Marshallian demand equations for imports M and exports X are given as:

M=MmY;, X=Xr,Y) ... (3.1)

Where 7 is the real exchange rate defined as the nominal exchange rate e multiplied by
the ratio of the foreign good price (the import price) P/ and the domestic good price
(the export price) P4, Y¢ is the domestic income level and Y/ is the foreign income
level. The trade balance TB can then be derived as the difference between exports and

import values in domestic currency thus:
TB = X(r,Y)—rM@,YY)........... (3.3)
TB=TB(r,Y4LY ). ... (3.4)

Empirically, the real trade values and real foreign and domestic incomes are used. The
main caveats of this model relate to the measurement of the real trade data- how trade
data are deflated, and the quality of the import and export price proxies (Goldstein and
Khan, 1985). As will be discussed, this thesis avoids this problem by measuring the
trade balance not as the difference but as the ratio of exports to imports, so that it does

not matter whether the trade data are in nominal or real terms.

3.3.2. Methodology:

To determine if the response of the trade balance to changes in the oil price and its
volatility depends on a volatility threshold, this study utilizes the Threshold Vector
Autoregressive model (TVAR) of Balke (2000). The TVAR is a simple way to capture
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possible nonlinearities in the response of economic variables to shocks (Balke, 2000).
Unlike alternative threshold models such as Markov Switching models, the TVAR
allows the threshold variable to be observed. It also allows the investigation of
asymmetric and non-proportional effects within the threshold models, because effects of
the shocks are allowed to depend on the size and sign of the shocks as well as the past
history of the shocks. The impulse responses are nonlinear and it is possible to
distinguish between the response of the trade balance to positive and negative shocks to
any endogenous variable during periods of high oil price volatility (upper regime) and
low oil price volatility (lower regime). Volatility is itself endogenous in the models
estimated, such that shocks to other variables in the system can also result in regime

switching. The TVAR estimated for each component of the trade balance is;
Y, = A, + BY(L)Y,_1 + (A%Y; + B>(L)Y,_11(Co_g > y)) + Uq......... (3.5)

Where Y; is a vector of 5 endogenous variables: a measure of world and domestic
income; the real oil price; its volatility; the real effective exchange rate; and the relevant
component of the trade balance (oil, nonoil or overall trade balance). U, is a vector of
structural disturbances. Bland B? are lag polynomial matrices while A'and A? are
structural contemporaneous relationships in the two regimes respectively. Both
contemporaneous and lagged relationships are allowed to change across regimes.
I(Ci—4 > v) is an indicator function which depends on the threshold variable C;_,, the
threshold value y, an on delay d. The indicator function equals 1 when C;_; >y and 0
otherwise. The threshold variable C;_; is the two period moving average of the
volatility measure in order to allow for some persistence in the volatility regimes.
Regime switching is endogenous since C;_4 is a function of oil price volatility which
itself is one of the endogenous variables in Y; . As such, shocks to any of the variables
in the VAR which affect oil price volatility may cause a regime switch. At least one lag
of the threshold variable is needed (the delay parameter d) and it is set to 1. Setting
d =1 is the practice among most studies using this approach (Balke, 2000, Batini et
al., 2012, Afonso et al., 2011). Since the interest is in the response of the trade balance
when a regime switch has just occurred, rather than when it occurred long ago, a 1
quarter lag is feasible (Batini et al., 2012). A lag length of two quarters is used in the
TVAR. This is the lag length determined by the Akaike Information Criteria (AIC).

It is assumed that there is a recursive structure with the causal ordering as follows:

income differential (the difference between world and Nigeria’s output), real oil price,
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real oil price volatility, real effective exchange rate, and finally the relevant component
of the trade balance. It is assumed that the income differential measure, since it contains
the world output, is the most exogenous and would affect all the other variables within
the same quarter but would only be affected after a lag by shocks to the other variables.
We thus assume that even shocks to the oil price will only affect world output after a
lag. We order the oil price next because a shock to it will immediately affect the level of
oil price volatility. It is also more exogenous than the REER since it is assumed not only
to cause a nominal appreciation of the Nigerian currency, the Naira, but also to affect
inflation levels, thereby affecting the REER. Finally, the oil, nonoil and overall trade
balances are assumed to be the most endogenous since they would respond within the
same quarter to changes in income (both domestic and world income), changes in the oil
price and hence its volatility, as well as the REER through the latter’s implications for
relative prices. It is less plausible to assume that changes in the trade balance would
affect any of the variables without allowing for a lag. For instance, overall domestic
output may only be affected by this period’s trade balance in the next period. Nigeria’s
role as a major oil exporter does not accord it a large role in determining oil prices
through its oil exports since oil prices are mainly determined by global economic and/or
political conditions, making it unlikely that the oil price or its volatility is

contemporaneously endogenous to Nigeria’s trade balance'!

3.3.2.1. Testing for the TVAR and Estimating the Threshold Values:

In order to estimate the TVAR, the nonlinear structure is tested by imposing the null
hypothesis of a linear VAR (no threshold behaviour) against the alternative hypothesis
of threshold behaviour. If the threshold value y was known, then testing the null
hypothesis of no threshold would simply entail testing that A? = B2 =0, and a
heteroskedasticity-robust Wald statistic would be valid (Hansen, 1996). However, the
threshold value is unknown and inference is nonstandard since this value is not
identified under the null. To test for a threshold, the method of Hansen (1996) is
adopted. Here, the specified TVAR model is estimated by least squares for all possible
threshold values. For each value, the hypothesis of equality between the linear and
nonlinear models is then tested and the estimated threshold value chosen is the one that

maximises the log determinant of the structural residuals. As in Balke (2000), threshold

"1t can be argued that the oil price and its volatility can contemporaneously affect the income measure
since the latter contains Nigeria’s income. We check the robustness of the results to the alternative
ordering where these oil variables are ordered first, and the results remain unchanged. They are
available upon request.
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values were set so that at least 15% of the observations plus the number of parameters

remain in each regime.

3.3.2.2. Nonlinear Impulse Response Functions:

Based on the estimated threshold values, it is possible to examine the response of the
trade balance and its oil and nonoil components to shocks across regimes by using
nonlinear impulse response functions. Unlike the linear VAR, the moving average
representation of the TVAR is not linear in the shocks both across shocks and over time.
As shown by Koop et al. (1996), impulse response functions in nonlinear models are
dependent on the history of the variables as well as the size and sign of the shocks. The
nonlinear Generalised Impulse Response Functions (GIRF) of Koop et al. (1996) are
utilised using the bootstrap simulations suggested by Balke (2000)*”. The GIRF is
computed as the change in the conditional expectation of a variable Y at horizon k as a
result of knowing the value of a particular exogenous shock at time t, u;. The impulse

response function can be written as
E[Yt‘l‘k |Qt_1, ut] - E[Yt+k |Qt—1] ............................ (3.6)

Q¢_1 is the initial condition, or the particular history of the variables in the period
preceding the shock. This determines whether the system is initially in a high or low
volatility regime. To compute the GIRFs, the sign and size of the shocks are specified as
+/-2 standard deviation shocks to represent large positive and negative shocks®. No
restriction of symmetry is placed on the shocks within each regime, and it is possible to
see if positive and negative shocks have different impacts. As the initial conditions,
each actual observation in the sample during which the economy is in a high volatility
regime or low volatility regime is used, so it is assumed that the system is initially in the
upper or lower regime. The horizon is set at 12 quarters. Following Balke (2000), the
conditional expectations are simulated by drawing random vectors of shocks u;,;, j =
1 to k, and then first simulating a path for the variable conditional only on the initial
condition {;_;. As a next step, another path of the variable of interest is simulated, now

conditional on the initial condition as well as a given realization of the shock u;. The

2 The TVAR literature refers to these impulse response functions as “generalised” because they are
shock and history dependent, and regime switching can occur during the duration of the shock, as in
Koop et al. (1996). However, they are still subject to the composition problem given the structural
because the Cholesky decomposition is used.

 The effects of small shocks (+/- 1SD) have also been investigated and they follow the direction of large
shocks with smaller magnitudes. Since there are no significant non-proportionalities, only the results for
large shocks are reported; those for small shocks are shown in appendix A.
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difference between the two provides one estimate of the generalised impulse response at
horizon k(Calza and Sousa, 2006). The simulations are repeated 500 times for each
initial condition. The average of the simulated impulse responses is then the estimated

impulse response at horizon k.

3.3.3. Data:

This study uses quarterly data from 1986Q1 to 2013Q4. The trade balance is
decomposed into its oil and non-oil components. This is preferable to using only the
overall trade balance because it allows the examination of the mechanisms through
which the oil price affects the overall trade balance, as postulated by the model
Bodenstein et al. (2011). The data on oil and non-oil exports and imports as well as oil
prices are obtained from the Nigerian National Bureau of Statistics (NBS) and the
Central bank of Nigeria (CBN). The Bonny Light crude oil price is used as it is
Nigeria’s reference crude oil price. Quarterly data on Nigeria’s oil and non-oil imports
have only been compiled since 2008. This data is therefore interpolated based on annual
oil and non-oil imports reported by the NBS using Kalman smoothing for log-linear
models, with iterated linearizations. Nigeria’s Real Effective Exchange Rate (REER),
Index of Industrial Production (IIP), Consumer Price Index (CPI), and Advanced

countries’™

(ITP) are obtained from the International Monetary Fund’s International
Financial Statistics (IFS). The IIP is used due to the unavailability of world GDP data at
quarterly frequency. Advanced countries’ IIP is then used as a proxy for world IIP as
the latter is unavailable for the full sample period at quarterly frequency. The difference
between advanced countries’ IIP and Nigeria’s IIP is used as the measure of income,
such that an increase represents higher world income relative to Nigeria’s income. The
CPl is used to deflate the oil price series. All variables except the volatility measures are

expressed in logarithmic first differences.

The real oil price at the t;;, quarter (rop;) is measured as the quarterly growth in the

real oil price, thus;

rop; = ln(ﬂ) ......................................... (3.7

OPt-1

' The ‘advanced country’ group of the IMF IFS consists of Australia, Austria , Belgium, Canada, Cyprus,
Czech Republic, Denmark, Estonia, Finland, France, Germany, Greece, Hong Kong SAR, Iceland,
Ireland, Israel, Italy, Japan, Korea, Latvia, Lithuania, Luxembourg, Malta, Netherlands, New Zealand,
Norway, Portugal, San Marino, Singapore, Slovak Republic, Slovenia, Spain, Sweden, Switzerland,
Taiwan Province of China, United Kingdom, and the United States.
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Where op; is the real oil price in quarter t. Throughout this chapter, the growth in the
real oil price will be referred to as the real oil price “level” to distinguish it from the real
oil price “volatility”. As in Elder and Serletis (2010), Le and Chang (2013) and Shiu-
Sheng and Kai-Wei (2013), the oil price shocks in this study are not decomposed as oil
supply shocks, oil demand shocks and global aggregate demand shocks, as proposed by
Kilian (2009). Thus, an oil price shock in this context is best thought of as an average
oil shock. Indeed, Bodenstein et al. (2011) show that oil price shocks arising from both
oil demand and oil supply shocks have similar qualitative effects on the trade balance.
Oil price volatility is measured as the quarterly standard deviation of monthly real oil

price growth thus:"™

3 —
SD, = \/Emﬂ“g’j’f TBY | oevierieesesessesaenans (3.8)

Where rop,, is the monthly real oil price growth and 70p is the quarterly mean of
rop,,. Thus, for each quarter, the calculated volatility is the standard deviation of the

real oil prices of the three months within the quarter.

Other measures of volatility commonly used in the literature are the conditional
variance and conditional standard deviation from a Generalised Autoregressive
Conditional Heteroscedasticity (GARCH) model. In this chapter, it is checked whether
the results are robust to using the conditional standard deviation from a GARCH (1, 1)

model for monthly real oil price growth thus:
r0Pm = Um +V0% Em; Em~N(0,1) e v e v ... . (3.9)

Where pu,, and /o7 are the monthly mean and standard deviation of real oil price
growth, 70py,. &, is the error term. The GARCH model for the conditional variance,
g2 is:

0L =w+ ac2_1€2_ 1+ BOA_1 v i v v e e e (3.10)

The monthly conditional standard deviation, g,,, is thus:

N U RTRIRN ¢ 3 § )

' This standard deviation measure of volatility is also adopted by Chen and Hsu (2012) and Shiu-Sheng
and Kai-Wei (2013), among others.
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The quarterly conditional standard deviation is then computed as the 3-month average

of a,,:
3
GARCH, =2B=1 | i, (3.12)

The volatility in each period using the GARCH measure is dependent on the oil price
growth and volatility in the previous period, such that is captures the persistence in
volatility over time. In contrast, the SD measure in each period depends only on the oil
prices within that period, with no information on volatility persistence. While this
inherent difference between the two measures is reflected in the results, it is still shown

that the main findings are robust to using both measures of volatility.

Finally, the overall trade balance (TB), oil trade balance (OTB) and the nonoil trade

balance (NOTB) are defined as the log ratio of exports to imports thus:
TB, =1 (Xt) . OTB, =1 (OXt
¢ =M n,) T ™ om

t

NOX,
NOM,

); NOTB, = ln( ) e e (3.13)

t

Where X, OX and NOX are overall, oil and nonoil exports respectively. Similarly, M,
OM and NOM are overall imports, oil imports and nonoil imports respectively.
Compared to measuring the trade balance as the difference between exports and
imports, this measure has the advantage that it is independent of whether the trade data
are in nominal or real terms, the trade balance can be expressed in natural logarithmic
form since the ratio is non-negative. The trade balance is in surplus when the ratio is
above unity, and in deficit when it is below it. Figure 3.1 shows Nigeria’s trade balance
and the real oil price. It can be seen that the overall trade balance tends to improve when
the oil price is high and deteriorate when the oil price is low, especially since the early

1990s.

As a first step, unit root tests are conducted to examine the time series properties of the
data. The Augmented Dickey-Fuller (ADF), Kwiatkowski, Phillips, Schmidt and Shin
((1992) (KPSS) test, and the Zivot and Andrews (2002) (ZA) test are used, the latter
valid in the presence of structural breaks. Results of the tests are shown in Table 3.1.
The ADF test shows that only the income measure is nonstationary. The ZA test shows
that the income measure and the overall trade balance are nonstationary. The KPSS test

however shows that all series are nonstationary except for the measures of volatility.
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For consistency, all the variables except the volatility measures are in logarithmic first

differences.™ Table 3.2 shows the descriptive statistics of the variables.

Figure 3.1: The Oil Price and Nigeria's Overall Trade Balance
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Source: Author’s calculations using data from Central Bank of Nigeria (CBN).
Notes: The Figure plots the quarterly log growth of the Bonny Light real crude oil price and Nigeria’s overall trade
balance. Both series have been filtered using the Hodrick and Prescott (1997) filter.

'® Note that the volatility measures are constructed from the monthly real oil price growth measures,
which are already in logarithmic first differences.
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Table 3.1: Unit Root Tests

Variable Augmented Zivot-Andrews KPSS unit root
Dickey-Fuller unit  unit root test test
root test
Level Decision  Level Decision  Break Level Decision
Year
1P -2.59 I(1) -3.03 I(1) 2008g4 | 0.52*  I(1)
Differential
Real oil price | -3.80%* 1(0) -10.5%*  1(0) 1991q1 | 3.28%* I(1)
Real Effective | -5.29*%* 1(0) -6.39%*  J(0) 1999q1 | 0.71%  I(1)
Exchange Rate
Oil price | -9.54** 1(0) -6.61*%*  1(0) 1998q2 | 0.22 1(0)
volatility
(Standard
deviation)
Overall trade | -4.97** 1(0) -4.74 I(D 1999q2 | 0.68*  I(1)
balance
Non-oil trade | -11.9%*  1(0) 4.85% 1(0) 2009g4 | 1.80** I(1)
balance
Oil trade | -7.62%*  1(0) 33.21%*%  1(0) 1992Q3 | 0.82** I(1)
balance
Oil price | 9.92*%*  (0) 6.08%** 1(0) 1998q3 | 0.11 1(0)
volatility
(GARCH
measure)

Notes: The null hypothesis for the ADF and ZA tests is the presence of a unit root, while the null for the
KPSS is that the series are stationary. (**) denotes significance at 1% level and (*) denotes significance at
5% level. I (1) denotes non-stationary variables; I(0) denotes stationary variables.

Table 3.2: Descriptive Statistics

Standard  Minimu

Variable No. Obs. Mean Error m Maximum
Oil price volatility (SD) 116  0.07 0.04 0.01 0.28
Oil price volatility (GARCH) 116  0.09 0.02 0.06 0.18
Overall trade balance 115 0.00 0.27 -0.79 0.79
Oil trade balance 115 -0.04 0.32 -1.58 0.90
Nonoil trade balance 115 0.01 1.00 -2.12 2.19
REER 115 -0.01 0.17 -1.30 0.40
Real oil price 115 -0.03 0.16 -0.74 0.49
IIP differential 115 0.63 4.03 -38.62 5.11

Notes: All the variables except the two volatility measures are in logarithmic first differences i.e. they
represent a growth in a particular variable.
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3.4. Results

3.4.1. Testing the nonlinear model

Table 3.3 reports results from the test of a linear VAR model against the alternative of a
threshold model using the standard deviation measure of volatility. The null hypothesis
of a linear VAR is rejected at 1% level of significance in favour of a threshold VAR for
all components of the trade balance. A threshold value of 0.068 is estimated for all the
trade balance components. Thus, the relationship between the variables in the TVAR
changes when the standard deviation of oil price returns exceeds 6.8%. Figure 3.2 plots
the threshold variable against the threshold value. The estimated threshold roughly
splits the sample in half, with 55 observations when volatility is above the threshold
(upper regime) and 54 observations when it is below it (lower regime). This shows that
there are as many periods of high volatility as there are normal/low volatility periods,

which is not surprising given that oil prices have been highly volatile over the years.

Table 3.3: Test for Threshold VAR

Trade Balance Threshold LR Degrees of No. of Obs. In  No. of Obs. In
Component value statistic freedom Upper regime  Lower regime
Non-oil trade 0.068 320.63 70 55 54

balance (0.000)

Oil trade 0.068 317.67 70 55 54

balance (0.000)

Overall Trade 0.068 322.16 70 55 54

balance (0.000)

Notes: The threshold variable is the two period moving average of the standard deviation of real oil
price returns. p-values for each LR statistic are in parenthesis. The variables in the system are log IIP
differential growth, log real oil price growth, oil price volatility, log REER growth, and log growth in
the relevant component on the trade balance. The delay parameter = 1.

Figure 3.2: Standard Deviation measure of oil price volatility and its threshold value
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Notes: The threshold variable is the two period moving average of the standard deviation of real oil price
growth

3.4.2. Response of the trade balance to shocks

Figures 3.3 — 3.5 show the nonlinear generalized impulse response functions computed
over a 12 quarter horizon for the oil, nonoil and overall trade balances. Large positive
and negative (+/-2SD) shocks are reported to show the asymmetries in the response of
the trade balance within each regime. For brevity, only the response to oil price level
and volatility shocks are reported. Responses to other variables in the system are shown
in Appendix A. The procedure of the nonlinear Impulse Response Functions does not
allow the calculation of proper confidence intervals. Thus, following Balke (2000) and
Batini et al. (2012), no discussion of statistical significance is presented as this would be

inappropriate for the model.

3.4.2.1. Response of the oil trade balance to shocks:

The response of the oil trade balance to oil price level and volatility shocks is shown in
Figure 3.3. In both regimes, positive oil price shocks (unexpected increases in the oil
price) initially improve the oil trade balance. This is in line with expectations and
reflects increasing earnings from oil exports. The effect diminishes after two quarters,
turning slightly negative until the fifth quarter when it diminishes to zero. In both
regimes, no asymmetry is observed between positive and negative oil price shocks.
However, the impacts of oil price shocks are larger in the lower regime, in line with Lee
et al. (1995) who find that oil price shocks have a higher impact in a low volatility

environment.

With regards to volatility shocks, in the upper regime, positive volatility shocks
deteriorate the oil trade balance initially, but improve it after 2 quarters. This
improvement is sustained until the 6™ quarter when the effect diminishes to zero.
Decreases in volatility initially improve the trade balance sharply, then deteriorate it in
the 2™ quarter after the shock. The effect starts to diminish by the 3™ quarter but
reaches zero only after 10 quarters. Therefore, in the upper regime the initial impact of
an increase in volatility is negative, consistent with Elder and Serletis (2010) who find
that investment in the oil sector is negatively affected by volatility. Moreover, if as in
Litzenberger and Rabinowitz (1995), high volatility discourages oil extraction by
increasing the relative value of oil below the ground, the growth in oil exports might be
lower. In the same way, delayed investment abroad would reduce the demand for oil

and deteriorate the oil balance, in line with Bernanke (1983). In the lower regime, an
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increase in volatility improves the oil trade balance on impact, then immediately
deteriorates it after one quarter. The oil trade balance response subsequently follows a
pattern similar to the upper regime. In contrast to the upper regime, the initial effect of a
decrease in volatility is a deterioration of the oil trade balance. By the second quarter,
the effect also resembles that in the upper regime. Threshold effects are thus apparent as
an increase in volatility hurts the trade balance on impact only if it occurs when the oil
market is already volatile. Indeed, it appears that in a low volatility environment, oil
exports are actually spurred by increased volatility, perhaps reflecting increased
precautionary demand for oil. The findings thus suggest that reduced oil demand due to
delays in investment abroad (as advanced by Bernanke (1980)), or lower investment in
mining activities and oil extraction (as in Litzenberger and Rabinowitz (1995) and Elder
and Serletis (2010)), is more likely to occur if volatility is excessively high. On the
other hand, lower levels of volatility are more likely associated with the sort of
precautionary demand for oil discussed by, among others, Kilian (2009) and Anzuini et
al. (2015). Figure 3.3 also shows that decreases in volatility have larger and more
persistent effects in the upper regime. There are asymmetries of volatility shocks, with
the initial impacts of positive shocks being more volatile but shorter lived in the lower

regime, and negative shocks being larger than positive shocks in the upper regime.



Figure 3.3: Response of the oil trade balance to shocks conditional on regime: Standard deviation measure of volatility.
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3.4.2.2. Response of the non-oil trade balance to shocks:

Figure 3.4 shows the response of the nonoil trade balance to oil price level and volatility
shocks. In the upper regime, a positive oil price level shock has a volatile effect on the
nonoil balance. The nonoil balance first improves but deteriorates after 2 quarters. The
effect turns positive again in the third quarter and begins to diminish in the fourth
quarter, reaching zero after 8 quarters. As with the oil balance, negative oil price level
shocks have symmetric effects to positive shocks. In the lower regime, the effects of oil
price shocks are less dramatic and the initial impacts are muted. As in the upper regime,
there is an improvement (deterioration) following a positive (negative) oil shock in the
31 quarter, but this is larger and more persistent in the lower regime. A subsequent
deterioration in the nonoil balance also occurs after the 4™ quarter, and has a relatively
higher magnitude than the upper regime. The effects in the lower regime are more
persistent than as they diminish to zero only after 10 quarters. Thus, in both regimes, the
effects of oil price increases on the nonoil balance tend to be initially positive, possibly
reflecting an immediate reduction in oil intensive durable imports that form a large
proportion of Nigeria’s imports, in line with Elder and Serletis (2010) and Huynh
(2016). The deterioration postulated by Bodenstein et al. (2011) only occurs
subsequently but is quite persistent, indicating that positive wealth effects of oil price
increases for oil exporters kick in after some time. There are threshold effects as the
impacts of oil shocks are more volatile but lower and less persistent in the upper regime,
suggesting that high uncertainty makes the effects of oil prices more dramatic but
reduces the absolute size of the effects. Again, the latter result is in line with Lee et al.

(1995).

For volatility shocks, Figure 3.4 shows that in the upper regime, increases in volatility
initially deteriorate the nonoil balance. This effect is however short lived and becomes
positive by the 2nd quarter. The response begins to diminish and becomes negligible by
the 5™ quarter. The effects of decreases in volatility (increases in oil price stability)
follow similar patterns to increases but in the opposite direction. However, the effects of
decreases in volatility are much larger and more volatile than those of increases. In the
lower regime, unlike the upper regime, increases and decreases in volatility have very
muted initial impacts on the nonoil balance. Like with the oil trade balance therefore,
increased volatility is only harmful on impact if the oil market environment is already
volatile. After these initial responses, the effects of both increases and decreases follow
similar patterns as the upper regime, but with lower magnitudes. The effects of

increases in volatility are particularly muted in the lower regime. Thus, there is evidence
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of asymmetry in both regimes, as decreases in volatility are more important than
increases. There are also threshold effects across regimes because the effects of
volatility shocks are larger in the upper regime. The result that higher volatility
propagates the effects of oil volatility shocks is consistent Van Robays (2012). On the
other hand, the larger effects of decreases in volatility relative to increases suggest that
the decisions of economic agents regarding trade volumes are more responsive to
increasing oil price stability. This is perhaps because large increases in stability signal
favourable global and domestic economic conditions, thereby stimulating trade. On the
other hand, increasing oil price volatility will tend to be perceived as temporary,

especially since the oil market experiences frequent hikes and downturns.

3.4.2.3. Response of the overall trade balance to shocks:

Figure 3.5 shows the response of the overall trade balance to oil price level and
volatility shocks. In the upper regime, positive oil price shocks initially improve the
overall trade balance. The trade balance then deteriorates slightly until the 6™ quarter
when it diminishes to zero. The effects of negative oil price shocks are symmetric to
those of positive shocks. In the lower regime, the initial effects of oil price shocks are
lower than the upper regime within the first 2 quarters of the shock, reflecting the initial
muted response of the nonoil trade balance in this regime. After the 2" quarter however,
the effects are slightly larger and less volatile than the upper regime. Overall, there are
no asymmetries between oil price increases and decreases, but higher volatility makes

the effects of oil prices more dramatic.

In the upper regime, increases in volatility have an initial negative impact on the overall
trade balance, as with the oil and nonoil balances. The trade balance however improves
in the 2™ quarter and diminishes to zero by the 3™ quarter. The effects of negative
volatility shocks are again larger and more persistent. In the lower regime, increases in
volatility initially improve the trade balance while decreases in volatility deteriorate it,
consistent with the responses of the oil and nonoil balances. The subsequent effects
follow a similar pattern as the upper regime but are relatively lower. Here also, negative

volatility shocks have larger and more persistent effects than positive shocks.

Overall, the response of the overall trade balance reflects the combined responses of the
oil and nonoil trade balances, as expected. Here, as in the oil and nonoil balances, the
largest effect of volatility shocks in both regimes occurs in the second quarter, where

the effect of a decrease in volatility is sharply negative. However, the volatile response
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of the nonoil balance to volatility shocks is smoothed out by the relatively modest
response of the oil trade balance, such that the response of the overall trade balance is

less dramatic.



Figure 3.4: Response of the nonoil trade balance to shocks conditional on regime: Standard deviation measure of volatility.
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Figure 3.5: Response of the overall trade balance to shocks conditional on regime: Standard deviation measure of volatility.
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3.4.3. Robustness to alternative volatility measure:

Figure 3.6 shows a plot of the GARCH volatility variable as defined in equation (3.12)
and its estimated threshold value. Here, there is a relatively lower number of
observations in the lower regime (70 and 39 observations in the upper and lower regime
respectively). This reflects that the GARCH measure captures not only the level of
volatility in each period, as with the standard deviation measure, but also the
corresponding volatility persistence. This difference is also reflected in the estimated
impulse responses which are more volatile and more persistent than those produced by
the standard deviation measure. Figures 3.7, 3.8 and 3.9 show the response of the oil,

nonoil and overall trade balances using the GARCH measure.

Figure 3.6: GARCH (1, 1) measure of oil price volatility and its threshold value
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Figure 3.7 shows the response of the oil trade balance. Here increases in oil prices
continue to have positive initial impacts in both regimes, as with the SD measure. The
effects using the GARCH measure are more persistent, as they do not diminish to zero
even after 12 quarters. The effects of oil price decreases are fairly symmetric to those of
increases in the upper regime, as with the SD measure. In the lower regime however,
there is some degree of asymmetry where negative shocks have similar effects to
positive shocks in the same direction between the 5™ and 7" quarters. The effects of
volatility shocks are also more dramatic than using the SD measure. In the upper
regime, increases in volatility have a negative initial impact that lasts only until the 1%
quarter, as with the SD measure. Here also, decreases in volatility continue to have
larger and more volatile effects within the first 3 quarters. The effects in the lower
regime are considerably lower. The initial effects of increases in volatility in this regime

continue to be positive using the GARCH measure, but this effect is shorter lived.
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Figure 3.8 shows the response of the nonoil trade balance to shocks. In both regimes,
effects of level shocks are again more volatile and persistent than they are using the SD
measure. Still however, the IRFs show an initial improvement in the nonoil balance
following an oil price increase. Unlike the SD measure however, this effect is also large
in the lower regime. As with the SD measure, the subsequent deterioration is much
larger in the upper regime, and the improvement in the 3" quarter is larger and more
persistent in the lower regime. The effects of oil price shocks continue to be more
dramatic in the upper regime than the lower regime. The GARCH measure shows
asymmetries not captured by the SD measure, as oil price increases have larger effects
than decreases in both regimes. In response to volatility shocks, the threshold effects
and asymmetries observed using the SD measure are even more potent here. In both
regimes increases in volatility have almost no effects throughout the 12 quarter horizon.
The effects of decreases in volatility are much larger in both regimes, and the response

of the nonoil balance is considerably higher in the upper regime.

Figure 3.9 shows the response of the overall trade balance to shocks. Using the
GARCH measure, the initial impacts of oil price shocks are qualitatively similar as
using the SD measure. The effects are much larger and more volatile in the upper
regime. There are also clear asymmetries here as the impacts of oil price increases are
larger and more volatile than those of decreases, especially in the upper regime. With
respect to volatility shocks, threshold effects are more apparent than using the SD
measure, with the effects of volatility shocks, especially negative shocks, being larger in
the upper regime. In both regimes, the asymmetry observed with the SD measure is

maintained, with negative shocks having larger effects than positive shocks.

Therefore, the results regarding the general direction of effects and nonlinearities are in
most cases qualitatively similar across both measures. The main differences between
the IRFs are in relation to oil price level shocks. The GARCH measure of volatility
shows asymmetries that are not present using the SD measure, and the effects tend to be
larger in the upper regime as opposed to the lower regime observed with the SD
measure. Asymmetric effects of oil price level shocks, and differences in the size of the
effects, are thus weak and depend on the measure of volatility. This inconclusive
evidence supports the argument of Kilian and Vigfusson (2011b) in that nonlinearities
with respect to level shocks are sensitive to variable measurements. Still, the finding

that these effects are more dramatic in the upper regime is robust to using both volatility
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measures. On the other hand, the findings of asymmetries and threshold effects of

volatility shocks are very robust.



Figure 3.7: Response of the oil trade balance to shocks conditional on regime: GARCH measure of volatility.
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Figure 3.8: Response of the nonoil trade balance to shocks conditional on regime: GARCH measure of volatility.
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Figure 3.9: Response of the overall trade balance to shocks conditional on regime: GARCH measure of volatility.
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3.5. Discussion of results:

Taken together, the results show that the effects of oil price level and volatility shocks
on the oil, nonoil and overall trade balance are nonlinear as they depend on an oil price
volatility threshold. For oil price level shocks, the response of all trade balance
measures are generally more dramatic when volatility exceeds its threshold value.
Irrespective of the level of volatility, oil price increases initially improve the oil, nonoil
and overall trade balances. This is similar to the findings of Le and Chang (2013) for
Malaysia, a developing country oil exporter. The improvement is expected for the oil
and overall balances, in line with Bodenstein et al. (2011). For the nonoil balance, it
potentially reflects a reduction in oil intensive durable goods imports, such that the
expected deterioration occurs after about a year, when positive wealth effects of the
price increase become apparent. The subsequent deterioration of the overall balance is
consistent with the notion that oil exporters are eventually negatively affected by oil
price increases through reduced economic activity (and hence demand) in their oil
importing trading partners as well as through their own higher demand for imports

(Korhonen and Ledyaeva, 2010, Abeysinghe, 2001, Bodenstein et al., 2011),

With regards to oil volatility shocks, the responses of all trade balance components are
higher when volatility is above its threshold value, showing that higher volatility
propagates the effects of volatility socks, in line with Van Robays (2012) and Huang et
al. (2005). Irrespective of the volatility environment, decreases in volatility have larger
effects than increases. This suggests that sudden increases in oil price stability have
higher impacts on decisions of economic agents than sudden increases in volatility. A
potential explanation for this asymmetry is that increases in stability are perceived to be
more permanent than increases in volatility, and also signal a stable global and domestic
economy. A consistent finding is that these increases in oil price stability deteriorate all
trade balance components within the first year of the shock, indicating an increase in
spending on both oil and non-oil imports. Since Nigeria’s main non-oil imports consist
of energy intensive durable products®’, expenditure on these goods would be positively
affected by oil price stability, as would expenditure on the imported refined petroleum
needed to fuel these products. The result is an increase in both oil and non-oil imports
relative to exports, and a deterioration of all components of the trade balance. This is

consistent with Plante and Traum (2012) as well as Baskaya et al. (2013). Although

' Main nonoil imports are motor vehicles, large vehicles for transportation of goods, electricity
generators and inverters (UN, 2013).
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these studies do not consider the effects of volatility decreases, they find that an
increase in precautionary savings occurs in response to higher oil price volatility; this is

analogous to an increase in consumption spending due to increased oil price stability.

Interestingly, increased volatility only deteriorates the trade balances when volatility is
above its threshold, and tends to have a positive effect at lower levels of volatility.
Thus, negative impacts such as through reduced investments and hence exports (as in
Bernanke (1980) and Bloom (2009)), and increased riskiness of transportation (as in
Chen and Hsu (2012)), appear to only set in when volatility has exceeded a certain
threshold. When an increase in volatility occurs in a relatively stable environment, it

appears to be more likely associated with increased precautionary oil demand.
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3.6. Conclusions:

The implications of oil price level and volatility shocks on economic performance are
important to academics and policy makers alike. A large body of literature has
examined these effects on output. Here, asymmetries have been found, and oil price
volatility has been shown to be an important source of these asymmetries. The effects of
oil price volatility on the economy have also been shown to be nonlinear. However,
these nonlinearities have not been studied in relation to the trade balance, despite the
importance of trade as a major channel through which oil prices affect economic

growth. It is this gap in the literature that this chapter has addressed.

This chapter utilized the Threshold Vector Autoregressive model (TVAR) of Balke
(2000) to provide a comprehensive analysis of nonlinearities in the oil price-trade
balance relationship. Quarterly data on Nigerian trade balance and its oil and nonoil
components were used. Two oil price volatility measures were used as threshold
variables: the standard deviation of the real oil price; and the conditional standard

deviation from a GARCH (1, 1) model of the real oil price.

Results from non-linear impulse response functions showed that oil price level shocks
have more dramatic effects when oil price volatility is high. Asymmetries between
positive and negative oil price shocks were found to depend on the volatility measure,
with the GARCH measure displaying asymmetries not captured by the standard
deviation measure. For oil price volatility shocks, large threshold and asymmetric
effects were found in the response of all components of the trade balance, and using
both measures of volatility. Decreases in volatility were found to be more important
than increases within regimes, and the magnitudes of the effects were found to be higher
in the upper regime. Given the different initial impacts of volatility across regimes, the
results show that volatility hurts the trade balance on only when it exceeds a certain
threshold. Irrespective of regimes and volatility measure, decreases in volatility sharply
deteriorate all trade balance components within a year of the shock, suggesting that
sudden increases in oil price stability encourage both oil and nonoil imports.
Interestingly, the nonoil trade balance has the largest response to both level and
volatility shocks irrespective of regime and volatility measure. This supports the view
that the nonoil balance is an important channel through which external balances are

affected by oil prices (see Kilian et al. (2009), Bodenstein et al. (2011)).
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Overall, high oil price volatility was found to propagate the effects of volatility shocks
on the trade balance while making the effects of oil price level shocks more volatile.
The analysis in this chapter has focused on only one oil exporting country, and the
nonlinearities found may well be present for other oil exporters as well as oil importers.
It will thus be desirable for the analysis to be carried out for more countries. Although
the limited availability of high frequency data may exclude the possibility of threshold
analysis at the global level, the findings have still opened up potential avenues for future
research that are worth exploring. There are also implications for the design of
theoretical models on the relationship between oil price volatility and trade, as the

findings show that the volatility environment plays an important role.

There are policy implications for Nigeria arising from the findings of this chapter.
Given that oil accounts for around 70% of government revenue and foreign exchange,
oil price volatility is often associated with volatility in fiscal spending and exchange
rates. The results show that, as far as the trade balance is concerned, increases in oil
price volatility usually have muted impacts, with the largest effects within the first few
quarters of the shock. Even these initial impacts are only negative when the oil market
environment is already highly volatile. Thus, the use of policies to insulate the economy
from high volatility, such as drawing on Nigeria’s Excess Crude Account (ECA) or
Sovereign Wealth Fund (SWF) to offset potential reductions in oil revenues, would be
of more benefit in an already high volatility environment. In fact, the findings of this
chapter suggest that decreases in volatility are more important for the trade balance. The
results suggest that increased oil price stability deteriorates the overall balance by
encouraging higher import expenditure. This overall trade balance deterioration, since it
is mainly the result of a nonoil balance deterioration, may signal increased economic
activity due to higher oil price stability, such that there is higher demand for both

investment and consumption goods.
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Chapter 4: Oil Prices and Bilateral Trade Balances of Sub-Saharan

African Countries: What are the roles of exchange rates?

4.1. Introduction

The recent oil price collapse and associated adjustment of the exchange rates of various
oil exporters has heightened concerns on the effects of oil prices and exchange rates on
the macro economy. Through its effects on relative wealth and the terms of trade, an oil
price increase is typically associated with real appreciations for oil exporters and
depreciations for importers. Theoretically, this relationship has been shown to be
important in influencing the response of the trade balance to oil prices (Bodenstein et
al., 2011). This chapter empirically examines the role of real exchange rates in
determining the effects of oil prices on the bilateral trade balances of oil exporting and
oil importing Sub-Saharan African (SSA) countries. While the previous chapter was
concerned with the non-linear role of oil price volatility postulated by the wider OPM
literature, this chapter engages more with the theoretical oil price-trade balance
literature by focusing on the role of real exchange rates in the transmission of oil price

movements.

There is a large body of literature on the oil price-exchange rate nexus, which generally
finds that oil price increases lead to appreciations for oil exporters and depreciations for
importers (Amano and Van Norden, 1998, Chen and Chen, 2007, Korhonen and
Juurikkala, 2009, Lizardo and Mollick, 2010, Mohammadi and Jahan-Parvar, 2012,
Jahan-Parvar and Mohammadi, 2011, Dauvin, 2014, Reboredo et al., 2014).
Theoretically, Bodenstein et al. (2011) show that these oil price induced real
appreciations (depreciations) dampen the effects of oil prices on the overall trade
balance through deteriorating (improving) the nonoil balance. However, as shown by
the vast empirical literature on the effects of exchange rates on the trade balance, in
practice, exchange rate changes have ambiguous effects, especially in the short run.
(McKenzie and Brooks, 1997, Rose, 1990, 1989, Yol and Baharumshah, 2007,
Kodongo and Ojah, 2012, Bahmani-Oskooee and Gelan, 2012, Bahmani-Oskooee and
Xu, 2012). For exchange rates adjustments to succeed in correcting external imbalances,
first, a nominal devaluation must lead to a real devaluation; and second, the demand for
traded goods needs to be sufficiently responsive to the real devaluation, i.e. the Marshall
Lerner condition needs to hold. While the first condition is usually met, there is

considerable disparity in the empirical findings regarding the second (Reinhart, 1995).
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Exchange rates might therefore not affect the oil price-trade balance nexus in the
expected way. Empirical studies on the oil price trade-balance relationship do not test
whether exchange rate adjustments succeed in limiting the responsiveness of the overall
trade balance to oil shocks (Kilian et al., 2009, Le and Chang, 2013, Arouri et al.,
2014). This chapter addresses this gap in the literature by being the first empirical study
that examines the role of exchange rates in mediating the effects of oil prices on the

trade balance.

This chapter also makes an important methodological contribution by addressing the
empirical problem of panel Cross Section Dependence (CSD). CSD is pervasive in
cross country panel data and, if it exists, renders most conventional panel data
estimators inconsistent. All the studies on the effects of oil prices on the trade balance
use time series data (Kilian et al., 2009, Le and Chang, 2013, Arouri et al., 2014). Some
related studies that examine the effects of oil prices on the current account balance or on
trade volumes use cross country panel data but ignore the possibility of CSD (Allegret
et al., 2014, Allegret et al., 2015, Chen and Hsu, 2012, Shiu-Sheng and Kai-Wei, 2013).
In this chapter, the Pesaran (2006) Common Correlated Effects Mean Group (CCEMG)
estimators are used to examine oil price effects with bilateral trade data for 8 major
SSA countries and their most important trading partners'®. The model also allows
heterogeneous slopes for each SSA country and the estimation of short and long run
impacts. This heterogeneity allows the examination of the bilateral exchange rate
behaviour for a range of trading partners which can potentially guide trade preferences.
It also facilitates the interpretation of results in light of the model in Bodenstein et al.
(2011) which is presented in a bilateral framework. The robustness of the results is
checked by comparing the aggregate averages of the bilateral estimates with results

from a Fixed Effects (FE) estimator with CSD robust standard errors.

The results reveal that aggregate long and short run effects of oil prices on the trade
balance are insignificant. The bilateral effects, in turn, show positive and negative oil
price effects for both SSA oil importers and exporters. Overall however, positive effects
dominate, even for oil importers. Importantly, it is found that for bilateral trade balances
where the oil price effect is positive, exchange rates do not have the expected signs.

That is, in these cases exchange rate appreciations seem to improve the trade balance,

'8 The SSA countries considered are Angola, Cameroon, Ethiopia, Ghana, Kenya, Nigeria, Tanzania, and
South Africa. The trading partners are Canada, China, France, Germany, India, Italy, Japan, Netherlands,
Spain, United Kingdom and United States.
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whereas depreciations deteriorate it. Conversely, where an oil price increase deteriorates
the bilateral trade balance, subsequent depreciations succeed in improving the trade
balance, and appreciations deteriorate it. This indicates that the Marshall Lerner
condition is more likely to hold when the oil price has a negative effect. Consistent with
these results, the interaction terms between the exchange rate and oil price show that
exchange rate depreciations dampen both the positive and negative effects of oil prices

on the trade balance, while appreciations reinforce these effects.

The prevalence of insignificant average impacts of oil prices, as well as predominantly
positive heterogeneous impacts for oil importers potentially point to large responses of
the nonoil trade balances for SSA countries, which serves to offset any effect on the oil
trade balance (Bodenstein et. al., 2011). Oil importers’ exports may increase with oil
prices through a number of channels. There may be higher demand for their exports by
the now wealthier oil exporters, exchange rate depreciations may stimulate exports and,
if higher oil input prices lead to a sufficiently large increase in export prices, the trade
balance may improve. At the same time, the demand for their nonoil imports may fall
due to lower real wealth. As shown in Figure 2.6, SSA oil importers also export
commodities whose prices often move together with oil prices, such that the negative
impact of oil prices on the oil component of their trade balances may be offset, or even
dominated, by the positive pressures on their nonoil trade balances. On the other hand,
SSA oil exporters are frequently importers of refined petroleum imports, potentially
limiting the gains from higher oil prices. In addition, the results may reflect the low
levels of international financial integration of these countries (Figure 2.7). As shown by
Bodenstein et al. (2011), less financially integrated economies are less able to smooth
nonoil consumption when the oil price rises, leading to a large nonoil trade adjustment
that may offset or even dominate the response of the oil trade balance. The results
regarding exchange rates imply that their influence on the oil-price trade balance nexus

is not always as predicted by theory: it depends on the direction of the oil price effect.

The remainder of this chapter is organised as follows: Section 4.2 presents the related
theoretical and empirical literature. Section 4.3 describes the data used in the study and
the empirical models estimated. Results are presented in Section 4.4 and discussed in

Section 4.5. Conclusions and policy recommendations are made in section 4.6.
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4.2. Literature Review:
This study relates to three strands of literature: the effects of oil prices on the trade
balance; the relationship between the exchange rate and the trade balance; and the oil

price-exchange rate nexus®.

4.2.1. Oil prices and the trade balance:

The theoretical literature generally implies that the effect of oil price shocks on the trade
balance is positive for oil exporting countries and negative for oil importers. Early
theoretical models that analysed the effects of oil prices on the trade balance consider
the effects of an oil price induced terms of trade deterioration, where the trade balance is

determined residually as the difference between savings and investment.

The effect of a terms of trade deterioration on the trade balance was first examined by
Harberger (1950) and Laursen and Metzler (1950) for an oil importing economy. The
Harberger-Laursen-Metzler (HLM) result was that a terms of trade deterioration leads to
a reduction in real income in terms of importables. This in turn reduces savings out of
income and leads to a deterioration of the trade balance (Sen, 1994). Schmid (1976) find
within a two country open economy monetary model that increases in the oil price
resulting from negative oil supply shocks lead to a deterioration of the trade balance for
oil importers and an improvement for oil exporters, with the key feature of the model
being a low elasticity of substitution between domestic factors of production and
imported oil. However, Obstfeld (1982) find that a terms of trade deterioration resulting
from an oil price increase leads to a trade surplus by increasing savings to smooth future
consumption since consumers would want to maintain a certain level of utility.
Svensson and Razin (1983) and Svensson (1984) find that the effects of an oil price
increase depend on whether the increase is temporary or permanent. If the oil price
increase is temporary, there is no need to increase savings to smooth future
consumption. Rather, current savings fall to smooth current consumption, and
investment is unaffected, resulting in deterioration of the trade balance. If however the
oil price increase is expected in the future, then savings rise to smooth future
consumption and investment falls, leading to a trade balance improvement. A

permanent oil price increase is shown to have ambiguous effects. In a similar model,

' There is also the “Dutch disease” literature which focuses on how the presence of a natural
resource such as oil affects the trade balance through exchange rates. Since the focus of this
chapter is on examining the effects of changes in the price of oil for both oil importers and
exporters, rather than oil discovery or the resource curse, this literature is not discussed. Magud
and Sabatian (2013) provide a recent review of the Dutch disease literature.
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Matsuyama (1987) finds that an oil price increase would reduce savings and deteriorate
the trade balance if the consequent reduction in income (wealth effect) outweighs the
tendency of investors to substitute away from oil (substitution effect). If the substitution
effect dominates however, the trade balance improves because lower oil use reduces
investment since oil and the capital stock are employed cooperatively. Sen and
Turnovsky (1989) find that an oil price increase leads workers to substitute away from
labour towards leisure. This substitution effect dominates the negative wealth effect of
the price increase that tends to increase labour supply. This in turn leads to dissaving

and deteriorates the trade balance. Sen (1990) and Sen (1991) reach similar conclusions.

In these earlier models, the effects of oil price increases on the trade balance of oil
importing countries is generally found to be negative. Results also depend on the
persistence of the price increase and the relative strength of the wealth and substitution
effects it generates. These early models have the limitation that they generally do not
consider oil exporting countries; assume perfect international capital mobility or perfect
immobility; and define the trade balance in a way that does not allow its decomposition
into oil and nonoil components. As recently shown by Bodenstein et al. (2011), all these
factors turn out to be important for understanding the trade balance response to oil

prices.

Bodenstein et al. (2011) build on the work of Backus and Crucini (2000) and analyse
the effects of oil price changes on a country’s trade balance using a Dynamic Stochastic
General Equilibrium (DSGE) model in which the oil price is endogenously determined
and market incompleteness is assumed. Oil is used as an input in the production process
and as a consumption good. The effects of oil price changes are shown to depend on the
sources of the change, the price elasticity of demand for oil, and the extent to which
international financial markets are incomplete. It is shown that oil price increases
directly deteriorate the oil trade balance for oil importers and improve it for exporters.
This is because the price elasticity of demand for oil is low, such that the oil import bill
rises even as oil importers substitute away from oil. A higher oil import bill constitutes
a transfer of wealth from oil importers to oil exporters. For oil importers, the lower
wealth deteriorates the terms of trade and depreciates the real exchange rate. This
depreciation aids the improvement in the nonoil component of the trade balance by
discouraging imports, and by making exports even cheaper for the now wealthier oil
exporters. For oil exporters, higher wealth and a real appreciation lead to a deterioration

of the nonoil balance. By aiding the adjustment of the nonoil balance in a way that
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offsets the response of the oil balance, the real exchange rate plays a role in limiting the
effects of oil prices on the overall balance for both oil exporters and importers.
Empirically, its role will depend on the elasticity of demand for nonoil traded goods,
which is in turn influenced by the elasticity of substitution between domestic and
foreign goods. Bodenstein et al. (2011) also shows that low international risk sharing
increases the need for a nonoil trade adjustment, such that the response of the overall
balance is lower. A high price elasticity of demand for oil has the same effect by
reducing the magnitude of the oil balance response. Similarly, Rebucci and Spatafora
(2006) posit that any trade surpluses an oil exporter may gain from increased oil prices
would eventually be offset by increased growth and real exchange rate appreciation. Oil
importers’ trade deficit will also be offset through real depreciations and reduced

wealth.

In sum, the theoretical literature predicts that oil price increases will improve the overall
trade balance of oil exporters and deteriorate it for oil importers. The associated terms
of trade deterioration (improvement) and the real exchange rate depreciation
(appreciation) for oil importers (exporters) is shown to dampen the effects of oil prices
on the trade balance. No study has empirically examined whether these exchange rate

adjustments do limit the overall effects of oil prices on the trade balance.

Empirically, Kilian et al. (2009) study the relationship between oil prices and external
balances for both oil importing and exporting countries using aggregate data from 1970-
2005. They find that the overall trade balances of oil exporters are positively affected
by oil price increases, while high-income oil importing countries are negatively
affected. Le and Chang (2013) study the impact of oil prices on the aggregate trade
balances of Malaysia (an oil exporter) Singapore (an oil refinery) and Japan (an oil
importer). The results from impulse response functions of a VAR showed that oil prices
lead to an improvement in the trade balance of Malaysia, a deterioration for Japan and
no effects for Singapore. Using monthly data from 1980-2011 and VAR techniques,
Arouri et al. (2014) find that for oil importing India, the trade balance is negatively
affected by oil price increases. Chen and Hsu (2012) examine the effects of oil prices on
bilateral trade volumes using panel data on 84 countries from 1984-2008. They found
that oil supply disruptions have a negative impact on trade because they lower GDP and
hence imports of oil importers, as well as export volumes of oil exporters. Oil specific
demand shocks on the other hand increase trade volumes by inducing higher exports for

oil exporters and higher imports for importers. In a similar study, Shiu-Sheng and Kai-
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Wei (2013) examine the effects of oil prices on bilateral export volumes using a gravity
model of international trade and annual data on 117 countries from 1984-2009. They
find that oil price changes have insignificant effects on trade flows. Korhonen and
Ledyaeva (2010) examine the indirect effects of oil price increases on different
countries’ GDP working through the bilateral trade with their major trading partners.
They find that for the oil exporters in their sample (Canada and Russia), the effects of
oil price increases were positive. However, there were also indirect negative effects as a
result of lower economic activity in their oil importing trading partners. Some oil
importers were also found to benefit from oil price increases due to higher demand from

their oil-exporting trading partners.

Other related studies have examined the impacts of oil prices on exports, terms of trade
and the current account balance. Kuboniwa (2014) examine the effects of oil prices on
the terms of trade for oil exporting Russia, Malaysia, and Indonesia. He finds that a
10% increase in the price of oil is associated with 4.4% and 1.8% improvement in the
terms of trade for Russia and Malaysia respectively. However, for Indonesia, the effect
was found to be negative, deteriorating the terms of trade by 1%. Ahmed and
O'Donoghue (2010) and Muhammad (2012)) also find that oil price increases are
associated with a reduction in exports of Pakistan ( an oil importer) through inducing an
increase in production costs. Chuku et al. (2011) study the effects of oil price shocks on
the Nigerian current account balance. Using quarterly data from 1970 to 2008, they
estimate a structural VAR model. They find that unexpected oil price increases lead to
an improvement in the current account balance in the first 6 quarters after the shock,
after which it declines. Their variance decomposition analysis reveals that oil price
shocks account for 15.77% of the variation in the current account balance. The authors
argue that the absence of a “one-for-one” relationship could be the result of an exchange
rate appreciation offsetting the oil price effect through the non-oil trade balance,
although they do not explicitly model this. Huntington (2015) finds that oil trade
surpluses lead to an improvement in the current account balances of oil exporters, but

oil trade deficits do not affect those of oil importers.

It is evident that no study has examined the effects of oil prices on the trade balances of
SSA countries. The result that oil prices should deteriorate the overall trade balance for
oil importers and improve it for exporters is based on some assumptions that may be
weak for these countries. First, Bodenstein et al. (2011) show that having access to

international funds is important for ensuring consumption smoothing when the oil price
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rises: the less financially integrated an economy, the more its nonoil balance will adjust
and the less its overall balance will be affected by oil prices. In line with this, Kilian et
al. (2007) find that the nonoil balances of some oil importers in Latin America respond
more to oil price increases than those in Emerging Asia, leading to a relatively muted
response of the overall trade balance for Latin America. The authors argue that this may
reflect Latin America’s relatively limited access to international capital markets which
discourages borrowing to smooth consumption in response to oil shocks. As shown in
Figure 2.7, even among developing countries, SSA is not well integrated in international
financial markets. It has been shown that this low integration level limits consumption
smoothing opportunities for SSA countries (Ahmed and Suardi, 2009). Second, as
shown in Figure 2.6, SSA oil importers are exporters of primary commodities whose
prices often move in line with oil prices, which means that periods of oil price increases
are sometimes associated with higher import expenditure and higher export receipts.
Third, due to the poor state of oil refineries, SSA oil exporters import refined petroleum
products, meaning that periods of oil price increases bring both rising oil revenues and
import costs. Together, these factors imply a dampened overall trade balance response
for these countries. Empirically, Le and Chang (2013) find that oil prices have
negligible effects on the trade balance of Singapore because it imports crude oil, refines
it, and exports the final product. As the authors argue, for this type of economy, the
negative effects on imports may cancel out the positive effects of oil price increases on
exports. Similarly, Kuboniwa (2014) finds that the terms of trade for Indonesia, an oil
exporter, deteriorates with an oil price increase. He argues that this is because Indonesia
began to import oil in 2004 due to dwindling oil reserves. Again, this is much like the

case of SSA oil exporters who also import 0il*.

This chapter contributes to the literature by examining the effects of oil prices for SSA
countries while explicitly modelling the role of real exchange rate adjustments in
influencing these effects. Unlike Chen and Hsu (2012) and Shiu-Sheng and Kai-Wei
(2013), this chapter does not assume homogenous impacts of oil prices for all trading
partners. Rather, the disaggregated bilateral effects which may differ across trading

partners are estimated. This chapter also improves on the few studies that use panel data

% Another factor that can lead to a low response of the overall balance is a high price elasticity
of demand for oil. In Appendix D, we estimate long and short run price elasticities of demand
for oil for our sample countries. We find that these are quite low, close to zero for both oil
importers and exporters. It is therefore not likely that a low oil trade balance response to oil
prices is responsible for their muted overall trade balance response. This also points to a large
nonoil balance component for these countries.
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methods in examining the effects of oil prices on the trade by accounting for potential

cross section dependence.

4.2.2. Exchange rates and the trade balance:

The main theoretical model which sets out the conditions that determine the impact of
an exchange rate change on the trade balance is the widely known Marshall-Lerner
condition. It states that if the sum of the price elasticities of demand for imports and
exports is greater than unity, then the immediate effect of a depreciation would be
positive. In other words, if import and export volumes are highly responsive to price
changes, a depreciation would have a positive short-run effect. However, if this
condition is not met, the effect of a depreciation may follow a ‘J-curve’. Under this
view, a depreciation of a country’s currency has a positive long-run effect on the trade
balance through encouraging exports and discouraging imports, but the effect is
negative in the short-run. The initial negative effect occurs if the depreciation quickly
increases the money spent on imports, while export and import volumes are slow to
adjust to the exchange rate change (Rose and Yellen, 1989). In this case, the cost effect
of the depreciation initially outweighs the quantity effects. After some time, the
quantities of traded goods adjust to the change in the exchange rate, and the effect of the

depreciation becomes positive. **

A related issue is the degree of substitutability of domestic and foreign goods over time
(Reinhart, 1995). If this is high, then changes in relative prices will lead to a larger
change in quantities of goods traded. For African countries, imports generally have no
close domestically produced substitutes due to low manufacturing activity, making the
price elasticity of import demand typically low. On the other hand, Alessandra et. al.
(2010) find that in emerging and developing economies, short run import elasticities are
high, usually because higher fixed costs per trade transaction (for instance high
bureaucratic costs) encourage importing firms to build up inventories such that, in the
event of a depreciation, existing inventories are run down before further purchases are
made at the new higher price. On the export side, commodity exporters face a relatively
price inelastic export supply curve, at least in the short run, because expanding the
production of natural resources is subject to capacity and technological constraints,

menu costs etc. In addition, their primary commodity exports usually have a global US

! However, Magee (1973) showed that the short run effect of an exchange rate change on the
trade balance is at best ambiguous. In his analysis, the J-curve is only one out of a number of
possible outcomes namely: the I,L,M,N,V,W curves and their inversions, at the minimum.
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dollar oil price, such that a depreciation of any one country’s exchange rate is unlikely
to influence the foreign currency export price. This implies a low elasticity of foreign

demand to relative price changes (Hakura and Billmeier, 2008).

From the empirical perspective, few studies using both aggregate and bilateral data have
found evidence in support of a J-curve for developing countries”. Kodongo and Ojah
(2013) examine the relationship between the real exchange rate, the aggregate trade
balance and capital flows of major African countries. They used annual data from 1993-
2009 to estimate a panel VAR. Using the US dollar as a proxy for world foreign
currency, they find causality running from changes in the real exchange rates of African
countries to the trade balances of these countries, with a one year lag. A 1%

depreciation was found to improve trade balance by 0.029%-0.032% units.

Bahmani-Oskooee and Gelan (2012) test the presence of a J-curve in African countries.
They use quarterly aggregate data from 1972Q1 to 2008Q4 for 9 African countries, and
model the trade balance as a function of domestic and foreign incomes as well as real
exchange rates. Using an error correction model, they find no support for the J-curve
effect in any country in their sample, and the long-run effects of a depreciation were
favourable only in Nigeria, South Africa, and Egypt. For other countries, both long-run
and short run coefficients were predominantly insignificant, indicating the absence of a
relationship between real exchange rates and trade balances. The authors argue that this

may reflect the low degree of responsiveness of trade volumes to exchange rates.

Rose (1990) also examines the impact of changes in the real exchange rate on the
aggregate trade balance of 30 developing countries including African countries. The
paper finds no significant effects of exchange rate changes on the trade balance. In a
similar study, Rawlins and Praveen (1993) find that a devaluation leads to an
improvement of the aggregate trade balance for a sample of 19 African countries.
Amzath et al. (2010) conduct a similar study for Cote d'Ivoire. They estimate the effects
of real exchange rate changes on the country’s aggregate trade balance using error
correction models and testing for granger causality. They find that the real exchange
rate granger-causes the trade balance in Cote d'Ivoire. They find evidence of a J-curve,
as a real depreciation was found to worsen the trade balance initially and improve it

after one lag.

? McKenzie (1999) and Bahmani Oskooee and Hegerty (2007) provide an extensive review of
this literature.
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Allen (2006) examines the effects of exchange rate changes on the trade balance for a
sample of 46 emerging market economies including oil and nonoil commodity exporters
over the 1980-2005 period. He finds a positive relationship between exchange rate
depreciations and the trade balance. However, he finds that the initial trade position of
countries plays an important role in determining the impact of exchange rates: the
higher a country’s initial trade surplus, the less is the sensitivity of its trade balance to
exchange rate changes. Thus, the higher the surplus, the less likely is a depreciation to
further improve the trade balance and the less likely is an appreciation to deteriorate it.
On the other hand, the larger the initial deficit, the more likely is a depreciation to
improve the deficit and an appreciation to reduce it. He thus finds that a deteriorating

trade balance is more likely to be governed by the ML condition.

Bleaney and Tian (2014) examine the effects of exchange rates on the trade balance of
87 countries from 1994-2010 using a fixed effects model. They find that depreciations
improve the trade balance. For developing countries, most of the