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ABSTRACT

Electrical machines may exhibit various types of imbalances and undesirable harmonic distortions. These may increase the torque and flux ripples, acoustic noise, unbalanced three-phase currents, while also reducing efficiency. These types of imbalances and undesirable harmonic distortions cannot be controlled by using the conventional indirect torque control (ITC) and direct torque control (DTC) strategies. For some high-performance motion control, such as precision machine tools, robotics, and servo drives, low torque ripples are, however, obligatory. Nowadays, more studies have been conducted on the ITC strategy to control undesired current harmonics, such as double synchronic reference frames (DSRF), resonant controller, second order generalized integration, and reference current generation. Such strategies, however, can rarely be applied to DTC strategy.

In this research, the influence of asymmetric winding impedances, unbalanced back-EMF, and inverter nonlinearity in three-phase surface-mounted PMSMs has been systematically investigated by employing space vector modulations (SVM) based ITC and DTC strategies. This thesis firstly presents a modified ITC strategy by extracting the positive and negative sequence components in the stationary abc frame, and then a coordination transformation is used to control the machine in DSRF. This strategy provides faster dynamic response when compared with the conventional DSRF strategy, since the filters and the decoupling network are not required.

Due to the lack of research regarding the DTC strategy under unbalanced conditions, this research investigates and proposes modified cascaded and parallel DTC-SVM strategies. The conventional cascaded DTC strategy is investigated under balanced and unbalanced conditions. Then, a modified control strategy is introduced by adding two compensators (the conventional PI-controller with a resonant controller, and the use of the negative- and positive-sequence voltage vectors) to suppress the 2nd harmonic components in the torque and stator flux linkage.

Furthermore, for parallel DTC-SVM, the compensation of the 2nd and 6th harmonic components is investigated by means of either a resonant controller or an adaptive filter. In addition to the simplicity of the proposed strategies, these may also be able to significantly reduce the torque and flux ripples, while maintaining the merit of the fast dynamic response of the conventional DTC strategy even under variable fundamental frequency. Moreover, it has been proven that the compensation from using a resonant controller or an adaptive filter is parameter independent. Thus, regardless of unbalanced conditions, an effective torque ripple minimisation can still be achieved by properly selecting the dominant harmonic compensation.
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<table>
<thead>
<tr>
<th>Abbreviations And Symbols</th>
<th>Explanation of Symbols</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>AC</td>
<td>Alternating current</td>
<td></td>
</tr>
<tr>
<td>A/D</td>
<td>Analogue to digital converter</td>
<td></td>
</tr>
<tr>
<td>AF</td>
<td>Adaptive filter</td>
<td></td>
</tr>
<tr>
<td>ANF</td>
<td>Adaptive notch filter</td>
<td></td>
</tr>
<tr>
<td>ABPF</td>
<td>Adaptive band pass filter</td>
<td></td>
</tr>
<tr>
<td>BLAC</td>
<td>Brushless alternating current</td>
<td></td>
</tr>
<tr>
<td>BLDC</td>
<td>Brushless direct current</td>
<td></td>
</tr>
<tr>
<td>CM</td>
<td>Current model</td>
<td></td>
</tr>
<tr>
<td>CPU</td>
<td>Central processing unit</td>
<td></td>
</tr>
<tr>
<td>DAC</td>
<td>Digital to analogue converter</td>
<td></td>
</tr>
<tr>
<td>DC</td>
<td>Direct current</td>
<td></td>
</tr>
<tr>
<td>DTC</td>
<td>Direct torque control</td>
<td></td>
</tr>
<tr>
<td>DSRF</td>
<td>Double synchronous reference frame</td>
<td></td>
</tr>
<tr>
<td>DFIG</td>
<td>Double fed induction generator</td>
<td></td>
</tr>
<tr>
<td>DTC-SVM</td>
<td>Direct torque control based on space vector modulation</td>
<td></td>
</tr>
<tr>
<td>EMF</td>
<td>Electromagnetic force</td>
<td></td>
</tr>
<tr>
<td>GI</td>
<td>Generalized integration</td>
<td></td>
</tr>
<tr>
<td>I/O</td>
<td>Input/ Output</td>
<td></td>
</tr>
<tr>
<td>IPM</td>
<td>Interior PM</td>
<td></td>
</tr>
<tr>
<td>IGBTs</td>
<td>Insulated-gate bipolar transistors</td>
<td></td>
</tr>
<tr>
<td>ILC</td>
<td>Iterative learning control</td>
<td></td>
</tr>
<tr>
<td>LPF</td>
<td>Low pass filter</td>
<td></td>
</tr>
<tr>
<td>LUT</td>
<td>Lookup table</td>
<td></td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Full Form</td>
<td></td>
</tr>
<tr>
<td>--------------</td>
<td>-----------</td>
<td></td>
</tr>
<tr>
<td>LMS</td>
<td>Least mean square</td>
<td></td>
</tr>
<tr>
<td>MMF</td>
<td>Magnetomotive force</td>
<td></td>
</tr>
<tr>
<td>MOSFETs</td>
<td>Metal-oxide-semiconductor field-effect transistors</td>
<td></td>
</tr>
<tr>
<td>NSC</td>
<td>Negative sequence component</td>
<td></td>
</tr>
<tr>
<td>NSRF</td>
<td>Negative synchronous reference frame</td>
<td></td>
</tr>
<tr>
<td>PSC</td>
<td>Positive sequence component</td>
<td></td>
</tr>
<tr>
<td>PSRF</td>
<td>Positive synchronous reference frame</td>
<td></td>
</tr>
<tr>
<td>PM</td>
<td>Permanent magnet</td>
<td></td>
</tr>
<tr>
<td>PMSM</td>
<td>Permanent magnet synchronous machine</td>
<td></td>
</tr>
<tr>
<td>PI</td>
<td>Proportional-integral</td>
<td></td>
</tr>
<tr>
<td>PIR</td>
<td>Proportional-integral-resonant</td>
<td></td>
</tr>
<tr>
<td>PR</td>
<td>Proportional-resonant controller</td>
<td></td>
</tr>
<tr>
<td>PWM</td>
<td>Pulse width modulation</td>
<td></td>
</tr>
<tr>
<td>R</td>
<td>Resonant controller</td>
<td></td>
</tr>
<tr>
<td>RVV</td>
<td>Reference voltage vector</td>
<td></td>
</tr>
<tr>
<td>QSG</td>
<td>Quarter signal generation</td>
<td></td>
</tr>
<tr>
<td>SCE</td>
<td>Sequential components extractor</td>
<td></td>
</tr>
<tr>
<td>SOGI</td>
<td>Second order generalized integration</td>
<td></td>
</tr>
<tr>
<td>SRF</td>
<td>Synchronous reference frame</td>
<td></td>
</tr>
<tr>
<td>SPM</td>
<td>Surface-mounted PM</td>
<td></td>
</tr>
<tr>
<td>SVM</td>
<td>Space vector modulation</td>
<td></td>
</tr>
<tr>
<td>SVPWM</td>
<td>Space vector pulse width modulation</td>
<td></td>
</tr>
<tr>
<td>THD</td>
<td>Total harmonic distortion</td>
<td></td>
</tr>
<tr>
<td>TRF</td>
<td>Torque ripple factor</td>
<td></td>
</tr>
<tr>
<td>TF</td>
<td>Transfer function</td>
<td></td>
</tr>
<tr>
<td>UPS</td>
<td>Universal power source</td>
<td></td>
</tr>
</tbody>
</table>
VM Voltage model
VSI Voltage source inverter
ZSC Zero sequence components
$abc$ Stationary $a-b-c$ reference frame
$\alpha\beta\theta$ Stationary alpha-beta-zero reference frame
$dqs$ Stator flux oriented reference frame
$dq\theta$ Rotational $d-q-0$ reference frame
$B$ Viscosity friction Nm. sec
$\vec{e}$ Phase back-EMF vector -
$I_m$ Stator phase current magnitude Ampere [A]
$I_R$ Rated stator phase current A
$\overline{i_{abc}}$ Stator phase current matrix -
$i_a, i_b, i_c$ Stator phase currents in $abc$ frame A
$i_{abc+}, i_{abc-}$ Positive and negative sequence current components in $abc$ frame A
$i_\alpha, i_\beta$ Stator phase currents in the stationary $\alpha\beta$ frame A
$i_{\alpha\beta+}, i_{\alpha\beta-}$ Positive and negative sequence current components in $\alpha\beta$ frame A
$i_d, i_q$ Phase current in the rotational $dq$ frame A
$i_{dq+}, i_{dq-}$ Positive and negative sequence current components in the $dq$ frame A
$J$ Inertia kg.m2
$L_{abc}$ Stator inductance matrix Henry [H]
$L_s$ Stator self-inductance H
$L_{aa, bb, cc}$ Stator phases $a, b, c$ self-inductance H
$L_{ab, bc}$ Average value of phases $a, b, c$ self-inductances H
$L_{aa2, bb2, cc2}$ Sinusoidal components of phases $a, b, c$ self-inductances H
$L_{dq}$ $dq$-axis inductance H
$M_{ab, bc, ba, cb}$ Average value of mutual inductance H
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_{ab2-bc2-ba2,bc2,ca2}$</td>
<td>Sinusoidal components of mutual inductances</td>
<td>H</td>
</tr>
<tr>
<td>$MMF$</td>
<td>Stator phase magnetically motive force</td>
<td>Volt [V]</td>
</tr>
<tr>
<td>$N_s$</td>
<td>Number of effective turn in one phase winding</td>
<td></td>
</tr>
<tr>
<td>$p_n$</td>
<td>Number of pole pairs</td>
<td></td>
</tr>
<tr>
<td>$R_s$</td>
<td>Stator phase resistance</td>
<td>Ohm [Ω]</td>
</tr>
<tr>
<td>$S_a, S_b, S_c$</td>
<td>Inverter switching state</td>
<td></td>
</tr>
<tr>
<td>$T_e$</td>
<td>Electromagnetic torque</td>
<td>Newton meter [Nm]</td>
</tr>
<tr>
<td>$T_l$</td>
<td>Load torque</td>
<td>Nm</td>
</tr>
<tr>
<td>$T_s$</td>
<td>Sampling time</td>
<td>Second [s]</td>
</tr>
<tr>
<td>$T_{sw}$</td>
<td>Switching time</td>
<td>s</td>
</tr>
<tr>
<td>$T_{DT}$</td>
<td>Dead-time</td>
<td>s</td>
</tr>
<tr>
<td>$v_{abc}$</td>
<td>Stator phase to neutral voltage</td>
<td>V</td>
</tr>
<tr>
<td>$v_{ab,bc,ca}$</td>
<td>Stator phase to phase voltage</td>
<td>V</td>
</tr>
<tr>
<td>$v_{αβ+}, v_{αβ-}$</td>
<td>Positive and negative sequence voltage components in $αβ$ frame</td>
<td>V</td>
</tr>
<tr>
<td>$v_{d}, v_{q}$</td>
<td>Voltages in the rotational $dq$ reference frame</td>
<td>V</td>
</tr>
<tr>
<td>$ρ$</td>
<td>Derivative factor</td>
<td></td>
</tr>
<tr>
<td>$ψ_{PM}$</td>
<td>Permanent magnet flux</td>
<td>Webber [Wb]</td>
</tr>
<tr>
<td>$ψ_{d}, ψ_{q}$</td>
<td>Flux linkages in rotational $dq$- reference frame</td>
<td>Wb</td>
</tr>
<tr>
<td>$ω_r$</td>
<td>Electrical angular velocity</td>
<td>rad/sec</td>
</tr>
<tr>
<td>$θ_r^+, θ_r^−$</td>
<td>Electrical angles in forward and backward rotation directions</td>
<td>Electrical degree</td>
</tr>
<tr>
<td>$f_c$</td>
<td>Cut-off frequency of the low pass filter</td>
<td>Hertz [Hz]</td>
</tr>
<tr>
<td>$f_s$</td>
<td>Fundamental frequency (Hz)</td>
<td>Hz</td>
</tr>
<tr>
<td>$P$</td>
<td>Active Power</td>
<td>Watt [W]</td>
</tr>
<tr>
<td>$Q$</td>
<td>Reactive power</td>
<td>Volt-ampere reactive [Var]</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
<td>Unit</td>
</tr>
<tr>
<td>--------</td>
<td>-------------------------------------------------</td>
<td>---------------</td>
</tr>
<tr>
<td>$S$</td>
<td>Apparent Power</td>
<td>Volt-ampere</td>
</tr>
<tr>
<td>subscript “$A_±$”</td>
<td>Positive and negative sequence components</td>
<td></td>
</tr>
<tr>
<td>superscript “$A^{±}$”</td>
<td>Positive and negative synchronous reference frame</td>
<td></td>
</tr>
</tbody>
</table>
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CHAPTER 1

GENERAL INTRODUCTION

1.1. Background

Since the introduction of modern permanent magnet (PM) materials, i.e. ferrite magnets in 1950s, SmCo magnets in 1960s, and NdFeB magnets in 1980s, as well as semiconductor devices and power electronic switching circuits, enormous development has been carried out on various PM machines. By replacing the rotor electromagnetic poles which employ winding excitations and require an electrical supply source with the PM poles, the slip rings/commutators and brushes are eliminated in brushless PM machines. Many innovative PM machines have also been developed. Several outstanding features have been acquired by using brushless PM machines, for example [1], [2]:

- Since the magnets are placed on the rotor, the copper losses are reduced and high efficiency and better thermal characteristics can be obtained.
- The lack of mechanical components such as slip rings/commutators and brushes make the machine lighter with high power/weight ratio, large torque/inertia ratio, and good reliability.
- The structural rigidness allows the PM machines to operate at very high speed without special method.

PM machines are now used for many applications, which include, but are not limited to, domestic use, aerospace use, industrial use, and wind power generators, amongst others. PM machines, on the other hand, also have some drawbacks, such as high cost of rare earth PM materials, low reliability at high temperature and electric loading due to the irreversible demagnetisation of PM materials, as well as difficulties in handling during the manufacturing [3], [4].
PM machines can be classified into two groups: PMDC machines and PMAC machines as shown in Fig. 1.1 [3]. The construction of PMDC machines is similar to that of DC machines with commutators. The only difference is that the PM replaces the field winding. For PMAC machines, the field is generated by the PMs located on the rotor while the brushes and the commutators are no longer required. Therefore, the machine structure is simpler and more attractive when compared to PMDC machines.

Depending on the shape of the back electromotive force (EMF) waveform, PM machines can be further classified into two types: a trapezoidal type called ‘brushless DC machines’ (BLDCs), and a sinusoidal type called ‘PM synchronous machines’ (PMSMs) or brushless AC machines (BLACs), as shown in Fig. 1.1.

Essentially, PM brushless DC and AC machines are similar, with laminated stators housing the phase windings and multi-pole PM rotors. The main difference lies in the shape of the back-EMF and the control technique. BLDC machines induce trapezoidal back-EMF voltage waveform in each stator phase winding during rotation, while brushless PMAC have sinusoidal back-EMF [3]. Table 1.1 summarises the main differences between PMAC and BLDC machines.

### TABLE 1.1 DIFFERENCES BETWEEN PMSM AND BLDC MACHINES

<table>
<thead>
<tr>
<th></th>
<th>PMSMs</th>
<th>BLDCs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flux density (in space)</td>
<td>Sinusoidal distribution</td>
<td>Square distribution</td>
</tr>
<tr>
<td>Back EMF</td>
<td>Sinusoidal waveform</td>
<td>Trapezoidal waveform</td>
</tr>
<tr>
<td>Stator current</td>
<td>Sinusoidal waveform</td>
<td>Square waveform</td>
</tr>
<tr>
<td>Electromagnetic Torque</td>
<td>Constant</td>
<td>Almost constant</td>
</tr>
<tr>
<td>Energized phases</td>
<td>3-phases on at any time</td>
<td>2-phases on at any time</td>
</tr>
</tbody>
</table>

PM machines can be classified into two groups: PMDC machines and PMAC machines as shown in Fig. 1.1 [3]. The construction of PMDC machines is similar to that of DC machines with commutators. The only difference is that the PM replaces the field winding. For PMAC machines, the field is generated by the PMs located on the rotor while the brushes and the commutators are no longer required. Therefore, the machine structure is simpler and more attractive when compared to PMDC machines.

Depending on the shape of the back electromotive force (EMF) waveform, PM machines can be further classified into two types: a trapezoidal type called ‘brushless DC machines’ (BLDCs), and a sinusoidal type called ‘PM synchronous machines’ (PMSMs) or brushless AC machines (BLACs), as shown in Fig. 1.1.

Essentially, PM brushless DC and AC machines are similar, with laminated stators housing the phase windings and multi-pole PM rotors. The main difference lies in the shape of the back-EMF and the control technique. BLDC machines induce trapezoidal back-EMF voltage waveform in each stator phase winding during rotation, while brushless PMAC have sinusoidal back-EMF [3]. Table 1.1 summarises the main differences between PMAC and BLDC machines.
Depending on the stator and rotor configurations, PMSMs can be divided into two main groups with respect to how the magnets are mounted on the rotor [5], [6]:

- **Surface-mounted PMSMs (SPMSM):** In this type of machine, the PMs are mounted on the surface of the rotor, as shown in Fig. 1.2 (a). The magnets can be regarded as air space to the armature field because the permeability of the magnets is close to unity ($\mu_r=1$). Thus, this kind of rotor can be considered as a non-saliency machine, and therefore, the inductances in the quadrature coordinates, i.e., $dq$-axis, are approximately equal ($L_d=L_q$). The electromagnetic torque in a SPMSM is not produced by rotor saliency and can be considered only as the interaction between the stator phase currents and their relevant stator flux linkages [7].

- **Interior magnet PMSMs (IPMSM):** For this type of machines, the PMs are buried inside the rotor lamination, as shown in Fig. 1.2 (b). IPMSMs can be considered as a salient pole machine with different $dq$-axis inductances ($L_d<L_q$), since the permeability of the PM materials is lower than that of the rotor’s iron core. These machines have some drawbacks such as less structural integrity and mechanical robustness. The electromagnetic torque produced in IPMSMs is similar to that of SPMSM with the addition of the reluctance torque component associated with rotor saliency features.

Theoretically, to achieve smooth torque and flux linkage with low ripples, both waveforms of the EMFs and the phase currents regulated by the drive system need to be purely sinusoidal and symmetrical [5], [8]. Regardless of the rotor configuration, the fundamental principle of motor drive is the same, and the differences are only in some particularities. In practice, for driving a three-phase PMSM, a three-phase six switch voltage source inverter, as well as a suitable control strategy, are required. Recently, various control strategies were proposed for induction machine drives. These can be extended for PMSMs and can be categorised into two broad groups: scalar and vector controls, Fig. 1.3.
Fig. 1.2 Cross section of PMSM shows the rotor shaft and PM placement.

Fig. 1.3 General classification of PMSM control strategies [9].

For scalar control strategies, the magnitude and frequency (angular speed) of voltage, current, and flux linkage space vectors are controlled. While this is simple to implement, there is a restriction for use in high-performance applications. These
strategies, however, are still commonly employed in many industrial applications, for instance, in the constant voltage/frequency (V/Hz=const.) strategy. On the other hand, in vector control strategies, not only are the magnitude and frequency of the space vectors of voltage, current, and flux linkage controlled, as in scalar strategies but instantaneous vector positions are also controlled. These techniques and their subdivisions can be summarised in the general flow chart shown in Fig. 1.3 [9], [10].

1.2. Control Strategies of Balanced PMSM Drives

Vector control strategies for PMSM drives are used extensively for industry applications, in particular in servo motor drives, in which constant torque operation is desired. In traction and spindle drives, constant power (field weakening) operation is also desired. The vector control of PMSMs is very similar to that of induction machine drives. It is based on the relationships and expressions of space vectors in a dynamic state. In this manner, the vector control gives the exact orientation of the vectors at each moment (steady and transient states). This control strategy provides better performance than the scalar control method, but it is more complicated and expensive. It is, also, still the most common control strategy. There are different criteria to classify the vector control strategies as shown in Fig. 1.3 [9].

Amongst these strategies, the most popular methods are indirect torque control (also known as field oriented control (FOC)) [11], [12], and direct torque control (DTC) [13], [14], which will be discussed below.

1.2.1. Indirect torque control

Indirect torque control strategy (or FOC) is one of the most popular linear control strategies for induction machines. It was firstly presented more than 45 years ago in the early 1970s in Germany by F. Blaschke [11]. It was further developed in the 1980s to meet the challenges of oscillating flux and torque responses in the inverter-fed synchronous and induction motor drives [2].

In FOC, the stator flux linkage and electromagnetic torque are indirectly and independently controlled as those of separately excited DC machines. It is usually implemented in a single rotational (dq) synchronous reference frame (single-SRF), with two closed-loop current controllers required. Hence, the control of \(d\)-axis current component is contributed to the magnetising component only, while the regulation of
the \( q \)-axis current is solely associated with torque production [11]. Usually, these controllers are the conventional proportional integrator (PI) regulators, due to their low steady-state error and fast dynamic response. The current reference, however, should be constant or slowly varying. Nevertheless, applying the conventional PI-regulators to control the AC components associated with the constant value is not straightforward (as will be discussed later in this thesis). For a three-phase system, with \( i_a, i_b, \) and \( i_c \) being the currents in each of the phases, the Clark-Park transformation is necessary to meet the main concept of FOC (see Appendix A) [15], then the current in the stationary frame can be expressed as

\[
\begin{bmatrix}
  i_a \\
  i_\beta
\end{bmatrix} = \frac{2}{\sqrt{3}} \begin{bmatrix}
  1 & -1/2 & -1/2 \\
  0 & \sqrt{3}/2 & -\sqrt{3}/2 \\
\end{bmatrix}
\begin{bmatrix}
  i_a \\
  i_b \\
  i_c
\end{bmatrix}
\]

(1.1)

where \( i_a \) and \( i_\beta \) are current in the stationary \( \alpha \beta \) reference frame, Fig. 1.4 [15]. These two variables (and also \( i_{\alpha \beta} = i_\alpha + ji_\beta \)) include all the information about the positive- and negative-sequence components of the three-phase currents \( i_{abc} \). These currents still have alternating values so can be used to control the three-phase current \( i_{abc} \) using only two controllers. Furthermore, the Park transformation is often employed to obtain direct values from the alternating three-phase currents [16]

\[
\begin{bmatrix}
  i_d \\
  i_q
\end{bmatrix} = \frac{2}{3} \begin{bmatrix}
  \cos(\theta_r) & \cos\left(\theta_r - \frac{2\pi}{3}\right) & \cos\left(\theta_r + \frac{2\pi}{3}\right) \\
  \cos(\theta_r) & \sin\left(\theta_r - \frac{2\pi}{3}\right) & \sin\left(\theta_r + \frac{2\pi}{3}\right)
\end{bmatrix}
\begin{bmatrix}
  i_a \\
  i_b \\
  i_c
\end{bmatrix}
\]

(1.2)

where \( \theta_r = \omega_r t \) is the instantaneous phase angle at the instant of \( t \) and \( \omega_r \) is the fundamental synchronous frequency [16].
The currents $i_d$ and $i_q$ are the projection of $i_{abc}$ represented onto two perpendicular axes rotating with an angular speed of $\omega_r$. This rotating frame is associated with the Park transformation and synchronised with the rotor phase angle is known as the synchronous reference frame (SRF). These currents have a DC value in the SRF and can be expressed as $i_{dq} = i_d + j i_q$ while they are alternating at the frequency of $\omega_r$ in the stationary $\alpha\beta$ reference frame. Fig. 1.4 illustrates the relationship between the stationary and synchronous reference frames.

Moreover, by using transformations (see Appendix A) the current in the stationary and synchronous frames can be represented by the following expressions:

$$i_{\alpha\beta} = i_{dq} e^{j \omega_r t} = i_{dq} [\cos(\omega_r t) + j \sin(\omega_r t)]$$

(1.3)

$$i_{dq} = i_{\alpha\beta} e^{-j \omega_r t} = i_{\alpha\beta} [\cos(\omega_r t) - j \sin(\omega_r t)].$$

(1.4)

Fig. 1.5 shows a schematic diagram of the FOC based on the single-SRF. Furthermore, several operating modes for both SPMSM and IPMSM can be achieved by accordingly controlling both $d$- and $q$-axis current components. These are:
1.2.1.1. **Constant torque angle (CTA)**

For a simple control strategy, some implication has to be taken into consideration regarding the produced torque. The load torque can be controlled by maintaining the torque angle $\delta$ (which is the angle between the stator current vector and the rotor permanent magnet flux) at a constant value of $90^0$, Fig. 1.6.

![Vector diagram of constant torque per ampere control under steady state.](image)

This control strategy can be implemented by controlling the $d$-axis current component to be zero, while the current vector is aligned with the $q$-axis to maintain the torque angle equal to $90^0$. This strategy is hence also known as $i_d = 0$ control, which is one of the most commonly used strategies due to its simplicity. The rotor PM flux vector amplitude and the torque angle are constant. This method is commonly used especially for SPMSM, while not preferred for IPMSM due to the existence of the rotor saliency. The change in the produced torque thus only depends on the stator’s current amplitude.

1.2.1.2. **Maximum torque per ampere (MTPA)**

The main target of this strategy is to keep the stator current as small as possible for a given electromagnetic torque. In this manner, the maximum torque per ampere (MTPA) can be achieved. The $i_d$ component, however, is not equal to zero and may cancel some reluctance torque produced by high saliency ratios, Fig. 1.7. It is therefore recommended for IPMSMs, since both the electromagnetic and the reluctance torques are taken into consideration. For SPMSMs, this strategy is similar to CTA control strategy, [18], [19].
1.2.1.3. Unity power factor (UPF)

The advantage of this control strategy is that the phase shift between the current and voltage vectors is zero, which reduces the power consumed by the machine as shown in Fig. 1.8. When the power factor angle becomes zero under this control strategy, only active power is therefore supplied to the machine under this strategy [19], [20].

\[
\begin{align*}
\delta_i &\geq 90^\circ \\
\beta & \\
id & = is \sin (\beta) \\
iq & = is \cos (\beta) \end{align*}
\]

Fig. 1.8 Current and PM flux vectors under unity power factor (UPFC).

1.2.1.4. Constant stator flux (CSF)

In this case, the stator flux linkage magnitude is kept constant with an amplitude of the PM flux \(|\psi_s|=\psi_{PM}\) as shown in Fig. 1.9. To achieve this mode, the \(d\)-axis current must be less than zero, \(i_d<0\). The power factor in this control scheme is close to unity and the current required for achieving torque up to 1.1 per unit is the lowest compared with other control modes [19], [21].
1.2.2. Direct torque control (DTC)

Nearly 20 years after introducing FOC, direct self-control (DSC) and direct torque control (DTC) strategies were first presented for induction machines in Japan by Takahashi [13] and in Germany by Depenbrock [22], [23], [24]. These methods rely on ‘bang-bang control’ instead of decoupling control, which is the idea of FOC. They are capable of faster torque responses and better dynamic performance than the conventional FOC [13]. Despite the difference between IMs and PMSMs in magnetisation, the application of DTC strategy was extended to PMSMs. In the late 1990s, the conventional DTC technique for IPMSM was introduced in [14], [25], [26]. Recently, investigation of DTC strategy was further extended for BLDC drives as reported in [27], [28].

The main operating principle of DTC strategy is based on controlling the electromagnetic torque and the stator flux linkage directly and independently in the stationary reference frame by appropriately selecting one of the eight voltage vectors and then controlling the flux and torque of the selected vector. Fig. 1.10 shows the eight voltage vectors of the power source inverter output [13]. These vectors express the output of the three-phase voltage source inverter. Depending on the inverters’ six switching states (On or OFF), six of these eight vectors can be active with the maximum magnitude of $2/3V_{dc}$, and the other two vectors have zero magnitudes [29]. The switching states applied to the inverter are selected from a predefined optimum switching look-up table (LUT) to minimise the instantaneous torque and stator flux magnitude error [13].

![Diagram](image-url)
Typical hysteresis DTC employs two hysteresis comparators, which are used for comparing the reference torque and flux with their actual values calculated by the machines’ model, Fig. 1.11. One of them is a three-level-hysteresis comparator for torque error correction, and the other is a two-level-hysteresis comparator for flux-linkage error correction. Fig. 1.11 shows the block diagram of the hysteresis based DTC of PMSM [26]. In [13], the application of DTC for IM was introduced, both zero and non-zero voltage vectors were employed for the optimum switching LUT. An optimum switching LUT, however, without the zero voltage vector, was proposed in [14], [30]. This scheme is based on the idea that the zero voltage vectors cannot keep the stator flux linkage vector at its original position as the PMs placed in a rotating rotor [14], [31].
Fig. 1.12 Circular trajectory of stator flux linkage in stationary αβ-reference frame.

Zero voltage vectors can be presented in the optimum LUT without causing any problems, because these vectors are only employed when the electromagnetic torque is inside its hysteresis band [32], [33]. By using hysteresis comparators, the magnitude of the stator flux is usually kept constant by making the stator flux rotate in a circular trajectory along the reference path for sinusoidal AC machines as shown in Fig. 1.12. While the hysteresis torque controller tries to keep the motor torque within a pre-defined hysteresis band [34]. Hysteresis DTC strategy has a lot of advantages and disadvantages, which can be summarised as follows [9], [35], [36]:

Advantages:

- Simple, and independence of machine parameters except the stator resistance, which is involved in stator flux estimation.
- The processing time is less than other methods like PWM modulator used in FOC.
- Direct control of the torque and stator flux linkage in the stator frame. Therefore, it does not require the vector coordinate transformation and the inner current loop, which provides a better dynamic response.

Disadvantages:

- A three-phase inverter is modulated directly, thus the switching state of the power devices remains constant until the output state of each hysteresis controller changes, which leads to serious torque and stator flux ripples in the
conduction region due to the small conductance. Although increasing the modulation frequency can reduce degradation in performance, it is still limited by the processor speed.

- The switching frequency changes with motor speed, load torque, and the bandwidth setting of the two hysteresis comparators.

To mitigate the inherent drawback of hysteresis DTC, numerous control strategies have been proposed in literature [14], [37], [38], [39], [40]. The most common way is direct torque control, based on space vector modulation (DTC-SVM) strategies, which are usually implemented by replacing the hysteresis comparators and switching table with PI-regulators and SVM. Several benefits can be realised through using DTC-SVM strategies compared with the conventional hysteresis DTC strategy, such as constant switching frequency and low torque and stator flux ripples. Essentially, the DTC-SVM can be implemented by utilising either one PI-regulator (cascaded) DTC-SVM [37], [38], [39], [40], [41], or two PI-regulators (parallel) DTC-SVM [42], [43], [44], [45]. Both schemes aim to generate the reference voltage vector (RVV) from the torque and stator flux linkage errors, followed by using calculations to operate the voltage source inverter (VSI) via SVM algorithm [46].

Different SVM algorithms have been presented, such as right aligned sequence, symmetrical sequence, alternating zero vector sequence, and highest current non-switched sequence [47], [48]. Symmetrical sequence SVM has been employed in this thesis since it produces a lower total harmonic distortion (THD) [48]. Further discussions about SVM will be presented in Chapter 2.

In the cascaded DTC-SVM, the PI-regulator is placed in the closed-loop torque controller. The outputs of the PI-regulator represent the variation of the torque angle ($\Delta \delta$). According to this variation, the error in the stator flux vector $\Delta \psi_s$ can be predicted by comparing the current with the previous values. Afterwards, the final RVV can be calculated [37], [49] as shown in Fig. 1.13 (a) [37], [38], [39], [40], [41].
For parallel DTC-SVM on the other hand, the outputs of the PI-controllers in the torque and flux loops are interpreted as a reference stator voltage component in the stator flux \((d,s)\) reference frame. These voltages are then transformed into the stationary reference frame using stator flux position angle \(\theta_s\) to generate the final RVV as shown in Fig. 1.13 (b) [50]. Besides, the PI-regulators in torque and flux loops can be further eliminated if model predictive/dead-beat control strategies are used. These types of DTC-SVM strategies, however, suffer from excessive calculations, have many nonlinear expressions, they are time-consuming and dependent on machine parameters [51], [52].

![Diagram of Machines Failures]

Fig. 1.14 Electrical machine fault classification.
1.3. Control Strategies of Unbalanced PMSM Drives

In reality, systems being unbalanced and distorted are quite common in electric drives and wind power generators. Imbalance and distortion can occur due to failures or some variances, which cause many abnormal operation conditions. These failures and/or variances can be classified into three broad groups: mechanical, electrical, and magnetic problems, Fig. 1.14, which can be further summarised as follows [4], [8]:

- Stator winding open or short circuit fault;
- Static or/and dynamic air-gap irregularities (rotor eccentricity);
- Gearbox and bearing failures;
- Defects of the permanent magnets of PM motors;
- Unbalanced load conditions.

The above conditions have a direct influence on the machine's normal operation and produces several symptoms, such as torque ripple, unbalanced phase current, acoustic noise, vibration, speed pulsations, decreased efficiency and average torque, excessive heating, and increased iron and copper losses. To mitigate the torque and flux ripples, two major groups of techniques have therefore been proposed. In the first group, torque ripple was minimised using machine design optimisation features, such as magnet sizing, distributed windings, and/or stator/rotor skewing, to reduce the cogging torque and harmonics in the induced electromotive force (EMF) [53], [54].

Despite these design techniques providing a valuable solution in terms of reducing torque ripples, they are unable to achieve the same performance under different operating conditions. Moreover, they impose additional manufacturing costs and reduce their efficiency. The second group, on the other hand, which is within the scope of this thesis, involves using techniques that are concentrated on control strategies, which will be discussed and categorised in the following sections.

1.3.1. Hysteresis control

As mentioned previously, hysteresis controllers are often employed for both indirect (current control) [55] and direct torque control under both symmetrical [13], [14] and asymmetric conditions [56]. They can be used effectively for tracking both DC and AC reference values. A simple hysteresis comparator is a two-level fixed-band hysteresis controller (as in stator flux control loop), or a three-level fixed-band
hysteresis controller (as in torque control loop) (see section §1.2.2). The modified band hysteresis controller is more advanced. This controller can minimise torque/current ripples and either limit the switching frequency or fix it, which makes the machine performance very similar to that of a PWM [57], [58]. Hysteresis controllers are also used for direct power control under unbalanced conditions.

1.3.2. Repetitive control

Repetitive current control is often employed to compensate for torque ripple in the synchronous reference frame [59]. It is based on the internal compensation model to achieve perfect tracking and for rejecting arbitrary periodic signals in a fixed period and provide zero steady-state errors for the given reference signal [60].

It has some similarities with iterative learning control [61]. It can be implemented via adapting a digital model, as it is able to generate the required periodic signals. These generated signals could be either based on discrete Fourier transformation or feedback included in the closed-loop controller [62].

1.3.3. Deadbeat control

The deadbeat control is a linear control strategy originating from the family of predictive controllers [10] as shown in Fig. 1.15. It is currently widely used in many applications [63], [64]. It is based on the common principle of discrete-time implementation to predict the required input signal (current, for example) to obtain the desired output signals. Using this prediction, it can select the switching state of the converter (ON/OFF) [65], or the output voltage vector produced by the converter (predictive control with pulse width modulator) [66]. The design of the dead-beat is assumed to minimise the number of possible computations (and thus delay) at all frequencies. It can provide zero steady-state errors after two cycles. The first cycle is consumed in the computation process, while the next cycle is for modulation and other delays such as filters and inverter dead time [67], [68]. When the deadbeat controller is well tuned, it can thus achieve the fastest transient response of all digital current control systems [59], [69], [70]. Fig. 1.16 (a) shows an equivalent diagram of a three-phase system represented in single-phase.
The plant transfer function (TF) is simply an RL circuit. Then, the input voltage to the plant \( u(t) \) can be represented in time-domain as:

\[
 u(t) = L \frac{di(t)}{dt} + Ri(t) \tag{1.5}
\]

\[
 L \frac{di(t)}{dt} = -Ri(t) + u(t) \tag{1.6}
\]

\[
 \frac{di(t)}{dt} = \frac{R}{L} i(t) - \frac{1}{L} u(t) \tag{1.7}
\]

where \( u(t) = [v(t) - e(t)] \) is the input voltage to the plant, \( v(t) \) is the inverter voltage, \( e(t) \) the disturbance voltage, \( i(t) \) is the current, and \( R, L \) are the plant resistance and inductance, respectively. Assuming the delay due to computation is \( e^{-\frac{t}{T_s}} \), which can be substituted by \( z^{-t} \) and the PWM replaced by zero-order hold (ZOH), then expression (1.5) can be written as:
\[ i(k + 1) = e^{-(R/L)}i(t) - \frac{1}{R}(e^{-(R/L)} - 1)a(t) \]  
\[ i(k + 1) = ai(t) - bu(t) \]

where \( a = e^{\frac{-R}{L}} \), \( b = -\frac{1}{R}(e^{\frac{-R}{L}} + 1) \), and \( T_s \) is the sampling time. Then, using the \( z \)-transformation, the following expression can be derived as:

\[ I(z) = al(z) + bU(z) \]  

and

\[ I(z) = \frac{b}{z-a}U(z) = \frac{bz^{-1}}{1-az^{-1}}U(z) \]

Then, the plant TF in discrete time domain is:

\[ G_{pl}(z) = \frac{I(z)}{U(z)} = \frac{bz^{-1}}{1-az^{-1}} \]  

The system closed-loop TF can be driven as:

\[ G_{sys.CL}(z) = \frac{G_{db}(z)G_{pl}(z)}{1-G_{db}(z)G_{pl}(z)} \]  

In the deadbeat control, it is assumed that the closed-loop system TF has the lowest possible delay, which is \( G_{sys,OL}(z) = z^k \), where \( k \) is the lowest possible delay in the closed-loop control system. As mentioned previously, in deadbeat control, Fig. 1.16, the actual current can track the reference current and provide zero steady state errors at the end of two sampling periods, hence \( k=2 \). Then, the closed-loop system TF can be written as:

\[ G_{sys,OL}(z) = \frac{z^{-2}}{1-z^{-2}} \]

Then, the resulting TF of the deadbeat controller is:

\[ G_{db}(z) = \frac{1}{G_{pl}(z)} \frac{z^{-2}}{1-z^{-2}} = \frac{1}{b} \frac{1-az^{-1}}{z-z^{-1}} \]

The main drawbacks of deadbeat control technique can be summarised by:

- High sensitivity to parameter variation from their estimated values, which generate tracking errors and stability problems.
• Very sensitive to measurement errors caused by transducers or scaling.
• Unable to achieve zero steady-state errors at non-zero frequencies (it is not preferable to use for AC components, although it is possible).
• Dead-time compensation is required.
• Two samples delay is always present.

To overcome these disadvantages, several improvements have been proposed in literature [67], [69]. Most of them are based on adding observers to compensate for the delay caused by computation and plant nonlinearity to reduce the controller’s sensitivity to parameter variation and mismatches. These schemes usually increase the drive’s complexity, which may not be necessary for applications in which a fast dynamic response is not required [67], [69], [71].

1.3.4. Double synchronous reference frame controller (DSRFs)

As discussed in section §1.2.1, the current can be easily controlled in single SRF, since the measured AC components and/or voltages of the proper sequence are transformed into their relevant DC quantities in the SRF using Park’s transformation [16]. As long as the DC quantities are involved, the classical control technique using a PI controller can be implemented to achieve the desired performance. On the other hand, under unbalanced conditions, the electrical variables of voltage and current can be deconstructed into their positive, negative, and zero sequence components. They may thus require a unique control strategy. In general, the most common way to control current/voltage vectors is by using two synchronous reference frames, or so-called ‘double synchronous reference frame’ (DSRF) controllers [72], [73], [74]. Both SRFs rotate at the fundamental frequency in both positive and negative sequence directions. They therefore provide the perfect solution to control the positive- and negative-sequence current components, both individually and simultaneously.
In practice, DSRF strategy is widely employed for phase-locked-loop and grid voltage synchronisation under unbalanced conditions [75], [76]. It uses a pair of PI-controllers in each of the positive and negative SRFs, as shown in Fig. 1.17. For most standard DSRF control strategies, the measured unbalanced three-phase currents are transformed into both positive and negative rotating SRFs using Park’s transformation:

\[
\begin{align*}
  i_{dq}^+ &= i_{dq}^+ + i_{dq}^- e^{-j\omega_r t}, \\
  \begin{bmatrix}
    i_d^+ \\ i_q^+
  \end{bmatrix} &= \begin{bmatrix}
    i_d^+ \\ i_q^+
  \end{bmatrix} + \begin{bmatrix}
    i_d^- \cos(2\theta_r^+) + i_q^- \sin(2\theta_r^+) \\ -i_d^- \sin(2\theta_r^+) + i_q^- \cos(2\theta_r^+)
  \end{bmatrix}, \\
  i_{dq}^- &= i_{dq}^- + i_{dq}^+ e^{j\omega_r t}, \\
  \begin{bmatrix}
    i_d^- \\ i_q^-
  \end{bmatrix} &= \begin{bmatrix}
    i_d^- \\ i_q^-
  \end{bmatrix} + \begin{bmatrix}
    i_d^+ \cos(2\theta_r^-) + i_q^+ \sin(2\theta_r^-) \\ -i_d^+ \sin(2\theta_r^-) + i_q^+ \cos(2\theta_r^-)
  \end{bmatrix}.
\end{align*}
\]  

(1.16a)

(1.16b)

where \(\theta_r^+=\omega_r t\) and \(\theta_r^-=-\omega_r t\), in (1.16). The currents in the positive and negative SRFs are not pure DC due to the cross-coupling effect between both SRFs, which appears as oscillation at twice the fundamental frequency \(2\omega_r\), overlapped with the DC quantities in both SRFs [72], [76]. The amplitude of the oscillations in one of the SRFs matches the DC amplitude of the other and vice versa. Moreover, when the tracking references have DC values, these oscillations will appear in the resulting error signals at the input.
of the PI controllers, which cannot be avoided by using a conventional PI controller due to its limited bandwidth [77]. They hence give rise to steady-state errors and increase the torque ripple. To achieve full control of the injected currents under unbalanced conditions, these $2\omega_r$ oscillations in both SRFs must be cancelled out. Many solutions oriented to overcome this issue have hence been presented, which will briefly be discussed in the following section, for example filtering the measured feedback currents to obtain a pure DC value by employing the low pass filter (LPF) or notch filter [72], [78], [79].

1.3.4.1. DSRF controller based on adaptive filter (AF)

The most straightforward solution to attenuate the effects of the $2\omega_r$ oscillations consists of filtering the measured currents by using the adaptive notch filter (ANF), tuned at twice the fundamental frequency $2\omega_r$, as shown in Fig. 1.18 [72]. The output of the ANF is the measured currents without $2\omega_r$ frequency. The error signal at the input of the PI controller will therefore be free from oscillation. The main drawbacks of the ANF, however, include unavoidable dynamic response delays, which reduce the phase margin of the system. These obstacles can be solved by increasing the damping factor of the ANF, but at the expense of the system’s stability.

Moreover, a very low damping factor will increase the filter selectivity of the particular frequency, which may cause a problem when the system frequency deviates.
Using an adaptive notch filter may thus reduce these issues and cancel out the $2\omega_r$ oscillations under variable frequency [78].

1.3.4.2. Decoupled DSRF controller (DDSRF)

In the previous techniques, the effect of the $2\omega_r$ oscillation resulting from the cross-coupling between the reference frames and the current vectors with different sequences has been overcome by using filters or by modifying the controller. Nevertheless, the amplitude of the AC oscillations in the positive SRF is matched to the DC amplitude in the negative SRF and vice versa. Researchers have developed techniques which can compensate for these oscillations by adding a decoupling network between both SRFs [73], [76], [80]. This structure is also known as a ‘decoupled DSRF controller’ (DDSRF). It can be implemented by estimating the decoupling terms (DC terms) of each SRF by using a low-pass filter [73], [76], and then using a cross-coupling network to re-inject them into the opposite sequence frame after converting them to AC at the frequency of $2\omega_r$. The AC oscillation in the measured currents of both positive and negative SRFs is hence cancelled out. An excellent DC-reference current tracking can thus be achieved, which results in error signals free of oscillations at the input of the PI controllers, as proposed in [73], [80], [81], [82].

Conversely, when there is a mismatch between the DC reference currents and the DC measured currents in the synchronous reference frames, the instantaneous errors generated between the reference and the measured currents at the input of the PI controllers will have oscillations. It would therefore not be possible to achieve full control of the oscillations in the measured currents.

A modified DDSRF is proposed in [76], in which the values of the cross-coupling terms indicated in (1.16) are obtained from the reference currents and the resulting error signals by using a first-order low-pass filter as shown in Fig. 1.19. The output signal of these filters can thus be used to compensate for the errors generated by the feed-forward loops in the cancellation of the $2\omega$ oscillations. This scheme provides a better dynamic response in comparison to the one based on ANF technology as demonstrated in [79].
Apart from the above techniques to compensate for the $2\omega_r$ oscillations in the measured currents, it is also possible to achieve zero steady-state error at the input of the PI regulator by adding the oscillation terms obtained from the measured feedback currents into the tracking reference currents. This technique does not need ANF or an additional decoupling network, unlike the DDSRF strategy. The estimation of the oscillation terms is still required, however. This technique is widely employed for direct power control (DPC) under unbalanced grid connections. It does not matter if the controller schemes utilise a PI-controller [75] or hysteresis comparators [55], [56], [83], since the reference and measured values are always matched [55], [56], [75], [79], [83], [84], [85]. Furthermore, a resonant controller (as will be discussed in section §1.3.6) can be implemented to avoid any mismatches in canceling these oscillations and achieve good dynamic and steady-state performance.

1.3.5. **Double second-order generalized integrator (SOGI)**

Unlike the DSRF, in which the positive and negative sequence components of the unbalanced three-phase system are extracted in both SRFs. It is possible to extract them from their original unbalanced input signals in the stationary $\alpha\beta$ frame using the principle of signal delay. It is based on adding or subtracting the real-time signals and the signals delayed by a quarter of the period, which can be mathematically described as:
where the factor $F$ could be any variables, i.e., voltage, current, and stator flux linkage, in the stationary $αβ$ frame. In (1.17), attaining a phase shift delay of $90^0$ is an interesting target. Researchers have therefore attempted to explore the easiest and most efficient way to achieve such a delay under variable frequency, for example, adaptive filters [86] [87], generalised integrators (GI), and second order generalised integrators (SOGI) [88] [89], [90].

Fig. 1.20 (a) shows the second order adaptive filter (AF) based on the implementation of the generalised integrator (GI). This structure uses two integrators, one in the forward direction and the other in the backward direction. The transfer functions (TF) of the adaptive filter taken from different nodes can be expressed as [91]:

\[
F_{α^+}(ω) = \frac{1}{2} \left[ F_α(ω) - F_β(ω - \frac{π}{2}ω) \right]
\]

(1.17a)

\[
F_{β^+}(ω) = \frac{1}{2} \left[ F_β(ω) + F_α(ω - \frac{π}{2}ω) \right]
\]

(1.17b)

\[
F_{α^-}(ω) = \frac{1}{2} \left[ F_α(ω) + F_β(ω - \frac{π}{2}ω) \right]
\]

\[
F_{β^-}(ω) = \frac{1}{2} \left[ F_β(ω) - F_α(ω - \frac{π}{2}ω) \right]
\]
The TF of GI provides an infinite gain at the resonant frequency, which cancels out any steady-state error when controlling sinusoidal signals at a particular resonant frequency. Moreover, another interesting feature of GI (also known as a resonant controller in many applications, as will be discussed in section §1.3.6), is that it generates a signal output $qF'(t)$ shifted by $90^\circ$ as shown in Fig. 1.20 (a). These TFs also indicate that the bandwidth of the band-pass filter given by (1.19) and the static gain of the low-pass filter of (1.20) are not only a function of the gain $k$, but also depend on the fundamental frequency, $\omega_r'$. Under variable fundamental frequency, such as variable speed, however, this issue becomes inconvenient since the controller would not be able to control the bandwidth of the filter.

To overcome this problem, a modified GI structure has been proposed, which is known as a second-order generalised integrator (SOGI) to distinguish it from the conventional GI [91]. The AF structure based on the SOGI is shown in Fig. 1.20 (b), where its TF are given as:

$$\text{SOGI}(s) = \frac{F'(s)}{k\varepsilon} = \frac{s}{s^2 + \omega_r'^2}$$  \hfill (1.21)

$$D(s) = \frac{F'(s)}{F} = \frac{ks}{s^2 + k s + \omega_r'^2}$$  \hfill (1.22)

$$Q(s) = \frac{qF'(s)}{F} = \frac{k\omega'^2}{s^2 + k\omega's + \omega_r'^2}$$  \hfill (1.23)
The above TFs show that the bandwidth of the AF based SOGI is not a function of the fundamental frequency $\omega_r'$. It only depends on the gain $k$, and thus it is suitable for variable frequency applications. Furthermore, the magnitude of the in-quadrature signals, $F'$ and $qF'$ are similar to the magnitude of the input signal $F$ when the estimated frequency ($\omega_r'$) of the filter is the same as the input frequency ($\omega_r$), i.e., $\omega_r' = \omega_r$. In this manner, the filter structure of SOGI shown in Fig. 1.20 (b) will be highly suitable for quadrature signal generation (QSG). Once a QSG is obtained, the sequential component extraction can be easily calculated in the stationary $\alpha\beta$ frame based on the expressions (1.17), as shown in Fig. 1.21 [92].

1.3.6. Resonant controller

Recently, resonant controllers have started to be widely used in many applications, partially under unbalanced and distorted conditions. The implementation of resonant controllers is equivalent to the conventional PI controller represented in two SRFs simultaneously, of which the first one is in the positive-sequence SRF and the other in the negative-sequence SRF [77], [93], [94]. It is thus capable of tracking sinusoidal reference signals at any frequency with zero steady-state errors, and can be used very effectively in both stationary and synchronous reference frames. Nevertheless, conventional PI controllers are unable to eliminate low-order harmonic components and achieve zero steady-state errors due to their bandwidth limitation. To increase the bandwidth, increasing the proportional gain is an option. It may result in system stability problems, however [94], [95]. The best solution is hence to replace the conventional PI-controllers with resonant controllers (R) or combine them (PI and R)
to work together as a proportional resonant controller (PIR). Nowadays, resonant controllers are used directly in the stationary reference frame. It provides many advantages such as simplicity and important savings of computational burden because of the elimination of Park’s transformation, decreasing sensitivity to noise and synchronisation errors, and reducing the number of controllers required to drive the machine, since the controllers can simultaneously track both sequences. It has thus been employed in many fields, for example, wind power application, active power filters [96], [97], [98], photovoltaic converters, uninterruptible rectifiers, PMSMs [99], [100], [101], [102], boost converters [103], [104], and micro-grids.

1.3.6.1. Principle of resonant controllers

As mentioned in the DSRF control strategy, Fig. 1.17, the conventional PI controller TF \( G_{PI} \) can be expressed as:

\[
G_{PI}(s) = K_p + \frac{K_i}{s} \tag{1.24}
\]

where \( G_{PI} \) provides an infinite DC gain controller at \( \omega \) frequency in the synchronous reference frame. The equivalent TF of the PI controller of the positive SRF represented in the stationary reference frame can be obtained via application of a frequency shift of \((-j\omega_r)\) at all frequency ranges by substituting \( s \rightarrow (s - j\omega_r) \), which results in:

\[
G_{PI}^+(s) = G_{PI}(s - j\omega_r) = K_p + \frac{K_i}{s - j\omega_r} \tag{1.25}
\]

In a similar way, the TF of the PI controller in the negative SRF can be represented in the stationary frame by substituting \( s \rightarrow (s + j\omega_r) \) as:

\[
G_{PI}^-(s) = G_{PI}(s + j\omega_r) = K_p + \frac{K_i}{s + j\omega_r} \tag{1.26}
\]

Combining (1.25) and (1.26) yields:

\[
G_{PR}(s) = G_{PI}^+(s) + G_{PI}^-(s) = 2K_p + 2K_i \frac{s}{s^2 + j\omega_r^2} = K_{pr} + \frac{s}{\kappa_p r} \left( \frac{s}{s^2 + j\omega_r^2} + \frac{s}{s^2 + j\omega_r^2} \right) \tag{1.27}
\]

Equation (1.27) is the TF of the proportional resonant controller (PR) [77], which provides an infinite open-loop gain at the frequency of \( \pm \omega_r \) (also known as resonant frequency). Infinite open-loop gain means unity gain and zero steady-state errors (zero
phase deviation) in a closed-loop response at this frequency. Furthermore, it can be deduced that the TF of \(G_{PR}\) is the same as the TF of the GI, as discussed in section §1.3.5, which can be implemented by using two integrator methods as will be discussed in Chapter 4.

1.3.6.2. Resonant controller in stationary reference frame

In the unbalanced three-phase systems, the most dominant harmonics are the negative sequence at \(6k\cdot l\) and the positive-sequence harmonics at \(6k+1\), where \(k\) is an integer number. It can therefore be deduced that odd harmonics will appear in the spectrum analysis of the current/voltage in the stationary \(abc\) or \(\alpha\beta\) reference frames. Generally, for control in \(abc\) frame, an individual controller in each phase is required, where the reference currents are compared with the actual measured currents. The \(abc\) frame structure can be implemented by employing a hysteresis or deadbeat controller in the current loop for nonlinear control schemes, or a PR controller for a linear control system. Moreover, for controlling in the stationary \(\alpha\beta\) reference frame, the DSRF controller system in Fig. 1.17 can be represented by its equivalent in the stationary \(\alpha\beta\) reference frame as:

\[
v_{dq+}(s) = [G_{PR}(s)] \cdot \Delta i_{dq+}
\]

\[
v_{dq-}(s) = [G_{PR}(s)] \cdot \Delta i_{dq-}
\]

\[
v_{\alpha \beta +}(s) = \left[ T_{dq+} \right] \left[ G_{PR}(s) \right] \left[ T_{dq+} \right] \cdot \Delta i_{\alpha \beta +}(s)
\]

\[
v_{\alpha \beta -}(s) = \left[ T_{dq-} \right] \left[ G_{PR}(s) \right] \left[ T_{dq-} \right] \cdot \Delta i_{\alpha \beta -}(s)
\]

where the transformation matrices \([T_{dq+}]\) and \([T_{dq-}]\) in (1.30) and (1.31) correspond to the Park’s transformation (see Appendix A). Then, the voltage and current in the stationary \(\alpha\beta\) reference frame are represented in terms of their positive and negative sequence components, which can be obtained by adding the two portions of (1.30) and (1.31), giving:

\[
v_{\alpha \beta}(s) = v_{\alpha \beta +}(s) + v_{\alpha \beta -}(s)
\]

\[
\Delta i_{\alpha \beta}(s) = \Delta i_{\alpha \beta +}(s) + \Delta i_{\alpha \beta -}(s)
\]
Fig. 1.22 shows an equivalent circuit diagram of a DSRF controller represented in stationary $\alpha\beta$ reference frame.

1.3.6.3. Resonant controller in synchronous reference frame

Under symmetrical conditions, the electrical variables in the SRF have pure DC components. Using a PI controller, therefore, only provides satisfactory performance. On the other hand, under asymmetric conditions, various harmonic components may exist in the SRF. The resonant controller can thus be combined with the conventional PI controller (PI+R) to compensate for the undesired harmonic components. Moreover, if more than one frequency compensation is required, the multi-resonant controller can be employed, since each resonant controller is responsible for compensating for one frequency. This technique is widely applied in many applications, for example unbalanced grid connections, [105], [106], [107], inverter dead time compensation [95], and multi-harmonics compensation [108]. Moreover, the positive $6k+1$ and negative $6k-1$ harmonic components in the stationary reference frame will be combined in a single harmonic of order 6k when they are expressed in the fundamental SRF. The even harmonic will therefore dominate in the fundamental SRF, so just one resonant controller tuned at $h=6k$ will be enough to track both stationary harmonics [93], [109], [110], [111], [112]. It is worth mentioning that all the previous strategies discussed have been focused on current or direct power control. However, information about direct torque control under unbalanced conditions has rarely been explored. Some special techniques and modification schemes are used, which will be highlighted in the following chapters of this thesis.
1.4. Thesis Outline and Major Contributions

1.4.1. Thesis outline

The main objective of this thesis is to present a study of the possible indirect and direct torque control strategies for three-phase SPMSMs that have asymmetric phase winding impedances. This thesis includes an extensive review of the existing control strategies for balanced and unbalanced machine drives, mathematical models for balanced and unbalanced PMSMs, and discussions about symmetrical components. Both indirect and direct torque control strategies have been studied, with modified schemes then being proposed to mitigate the drawbacks of operation under unbalanced conditions. In addition, the influences of inverter nonlinearities, unbalanced back-EMF, and variable winding resistances and inductances are also included in this study. This thesis consists of seven chapters, which are organised as follows:

CHAPTER 1: In this chapter, the fundamentals of PMSMs, their types, differences, construction, and applications are presented, followed by a general review of existing indirect and direct torque control strategies for balanced and unbalanced PMSMs. In addition, the main causes of machine imbalances are also briefly discussed.

CHAPTER 2: In this chapter, the details of the hardware configurations and software implementation used in this thesis are presented. The different control strategies are modelled in MATLAB/Simulink- V.2010b, and then constructed on a dSPACE-DS1006 control box for the real-time applications. The test rig details, including the machine model modification to make it suitable for operations in both balanced and unbalanced conditions, are also introduced. Furthermore, the six-switch inverter topology based on space vector modulation (SVM) is reviewed.

CHAPTER 3: In this chapter, mathematical models for symmetrical and asymmetric PMSMs are derived and the abnormal behaviours associated with unbalanced structures are highlighted. Based on this analysis, a modified current control strategy based on DSRFs is then presented. The proposed scheme is based on extracting the positive and negative sequence components in the stationary abc reference frame, then employing the Clark-Park transformation on the resulting components instead of using them
directly on the unbalanced current. Decoupling networks, reference current generations or adaptive filters are therefore not required, which increases simplicity and enhances dynamic performance.

CHAPTER 4: Since the information regarding the use of DTC-SVMs under unbalanced machine conditions can scarcely be found in literature, a modified cascaded structure DTC-SVM for an unbalanced PMSM, in which the torque and flux ripples are low, is presented in this chapter. This scheme is implemented by utilising a PIR controller instead of a conventional PI-regulator for closed-loop torque control. Moreover, the reference voltage vector is modified by including the information of both positive and negative sequence voltage vectors. Furthermore, a comparison between the existing and proposed strategies is presented, demonstrating that significant improvement in the machine performance can be achieved with the proposed strategy through the minimisation of torque and stator flux ripples.

CHAPTER 5: In this chapter, a compensation method in the parallel structure direct torque control-based space vector modulation (DTC-SVM) is proposed for unbalanced PMSMs, including consideration of the influence of inverter nonlinearity by means of resonant controllers. Low torque and flux ripples are achieved using this strategy for unbalanced PMSMs, considering only the second and sixth harmonic components.

CHAPTER 6: In this chapter, a control method of torque and flux linkage loops is developed by coupling the conventional PI-controller with two adaptive filters based on noise cancelation algorithm for suppression of the second and sixth torque and flux harmonics. The developed method is mathematically analyzed and experientially verified under steady and dynamic states under different asymmetric scenarios. Compared with the conventional DTC-SVM scheme based on the PI controller, the proposed compensation scheme can significantly reduce both torque and flux ripples as well as the three-phase current harmonics under asymmetric and distorted conditions.

CHAPTER 7: A summary of this research work is presented in detail, in addition to some valuable ideas that may be investigated in future work.

Fig. 1.23 shows the flow chart of the thesis organization.
1.4.2. Major contributions

The main contributions of this thesis are summarised as follows:

- Derivation of the mathematical model for balanced and unbalanced (salient/non-salient pole) PMSMs.
- Modification of the DSRF control strategy, which eliminates the need for AF, reference current generation, and decoupling networks. In addition to the
simplicity of the proposed method, it provides better dynamic performance than the conventional DSRF strategy.

- Development a new method of implementation of a 90° phase shift delay algorithm for sequential component extraction.
- Proposal of a cascaded structure DTC-SVM strategy for PMSMs with unbalanced back-EMF in order to minimise the torque and flux ripples regardless of machine imbalance.
- Proposal of a parallel structure DTC-SVM control strategy, which can be used to compensate for multiple harmonics by means of resonant controllers and to compensate for the second and sixth harmonics in the torque and flux signals.
- Implementation of a parallel structure DTC-SVM control strategy for unbalanced PMSMs by means of the adaptive filter, to compensate for the second and sixth harmonics in the torque and flux signals.


CHAPTER 2

SYSTEM HARDWARE AND SOFTWARE IMPLEMENTATION

2.1. Introduction

This chapter provides an overview of the system hardware configurations and software implementations, of which the experimental tests through the whole thesis are conducted based on the dSPACE control system for the real-time operation. Fig. 2.1 shows the block diagram of the system hardware setup. The information regarding the dSPACE control system, inverter board, software environment, and the test rig will be extensively discussed in the following sections.

![Fig. 2.1 Experimental system setup.](image)

2.2. dSPACE Control System

2.2.1. CPU board-DS1006

The dSPACE control system used in this thesis is based on the DS-1006 processor board with a central processing unit (CPU) based on a 2.4 GHz-core AMD Opteron. The main processing unit can access modular input/output (I/O) boards via its PHS-bus, and multiprocessing is capable via the DS911 Giga-Link Module. Hence, the real-time application can be running on two or more processor cores of a multi-core DS-
1006 board, on two or more multi-core DS-1006 boards, or a combination of all these. Each multi-core CPU contains 512KB L2 on-chip cache per core, 6 MB L3 cache, 128MB DDR2-267 global memory per core for hosting the data exchange, and 1GB DDR2-800 local memory for the dynamic application data. The operation frequency of the CPU 2.4 GHz per core. Hence, even for the extremely complex control strategies for standard DSP, they can be easily implemented on the dSPACE control system. Moreover, the dSPACE control system is not only applied to motor drive development, but also for automotive engineering, aerospace, and industrial control.

2.2.2. PWM board-DS5101

The DS5101 digital waveform output board is designed to generate complex, high-speed digital signal at high resolution. The board can produce multi signals at various frequencies such as encoder signals and pulse-width modulation waveforms. It is able to vary signal pulse widths on the fly, by using different trigger and interrupt mechanisms, which provides a high degree of flexibility.

The DS5101 board can generate up to 16 channels of PWM output. This output can be used as single-phase PWM signals (PWM1), three-phase PWM signal (PWM3), or three-phase with both inverted and non-inverted PWM signal (PWM6).

Regarding PWM1, the I/O timing unit of the DS5101 generates a single-phase PWM signal with run-time adjustable PWM period and duty cycle on up to 16 channels. While for PWM3, the I/O timing unit generates three-phase PWM signals with run-time adjustable PWM period, duty cycle, and interrupt shift. For PWM6, the I/O timing unit generates three-phase/six-channel PWM signals with three inverted and three non-inverted outputs.

2.2.3. A/C board-DS2004

Analog to digital (A/D) conversion is an element of most application in rapid control systems due to use of sensors, for example, the phase current and DC-link voltage provide analog signals by current and voltage transducers, which have to be processed as digital signals. The control system in this thesis uses a DS2004 high-speed A/D board in the dSPACE systems, which is based on the processor board DS1006 for digitizing the analog input signals. It can digitize any analog input signal at high sampling rates.
The DS2004 high-speed A/D board contains 16 A/D conversion channels, which provides a differential input to a sample/hold unit and an A/D converter, and swinging buffers for decoupling the conversion process from the read process. The A/D channel applies the successive approximation conversion technique to achieve 16-bit resolution and maximum conversion time of 800ns. The input voltage range is selectable which is ±5V or ±10V. Meanwhile, the sources for triggering A/D conversions are also selectable, for example, external trigger inputs, channel timers, and software trigger. For the external trigger inputs, four independent hardware interrupts are associated with each A/D conversion state.

DS2004 A/D board can realize two different models, i.e. burst model for digitizing a date set of up to 16384 analog values per burst including triggered sampling with selectable trigger source for starting the bursts and continuous sampling with automatically started successive bursts, and single A/D converter without utilizing its burst capability. If the conversion settings are set to burst conversion mode, the output comprises the A/D conversion result of the last burst of A/D conversions on the selected channel, which is a vector of 1~16384 results depending on the buffer settings. If the conversion settings are set to single conversion mode, the output is the outcome of the last A/D conversion on the current channel. Then based on the selected input signal range, the output signal in the simulation will be in the double range from -1 to +1 [113].

### 2.2.4. Encoder board-DS3001

The encoder board DS3001 is specially designed for the implementation of high-speed multivariable digital controllers whose essential features are

- Regulated 5V encoder power supply with sense line.
- Compatible with the dSPACE PHS-bus.
- Five parallel 24-bit encoder interface channels.
- Fourfold pulse multiplication.
- Differential (RS422) or single ended (TTL) encoder inputs.
- Digital noise pulse filters for the phase lines.

When the encoder input lines are from $-2^{21}$ to $+2^{21}$, the output to Simulink should be scaled within -1 to +1. Therefore, to receive the radial angle from the scaled output value of the DS3001 Simulink block, the following conversion must be applied.
\[ \theta_r = 2^{21} \cdot \frac{2\pi}{\text{encoder\_resolution}} \cdot \text{scaled\_output} \] (2.1)

For the incremental encoders with the resolution of 2048 PPR, which are implemented in this thesis, the derived rotor position should be calculated by:

\[ \theta_r = 2^{21} \cdot \frac{2\pi}{2048} \cdot \text{scaled\_output} \] (2.2)

### 2.3. Voltage Source Inverter (VSI)

#### 2.3.1. Hardware configuration

The inverter board consists of six switching devices together with six freewheeling power diodes to form six-switch three-phase inverter as depicted in Fig. 2.2. The inverter is designed to drive a dual three-phase motor, and its kits information are discussed below.

![Inverter box with function type (top view).](image)

**Fig. 2.2** Inverter box with function type (top view).

#### 2.3.1.1. Inverter board

The heart of the inverter is based on STEVAL-IHM027V1 power board with MC connector as shown in Fig. 2.3. The STEVAL-IHM027V1 demonstration board is designed to be compatible with single-phase AC supply from 90 to 220 V, or DC supply from 125 to 350 V. The system is a DC to AC three-phase inverter for IMs or PMSMs driving at rated power up to 1000 W. The STEVAL-IHM027V1 is a three-phase motor control demonstration board featuring the STGIPS10K60A 600 V, 10 A, IGBT intelligent power module from STMicroelectronics. Further information and details can be found in inverter datasheet (the schematic diagram is given in Appendix C).
2.3.1.2. Interface board

A top view of the interface board with the name of its functional parts is shown in Fig. 2.4, and a brief details regarding these parts are given below:

- **Power supply**

  The power supply unit is defined in the BLUE frame in Fig. 2.4, while its schematic diagram is depicted in Fig. 2.5. This unit consists two ground terminals, i.e., “GD” and “GND”. The “GND” is connected with the dSPACE and all the other control and sensing system. Whereas, the “GD” is connected to the inverter and the other drive system. These two grounds are completely isolated. When the power supply is ON, all the six LEDs in Fig. 2.4 should lighten.
Fig. 2.5 Schematic diagram of power supply.

- **Transducers**

  The transducer unit is shown in the YELLOW frame in Fig. 2.4. There are one voltage transducer and four current transducers. The output voltage of the current transducer to the A/C-board of the dSPACE has the following relationship.

  \[
  V_o = \frac{4 \times i_{in}}{1000} \times 100 = 0.4i_{in}
  \]  
  \[(2.3)\]

  For voltage transducer, the relationship is

  \[
  V_o = \frac{V_{in}}{20000} \times 2.5 \times 100 = \frac{V_{in}}{80}
  \]  
  \[(2.4)\]

  where \(V_o, V_{in},\) and \(i_{in}\) are the output, input voltages and input current, respectively.

- **Optocoupler**

  The optocoupler unit is shown in the RED frame in Fig. 2.4. The schematic diagram of the optocoupler is shown in Fig. 2.6. The input and output signals are in the same phase.
2.3.1.3. Control and connection panel

The control and connector panel has five parts as shown in Fig. 2.7:

- Power connector part is for the input DC-link voltage;
- Power supply is for inverter control elements and switches, and should be +24V;
- Right switch is for the power supply of turning on/off the inverter;
- Left switch is for controlling the inverter cooling fans;
- Emergency (EM) stop connector is connected to the NC stop switch;
- The sensors and PWM connectors of the inverter, which are connected to the dSPACE and their pin connection description are defined in Table 2.1.

2.3.2. Software implementation

A three-phase VSI is widely employed for DC to AC power conversion, which is illustrated in Fig. 2.8. It consists of three-phase bridges with six (S₁, S₂~S₆) power transistor switches. In practice, the most traditional power devices employed for the machine drive applications are power MOSFETs and IGBTs.
**TABLE 2.1** DEFINITION OF PWM AND TRANSDUCER CONNECTOR

<table>
<thead>
<tr>
<th>Connector</th>
<th>Pins</th>
<th>Signal</th>
<th>Pins</th>
<th>Signal</th>
<th>Connector</th>
<th>Pins</th>
<th>Signal</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>GND</td>
<td>20</td>
<td>PWM_AT_SET1</td>
<td></td>
<td>1</td>
<td>V\textsubscript{DC}</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>GND</td>
<td>21</td>
<td>PWM_AB_SET1</td>
<td></td>
<td>2</td>
<td>I\textsubscript{B} SET2</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>GND</td>
<td>22</td>
<td>PWM_BT_SET1</td>
<td></td>
<td>3</td>
<td>I\textsubscript{A} SET2</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>GND</td>
<td>23</td>
<td>PWM_BB_SET1</td>
<td></td>
<td>4</td>
<td>I\textsubscript{B} SET1</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>GND</td>
<td>24</td>
<td>PWM_CT_SET1</td>
<td></td>
<td>5</td>
<td>I\textsubscript{A} SET1</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>GND</td>
<td>25</td>
<td>PWM_CB_SET1</td>
<td></td>
<td>6</td>
<td>GND</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>GND</td>
<td>26</td>
<td>N/A</td>
<td></td>
<td>7</td>
<td>GND</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>GND</td>
<td>27</td>
<td>N/A</td>
<td></td>
<td>8</td>
<td>GND</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>GND</td>
<td>28</td>
<td>PWM_AT_SET2</td>
<td></td>
<td>9</td>
<td>GND</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>GND</td>
<td>29</td>
<td>PWM_AB_SET2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>GND</td>
<td>30</td>
<td>PWM_BT_SET2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>GND</td>
<td>31</td>
<td>PWM_BB_SET2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>GND</td>
<td>32</td>
<td>PWM_CT_SET2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>GND</td>
<td>33</td>
<td>PWM_CB_SET2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>GND</td>
<td>34</td>
<td>N/A</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>GND</td>
<td>35</td>
<td>N/A</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>GND</td>
<td>36</td>
<td>N/A</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>GND</td>
<td>37</td>
<td>N/A</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>GND</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The output AC voltage of the inverter is computed from the supply DC-link voltage, $V\textsubscript{DC}$, and the switching on/off states of the power transistors, which are controlled by adjusting the $a, a', b, b'$, and $c, c'$ gate signals. When the upper leg transistors are switched “on”, i.e., the $S_1, S_3, \text{ or } S_5$ is “1”, the corresponding lower leg transistors are switched “off”, i.e., the $S_4, S_6, \text{ or } S_2$ is “0”. That implies, tuning the upper line switches “on” requires turning “off” the lower line switches and vice versa. The on/off switching states of the upper transistors or equivalent are sufficient to evaluate the output voltage, $v_a$, $v_b$, and $v_c$, and supplies the three-phase load.
2.3.2.1. Switching patterns and output voltages

Three-phase VSI has three legs with two transistor switches in one leg. Each transistor switch consists of a feedback diode (freewheeling diode) connected in anti-parallel with a transistor. The feedback diode conducts current when the load current direction is opposite to the voltage direction. Suppose that the power switch devices are ideal (inverter nonlinearity will be discussed in Chapter 5). It gives the possibility to connect each of the three motor phase coils to a positive or negative terminal of the DC-link voltage. Thus, the equivalent scheme of the three-phase inverter is shown in Fig. 2.9. There are eight possible combinations of the on/off patterns for the three upper power transistors, which feed the three-phase power inverter.

The six positions of switches ($V_1 \sim V_6$) produce a phase output voltage equal ±1/3 or ±2/3 of the DC-link voltage. The last two vectors ($V_0$, $V_7$) give zero output voltage. The relationship of the output stator (phase-to-neutral) voltage components and the output stator (phase-to-zero) voltage components can be calculated as,

$$
\begin{bmatrix}
  v_{oa} \\
  v_{bo} \\
  v_{co}
\end{bmatrix}
= 
\begin{bmatrix}
  v_{ao} \\
  v_{bo} \\
  v_{co}
\end{bmatrix} 
- 
\begin{bmatrix}
  v_{no} \\
  v_{no} \\
  v_{no}
\end{bmatrix}
$$

(2.5)

where $v_{ao}$, $v_{bo}$, and $v_{co}$ are the stator phase-to-zero voltages of phases $a$, $b$, and $c$ respectively, and $v_{no}$ refers to the neutral-to-zero voltage. The value of the phase-to-zero voltages is equal to the DC-link voltage, $V_{DC}$. Because in balance operation
conditions, the sums of all three line-to-neutral voltages must be zero, then the stator phase-to-neutral voltage components can be given by,

\[ v_{an} + v_{bn} + v_{cn} = 0 \]  

(2.6)

Moreover, the neutral-to-zero voltages can be expressed in terms of the stator phase-to-zero voltage by substituting (2.5) into (2.6), yielding:

\[ v_{no} = \frac{1}{3} (v_{an} + v_{bn} + v_{cn}) \]  

(2.7)

Substituting (2.7) into (2.5) will give

\[
\begin{bmatrix}
    v_{an} \\
    v_{bn} \\
    v_{cn}
\end{bmatrix}
= \begin{bmatrix}
    \frac{2}{3} & \frac{1}{3} & \frac{1}{3} \\
    \frac{1}{3} & \frac{2}{3} & \frac{1}{3} \\
    \frac{1}{3} & \frac{1}{3} & \frac{2}{3}
\end{bmatrix}
\begin{bmatrix}
    v_{ao} \\
    v_{bo} \\
    v_{co}
\end{bmatrix}
= \begin{bmatrix}
    \frac{2}{3} & \frac{1}{3} & \frac{1}{3} \\
    \frac{1}{3} & \frac{2}{3} & \frac{1}{3} \\
    \frac{1}{3} & \frac{1}{3} & \frac{2}{3}
\end{bmatrix}
\begin{bmatrix}
    S_a \\
    S_b \\
    S_c
\end{bmatrix}
\times V_{DC}
\]  

(2.8)

where \( S_a, S_b, \) and \( S_c \) are the switching states on the inverter legs, Fig. 2.9. Moreover, the phase-to-neutral voltages can be expressed by the Fourier series formula given below [114]:

\[
v_{an} = \frac{2}{3} V_{DC} \sum_{n=1}^{\infty} \frac{1}{n} \sin(n \omega t) = V_{m(n)} \sum_{n=1}^{\infty} \frac{1}{n} \sin(n \omega t)
\]  

(2.9)

where \( V_{m(n)} \) is the peak value of the \( n \)-th harmonic. On the other hand, the phase-to-phase voltages can be calculated as:
\[
\begin{bmatrix}
    v_{ab} \\
    v_{bc} \\
    v_{ca}
\end{bmatrix} =
\begin{bmatrix}
    v_{an} - v_{bn} \\
    v_{bn} - v_{cn} \\
    v_{cn} - v_{an}
\end{bmatrix} =
\begin{bmatrix}
    S_a - S_b \\
    S_b - S_c \\
    S_c - S_a
\end{bmatrix} \cdot V_{DC}
\] (2.10)

Fig. 2.10 presents the phase-to-neutral and phase-to-phase voltages as they appear from the load side based on (2.8) and (2.10). On the other hand, the relation between \(V_{DC}\) and the \(\alpha\beta\) voltage can be obtained by applying Clark’s transformation on equation (2.10) (refer to Appendix A), which gives:

\[
\begin{bmatrix}
    v_{\alpha} \\
    v_{\beta}
\end{bmatrix} =
\begin{bmatrix}
    \frac{2}{3} & -1 & -1 \\
    \frac{1}{3} & \frac{1}{\sqrt{3}} & -\frac{1}{\sqrt{3}} \\
    0 & \frac{1}{\sqrt{3}} & \frac{1}{\sqrt{3}}
\end{bmatrix}
\begin{bmatrix}
    S_a \\
    S_b \\
    S_c
\end{bmatrix} \cdot V_{DC}
\] (2.11)

(a) Phase-to-neutral voltages

(b) Phase-to-phase voltages

Fig. 2.10 Inverter output voltage from load side.
Moreover, the relationship between the switching state and the amplitude of the 8th voltage vectors of the three-phase VSI are summarized in Table 2.3.

### 2.3.2.2. Pulse width modulation based SVM

Pulse width modulation (PWM) techniques are widely employed to obtain the suitable duty cycle for each switch in the VSI. Therefore, many different modulation methods were proposed in literature [114], [115], [116]. Most of them aim to provide some general features such as

- Increased range of linear operation region;
- Reduced high order voltage and current harmonics;
- Operated in over-modulation;
- Minimal number of switching to reduce the switching power losses;
- Low common mode voltage.

Each PWM technique has specific feature, which may be different from the others, and cannot meet all requirements in the full operating region. Thus, the content of the higher harmonics voltage (current) and electromagnetic interference generated in the inverter fed drive depend on the modulation technique. Hence, the development of modulation methods may improve converter parameters. In the carrier based PWM techniques, the zero sequence signals (ZSS) are added to extend the linear operation range. The most commonly used PWM techniques are carrier based, which is also

<table>
<thead>
<tr>
<th>Vectors No. V_{dc}</th>
<th>Switching state (S_{dc})</th>
<th>Phase to zero voltage</th>
<th>Phase to neutral voltage</th>
<th>αβ voltage</th>
</tr>
</thead>
<tbody>
<tr>
<td>V0</td>
<td>000</td>
<td>-\frac{1}{2}</td>
<td>-\frac{1}{2}</td>
<td>0</td>
</tr>
<tr>
<td>V1</td>
<td>100</td>
<td>\frac{1}{2}</td>
<td>-\frac{1}{2}</td>
<td>-\frac{1}{2}</td>
</tr>
<tr>
<td>V2</td>
<td>110</td>
<td>\frac{1}{2}</td>
<td>\frac{1}{2}</td>
<td>-\frac{1}{2}</td>
</tr>
<tr>
<td>V3</td>
<td>010</td>
<td>\frac{1}{2}</td>
<td>\frac{1}{2}</td>
<td>-\frac{1}{2}</td>
</tr>
<tr>
<td>V4</td>
<td>011</td>
<td>\frac{1}{2}</td>
<td>\frac{1}{2}</td>
<td>-\frac{1}{2}</td>
</tr>
<tr>
<td>V5</td>
<td>001</td>
<td>\frac{1}{2}</td>
<td>\frac{1}{2}</td>
<td>-\frac{1}{2}</td>
</tr>
<tr>
<td>V6</td>
<td>101</td>
<td>\frac{1}{2}</td>
<td>\frac{1}{2}</td>
<td>-\frac{1}{2}</td>
</tr>
<tr>
<td>V7</td>
<td>111</td>
<td>\frac{1}{2}</td>
<td>\frac{1}{2}</td>
<td>\frac{1}{2}</td>
</tr>
</tbody>
</table>
known as the sinusoidal (SPWM), triangulation, sub-harmonic, or sub-oscillation techniques [114], [116]. SPWM is based on a triangular carrier signal of which three reference signals \(v_a, v_b, v_c\) are compared with triangular carrier signal \(V_C\). In this manner, the switching signals \(S_a, S_b,\) and \(S_c\) are generated. The modulation index \((M)\) of SPWM is defined as

\[
M = \frac{V_{m(n)}}{V_C} \tag{2.12}
\]

\[
V_{\text{phase}} = \frac{1}{2\sqrt{2}} M \cdot V_{DC} \tag{2.13}
\]

\[
V_{\text{line}} = \frac{\sqrt{3}}{2\sqrt{2}} M \cdot V_{DC} \tag{2.14}
\]

where \(V_{m(n)}\) and \(V_C\) are the modulating and carrier signal voltages, respectively. The modulation index in this technique can be varied between 0 and 1 to give a linear relation between the reference and output waves. At \(M=1\), the maximum peak value of the fundamental phase voltage is \(V_{DC}/2\), the maximum phase-to-phase (line) output voltage with SPWM is approaching to 61.2% of the DC-link voltage in the linear modulation range.

When the neutral point \(N\) on the AC side is not connected to the DC side midpoint \(0\), (see Fig. 2.8), the phase currents will depend only on the voltage difference between phases. Therefore, it is possible to inject an additional Zero Sequence Signal (ZSS). A schematic diagram of the modulator based on the additional ZSS is shown in Fig. 2.11 [117]. Moreover, many modulation techniques are depending on the ZSS waveform. The most popular PWM methods are shown in Fig. 2.12. These techniques are divided into two groups: continuous and discontinuous. In the continuous PWM (CPWM) techniques, the modulation waveform is always within the triangular peak boundaries and in every carrier cycle triangle and modulation waveform intersections. Hence, on and off switchings occur.
Fig. 2.11 PWM technique with additional ZSS.

Fig. 2.12 PWM waves with ZSS

Fig. 2.12 also shows sinusoidal PWM (SPWM), third harmonic PWM (THIPWM), and space vector PWM (SVPWM) with ZSS equal to 0.25 of the peak value corresponding to a minimum of output current harmonics. In the discontinuous PWM (DPWM) techniques, a modulation waveform of a phase has a segment, which is clamped to the positive or negative DC-link voltage. In these segments, some power converter switches do not switch. Therefore, less switching losses (average 33%) can be ensured. The modulation method with triangular shape of ZSS with 0.25 of peak value corresponds to space vector modulation (SVPWM) with a symmetrical placement of the zero vectors in a sampling period will be discussed in the next section.
2.3.2.3. **Space vector pulse width modulation (SVM)**

Space vector PWM technique (also called space vector modulation (SVM) as will be used in this thesis) is used to generate the required voltage or current to feed the motor or phase signals. It is widely employed for AC drives with the condition that the harmonic current is as small as possible, and the maximum output voltage is as large as possible. Recently, SVM becomes the most common PWM technique that is used in a three-phase VSI for the control of induction, switched reluctance, and PMSM machines. Comparing with the conventional SPWM, the SVM is more suitable for digital implementation and can increase the maximum output voltage with maximum line voltage approaching to 70.7% of the DC-link voltage (compared to SPWM’s 61.2%) in the linear modulation range. Moreover, it can obtain a higher efficiency, a better voltage total harmonic distortion (THD), and a higher torque at a higher speed range [118], [119].

The zeros, non-zero, and reference voltage vectors are shown in Fig. 2.13. The 8th vectors are corresponding to the operation state of the inverter. The active six vectors \( (V_1, V_2\sim V_6) \) divide the space plan into six equal area (six sectors) displaced by 60°, which can be represented by a complex vector expression as:

\[
V_i = \begin{cases} 
\frac{2}{3}V_{dc} \exp^{j(i-1)\pi/3} &; i = 1,2,\ldots,6 \\
0 &; i = 0,7
\end{cases}
\]  

(2.15)

In the SVM, to define of which active voltage space vector is responsible for generating the synthesized output voltage vector. The values of the instantaneous
voltage \( v_\alpha \) and \( v_\beta \) in the \( \alpha\beta \) reference frames are used to predict the sector of the operating active vector. Assume three variable values of \( V_{ref1} \), \( V_{ref2} \), and \( V_{ref3} \) that can be defined as:

\[
V_{ref1} = v_\beta \tag{2.16}
\]

\[
V_{ref2} = \sqrt{3}v_\alpha - v_\beta \tag{2.17}
\]

\[
V_{ref3} = -\sqrt{3}v_\alpha - v_\beta \tag{2.18}
\]

Then calculate the operating transistors as:

\[
N = 4 \times C + 2 \times B + A \tag{2.19}
\]

where the values of the variables A, B, and C can be defined as follows:

A=1, if \( V_{ref1} > 0 \); otherwise, A=0;

B=1, if \( V_{ref2} > 0 \); otherwise, C=0;

C=1, if \( V_{ref3} > 0 \); otherwise, C=0.

The final relationship between \( N \) and the operating sectors is given in Table 2.3.

**TABLE 2.3 SECTOR SELECTION**

<table>
<thead>
<tr>
<th>N</th>
<th>3</th>
<th>1</th>
<th>5</th>
<th>4</th>
<th>6</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sectors</td>
<td>Sector(1)</td>
<td>Sector(2)</td>
<td>Sector(3)</td>
<td>Sector(4)</td>
<td>Sector(5)</td>
<td>Sector(6)</td>
</tr>
</tbody>
</table>

Furthermore, in Fig. 2.13 there are two operation regions (linear and non-linear). For linear operation region, \( V_{ref} \) remains within the hexagon, which means that the maximum amplitude voltage is equal \( V_{DC}/\sqrt{3} \) and the modulation index (\( M \)) is equal to

\[
M = \frac{V_{DC}}{2V_{DC} / \pi} = \frac{\pi}{2\sqrt{3}} = 0.9068 \tag{2.20}
\]

The reference voltage vector is sampled with the fixed clock frequency \( 2f_s \). Assuming that \( V_{ref} \) is located in the sector (1) of Fig. 2.13 [120], [121], [122], it can be realized by employing the two nearest active voltage vectors \( V_1 \) and \( V_2 \) along with the zero vector as shown in Fig. 2.14. The integral of \( V_{ref} \) over single space vector modulation cycle gives

\[
\frac{\tau}{\tau} \int_{0}^{\tau} V_{ref} \, dt = \frac{\tau}{\tau} \int_{0}^{\tau} V_1 \, dt + \frac{\tau_1 \tau_2}{\tau_1} \int_{\tau_1}^{\tau_2} V_2 \, dt + \frac{\tau}{\tau_1 + \tau_2} \int_{\tau_1 + \tau_2}^{\tau} V_0 \, dt \tag{2.21}
\]
where $t_1$ and $t_2$ are the switching time durations spent on the output voltage vectors $V_1$ and $V_2$, respectively, $t_0$ and $t_7$ are the time durations spent on the zero vectors $V_0$ and $V_7$, and $T_s=1/f_s$ is the sampling time. For sufficiently high switching frequency, $V_{ref}$ is assumed constant during one switching cycle. Therefore, within the switching cycle, the variation of the stator voltage vector is $T_s V_{ref}$ and the status of vectors $V_1$ and $V_2$ should be controlled as [123]

$$T_s V_{ref} = t_1 V_1 + t_2 V_2 + t_0 (V_0 \ or \ V_7) \quad (2.22)$$

where

$$t_1 + t_2 + t_0 = T_s \quad (2.23)$$

$$v_1 = \frac{t_1}{T_s} V_1 \quad (2.24)$$

$$v_2 = \frac{t_2}{T_s} V_2 \quad (2.25)$$

From Fig. 2.14, and according to sine law, the relationship between the three vectors can be written as

$$\frac{|V_{ref}|}{\sin(120^\circ)} = \frac{|v_1|}{\sin(60^\circ - \delta_{ref})} = \frac{|v_2|}{\sin(\delta_{ref})} \quad (2.26)$$

For this formula, the vectors $v_1$ and $v_2$ can be presented as

$$v_1 = \frac{|V_{ref}| \sin(60^\circ - \delta_{ref})}{\sin(120^\circ)} = \frac{2}{\sqrt{3}} |V_{ref}| \sin(60^\circ - \delta_{ref}) \quad (2.27)$$

$$v_2 = \frac{|V_{ref}| \sin(\delta_{ref})}{\sin(120^\circ)} = \frac{2}{\sqrt{3}} |V_{ref}| \sin(\delta_{ref}) \quad (2.28)$$
If the space vectors in the equation are described in $dq$ coordinates, then it follows:

$$t_1 = \frac{v_{T_1}}{V_1} = \frac{\sqrt{3}|V_{ref}| T_s}{V_{DC}} \sin(60^\circ - \delta_{ref})$$  \hspace{1cm} (2.29)$$

$$t_2 = \frac{v_{T_2}}{V_2} = \frac{\sqrt{3}|V_{ref}| T_s}{V_{DC}} \sin(\delta_{ref})$$  \hspace{1cm} (2.30)$$

$$t_{0,7} = T_s - (t_1 + t_2) = T_s (1 - \sqrt{3}\frac{|V_{ref}|}{V_{DC}} \cos(30^\circ - \delta_{ref}))$$  \hspace{1cm} (2.31)$$

Afterward, the time interval of the active and zero vectors, i.e., $t_1$, $t_2$, and $t_{0,7}$ are identical for all space vector of SVM technique. Hence, the duty time cycle for upper ($S_1, S_3, S_5$) and lower ($S_4, S_6, S_2$) transistor for all sectors obtained by (2.29) ~ (2.31) can be represented as

$$\begin{bmatrix}
S_1 \\
S_3 \\
S_5
\end{bmatrix} = 
\begin{bmatrix}
1 & 1 & k & 1 & 0 & k & 0 & 0 & k & 0 & 1 & k & 1 & 1 & k \\
0 & 1 & k & 1 & 1 & k & 1 & 1 & k & 1 & 0 & k & 0 & 0 & k \\
0 & 0 & k & 0 & 0 & k & 0 & 1 & k & 1 & 1 & k & 1 & 1 & k \\
\end{bmatrix}
\begin{bmatrix}
t_1 \\
t_2 \\
t_{0,7}
\end{bmatrix}$$  \hspace{1cm} (2.32)$$

$$\begin{bmatrix}
S_4 \\
S_6 \\
S_2
\end{bmatrix} = 
\begin{bmatrix}
0 & 0 & k & 0 & 1 & k & 1 & 1 & k & 1 & 0 & k & 0 & 0 & k \\
1 & 0 & k & 0 & 0 & k & 0 & 0 & k & 0 & 1 & k & 1 & 1 & k \\
1 & 1 & k & 1 & 1 & k & 1 & 0 & k & 0 & 0 & k & 0 & 1 & k \\
\end{bmatrix}
\begin{bmatrix}
t_1 \\
t_2 \\
t_{0,7}
\end{bmatrix}$$  \hspace{1cm} (2.33)$$

where $k=0.5$, which depends on the space vector location, the basic vectors must be selected to minimize the number of switching changes in the converter. On the other hand, operating in the nonlinear region (also called over-modulation region) is used to increase the range of maximum output voltage up to 100% at $M=1$. This technique has been widely discussed in literature [114], [122], [124], [125].

### 2.4. Software Environment

The mathematical model of the PM machine and the implementation of different control strategies have been conducted on the MATLAB/SIMULINK (V. R2009a) software. It can be easily adapted with the dSPACE, V. DS1006 platform for real-time applications. The MATLAB/SIMULINK provide a wide range of algorithm development, data analysis, data visualization, signal processing, and numerical computation. Then m-file, s-functions, and embedded functions are utilized to achieve...
some mathematical expression such as fast Fourier transformation (FFT) for spectrum analysis, figure plotting and writing some expressions and the necessary functions. For figures plotting, the data obtained from the dSPACE are analyzed and Microsoft excel program is used.

2.5. Test Rig

The experimental tests are conducted on the balanced three-phase surface-mounted PM synchronous. It was designed and manufactured in the Electrical Machine and Drives Group (EMD), the University of Sheffield [126]. The machine stator has three-teeth of which one tooth for each phase. It was designed as two concentrated coils (non-overlapping winding coil) in series connection with the same phase, with a sinusoidal back-EMF. For investigation under different load torque conditions, the motor is mechanically coupled to the DC-generator, which acts as a loaded machine by adjusting a variable power resistor connected into the armature winding, and keeping excitation voltage applied to the field winding as shown in Fig. 2.15. It should be emphasized that the saturation effect of investigated motor can be neglected [126]. The machine is Y-connected and supplied by a three-phase VSI (the neutral point is not connected). It was designed for high-speed applications of which the rated speed is up to 9000 rpm at 200V of the DC-link voltage. However, the rated speed of the DC-load generator is 3000 rpm. Therefore, the maximum speed of the tested motor has to be limited within the speed range of the DC-load generator as well as the DC-link voltage should be reduced from 200V to 70V.

On the other hand, the unbalanced conditions of the tested machine have been generated by either adding extra impedance to the machine phases as shown in Fig. 2.16 or adding additional winding inside the machine as illustrated the terminal connection in Fig. 2.16 (b). These conditions will be separately explained through thesis chapters depending on the implementation method. Moreover, the parameters of the tested motor are given in Table 2.4.
(a) Test rig.

(b) System setup.

Fig. 2.15 Experimental system setup.

(a) Variable values impedance to create unbalanced behaviors
TABLE 2.4 PROTOTYPE PARAMETERS

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phase resistance</td>
<td>0.64</td>
<td>Ω</td>
</tr>
<tr>
<td>Winding inductance</td>
<td>3.19</td>
<td>mH</td>
</tr>
<tr>
<td>No. of pole pairs</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td>No. of turns/phase</td>
<td>60</td>
<td>turn</td>
</tr>
<tr>
<td>Permanent magnet flux</td>
<td>0.0928</td>
<td>Wb</td>
</tr>
<tr>
<td>DC-link voltage</td>
<td>48</td>
<td>V</td>
</tr>
<tr>
<td>Rated DC-link voltage</td>
<td>70</td>
<td>V</td>
</tr>
<tr>
<td>Rated torque</td>
<td>0.3</td>
<td>Nm</td>
</tr>
<tr>
<td>Rated current</td>
<td>2.2</td>
<td>A</td>
</tr>
<tr>
<td>Rated speed</td>
<td>3000</td>
<td>r/min</td>
</tr>
<tr>
<td>Mechanical inertia</td>
<td>0.00363</td>
<td>kg.m²</td>
</tr>
</tbody>
</table>

2.6. Summary

This chapter introduces the hardware and software system implementations. It presents a detail description of the dSPACE, inverter configuration, software environments, and the test rig of which all the experimental results in this thesis are carried out. On the other hand, the implementation of asymmetric PMSM situation will be discussed separately through thesis chapters. Moreover, a brief introduction to PWM techniques while an extensive discussion about SVM is also provided.
CHAPTER 3

CURRENT CONTROL OF UNBALANCED THREE-PHASE PMSM BASED ON DOUBLE SYNCHRONOUS REFERENCE FRAME CONTROLLER

Abstract—A simple and effective current control strategy for an asymmetric three-phase permanent magnet synchronous machine (PMSM) fed by a voltage source inverter (VSI). It is based on extraction of the positive and negative sequence components in phase frame, and then utilizes the double synchronous reference frame (DSRF) controller for the current ripple suppression caused by the machine asymmetry. Compared to the existing DSRF methods, the proposed strategy has advantages of no requirement of filters, decoupling network and specific current reference to obtain smooth positive and negative-sequence current components in both synchronous reference frames, which also bring the merit of better dynamic performance compared to the conventional DSRF methods. The feasibility of the proposed strategy has been verified by various experimental results under steady state and dynamic conditions.

3.1. Introduction

This chapter presents a mathematical model of the PMSM derived in stationary (abc-axis and αβ-axis) and synchronous (dq) reference frames for both balanced and unbalanced cases. When these machines operate under balanced condition, the conventional field oriented control strategy, which is usually performed by proportional-integral (PI) regulators in a single synchronous reference frame (single-SRF) [4], [127], [128], can achieve very good dynamic and steady-state performance. On the other hand, under unbalanced conditions, the machine performance will deteriorate, which results in the rise of torque ripple, extensive heating, acoustic noise, increase losses and reduce the efficiency due to existing of positive, negative-, and zero sequence components. Hence, the conventional current control implemented on single-SRF does not achieve satisfactory performance. Thus, a DSRF control strategy was introduced to enhance the machine performance under such conditions [72], [75], [129], [130]. It is well developed and for most common DSRF strategies, the measured three-phase currents directly transformed into both positive and negative SRFs, which causes
AC oscillation at twice of the fundamental frequency $2\omega_e$ combined with the DC signal in both SRFs [130], [131].

Over the past few years, many approaches, including hysteresis current control, proportional-resonant (PR) control [132], direct power control [83], model-based predictive direct power control, and double synchronous reference frame (DSRF) control [72], [75], [129], [130], have been developed and extensively investigated to achieve decent performance of currents when the electrical machines are asymmetric. Particularly, in DSRF strategy, the current control can be obtained by using a pair of PI current regulators in each of the positive and negative SRFs. For most common DSRF control strategy, the measured unbalanced three-phase currents are directly transformed into both positive and negative rotating SRFs, resulting in AC oscillation at twice of the fundamental frequency $2\omega_e$ combined with the DC signal in both SRFs [130]. To overcome this problem, many methods have been proposed to eliminate the $2\omega_e$ oscillations in the positive and negative SRFs, such as, filtering the measured feedback currents to obtain a pure DC values by employing a low pass filter (LPF) or notch filter [72], [73].

Other research has suggested for compensating the cross-coupling effect by implementing a decoupling network between positive and negative SRFs [130], [73]. This structure is also known as a decoupled DSRF controller (DDSRF). It eliminates the $2\omega_e$ cross-coupled oscillations by using a decoupling network based on the current reference, and then re-injected into the positive and negative SRFs. Thus, the AC oscillations will be eliminated in the DSRF and only pure DC currents are fed back to the PI-regulators [130].

In addition, a DSRF controller without filters in the feedback currents is presented in [75], where the reference currents match the oscillation in the measured feedback currents for both SRFs. Thus, the reference currents will have AC and DC components. To reduce the steady-state error, a resonant-gain path is employed in the current regulator, i.e. state-feedback path in each SRF [75]. However, it has proven that the state-feedback technique (also called resonant-gain [75]) for decoupling the cross-coupling between the orthogonal axes of each SRF in the DSRF controller does not provide noticeable improvement, because the terms added to one SRF interfere with those added to the other SRF [133].
The main focus of this paper is to investigate the asymmetric phenomenon caused by the winding impedance asymmetry and its remedy. A modified DSRF controller is based on the extraction of positive and negative-sequence components in phase reference frame. The modified DSRF controller ensures pure DC feedback currents in both positive and negative SRFs. The major benefits of the proposed strategy are not only parameter independent but also simple structure due to (a) no employment of filters as used in [72], (b) no requirement of a decoupling network as addressed in [130], (c) no need of specific current reference generation [134]. The feasibility of the proposed method will be verified by various experimental results.

3.2. Mathematical Model of PMSM under Balanced and Unbalanced Conditions

3.2.1. Representation of PMSM in stationary abc reference frame

Comparing a primitive version of a PMSM with wound-rotor synchronous motor, the stator of a PMSM has windings similar to those of wound-rotor synchronous motor, which is three-phase, Y-connected, and sinusoidally distributed. However, on the rotor side, instead of using the electrical circuit in the wound-rotor synchronous motor, constant rotor flux $\psi_{rabc}$ provided by the rotor PMs should be considered in the dq-model of a PMSM. Since the PMSM has a winding in the stator and a PM on the rotor, the three-phase stator voltage equations in the stationary abc reference frame of PMSM can be expressed in the matrix form as [4]:

$$
\begin{bmatrix}
    \dot{v}_{an} \\
    \dot{v}_{bm} \\
    \dot{v}_{cn}
\end{bmatrix} =
\begin{bmatrix}
    R_a & 0 & 0 \\
    0 & R_b & 0 \\
    0 & 0 & R_c
\end{bmatrix}
\begin{bmatrix}
    i_a \\
    i_b \\
    i_c
\end{bmatrix} +
\frac{d}{dt}
\begin{bmatrix}
    \psi_{sa} \\
    \psi_{sb} \\
    \psi_{sc}
\end{bmatrix},
$$

$$
\dot{v}_{abc} = R_{abc}\dot{i}_{abc} + \frac{d\psi_{abc}}{dt}
$$

(3.1)

where $v_{an}$, $v_{bm}$, and $v_{cn}$ represent the stator phase-to-neutral voltage of phases $a$, $b$, and $c$, respectively; $i_a$, $i_b$, and $i_c$ are respectively the stator phase currents of phases $a$, $b$, and $c$; $R_a$, $R_b$, and $R_c$ are the stator resistances of phases $a$, $b$, and $c$, respectively; $\psi_{sa}$, $\psi_{sb}$, and $\psi_{sc}$ are respectively the stator flux linkages of phases $a$, $b$, and $c$.

Moreover, the complex space vectors of the three-phase stator voltages, current, and flux linkages, all can be expressed in stationary reference frame as:

$$
\vec{F}_s = \frac{2}{3}[F_a(t) + aF_b(t) + a^2F_c(t)]
$$

(3.2)
where the factors $F$ can be any variables, i.e., voltage, current and stator flux linkage, and “$a$” and “$a^2$” are spatial operators for orientation of the stator windings $a = e^{j2\pi/3}$ and $a^2 = e^{j4\pi/3}$. The resultant voltage, current, and stator flux linkage space vectors are given in (3.2). Then, the stator flux linkage can be calculated by multiplying instantaneous phase values by the stator winding orientations in which the stator reference axis for the $a$-phase is chosen to the direction of maximum MMF. Reference axes for the $b$- and $c$- stator frames are selected to be 120° (electrical degrees) ahead of the $a$-axis, respectively. Then, the three-phase stator flux linkage $\vec{\psi}_{sabc}$ can be expressed in the matrix form as [135]:

$$
\begin{bmatrix}
\psi_{sa} \\
\psi_{sb} \\
\psi_{sc}
\end{bmatrix} =
\begin{bmatrix}
L_{aa} & M_{ab} & M_{ac} \\
M_{ba} & L_{bb} & M_{bc} \\
M_{ca} & M_{cb} & L_{cc}
\end{bmatrix}
\begin{bmatrix}
i_a \\
i_b \\
i_c
\end{bmatrix} +
\begin{bmatrix}
\psi_{ra} \\
\psi_{rb} \\
\psi_{rc}
\end{bmatrix},

\vec{\psi}_{sabc} = L_{abc}\vec{r}_{abc} + \vec{\psi}_{sabc}
$$

(3.3)

where $L_{aa}$, $L_{bb}$, and $L_{cc}$ are the self-inductances of the stator phases $a$, $b$ and $c$ windings, respectively, $M_{ab}$, $M_{ac}$, $M_{ba}$, $M_{bc}$, $M_{ca}$, and $M_{cb}$ are the stator phase mutual inductances between the phase windings, and $\psi_{ra}$, $\psi_{rb}$, and $\psi_{rc}$ are the rotor PM fluxes, which are a function of electrical rotor flux position ($\theta_r$), and the peak value of the rotor PM flux ($\psi_{PM}$) can be written as:

$$
\vec{\psi}_{rabc} = \psi_{PM} \begin{bmatrix}
\cos(\theta_r) \\
\cos(\theta_r - \frac{2\pi}{3}) \\
\cos(\theta_r - \frac{4\pi}{3})
\end{bmatrix}
$$

(3.4)

The PM rotor flux is changed according to the variation of $\theta_r$ at constant $\psi_{PM}$. Equation (3.4) is often known as the back-EMF constant. Due to the saturation effect and a mechanical structure of PMSM the inductance will be a function of $\theta_r$, the relationship between the mechanical rotor position ($\theta_m$) and the electrical rotor position $\theta_r$ is given by:

$$
\theta_r = p_n\theta_m
$$

(3.5)

where $p_n$ is the number of pole pairs. The inductance matrix $L_{abc}$ given in (3.3) can be expressed by Fourier series [136], [137]. Therefore, it will consist of a constant component and a sum of even harmonics when the rotor changes its position. Moreover, the inductance of any phase is at a minimum value when the rotor flux direction is
aligned with the phase. Thus, the self and mutual inductances of PMSM can be written in matrix form as [4]:

\[
\begin{bmatrix}
    L_{ca} & M_{ab} & M_{ac} \\
    M_{ba} & L_{ab} & M_{bc} \\
    M_{ca} & M_{cb} & L_{ce}
\end{bmatrix} = \begin{bmatrix}
    L_a & M_{ab.a} & M_{ac.a} \\
    M_{ba.a} & L_b & M_{bc.b} \\
    M_{ca.a} & M_{cb.c} & L_c
\end{bmatrix} + 
\begin{bmatrix}
    L_{a.2} \cos(2\theta_r) & M_{ab.2} \cos\left(2\theta_r - \frac{2\pi}{3}\right) & M_{ac.2} \cos\left(2\theta_r - \frac{4\pi}{3}\right) \\
    M_{ab.2} \cos\left(2\theta_r - \frac{2\pi}{3}\right) & L_{b.2} \cos\left(2\theta_r - \frac{4\pi}{3}\right) & M_{bc.2} \cos(2\theta_r) \\
    M_{ac.2} \cos\left(2\theta_r - \frac{4\pi}{3}\right) & M_{bc.2} \cos(2\theta_r) & L_{c.2} \cos\left(2\theta_r - \frac{2\pi}{3}\right)
\end{bmatrix}
\]

(3.6)

where \(L_a\), \(L_b\), and \(L_c\) are the average self-inductances of the stator phases \(a\), \(b\) and \(c\) windings, respectively, \(L_{a.2}\), \(L_{b.2}\), and \(L_{c.2}\) are the position dependant (sinusoidal components or saliency components) self-inductances, \(M_{ab.a} = M_{ab} = M_{ba}\), \(M_{ac.a} = M_{ac} = M_{ca}\), \(M_{bc.a} = M_{bc} = M_{cb}\) and \(M_{ab.2} = M_{ab2} = M_{ba2}\), \(M_{ac.2} = M_{ac2} = M_{ca2}\), \(M_{bc.2} = M_{bc2} = M_{cb2}\) are the average and position dependant stator phase mutual inductances [138]. The stator flux linkage produced by the PM consists of a fixed and sinusoidal components and the sum of odd harmonics when it is represented in stationary \(abc\) reference frame. If this assumption is valid, the three-phase flux linkage produced by the PM has only a fundamental component as indicated in (3.5). On the other hand, the electromagnetic torque generated by PMSM can be obtained by using the co-energy of the electromagnetic system derivations [139]. The co-energy is defined as:

\[
W_c(i_a, i_b, i_c, \theta_r) = \int_0^{i_{a.0}} \psi_{a.a}(i_a = 0, i_c = 0, \theta_r) di_a + \int_0^{i_{b.0}} \psi_{b.b}(i_a = 0, i_c = 0, \theta_r) di_b + \int_0^{i_{c.0}} \psi_{c.c}(i_a = 0, i_b = 0, \theta_r) di_c
\]

(3.7)

and the electromagnetic torque can be determined from the co-energy expression (3.7) as:

\[
T_c(i_a, i_b, i_c, \theta_r) = \frac{dW_c}{d\theta_m} = \frac{dW_c}{d\theta_r}
\]

(3.8)

Solving (3.8), the expression of co-energy for PMSM in stationary \(abc\) reference frame is found to be
Thus, according to (3.9) the electromagnetic torque of the PMSM can be written as:

\[
T_e = i_{\text{abc}}^T \frac{d\psi_{\text{abc}}(\theta)}{d\theta_m} + \frac{1}{2} i_{\text{abc}}^T \frac{dL_{\text{abc}}(\theta)}{d\theta_m} i_{\text{abc}}
\]

(3.10)

where \(i_{\text{abc}}^T = [i_a, i_b, i_c]\) represent the transport form of the stator phase current \(i_{\text{abc}}\). For a balanced and symmetrical PMSM with Y-connection, the sum of the three-phase stator currents is zero and given by:

\[
i_a + i_b + i_c = 0
\]

(3.11)

The derivation of inductance matrix (3.6) is given by:

\[
\frac{dL_{\text{abc}}(\theta)}{d\theta_m} = 2p_s \left[ -L_{a2} \sin(2\theta) - M_{ab,ba2} \sin\left(2\theta - \frac{2\pi}{3}\right) - M_{ac,ca2} \sin\left(2\theta - \frac{4\pi}{3}\right) \\
- M_{ab,ba2} \sin\left(2\theta - \frac{2\pi}{3}\right) - L_{b2} \sin\left(2\theta - \frac{4\pi}{3}\right) - M_{bc,cb2} \sin(2\theta) \\
- M_{ac,ca2} \sin\left(2\theta - \frac{2\pi}{3}\right) - M_{bc,cb2} \sin(2\theta) - L_{c2} \sin\left(2\theta - \frac{2\pi}{3}\right) \right]
\]

(3.12)

By substituting (3.12) into (3.10), the electromagnetic torque can be derived as:

\[
T_e = -p_s \psi_{\text{pm}} \left[ \sin(\theta) i_a + \sin\left(\theta - \frac{2\pi}{3}\right) i_b + \sin\left(\theta - \frac{4\pi}{3}\right) i_c \right] + \\
\frac{1}{2} \left[ L_{a2} i_a^2 + L_{b2} \sin\left(2\theta - \frac{4\pi}{3}\right) i_b^2 + L_{c2} \sin\left(2\theta - \frac{2\pi}{3}\right) i_c^2 \right] + \\
2 \left[ M_{ab,ba2} \sin\left(2\theta - \frac{2\pi}{3}\right) i_a i_b + M_{ac,ca2} \sin\left(2\theta - \frac{4\pi}{3}\right) i_b i_c + M_{bc,cb2} \sin(2\theta) i_c i_c \right]
\]

(3.13)

Equation (3.13) represents a general form of the electromagnetic torque of PMSM with asymmetric windings described in a three-phase reference frame. However, when the machine windings are symmetrical, i.e., \(L_{a2} = L_{b2} = L_{c2} = L_2\) and \(M_{ab,ba2} = M_{ac,ca2} = M_{bc,cb2} = M_2\), (3.13) can be simplified as:
In (3.14), the second and third components represent the reluctance torque components associated with a salient pole PM rotor. Generally, regarding the sinusoidal back-EMF PMSMs, all high order back-EMF harmonic components can be neglected. For a non-salient pole, symmetrical PMSM with a sinusoidal back-EMF both self and mutual inductance are zero, i.e., $L_2=M_2=0$, and then (3.14) can be written as:

$$T_e = -p \psi_{pm} \left[ \sin(\theta_r) i_a + \sin(\theta_r - \frac{2\pi}{3}) i_b + \sin(\theta_r - \frac{4\pi}{3}) i_c \right] - pL_2 \left[ \sin(2\theta_r) i_a^2 + \sin(2\theta_r - \frac{2\pi}{3}) i_b^2 + \sin(2\theta_r - \frac{4\pi}{3}) i_c^2 \right]$$

As the electromagnetic torque produced by the machine is balanced with the mechanical load applied to its rotor shaft, the acceleration equation can be given by:

$$\frac{d\omega_m}{dt} = \frac{1}{J} (T_e - T_L - B \omega_m) \quad (3.16)$$

where $\omega_m$ is the mechanical angular speed, $T_L$ is the applied load torque, $J$ is the inertia constant, and $B$ denotes the viscosity constant.

### 3.2.2. Representation of PMSM in stationary $\alpha\beta\theta$-reference frame

#### 3.2.2.1. Electromagnetic torque and stator flux linkage of salient PMSM

In this special case, the PMSM mathematical modeling assumes that:

- The machine is Y-connected (no zero sequence) and symmetrical with $90^\circ$ electrical degrees between $\alpha$- and $\beta$-axes;
- The inductance versus rotor position is sinusoidal;
- The phase $a$ winding impedance is slightly increased by $\Delta Z_a = (1+\Delta)R_a + (1+\Delta)I_{a\alpha}$;
- The flux produced by the PM in the stator is sinusoidal.

Then, the current, voltage and stator flux will consist of positive and negative sequence components due to different phase impedance as:
\[
F_{abc} = F_{abc\_sym} + F_{abc\_asy}
\]  

(3.17)

where \( F \) could be voltage, current, and stator flux linkage, whereas the impedance (\( R_{abc} \) and \( L_{abc} \)) matrix in the stationary \( abc \) reference frame can be written as [140]:

\[
R_{abc} = \begin{bmatrix}
(1 + \Delta)R_a & 0 & 0 \\
0 & R_b & 0 \\
0 & 0 & R_c
\end{bmatrix} = \begin{bmatrix}
R_a & 0 & 0 \\
0 & R_b & 0 \\
0 & 0 & R_c
\end{bmatrix} + \begin{bmatrix}
\Delta R_a & 0 & 0 \\
0 & 0 & \Delta R_c \\
0 & 0 & 0
\end{bmatrix}
\]  

(3.18)

\[
L_{abc} = \begin{bmatrix}
(1 + \Delta)^2 L_{aa} & \Delta M_{ab} & \Delta M_{ac} \\
\Delta M_{ba} & L_{bb} & M_{bc} \\
\Delta M_{ca} & M_{cb} & L_{cc}
\end{bmatrix} = \begin{bmatrix}
L_{aa} & M_{ab} & M_{ac} \\
M_{ba} & L_{bb} & M_{bc} \\
M_{ca} & M_{cb} & L_{cc}
\end{bmatrix} + \begin{bmatrix}
(\Delta^2 + 2\Delta) L_{aa} & \Delta M_{ab} & \Delta M_{ac} \\
\Delta M_{ba} & 0 & 0 \\
\Delta M_{ca} & 0 & 0
\end{bmatrix}
\]  

(3.19)

According to [4] and from Fig. 3.1, the mathematical model in stationary \( a\beta0 \) reference frame is derived by using Clarke-transformation from stationary \( abc \) to stationery \( a\beta0 \) reference frames (refer to Appendix A). Thus, the parameter matrices in the stationary \( a\beta0 \) reference frame can be derived as:

\[
R_{a\beta0} = [T_{a\beta0\_abc}] [R_{abc}] [T_{a\beta0\_abc}]^T, \quad R_{a\beta0} = R_{a\beta0\_sym} + R_{a\beta0\_asy}
\]  

(3.20)

\[
L_{a\beta0} = [T_{a\beta0\_abc}] [L_{abc}] [T_{a\beta0\_abc}]^T, \quad L_{a\beta0} = L_{a\beta0\_sym} + L_{a\beta0\_asy}
\]  

(3.21)
where the healthy machine parameter (resistance and inductance) matrices under the assumption of \( R_a = R_b = R_c, L_{aa} = L_{bb} = L_{cc} = L, \) and \( M_{ab} = M_{ba} = M_{ca} = M_{ac} = M_{bc} = M_{cb} = M. \)

Then, the symmetrical and asymmetric impedance matrices in the stationary \( \alpha \beta 0 \) reference frame can be derived as (mathematical derivation is given in Appendix B):

\[
R_{\alpha\beta0_{\text{sym}}} = \begin{bmatrix}
  \left(\frac{4}{6} R_a + \frac{1}{6} R_b + \frac{1}{6} R_c\right) & \left(\frac{1}{2\sqrt{3}} R_c - \frac{1}{2\sqrt{3}} R_b\right) & \left(\frac{2}{3} R_a - \frac{1}{3} R_b - \frac{1}{3} R_c\right) \\
  \left(\frac{1}{2\sqrt{3}} R_c - \frac{1}{2\sqrt{3}} R_b\right) & R_b & \left(\frac{1}{2\sqrt{3}} R_b - \frac{1}{2\sqrt{3}} R_c\right) \\
  \left(\frac{1}{3} R_a - \frac{1}{6} R_b - \frac{1}{6} R_c\right) & \left(\frac{1}{2\sqrt{3}} R_b - \frac{1}{2\sqrt{3}} R_c\right) & \left(\frac{1}{3} R_a + \frac{1}{3} R_b + \frac{1}{3} R_c\right)
\end{bmatrix}
\]

\[= \begin{bmatrix}
  R_s & 0 & 0 \\
  0 & R_s & 0 \\
  0 & 0 & R_s
\end{bmatrix}
\]

\[
R_{\alpha\beta0_{\text{asy}}} = \begin{bmatrix}
  \frac{2}{3} \Delta R_a & 0 & \frac{2}{3} \Delta R_a \\
  0 & 0 & 0 \\
  \frac{1}{3} \Delta R_a & 0 & 0
\end{bmatrix}
\]

\[L_{\alpha\beta0_{\text{sym}}} = \begin{bmatrix}
  (L - M) & 0 & 0 \\
  0 & (L - M) & 0 \\
  0 & 0 & -(L - M)
\end{bmatrix} + \begin{bmatrix}
  \left(\frac{1}{2} L_2 + M_2\right) \cos(2\theta) & \left(\frac{1}{2} L_2 + M_2\right) \sin(2\theta) & 0 \\
  \left(\frac{1}{2} L_2 + M_2\right) \sin(2\theta) & -\left(\frac{1}{2} L_2 + M_2\right) \cos(2\theta) & 0
\end{bmatrix}
\]

\[L_{\alpha\beta0_{\text{asy}}} = \begin{bmatrix}
  \left[\frac{2}{3} \Delta^2 + \frac{4}{3} \Delta\right] L - \frac{4}{3} \Delta M & 0 & \left[\frac{2}{3} \Delta^2 + \frac{4}{3} \Delta\right] L + \frac{2}{3} \Delta M \\
  0 & 0 & 0 \\
  \left[\frac{2}{3} \Delta^2 + \frac{4}{3} \Delta\right] L + \frac{1}{3} \Delta M & 0 & \left[\frac{2}{3} \Delta^2 + \frac{4}{3} \Delta\right] L + \frac{4}{3} \Delta M
\end{bmatrix}
\]

\[+ \begin{bmatrix}
  \left(\Delta M_2\right) \cos(2\theta) & \left(\Delta M_2\right) \sin(2\theta) & 0 \\
  \left(\Delta M_2\right) \sin(2\theta) & -\left(\Delta M_2\right) \cos(2\theta) & 0
\end{bmatrix}
\]

The positive- and negative-sequence stator flux linkages of a salient PMSM can be derived as below:
\[ \psi_{\alpha\beta} = [L_{\alpha\beta, \text{sym}, \alpha\beta}] [i_{\alpha\beta}] + \psi_{\alpha\beta} \quad (3.24) \]

\[ \psi_{\alpha+} = (L - M) i_{\alpha+} + \left( \frac{1}{2} L_2 + M_2 \right) \cos(2 \theta) i_{\alpha+} + \left( \frac{1}{2} L_2 + M_2 \right) \sin(2 \theta) i_{\beta+} + \psi_{\alpha+} \quad (3.25) \]

\[ \psi_{\beta+} = (L - M) i_{\beta+} + \left( \frac{1}{2} L_2 + M_2 \right) \sin(2 \theta) i_{\alpha+} - \left( \frac{1}{2} L_2 + M_2 \right) \cos(2 \theta) i_{\beta+} + \psi_{\beta+} \]

\[ \psi_{\alpha-} = \left[ \frac{2}{3} \Delta^2 + \frac{4}{3} \Delta L - \frac{4}{3} \Delta M \right] i_{\alpha-} + \left[ \frac{2}{3} \Delta^2 + \frac{4}{3} \Delta L + \frac{2}{3} \Delta M_2 \right] \cos(2 \theta) i_{\alpha-} \]

\[ + \left( \frac{1}{2} L_2 + \Delta M_2 \right) \sin(2 \theta) i_{\beta-} + \psi_{\alpha-} \quad (3.26) \]

\[ \psi_{\beta-} = \left( \frac{1}{2} L_2 + \Delta M_2 \right) \sin(2 \theta) i_{\alpha-} - \left( \frac{1}{2} L_2 + \Delta M_2 \right) \cos(2 \theta) i_{\beta-} + \psi_{\beta-}. \]

while the positive- and negative-rotor PM fluxes can be expressed as:

\[ \psi_{\alpha+} = \psi_{PM} \cos(\theta) \]

\[ \psi_{\beta+} = \psi_{PM} \sin(\theta) \quad (3.27) \]

\[ \psi_{\alpha-} = \frac{2}{3} \Delta \psi_{PM} \cos(\theta) \quad (3.28) \]

\[ \psi_{\beta-} = 0 \]

Then, the final positive- and negative-sequence voltage equations in the stationary \( \alpha\beta \) reference frame can be derived as:

\[ v_{\alpha\beta} = \{ R_{\alpha\beta}, i_{\alpha\beta} + \frac{d \psi_{\alpha\beta}}{dt} \} + \{ R_{\alpha\beta}, i_{\alpha\beta} + \frac{d \psi_{\alpha\beta}}{dt} \} \quad (3.29) \]

and the electromagnetic torque can be expressed in the general form as

\[ T_e = i_{\alpha\beta} \frac{d \psi_{\alpha\beta}}{dt} \]

\[ + \frac{1}{2} i_{\alpha\beta} \left[ \frac{d L_{\alpha\beta}}{dt} \right] i_{\alpha\beta} = T_{e+} + T_{e-} \quad (3.30) \]

\[ T_{e+} = \frac{3}{2} P_n \left[ \begin{array}{c}
\frac{d \psi_{\alpha+}}{d \theta} + i_{\alpha+} \frac{d \psi_{\beta+}}{d \theta} - \left( \frac{1}{2} L_2 + M_2 \right) \sin(2 \theta) i_{\alpha+} \\
+ \left( \frac{1}{2} L_2 + M_2 \right) \sin(2 \theta) i_{\beta+} - \left( \frac{1}{2} L_2 + M_2 \right) \cos(2 \theta) i_{\alpha+} + \left( \frac{1}{2} L_2 + M_2 \right) \cos(2 \theta) i_{\beta+}
\end{array} \right] \quad (3.30a) \]

\[ T_{e-} = \frac{3}{2} P_n \left[ \begin{array}{c}
\frac{d \psi_{\alpha-}}{d \theta} + i_{\alpha-} \frac{d \psi_{\beta-}}{d \theta} - \left[ \frac{2}{3} \Delta^2 + \frac{4}{3} \Delta L + \frac{2}{3} \Delta M_2 \right] \sin(2 \theta) i_{\alpha-} \\
+ \left( \frac{2}{3} \Delta^2 + \frac{4}{3} \Delta L + \frac{2}{3} \Delta M_2 \right) \sin(2 \theta) i_{\beta-} - \left( \frac{2}{3} \Delta^2 + \frac{4}{3} \Delta L + \frac{2}{3} \Delta M_2 \right) \cos(2 \theta) i_{\alpha-} + \left( \frac{2}{3} \Delta^2 + \frac{4}{3} \Delta L + \frac{2}{3} \Delta M_2 \right) \cos(2 \theta) i_{\beta-}
\end{array} \right] \quad (3.30b) \]
On the other hand, for a machine with Y-connected winding and sinusoidal back EMF all the high order harmonic components are neglected. Thus, the torque equation can be represented in terms of the positive- and negative-sequence flux and current components as:

\[
T_e = 1.5 p_n \text{Im} \left\{ \left( \psi'_{\alpha\beta} \cdot i_{\alpha\beta} \right) \right\} \\
= 1.5 p_n \text{Im} \left\{ \left( \psi'_{\alpha\beta} \cdot i_{\alpha\beta} \right) + \left( \psi'_{\alpha\beta} \cdot i_{\alpha\beta} \right) + \left( \psi'_{\alpha\beta} \cdot i_{\alpha\beta} \right) \right\} \\
= 1.5 p_n \left[ \left( \psi_{\alpha+} i_{\beta+} - \psi_{\beta+} i_{\alpha+} \right) + \left( \psi_{\alpha-} i_{\beta-} - \psi_{\beta-} i_{\alpha-} \right) \right], \tag{3.31}
\]

If the machine is balanced, i.e., \( i_{\alpha\beta} = 0 \) and \( \psi_{\alpha\beta} = 0 \), then, the electromagnetic torque can be simplified as:

\[
T_e = 1.5 p_n \left( \psi_{\alpha} i_{\beta} - \psi_{\beta} i_{\alpha} \right) \tag{3.32}
\]

### 3.2.2.2. Electromagnetic torque and stator flux linkage equation of non-salient PMSM

For a non-salient PMSM, \( L_2 = M_2 = 0 \). Whereas the positive and negative sequence flux linkage components, and the electromagnetic torque in the stationary \( \alpha\beta \) reference frame are simpler than those in a salient PMSM, which can be presented as:

\[
\begin{align*}
\psi_{\alpha+} &= (L - M) i_{\alpha+} + \psi_{PM} \cos(\theta_r) \\
\psi_{\beta+} &= (L - M) i_{\beta+} + \psi_{PM} \sin(\theta_r) \\
\psi_{\alpha-} &= \left( \frac{2}{3} \Delta^2 + \frac{4}{3} \Delta \right) L - \frac{4}{3} \Delta M |i_{\alpha-} + \frac{2}{3} \Delta \psi_{PM} \cos(\theta_r) \\
\psi_{\beta-} &= 0.
\end{align*}
\tag{3.33}
\]

and for the Y-connected winding PMSM, the electromagnetic torque is given by:

\[
\begin{align*}
T_{e+} &= \frac{3}{2} p_n \left\{ \frac{d \psi_{\alpha+} i_{\alpha+}}{d \theta_r} + \frac{d \psi_{\beta+} i_{\beta+}}{d \theta_r} \right\} \tag{3.35a} \\
T_{e-} &= \frac{3}{2} p_n \left\{ \frac{d \psi_{\alpha-} i_{\alpha-}}{d \theta_r} \right\} \tag{3.35b}
\end{align*}
\]

Moreover, the electromagnetic torque for a Y-connected winding, non-salient sinusoidal back-EMF PMSM can be described as:
\[ T_e = 1.5p_n \text{Im} \left\{ \psi_{a\phi^+} \bar{i}_{a\phi^+} \right\} = 1.5p_n \text{Im} \left\{ (\psi_{a\phi^+} \bar{i}_{a\phi^+}) + (\psi_{a\phi^-} \bar{i}_{a\phi^-}) + (\psi_{a\phi^+} \bar{i}_{a\phi^-}) + (\psi_{a\phi^-} \bar{i}_{a\phi^+}) \right\} \]
\[ = 1.5p_n \left[ (\psi_{a\phi^+} i_{\beta^+} - \psi_{\beta^+} i_{a\phi^+}) + (\psi_{a\phi^-} i_{\beta^-} - \psi_{\beta^-} i_{a\phi^-}) + (\psi_{a\phi^+} i_{\beta^-} - \psi_{\beta^-} i_{a\phi^+}) + (\psi_{a\phi^-} i_{\beta^+} - \psi_{\beta^+} i_{a\phi^-}) \right] \]

(3.36)

For a balanced PMSM, the electromagnetic torque can be simplified as:

\[ T_e = 1.5p_n \left( \psi_{a\alpha} i_{\beta^+} - \psi_{\beta^+} i_{a\alpha} \right) \]

(3.37)

### 3.2.3. Representation of PMSM in synchronous dq-reference frame

According to the reference frame transformation theory (refer to Appendix A and Appendix B), the symmetrical and asymmetric impedance matrices in the rotational \( dq_0 \) reference frame can be derived as:

\[
R_{dq0\_sym} = \begin{bmatrix}
R_d & 0 & 0 \\
0 & R_q & 0 \\
0 & 0 & R_0
\end{bmatrix} = \begin{bmatrix}
R_s & 0 & 0 \\
0 & R_s & 0 \\
0 & 0 & R_s
\end{bmatrix}
\]

(3.38a)

\[
R_{dq0\_asy} = \frac{2}{3} \Delta R_d \begin{bmatrix}
\cos^2(\theta_s) & \cos(\theta_s)\sin(\theta_s) & \frac{1}{2}\cos(\theta_s) \\
\sin(\theta_s)\cos(\theta_s) & \sin^2(\theta_s) & \frac{1}{2}\sin(\theta_s) \\
\frac{1}{2}\cos(\theta_s) & \frac{1}{2}\sin(\theta_s) & 0
\end{bmatrix}
\]

(3.38b)

\[
L_{dq0\_sym} = \begin{bmatrix}
(L - M) & 0 & 0 \\
0 & (L - M) & 0 \\
0 & 0 & \left( \frac{1}{2}L_2 + M_2 \right)
\end{bmatrix} + \begin{bmatrix}
0 & 0 & \left( \frac{1}{2}L_2 + M_2 \right) \\
0 & 0 & -
\end{bmatrix}
\]

(3.39a)
The positive and negative voltage components represented in the positive and negative SRF can be presented as:

\[ v_{d+}^+ = R_{d_{sym}} i_{d+}^+ + \frac{d\psi_{d+}}{dt} - \omega \psi_{q+}^+ \]  
\[ v_{q+}^+ = R_{q_{sym}} i_{q+}^+ + \frac{d\psi_{q+}}{dt} + \omega \psi_{d+}^+ \]  
\[ v_{d-}^- = R_{d_{asy}} i_{d-}^- + \frac{d\psi_{d-}}{dt} - \omega \psi_{q-}^- \]  
\[ v_{q-}^- = R_{q_{asy}} i_{q-}^- + \frac{d\psi_{q-}}{dt} + \omega \psi_{d-}^- \]  

where \( v_{d+}^+, i_{d+}^+, \psi_{d+}^+ \) are the positive sequence components of voltage, current, flux in the positive SRF, respectively, \( v_{d-}^-, i_{d-}^-, \psi_{d-}^- \) are the negative sequence components of voltage, current, flux in the negative SRF, \( R_{d_{sym}}, R_{d_{asy}}, R_{q_{sym}}, R_{q_{asy}} \) are the symmetrical and asymmetric resistances, and \( \omega \) is the electrical speed rad/sec. The next section presents the stator linkage flux and electromagnetic torque of salient and nonsalient PMSMs in positive and negative \( dq0^\pm \) synchronous reference frames.

### 3.2.3.1. Electromagnetic torque and stator flux linkage equation of salient PMSM

The flux positive and negative sequence components can be represented as

\[ \psi_{d+} = L_{d_{sym}} i_{d+} + \psi_{rd+} \]  
\[ \psi_{q+} = L_{q_{sym}} i_{q+} + \psi_{rq+} \]  
\[ \psi_{d-} = L_{d_{asy}} i_{d-} + \psi_{rd-} \]  
\[ \psi_{q-} = L_{q_{asy}} i_{q-} + \psi_{rq-} \]
\[ L_{d_{-\text{sym}}} = [(L - M) - \left(\frac{1}{2}L_2 + M_2\right)] \]
\[ L_{q_{-\text{sym}}} = [(L - M) + \left(\frac{1}{2}L_2 + M_2\right)] \]  
(3.43a)

\[ L_{d_{-\text{asy}}} = \frac{2}{3} \Delta^2 + \frac{4}{3} \Delta L - \frac{4}{3} \Delta M \cos^2(\theta_r) + L_{d_{-2}} \]
\[ L_{q_{-\text{asy}}} = \frac{2}{3} \Delta^2 + \frac{4}{3} \Delta L - \frac{4}{3} \Delta M \sin^2(\theta_r) + L_{q_{-2}} \]  
(3.43b)

Then, the electromagnetic torque can be calculated by:

\[ T_e = i_{dq0} \frac{d\psi_{dq0}(\theta_r)}{d\theta_r} + \frac{1}{2} i_{dq0} \left[ \frac{dL_{dq0}(\theta_r)}{d\theta_r} \right] \epsilon_{dq0} = T_{e+} + T_{e-} \]  
(3.44)

\[ T_{e+} = \frac{3}{2} P_n \left( \frac{d\psi_{d+}}{d\theta_r} i_{d+} + \frac{d\psi_{q+}}{d\theta_r} i_{q+} \right) \]  
(3.44a)

\[ T_{e-} = \frac{3}{2} P_n \left( \frac{d\psi_{d-}}{d\theta_r} i_{d-} + \frac{d\psi_{q-}}{d\theta_r} i_{q-} \right) \]  
(3.44b)

where \( d\psi_{dq}/d\theta \neq 0 \) and \( d\psi_{dq}/d\theta \neq 0 \) for non-sinusoidal back EMF PMSM. On the other hand, for sinusoidal back-EMF PMSM, the high order harmonic components are neglected, and the rotor flux can be simplified as:

\[ \psi_{d+} = \psi_{PM} \]
\[ \psi_{q+} = 0. \]  
(3.45a)

\[ \psi_{d-} = \Delta \psi_{PM} \]
\[ \psi_{q-} = 0. \]  
(3.45b)

The stator flux linkage and electromagnetic torque of the salient PMSM with sinusoidal back-EMF and Y-connection winding can be written as:

\[ \psi_{d+} = L_{d_{-\text{sym}}} i_{d+} + \psi_{PM} \]
\[ \psi_{q+} = L_{q_{-\text{sym}}} i_{q+}. \]  
(3.46a)

\[ \psi_{d-} = L_{d_{-\text{asy}}} i_{d-} + \Delta \psi_{PM} \]
\[ \psi_{q-} = L_{q_{-\text{asy}}} i_{q-}. \]  
(3.46b)

\[ T_{e+} = \frac{3}{2} P_n (\psi_{d+} i_{q+} - \psi_{q+} i_{d+}) = \frac{3}{2} P_n [\psi_{pm} i_{q+} + (L_{d+} - L_{q+}) i_{d+} i_{q+}] \]  
(3.47a)

\[ T_{e-} = \frac{3}{2} P_n (\psi_{d-} i_{q-} - \psi_{q-} i_{d-}) = \frac{3}{2} P_n [\Delta \psi_{pm} i_{q-} + (L_{d-} - L_{q-}) i_{d-} i_{q-}] \]  
(3.47b)
3.2.3.2. Electromagnetic torque and stator flux linkage equation of non-salient PMSM

For Y-connection winding, non-salient PMSM, i.e., $L_2=M_2=0$ and $i_0=0$, the electromagnetic torque equation in the positive SRF can be simplified as:

$$T_e^+ = 1.5p_n \text{Im} \left\{ (\psi^+_{dqz} - \psi^z_{dqz}) \right\} = 1.5p_n \left[ \left( \psi^+_{d+} i^+_{q+} - \psi^+_{q+} i^+_{d+} \right) + \left( \psi^+_{d-} i^-_{q+} - \psi^-_{q+} i^-_{d+} \right) \right]$$

$$+ \left( \psi^+_{q+} i^+_{d+} - \psi^-_{q+} i^-_{d+} \right) + \left( \psi^+_{q+} i^+_{d+} - \psi^-_{q+} i^-_{d+} \right)$$

\((3.48)\)

3.3. System Behavior under Unbalanced Conditions

3.3.1. Symmetrical components

As discussed earlier, when there is a slightly change between the three-phase winding impedances, the electrical variables of voltage, current, and stator flux linkage can be decomposed into their positive-, negative-, and zero sequence components. For Y-connected winding, the zero sequence components are neglected. Generally, the symmetrical components (also known as sequential components) have interesting features of which any unbalanced three-phase system can be represented into three sets of balanced components as shown in Fig. 3.2 [141].

In Fig. 3.2, the factor $F$ can be any variables, i.e., voltage, current or flux-linkage, and the subscript of “+”, “−”, and “0” denote positive-, negative-, and zero-sequence components, respectively. Hence, the unbalanced vectors can be represented as the sum of three sequence vectors as shown below [141], [142]:

$$F_a = F_{a0} + F_{a+} + F_{a-} \quad (3.49a)$$

$$F_b = F_{b0} + F_{b+} + F_{b-} \quad (3.49b)$$
\[ F_c = F_{c0} + F_{c+} + F_{c-} \]  
(3.49c)

The mathematical expression (3.49) contains nine variable vectors, i.e., \( F_{a0}, F_{b0}, F_{c0}, F_{a+}, F_{b+}, F_{c+}, F_{a-}, F_{b-}, F_{c-} \), in a system of three equations. From the definition of symmetrical components, each set has only one shared vector in system equations. For simplicity, let the operated “a” defined as:

\[
a = \angle 120^0; \quad a^2 = \angle 240^0; \quad a^3 = \angle 0^0
\]  
(3.50)

Then, the relationship of symmetrical component refers to vector \( F_a \) can be derived as:

\[
F_{b0} = F_{a0}; \quad F_{c0} = F_{a0}
\]  
(3.51a)

\[
F_{b+} = a^2 F_{a+}; \quad F_{c+} = a F_{a+}
\]  
(3.51b)

\[
F_{b-} = a F_{a-}; \quad F_{c-} = a^2 F_{a-}
\]  
(3.51c)

Substituting equation (3.61) into (3.49), the system equations can be represented in terms of operator ‘a’ in the matrix form is shown in below:

\[
\begin{bmatrix}
F_a \\
F_b \\
F_c
\end{bmatrix} =
\begin{bmatrix}
1 & 1 & 1 \\
1 & a^2 & a \\
1 & a & a^2
\end{bmatrix}
\begin{bmatrix}
F_{a0} \\
F_{a+} \\
F_{a-}
\end{bmatrix};
\begin{bmatrix}
F_a \\
F_b \\
F_c
\end{bmatrix} = A
\begin{bmatrix}
F_{a0} \\
F_{a+} \\
F_{a-}
\end{bmatrix}
\]  
(3.52)

where \( A \) is the “a” operator matrix. Then, the positive, negative, and zero-sequence components can be obtained by taking the inverse of (3.52) as:

\[
\begin{bmatrix}
F_{a0} \\
F_{a+} \\
F_{a-}
\end{bmatrix} = A^{-1}
\begin{bmatrix}
F_a \\
F_b \\
F_c
\end{bmatrix};
\begin{bmatrix}
F_{a0} \\
F_{a+} \\
F_{a-}
\end{bmatrix} = \frac{1}{3}
\begin{bmatrix}
1 & 1 & 1 \\
1 & a & a^2 \\
1 & a^2 & a
\end{bmatrix}
\begin{bmatrix}
F_a \\
F_b \\
F_c
\end{bmatrix}
\]  
(3.53)

In the same manner of getting (3.51), it is possible to solve for phase \( b \) and \( c \) to obtain the instantaneous three-phase positive and negative sequence components of these phases. The final sequential component equations can be expressed as [143]:

\[
\begin{bmatrix}
F_{a+} \\
F_{b+} \\
F_{c+}
\end{bmatrix} = \frac{1}{3}
\begin{bmatrix}
1 & a & a^2 \\
a^2 & 1 & a \\
a & a^2 & 1
\end{bmatrix}
\begin{bmatrix}
F_a \\
F_b \\
F_c
\end{bmatrix}
\]  
(3.54a)
\[
\begin{bmatrix}
F_{a-} \\
F_{b-} \\
F_{c-}
\end{bmatrix} = \frac{1}{3} \begin{bmatrix}
1 & a^2 & a \\
a & 1 & a^2 \\
a^2 & a & 1
\end{bmatrix}
\begin{bmatrix}
F_a \\
F_b \\
F_c
\end{bmatrix}
\]

(3.54b)

where \([T_{abc+}]\) and \([T_{abc-}]\) are the positive and negative sequence extracting matrixes.

Moreover, the complex form of the operator “\(a\)” and “\(a^2\)” is

\[
a = -\frac{1}{2} + \frac{j \sqrt{3}}{2} \quad \text{and} \quad a^2 = -\frac{1}{2} - j \frac{\sqrt{3}}{2}
\]

(3.55)

Substituting the complex form of “\(a\)” into (3.54), the positive and negative sequence components in phase frame can be calculated as:

\[
\begin{bmatrix}
F_{a+} \\
F_{b+} \\
F_{c+}
\end{bmatrix} = \frac{1}{3} \begin{bmatrix}
1 & -1 & -1 \\
-1 & 1 & -1 \\
-2 & 2 & 1
\end{bmatrix}
\begin{bmatrix}
F_a \\
F_b \\
F_c
\end{bmatrix} - \frac{1}{2} j \sqrt{3}
\begin{bmatrix}
0 & 1 & -1 \\
-1 & 0 & 1 \\
1 & -1 & 0
\end{bmatrix}
\begin{bmatrix}
F_a \\
F_b \\
F_c
\end{bmatrix}
\]

(3.56a)

\[
\begin{bmatrix}
F_{a-} \\
F_{b-} \\
F_{c-}
\end{bmatrix} = \frac{1}{3} \begin{bmatrix}
1 & -1 & -1 \\
-1 & 1 & -1 \\
-2 & 2 & 1
\end{bmatrix}
\begin{bmatrix}
F_a \\
F_b \\
F_c
\end{bmatrix} + \frac{1}{2} j \sqrt{3}
\begin{bmatrix}
0 & 1 & -1 \\
-1 & 0 & 1 \\
1 & -1 & 0
\end{bmatrix}
\begin{bmatrix}
F_a \\
F_b \\
F_c
\end{bmatrix}
\]

(3.56b)

The operator “\(j\)” refers to the imaginary part of the complex number, which can be represented in the real time-domain by a 90° phase shift delay. These two sets of equations can be used to extract the positive and negative sequence components in stationary \(abc\) reference frame as shown in Fig. 3.3 [144].
Furthermore, from the coordination transformations theory, the variables in the stationary \(abc\) can be presented in the stationary \(\alpha\beta\) reference frame using Clark transformation matrix as:

\[
\begin{bmatrix}
F_{\alpha+} \\
F_{\beta+} \\
F_{\alpha-} \\
F_{\beta-}
\end{bmatrix} = [T_{\alpha\beta-\alpha\beta}] [F_{abc+}] \\
[T_{\alpha\beta-\alpha\beta}]
\]

Substituting (3.57) into (3.54) yields:

\[
\begin{bmatrix}
F_{\alpha+} \\
F_{\beta+} \\
F_{\alpha-} \\
F_{\beta-}
\end{bmatrix} = [T_{\alpha\beta-\alpha\beta}] [T_{\alpha\beta+}] [F_{abc+}]
\]

(3.58a)

\[
\begin{bmatrix}
F_{\alpha+} \\
F_{\beta+} \\
F_{\alpha-} \\
F_{\beta-}
\end{bmatrix} = [T_{\alpha\beta-\alpha\beta}] [T_{\alpha\beta-}] [F_{abc-}]
\]

(3.58b)

Taking the inverse of \([T_{\alpha\beta-\alpha\beta}]^{-1} = [T_{\alpha\beta+}\alpha\beta]\), then the positive- and negative-sequence components in the stationary \(\alpha\beta\) reference frame can be calculated by:

\[
\begin{bmatrix}
F_{\alpha+} \\
F_{\beta+} \\
F_{\alpha-} \\
F_{\beta-}
\end{bmatrix} = [T_{\alpha\beta-\alpha\beta}][T_{\alpha\beta+}] [F_{\alpha\beta+}], \quad [F_{\alpha\beta+}] = [T_{\alpha\beta+}][F_{\alpha\beta}]
\]

(3.59a)

\[
\begin{bmatrix}
F_{\alpha+} \\
F_{\beta+} \\
F_{\alpha-} \\
F_{\beta-}
\end{bmatrix} = [T_{\alpha\beta-\alpha\beta}][T_{\alpha\beta-}] [F_{\alpha\beta-}], \quad [F_{\alpha\beta-}] = [T_{\alpha\beta-}][F_{\alpha\beta}]
\]

(3.59b)

where \([T_{\alpha\beta+}] = \frac{1}{2} \begin{bmatrix} 1 & -q \\ q & 1 \end{bmatrix}\), \([T_{\alpha\beta-}] = \frac{1}{2} \begin{bmatrix} 1 & q \\ -q & 1 \end{bmatrix}\)
and \( q \) is a phase-shift operator in the time-domain, which can be obtained by dealing the signal by a quadrature-phase shift (90°) from its original signal. In fact, this signal delay can be used for sequential components extractor or modeling the imaginary part “\( j \)” of the complex number in the real-time. Therefore, different quadrature single generation techniques have been presented such as all-pass filter [131], [144], adaptive notch filter (AF) [72], [129], [145], second-order adaptive filter [146], [147], Hilbert transformation-based phase lock loop (PLL) (HT-PLL) [148], [149], and inverse park transformation-based PLL (IPT-PLL). However, some of them are also complex or only operate at fixed frequency. In the next section, a brief discussion of the most popular techniques including the proposed one is provided.

3.3.2. Quadrature-signal generation (QSG) techniques

3.3.2.1. Adaptive filters based on generalized integration

To date, many techniques based on adaptive filter have been proposed. The most common one is the adaptive filter based on generalized integration (GI) or second order adaptive filter based generalized integration (SOGI), which was discussed in Chapter 1, section § 1.3.5, and further information can be found in [146], [147], [150].

3.3.2.2. Hilbert transform

The Hilbert filter is also used for phase detection or Quadrature-signal delay generation that can be used for SCE, it is based on Fourier analysis of the input signals, which presents two main features:

- Generating \( \pm 90^\circ \) phase-angle shifts of the spectral components of the input signal depending on the sign of their frequency;
- Only effects on the phase shift and there is no effect on signal amplitude.

Therefore, as presented in reference [150], a PLL based on the Hilbert transform can be implemented as shown in Fig. 3.4. The time domain expression of the Hilbert transform of a given input signal \( v \) is defined as:

\[
H(F) = \frac{1}{\pi} \int_{-\infty}^{\infty} \frac{F(\tau)}{t-\tau} d\tau = \frac{1}{\pi t} * F
\]  

(3.60)

which describes the convolution product of the function \( h(t) = 1/\pi t \) with the signal \( F(t) \). In the frequency domain, the Hilbert transform can be defined as

73
\[ F_T(H(F)) = F_T\left(\frac{1}{\pi t}\right)F_T(F) = [-j \text{ sign}(\omega)]F_T(F) \]  

(3.61)

where \( F_T \) is the Fourier transform and \( \text{sign}(\omega) \) gives the sign of the \( F \) frequency. Therefore, in the frequency domain, the Hilbert filter can be understood as a multiplier operator \( \sigma_H(\omega) = -j \text{ sign}(\omega) \), which can take the following values:

\[
\sigma_H(\omega) = \begin{cases} 
-j & \text{if } \omega > 0 \\
0 & \text{if } \omega = 0 \\
j & \text{if } \omega < 0 
\end{cases} 
\]  

(3.62)

Thus, the Hilbert transform has the effect of shifting the phase-angle of positive frequency components by \(-90^\circ\) [148], [149].

![Hilbert Transform Diagram](image)

**Fig. 3.4** PLL based on the Hilbert transform.

### 3.3.2.3. Implementation of new method of a quadrature-signal delay algorithm

When \( T_s = 1/f_s \) is the fundamental frequency period, then \( T_s/4 \) is the simplest way to achieve a quarter signal generation. To implement such a delay under variable speeds, an algorithm based on the concept of variable integer sampling delay is written using MATLAB s-functions. This algorithm does not provide any filtering capability. It is able to delay the discrete-time input signals at the \textit{In port} by integer numbers of samples equal to \( T_s/4 \). The variable integer delay stores the information (magnitude) of the most recent samples received from the input signal, then the outputs is the stored sample(s) shifted by the input to the delay port. i.e., if \( F(t) \) is a periodic scalar input signal, the algorithm stores a vector of \( V+1 \), the most recent signal samples. When the current input sample is \( F(1) \), the previous input sample is \( F(2) \), and so on, then the program output is \( Y(1) = V(1+D(1)) \), where \( D(1) \) is the integer number of the samples at input of the delay port in which a quarter signal delay is satisfied. For variable speed, the \( 90^\circ \) phase shift can be calculated in samples using the expression \( D(1) = \frac{1}{4 T_s f_s(1)} \), where \( f_s(1) \) is the fundamental frequency at the instant of sampling one. This process is
repeated instantaneously for all samples. In this manner, it can ensure the fast and effective way to generate quadrature-signal delay.

![Diagram of signal generation]

Fig. 3.5 Proposed quarter signal generation based on the integer sample delay.

The input to the unit is initially a set of balanced three-phase sinusoidal waveforms, since the system is balanced and the negative-sequence components do not exist. Then, at $t=0.4s$ a gain of 0.2 is subtracted from phase A amplitude, and at $t=0.7s$ another gain of 0.2 is added to phase C. These cases simulate one-phase and three-phase unbalances, respectively. It is clear from Fig. 3.6 that the proposed algorithm has a fast dynamic response and accurate performance in terms of extraction of the positive and negative-sequence components. After the extraction of positive and negative components, a DSRF strategy is employed. Fig. 3.6(a) shows the schematic diagram of the conventional DSRF, while the proposed DSRF is shown in Fig. 3.6(b), and the structure of the positive and negative-sequence extraction unit is shown in Fig. 3.6(c). It can be seen that the proposed approach does not require any filters. Therefore, it has very simple structure, but powerful to control the currents under unbalanced condition, as will be verified by detailed experimental results.
3.4. Proposed Current Control Method

Current control based on single-SRF is one of the most common strategy for electrical machines under balanced condition. The major benefits of this scheme is that all voltages and currents have DC values in the SRF, which are the projection of $i_{abc}$ in the stationary frame. As long as the DC quantities are involved, the implementation of the classical PI-regulator will be suitable to achieve the desired performance. However, when the machine windings are asymmetric, the negative-sequence components will exist as shown in Fig. 3.7. Thus, the voltages or currents in the stationary $a\beta$ reference frame can be represented by the sum of their positive and negative sequences components as

$$F_{a\beta} = F_{a\beta}^+ + F_{a\beta}^- = F_{dq} e^{j\omega t} + F_{dq} e^{-j\omega t}$$  \hspace{1cm} (3.63)
where $F$ represent the stator voltage, current, or flux linkage vectors. Moreover, the vector $F$ can be represent in the rotational positive synchronous ($dq^+$) reference frame, or negative synchronous ($dq^-$) reference frame as [151], [152]

$$\begin{align}
F_{dq}^+ &= F_{dq}^+ + F_{dq}^- e^{-j2\omega_r t}, \\
F_{dq}^- &= F_{dq}^- + F_{dq}^+ e^{j2\omega_r t},
\end{align}$$

(3.64a) (3.64b)

where $\theta_r^+ = \omega_r t$ and $\theta_r^- = -\omega_r t$, in (3.64) the currents in both positive ($i_{dq}^+$) and negative ($i_{dq}^-$) SRFs are not pure DC components due to the cross-coupling effect. It can be deduced that the amplitude of the AC components $|i_{dq}^-|$ in the positive SRF is matched to the DC components in the negative SRF and oscillating at the frequency of $2\omega_r$ and vice versa. Fig. 3.9 shows the unbalanced three phase currents and their projection in the positive and negative SRFs. The negative sequence components can cause rapid heating and have more damaging effect on the rotor because of producing the $2\omega_r$ frequency in the rotor.

Fig. 3.7  Spatial relations between different reference frames.
Hence, a DSRFs control strategy is one of most popular strategies [72], [73], [80]. It utilized two independent SRF controller, one for the positive sequence component (two PI-regulators for \(d\)- and \(q\)-axes) rotating in positive SRF, and another for the negative-sequence components (two PI-regulators for \(d\)- and \(q\)-axes) rotates in the negative-sequence direction. Essentially, when the tracking references are DC quantities, the resulting errors between the reference and the measured feedback currents will oscillate at twice of the fundamental frequency at the input of PI-controller. These errors cannot be control by using the conventional PI-regulator due to its limited bandwidth [77]. Therefore, many contributions were presented to cancel out these oscillations before delivering to the PI-regulators, such as filtering the measured currents in conventional DSRF, decoupling network and specified reference currents generation [72], [79], [129] (see Chapter 1 section §1.3.4 for further discussion), which are significantly increased the computational burdens and deteriorate the dynamic performance.

Fig. 3.8  Current behavior in the DSRF.
3.5. Experimental Validations

The experimental hardware platform to evaluate the effectiveness of the proposed control strategy is constructed based on dSPACE DS1006 in which the sampling frequency of the current control loop is 10 kHz, which is the same as the modulation frequency of SVM. The surface mounted PM motor, whose design parameters are given in Chapter 2 [25] is used.

Fig. 3.9 shows the schematic diagram of the conventional DSRF with AF and the proposed strategy. Furthermore, to simulate the unbalanced condition in a PM motor, the impedance \( Z_{\text{exA}} = 0.6\Omega + 2\text{mH} \) and resistance \( R_{\text{exB}} = 0.9\Omega \) are deliberately connected in series with phase A and phase B, respectively. The system operates in the constant torque region, and the reference current in the positive SRF \( i_q^* \) is 1.8A. The steady-state performances of the conventional, Fig. 3.9 (a), and the proposed DSRFs control strategies, Fig. 3.9 (b), are compared.
In the conventional DSRF control strategy, the currents $i_{dq}^+$ and $i_{dq}^-$ in the positive and negative SRFs are obtained from the unbalanced three-phase currents shown in Fig. 3.10(1) using the classic Clark-Park transformations. According to equation (3.64), both AC and DC components exist in the $i_{dq}^+$ and $i_{dq}^-$ waveforms before using filters, as shown in Fig. 3.10(2) and Fig. 3.10(3). Then, after the employment of filters, both the positive sequence components $i_{dq}^{+p}$ in positive SRFs and negative sequence components $i_{dq}^{-p}$ in negative SRFs are pure DC components, Fig. 3.10(4) and Fig. 3.10(5). However, there is a little distortion in the negative sequence components due to the effect of cut-off frequency of the filters.

Fig. 3.9 Schematic diagram of the conventional and proposed DSRF strategies.
On the other hand, for the proposed control strategy, the positive $i_{abc+}$ and negative $i_{abc-}$ sequence components, Fig. 3.11(2) and Fig. 3.11(3), are firstly extracted from the unbalanced three-phase currents given in Fig. 3.11(1). These components in the positive and negative phase frames are balanced with sinusoidal waveform. Furthermore, the transformation of the positive and negative-sequence components to the positive and negative SRFs produces a pure DC variable as shown in Fig. 3.11(4) and Fig. 3.11(5). These results are compared with those obtained for the conventional DSRF after the adoption of filters, Fig. 3.11(4) and Fig. 3.11(5), it can be observed that they are DC variables.
3.5.1. Steady-state performance

The steady-state performance is carried out by setting the reference current $i_{q+}^{*}$ to 1.8A in the positive SRF, while $i_{d+}^{*}$ is zero. Asymmetric conditions are similar to those discussed in the above. At $0 < t < 2s$, the motor operates as a conventional single-SRF controller, since the current control in the negative SRF is disabled. The $i_{dq-}$ in the negative SRF are shown in Fig. 3.12 (a1) for the conventional DSRF with AF, and Fig. 3.12 (b1) for the proposed DSRF. Also, at this time interval, i.e. $0 < t < 2s$, the $i_{dq+}$ in the positive SRF will have oscillations at twice of the fundamental frequency for both DSRF control strategies as shown in Fig. 3.12 (a2) and Fig. 3.12 (b2).
At \( t = 2s \), the control of the negative sequence current compensation is enabled in both DSRF strategies, the reference currents in the negative SRF \( i_{dq}^* \) are set to zero. It is clear that the transient response of the negative sequence current components \( i_{dq}^- \) in the conventional DSRF strategy is slower than that of the proposed DSRF strategy, Fig. 3.12 (a1) and Fig. 3.12 (b1). Meanwhile, the transient responses of the positive sequence currents as well as the oscillation minimization in the positive SRF for the proposed strategy are better than those of the conventional strategy, as shown in Fig. 3.12 (a2) and Fig. 3.12 (b2). It should be noted that \( K_p \) and \( K_i \) used in both DSRF strategies are listed in Table 3.1, together with \( K_p \) and \( K_i \) of single SRF. These PI parameters are obtained by using the trial and error method in the real time system.

**TABLE 3.1 PI-REGULATOR PARAMETERS**

<table>
<thead>
<tr>
<th></th>
<th>Single-SRF</th>
<th>Conventional and proposed DSRFs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Positive SRF</td>
</tr>
<tr>
<td>d-axis</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proportional gain ( (K_p) )</td>
<td>15</td>
<td>9</td>
</tr>
<tr>
<td>Integral gain ( (K_i) )</td>
<td>150</td>
<td>650</td>
</tr>
<tr>
<td>q-axis</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proportional gain ( (K_p) )</td>
<td>18</td>
<td>10</td>
</tr>
<tr>
<td>Integral gain ( (K_i) )</td>
<td>250</td>
<td>150</td>
</tr>
</tbody>
</table>
Fig. 3.12 Comparison of current responses at steady-state between the conventional and proposed DSRFs strategies.

Furthermore, the steady-state responses of the estimated electromagnetic torque for the conventional and proposed DSRF control strategies are shown in Fig. 3.13(a) and Fig. 3.13(b), respectively. It is clear that the time required to reach the steady-state region in the conventional strategy is longer than that in the proposed strategy. Fig. 3.13(c) shows the spectrum analysis comparison. It is evident that the 2\textsuperscript{nd} order harmonic in the electromagnetic torque is high in the single SRF strategy, while it is significantly reduced when DSRF strategies are used, and between them, the proposed DSRF strategy exhibits better torque performance.
3.5.2. Dynamic performance

The dynamic performance of the proposed control strategy and two other control strategies, i.e. single SRF and conventional DSRF, are investigated in this section. The current reference $i_{q}^{+}$ is 1A-1.5A-1A. Fig. 3.14(a) shows the three-phase currents (top) and $i_{q}^{+}$ (bottom) by using the single-SRF strategy. It is obvious that the currents are unbalanced, since the machine is asymmetric and only the currents in the positive SRF are controlled. Fig. 3.14(b) and Fig. 3.14(c) show the performance of the conventional DSRF and the proposed DSRF strategies, respectively. It can be seen that the rising ($\tau_{\text{rise}}$) and falling ($\tau_{\text{fall}}$) times of $i_{q}^{+}$ in the conventional DSRF, Fig. 3.14(b) (bottom) are longer than those in the proposed DSRF, Fig. 3.14(c) (bottom). Furthermore, the steady-state error in the proposed strategy is smaller than that of the conventional DSRF strategy.
Fig. 3.14 Dynamic performances of different strategies.
Fig. 3.15 Dynamic response comparison.

Fig. 3.15 shows the dynamic response of $i_q^+$ at different demand steps for the conventional DSRF (top) and the proposed DSRF (bottom), respectively. It is evident that the rising time in the conventional DSRF is approximately 20 ms. While in the proposed strategy, it is around 3 ms. Moreover, the distortion of $i_q^+$ is increased if the fundamental frequency is increased by using the conventional DSRF strategy, Fig. 3.15 (top). This is due to the low cut-off frequency of the AF, which needs to be modified according to the change of the fundamental frequency. However, the proposed strategy is able to overcome these problems since it does not require any filters.

Fig. 3.16 shows the speed step responses for single-SRF, conventional DSRF and proposed DSRF control strategies, respectively. As can be seen from Fig. 3.16 the responses of all strategies are similar.
3.5.3. **Influence of adding extra resistance**

The influence of different unbalance conditions on the single-SRF, conventional and proposed DSRFs is compared in Fig. 3.17. It has been accomplished by connecting additional resistances on phase A, from 0% to 100% of phase resistance. For the sake of quantitative comparison, the torque ripple factor (TRF) is defined as

\[ TRF = \frac{T_{r(pk-pk)}}{T_e^*} \times 100\% \]  

(3.65)

where \( T_e^* \) is the reference torque, and \( T_{r(pk-pk)} \) is the estimated peak-to-peak torque ripple. It can be seen from Fig. 3.17 that a positive correlation exists between the level of unbalanced conditions and the extra resistances for all three strategies, and among them, the proposed DSRF can achieve lower TRF compared with the other two strategies under different unbalanced conditions.

![Fig. 3.17 Influence of unbalanced condition on TRF for different control strategies.](image)

3.5.4. **Inverter dead-time effects**

The influence of the converter dead time on the controller behavior is investigated. The performances of single-SRF, conventional DSRF and proposed DSRF with different dead-times under symmetric and asymmetric conditions are presented in Fig. 3.18. It can be concluded that the increase of dead time leads to high TRF, no matter whether the motor is symmetric or asymmetric. It is also evident that the three strategies obtain almost the same TRF under the symmetric conditions, Fig. 3.18(a). However, under asymmetric conditions, the proposed DSRF strategy can achieve lower TRF values compared with those of the other two methods.
In this chapter, a modified DSRF current control strategy of the asymmetric three-phase PMSM is presented. It is based on the extraction of positive and negative sequence components from the unbalanced three-phase currents, and then uses a DSRFs controller. Moreover, a new implementation of a $90^\circ$ phase shift is used, which is based on the principle of integer sample delay, this implementation increases the speed of sequential component extraction compared with the conventional one based on filter implementation. The proposed strategy ensures the feedback currents in both positive and negative SRFs are pure DC components. Therefore, it is not necessary to use any filter, decoupling network, and particular reference current generation, which are used in the existing methods. Experimental results of the proposed DSRF strategy under dynamic and steady-state conditions are provided and compared with single SRF and conventional DSRF strategies. It is validated that the proposed strategy exhibits a fast dynamic response, low steady-state error under various unbalanced conditions. Moreover, it can provide advanced performance under the conditions of unbalanced back-EMF, variable speed, and dead-time variation.
CHAPTER 4

CASCADED DIRECT TORQUE CONTROL OF UNBALANCED PMSM WITH LOW TORQUE AND FLUX RIPPLES

Abstract—During operation or manufacturing, the electrical machines are exposed to parasitic impedance in the phases, causing unbalanced three-phase currents, and increased torque and flux ripples. To mitigate the undesired torque/flux ripples, this paper presents a modified cascaded direct torque control strategy for three-phase PMSMs, having asymmetric phase impedances. The proposed method aims to generate the positive and negative reference voltage vectors by extracting the sequential components of the stator flux and current in the stationary αβ frame. Then, these two vectors are combined to produce the modified reference voltage vector for space vector modulation. Moreover, for further torque ripple suppression, a standard PI regulator has enhanced by a resonant controller tuning at twice of the fundamental frequency. Various experimental results verify the feasibility of the proposed strategy under dynamic and steady state conditions.

4.1. Introduction

In the current control based FOC strategy, the torque is indirectly controlled by adjusting the armature currents in the synchronous reference frame (SRF). In this frame, the rotor inductance and PM flux are constant if the back-EMF and variation of inductances are sinusoidal. However, when considering the effect of harmonics of the back-EMF and inductance (refer to Chapter 1), temperature change, and flux linkage saturation, the torque response under current control will be limited by the time constant of the armature winding [21], [153]. Therefore, a hysteresis direct torque control (DTC) strategy has become popular in recent years. However, as they have many drawbacks (as mentioned in Chapter 1), numerous control strategies have been proposed in literature [13], [154]. The most common way is the integration of the space vector pulse width modulation (SVM) algorithm and DTC strategy (DTC-SVM) to deal with the aforementioned issues of hysteresis DTC strategy. Different SVM algorithms were presented, such as right aligned sequence, symmetrical sequence, alternating zero
vector sequence, and highest current non-switched sequence [155], [156]. Among them, symmetrical sequence SVM topology is employed in this paper, since it produces lower total harmonic distortion (THD) [156].

DTC strategy was first proposed for IM drives [9], [154], [157], and then applied to PMSMs drives [37], [42], [21], [158], including the DTC-SVM strategy for PMSM [39], [21], [158], [159]. Compared with FOC [153], the DTC-SVM directly manipulates the final reference voltage vector (RVV) without the requirement of inner current control loops. Therefore, it can eliminate the effect of inherent delay caused by current loops, and hence, improve the dynamic performance [43], [21]. Furthermore, due to the constant switching frequency, which can be realized by DTC-SVM, they can significantly reduce torque and stator flux ripples compared with the hysteresis DTC strategy [37], [42], [39]. The DTC-SVM can be implemented by utilizing either one PI-regulator (cascaded) DTC-SVM [39], [158], [160] (the target of this chapter), or two PI-regulators (parallel) DTC-SVM [42], [43], [161]. For cascaded DTC-SVM [37], [42], [39], the PI-regulator is located in the torque control loop while the stator flux linkage is controlled in an open-loop fashion. The output of torque loop PI-regulator represent the change of the torque angle ($\Delta \delta_\psi$). According to this change, the error in the stator flux vector ($\Delta \psi_s$) can be predicted by comparing the instant value with the previous value. Afterward, the final reference voltage vector (RVV) can be calculated.

Despite the advantages above of the conventional DTC-SVM strategies [39], [40], [21], they present some drawbacks when used to drive unbalanced machines such as unbalanced three phase currents and increased torque and flux ripples [8], [43], [161], [162]. To date, cascaded DTC-SVM strategy is widely used under symmetrical conditions [39], [40], [158], while information under unbalanced conditions can scarcely be found. Therefore, in this chapter, a modified cascaded DTC-SVM strategy for unbalanced 3-phase surface-mounted PMSMs is presented. It is implemented by extracting the positive and negative sequence components of the stator flux and current in the stationary $\alpha\beta$ frame, and then calculating the positive and negative RVV in the real-time domain. These two vectors are combined to generate a modified vector for SVM module. The new RVV includes the information of the positive and negative sequence components and therefore the torque/flux ripples can be reduced. Moreover, the PIR controller tuning at twice of the fundamental frequency has been employed instead of the standard PI-regulator for further torque harmonic reduction, which can provide zero steady state error and fast dynamic response. The feasibility of the
proposed strategy is verified under dynamic and steady state conditions with various experimental results. It shows advanced performance in terms of low torque and flux ripples while keeping the merit of the fast dynamic response of the DTC strategy.

4.2. Conventional Cascaded DTC-SVM Strategy for Balanced PMSM

4.2.1. Machine model represented in stator flux reference frame

The principle of the cascaded DTC-SVM strategy is based on the analysis of the torque equation in stator flux reference frame. Fig. 4.1 describes the relationship between different variables in the PMSM represented in rotational $dqr$, stator $dqs$, and stationary $a\beta$ reference frames. The mathematical model of the symmetrical machine derived in the rotating $dqr$ reference frame can be represented as:

Fig. 4.1 Spatial relationship of PMSM variables represented in different frames.

\begin{align}
\psi_{dr} &= R_s i_{dr} + \rho \psi_{dr} - \omega \psi_{qr} \\
\psi_{qr} &= R_s i_{qr} + \rho \psi_{qr} - \omega \psi_{dr} \\
\psi_{dr} &= L_{dr} i_{dr} + \psi_{PM} \\
\psi_{qr} &= L_{qr} i_{qr} \\
T_c &= \frac{3}{2} p_a (\psi_{d} i_{q} - \psi_{q} i_{d})
\end{align}

where $\omega_r$ refers to the rotor fundamental angular speed, $v_{dr}$, $v_{qr}$, $i_{dr}$, $i_{qr}$, $\psi_{dr}$, $\psi_{qr}$, and $L_{dr}$, $L_{qr}$ are the voltages, currents, fluxes, and self-inductances in the $dqr$-axis, respectively. These variables can be transformed into the stator flux $dqs$-reference frame using the following matrix [21], [163]:
where $F$ represents current, voltage, or flux-linkage, and $\delta$ is the torque angle between the rotor and stator flux linkage vectors. Then the voltage in the stator flux frame when the stator flux vector is fixed at $ds$-axis, i.e., $\psi_{qs} = 0$ and $\psi_{ds} = \psi_s$, can be written as:

$$
v_{ds} = R_s i_{ds} + \frac{d\psi_s^*}{dt}$$

$$
v_{qs} = R_s i_{qs} + \omega_s \psi_s^*.
$$

Then, the stator flux vector can be transformed into the stationary $\alpha\beta$ reference frame using stator flux position angle $\theta_s$ as:

$$
\begin{bmatrix}
F_\alpha \\
F_\beta
\end{bmatrix} = 
\begin{bmatrix}
\cos (\theta_s) & \sin (\theta_s) \\
-\sin (\theta_s) & \cos (\theta_s)
\end{bmatrix}
\begin{bmatrix}
F_{ds} \\
F_{qs}
\end{bmatrix}
$$

Moreover, the torque angle in Fig. 4.1 can be calculated from as:

$$
\sin \delta = \frac{\psi_{qs}}{\psi_s^*}
$$

$$
\cos \delta = \frac{\psi_{ds}}{\psi_s^*}
$$

Substituting (4.4) for current and (4.7) into the torque equation (4.3) gives:

$$
T_e = \frac{3}{2} p_n \left[ \psi_{ds} (i_{ds} \sin \delta_s + i_{qs} \cos \delta_s) + \psi_{qs} (i_{ds} \cos \delta_s - i_{qs} \sin \delta_s) \right]
$$

$$
= \frac{3}{2} p_n \left[ \psi_{ds} \frac{\psi_{qs}}{\psi_s^*} i_{ds} + \psi_{qs} \frac{\psi_{ds}}{\psi_s^*} i_{qs} - \psi_{ds} \frac{\psi_{qs}}{\psi_s^*} i_{ds} - \psi_{qs} \frac{\psi_{ds}}{\psi_s^*} i_{qs} \right] = \frac{3}{2} p_n \psi_s^* i_{qs}
$$

The torque in (4.8) is directly proportional to the $qs$-axis current component ($i_{qs}$) when the amplitude of the stator flux linkage is kept constant. The rotor flux equation of (4.2) can be transformed into stator flux $dqs$-reference frame as follows:

$$
\begin{bmatrix}
\cos (\delta_s) & -\sin (\delta_s) \\
\sin (\delta_s) & \cos (\delta_s)
\end{bmatrix}
\begin{bmatrix}
\psi_{ds} \\
\psi_{qs}
\end{bmatrix} = 
\begin{bmatrix}
L_{ds} & 0 \\
0 & L_{qs}
\end{bmatrix}
\begin{bmatrix}
\cos (\delta_s) & -\sin (\delta_s) \\
\sin (\delta_s) & \cos (\delta_s)
\end{bmatrix}
\begin{bmatrix}
\psi_{pm} \\
0
\end{bmatrix}
$$

(4.9)

Solving and reorganizing (4.9) gives:

$$
\begin{bmatrix}
\psi_{ds} \\
\psi_{qs}
\end{bmatrix} = 
\begin{bmatrix}
\cos (\delta_s) & \sin (\delta_s) \\
-\sin (\delta_s) & \cos (\delta_s)
\end{bmatrix}
\begin{bmatrix}
L_{ds} & 0 \\
0 & L_{qs}
\end{bmatrix}
\begin{bmatrix}
\cos (\delta_s) & -\sin (\delta_s) \\
\sin (\delta_s) & \cos (\delta_s)
\end{bmatrix}
\begin{bmatrix}
\psi_{pm} \\
0
\end{bmatrix}
$$
\[ L_{dr} \cos^2(\delta_{\psi}) + L_{qr} \sin^2(\delta_{\psi}) \]
\[ -L_{dr} \sin(\delta_{\psi}) \cos(\delta_{\psi}) + L_{qr} \sin(\delta_{\psi}) \cos(\delta_{\psi}) \]
\[ i_{ds} \]
\[ -L_{dr} \sin(\delta_{\psi}) \cos(\delta_{\psi}) + L_{qr} \sin(\delta_{\psi}) \cos(\delta_{\psi}) \]
\[ L_{dr} \sin^2(\delta_{\psi}) + L_{qr} \cos^2(\delta_{\psi}) \]
\[ i_{qs} \]
\[ + \left[ \frac{\psi_{pm} \cos(\delta_{\psi})}{-\psi_{pm} \sin(\delta_{\psi})} \right]. \]

(4.1)

- **Non-saliency pole PMSMs:** In these machines, \( L_{dr}=L_{qr}=L_s \), thus, (4.10) can be simplified as:

\[
\begin{bmatrix}
\psi_{ds} \\
\psi_{qs}
\end{bmatrix} =
\begin{bmatrix}
L_s & 0 \\
0 & L_s
\end{bmatrix}
\begin{bmatrix}
i_{ds} \\
i_{qs}
\end{bmatrix}
+ \left[ \begin{bmatrix}
\cos(\delta_{\psi}) \\
-\sin(\delta_{\psi})
\end{bmatrix} \psi_{pm} \right]
\]

(4.2)

According to Fig. 4.1, \( \psi_{qs} \) is zero because the stator flux vector is aligned with \( ds \)-axis. Hence, \( i_{qs} \) in the second equation of (4.11) can be written as:

\[ i_{qs} = \frac{1}{L_s} \psi_{pm} \sin(\delta_{\psi}) \]

(4.3)

Substituting (4.12) into the electromagnetic torque expression (4.8) gives:

\[ T_e = \frac{3}{2} P_n \frac{\psi_s \psi_{pm} \sin(\delta_{\psi})}{L_s} \]

(4.4)

Equation (4.13) implies that the increase of torque is proportional to the increase of the torque angle \( \delta_{\psi} \) at the constant stator flux magnitude. Hence, maximum torque can be achieved at \( \delta_{\psi}=90^0 \) [21].

- **Saliency pole PMSMs:** In this machines, \( L_{dr} \neq L_{qr} \), and the torque equation as a function of stator flux linkage and \( \delta_{\psi} \) can be obtained by solving \( i_{ds} \) from (4.11) as:

\[ i_{ds} = \frac{2\psi_{pm} \sin(\delta_{\psi}) - [(L_{dr} + L_{qr}) + (L_{dr} - L_{qr}) \cos 2\delta_{\psi}]}{(L_{qr} - L_{dr}) \sin 2\delta_{\psi}} i_{qs} \]

(4.5)

Substituting (4.14) into the first equation of (4.10) gives:

\[ i_{qs} = \frac{1}{2L_{dr}L_{qr}} [2\psi_{pm} L_{qr} \sin(\delta_{\psi}) - \psi_s (L_{qr} - L_{dr}) \sin 2\delta_{\psi}] \]

(4.6)

Then, the electromagnetic torque can be written as:

\[ T_e = \frac{3}{2} P_n \left[ \frac{\psi_s \psi_{pm} \sin(\delta_{\psi})}{L_{qr}} - \frac{\psi_s^2 (L_{qr} - L_{dr}) \sin 2\delta_{\psi}}{2 L_{qr} L_{dr}} \right]. \]

(4.7)
Equation (4.16) involves two terms: the PM torque and the reluctance torque due to rotor saliency. The stator voltage of the symmetrical PMSMs in stationary $\alpha\beta$ reference frame can be calculated using the following complex vector expression [37], [38], [21], [164]:

$$
\vec{v}_s = \frac{d\vec{\psi}_s}{dt} + R_s \vec{i}_s.
$$  \hspace{1cm} (4.8)

where $\vec{v}_s = v_\alpha + jv_\beta$ is the stator voltage, $\vec{i}_s = i_\alpha + ji_\beta$ stator current.

On the other hand, the stator flux linkage can be estimated by utilizing either current model based on (4.18) [38], [21], or voltage-model based on (4.19) as [165] [166]:

$$
\dot{\psi}_s = L_s \ddot{i}_s + \dot{\psi}_r.
$$  \hspace{1cm} (4.9)

$$
\hat{\psi}_s = \int (\vec{v}_s - R_s \vec{i}_s) \, dt + \psi_{r0}.
$$  \hspace{1cm} (4.19)

where $\psi_r = \psi_{r0} + j\psi_P$ stator flux linkage, $\psi_r = \psi_{PM} e^{j\phi}$ is the flux produced by the rotor, and $\psi_{r0}$ is the initial rotor flux. In Practice, the real-time integration in (4.19) is usually replaced by the transfer function of the lowpass filter (LPF) [167]. However, when the system fundamental frequency is below the cut-off frequency, the estimator performance will degrade if the conventional LPF with fixed cut-off frequency ($\omega_c$) is employed. Very low cut-off frequency should mitigate this problem, but the dynamic performance will deteriorate. Therefore, an adaptive structure has been introduced in [165], [166]. Fig. 4.2 shows the schematic diagram of the adaptive stator flux estimator, the cut-off frequency varying according to the fundamental frequency, i.e., $\omega_c = \mu \omega_s$, where $\mu$ is usually chosen between 0.1 and 0.5 [165], [166]. The synchronous frequency $\omega_s$ can be calculated as:

![Fig. 4.2 Adaptive stator flux estimator.](image-url)
\[ \omega_s = \frac{\psi_a (v_\beta - R_s i_\beta) - \psi_\beta (v_a - R_s i_a)}{\psi_a^2 + \psi_\beta^2} \]  

(4.20)

The stator flux magnitude, position and the electromagnetic torque in the stationary \( \alpha\beta \)-frame can be calculated as:

\[
|\dot{\psi}_s| = \sqrt{\psi_a^2 + \psi_\beta^2} \tag{4.21}
\]

\[
\dot{\delta}_\psi = a \tan \left( \frac{\psi_\beta}{\psi_a} \right) \tag{4.22}
\]

\[
T_e = 1.5 p_a \text{ Im}\{\psi_s^* i_s\} \\
= 1.5 p_a \text{ Im}\{(\psi_a + j\psi_\beta) (i_a + ji_\beta)\} = 1.5 p_a (\psi_\beta i_a - \psi_\beta i_\beta) \tag{4.23}
\]

Fig. 4.3 Relationship between different quantities in different reference frames.

### 4.2.2. Torque and flux control

From equation (4.13), assuming the magnitude of the stator flux \( |\psi_s| \) and the rotor PM flux \( \psi_{PM} \) are constants, then the torque \( T_e \) can be regulated by controlling the torque angle \( \delta_\psi \). At steady-state and constant torque conditions, \( \delta_\psi \) is constant corresponding to the machine load torque \( (T_L) \), whereas the stator and rotor flux vectors rotate at the synchronous speed. On the other hand, during the dynamic or transient conditions, \( \delta_\psi \) varies, and the stator and rotor flux vectors rotate at different speeds. The positive torque is always satisfied when the torque angle is within the range of \( -\pi/2 < \delta_\psi < \pi/2 \) [21]. In (4.13), if the voltage drop across stator resistance is omitted, the stator flux vector \( \dot{\psi}_s \) can be controlled by adjusting the terminal voltage vectors, which causes the change in \( \delta_\psi \). Assuming there is a slight change in the stator flux vector, the new reference stator flux becomes \( |\psi_s^*| \), and the torque angle has a slight change in \( \Delta \delta_\psi \) as shown in Fig. 4.3. Then, the error that presents in the torque expression can be represented as:
\[
\Delta T_e = T_e^* - T_e = 1.5 p_m \left[ \frac{|\psi^*_s| \psi_{PM} \sin(\Delta \delta_\psi + \delta_\psi)}{L_s} - \frac{|\psi_s| \psi_{PM} \sin(\delta_\psi)}{L_s} \right] 
\] (4.24)

It is worth mentioning that the relationship between the torque error \( \Delta T_e \) and the change of torque angle \( \Delta \delta_\psi \) is nonlinear. Therefore, the PI-regulator is usually employed in the torque closed-loop to obtain the certain variation of \( \Delta \delta_\psi \) to minimize the steady-state error between the reference and the actual torque values [38], [39], [40].

![Block diagram of the conventional cascaded DTC-SVM strategy.](image1)

Fig. 4.4 Block diagram of the conventional cascaded DTC-SVM strategy.

![Block diagram of the RVV calculation.](image2)

Fig. 4.5 Block diagram of the RVV calculation.

Fig. 4.4 shows the block diagram of the conventional cascaded DTC-SVM strategy. The torque error signal \( \Delta T_e \) is delivered to the PI controller, which determines the change of torque angle \( \Delta \delta_\psi \). Then, using this signal together with the information about the reference and actual stator flux magnitudes, the stator flux position \( \theta_s \), and the measured stator current \( i_s \), the RVV easily obtained in the fundamental stator coordinates \( \alpha \beta \) as shown in Fig. 4.5. Afterward, the RVV is delivered to the SVM, which generates the switching signals \( S_{abc} \) for the VSI.
Based on the change of the torque angle $\Delta \delta$, the reference stator flux magnitude $|\psi_s^*|$ and stator flux vector position $\theta_s$, the reference flux components $\psi_\alpha^*$ and $\psi_\beta^*$ are calculated as:

$$
\psi_\alpha^* = |\psi_s^*| \cos(\Delta \delta + \theta_s) \\
\psi_\beta^* = |\psi_s^*| \sin(\Delta \delta + \theta_s)
$$

(4.25)

At constant flux operation region, the stator flux reference magnitude is equal to the PM flux, $|\psi_s^*| = \psi_{PM}$. The stator flux reference components are compared with the estimated values given by:

$$
\psi_\alpha = |\psi_s| \cos(\theta_s) \\
\psi_\beta = |\psi_s| \sin(\theta_s)
$$

(4.26)

Moreover, the voltage commands in the stationary $\alpha\beta$ reference frame can be presented as:

$$
\begin{align*}
\psi_a^* &= i_a R_s + \frac{\psi_a^* - \psi_a}{T_s} = i_a R_s + \frac{\Delta \psi_a}{T_s} \\
\psi_\beta^* &= i_\beta R_s + \frac{\psi_\beta^* - \psi_\beta}{T_s} = i_\beta R_s + \frac{\Delta \psi_\beta}{T_s}
\end{align*}
$$

(4.27)

where $T_s$ is the sampling time. Furthermore, the next two sections present a method for designing the torque and flux control loops [163], [168], [18].

4.2.2.1. Stator flux control loop

The flux control loop is based on the voltage equations given in (4.27). Taking the Laplace transformation, the equations (4.27) can be expressed as:

$$
\begin{align*}
\psi_a^* &= i_a R_s + s \psi_a \\
\psi_\beta^* &= i_\beta R_s + s \psi_\beta
\end{align*}
$$

(4.28)

It corresponds to the flux model of the PMSM machine represented in the stationary $\alpha\beta$ reference frame as depicted in Fig. 4.6.
Fig. 4.6 Flux model of PMSM in stator coordinate.

Fig. 4.7 Flux control loop in stationary \( \alpha \beta \) reference frame.

Fig. 4.7 shows the block diagram of the flux components, and the P controller is a proportional gain, which can be obtained by considering the following assumption:

- The change in the torque angle \( \Delta \delta_p \) is zero, which means that the torque is not produced.
- The rotor and stator flux vector positions are equal to zero, i.e., \( \theta_s = \theta_r = 0 \), which corresponds to the case when those two vectors lie along the \( \alpha \)-axis.

In this manner, the stator flux reference magnitude \( |\psi_s'| = \psi_a \) can be controlled by the stator voltage component \( v_a = |v_s'| \), when the voltage drop across stator resistances is neglected. Therefore, the flux control loop can be simplified as shown in Fig. 4.8.
Fig. 4.8 Simplified flux control loop in stationary \(a\beta\) reference frame.

The equivalent representation of Fig. 4.8 in s-domain is shown in Fig. 4.9, where \(C_\psi(s)\) is the transfer function (TF) of the proportional P controller, which is given by:

\[
C_\psi(s) = K_{pv}
\]  \((4.29)\)

Fig. 4.9 Block diagram of the dynamic flux controller.

The TFs between the stator flux magnitude \(|\psi_s| = \psi_a\), and the stator voltage magnitude \(|v_s|\) can be written as

\[
G_\psi(s) = \frac{|\psi_s|}{|v_s|} = \frac{1}{s}
\]  \((4.30)\)

Then, the closed-loop TF of the system can be expressed as

\[
G_{\psi,CL}(s) = \frac{|\psi_s|}{|v_s|} = \frac{C_\psi(s)G_\psi(s)}{1 + C_\psi(s)G_\psi(s)}
\]  \((4.31)\)

Substituting the TF of \(C_\psi(s)\) and \(G_\psi(s)\) into (4.31) gives

\[
G_{\psi,CL}(s) = \frac{K_{pv}}{1 + K_{pv} \left( \frac{1}{s} \right)} = \frac{K_{pv}}{s + K_{pv}}
\]  \((4.32)\)

4.2.2.2. Torque control loop

The torque control loop is shown in Fig. 4.10. From the equations (4.25) and (4.26), the stator flux errors in the stationary \(a\beta\)-frame can be expressed as:
Assuming that for small changes of $\Delta \delta \psi$ the $\Delta \delta \psi \approx 1$ and $\sin (\Delta \delta \psi) \approx \Delta \delta \psi$, and hence, equations (4.33) can be simplified as

$$\begin{align*}
\Delta \psi_\alpha &= |\bar{\psi}^*_s| \cos(\theta_s + \Delta \delta \psi) - |\bar{\psi}_s| \cos(\theta_s) \\
\Delta \psi_\beta &= |\bar{\psi}^*_s| \sin(\theta_s + \Delta \delta \psi) - |\bar{\psi}_s| \sin(\theta_s)
\end{align*}$$

To design the torque loop PI controller, the following assumptions have to be considered:

- The rotor and stator flux vector positions are equal to zero, i.e., $\theta_s = \theta_r = 0$, which corresponds to the situation, where those two flux vectors lie along the $\alpha$-axis;
- Stator flux reference magnitude and PM flux are equal, i.e., $|\psi^*_s| = |\psi_{s_r}|$;
- Stator resistance is neglected.

Thus, the error of stator fluxes in stationary $\alpha\beta$-reference frame can be expressed as

$$\begin{align*}
\Delta \psi_\alpha &= 0 \\
\Delta \psi_\beta &= \psi_{PM} \Delta \delta \psi
\end{align*}$$

While the reference stator voltages are:

$$\begin{align*}
v^*_\alpha &= 0 \\
v^*_\beta &= \Delta \psi_\alpha K_{v\psi}
\end{align*}$$

Further, because of $v^*_\beta = |\bar{v}^*_s|$, and with substituting of (4.35), equation (4.36) becomes:

$$|\bar{v}^*_s| = \psi_{PM} \Delta \delta \psi K_{v\psi}$$
Then, the TF \( C_{\delta\psi} \) between stator voltage magnitude \(|v_s|\) and the change of torque angle \( \Delta\delta_\psi \) can be expressed as:

\[
C_{\delta\psi}(s) = \frac{|v_s^*|}{\Delta\delta_\psi} = K_{\psi PM}\psi_{PM}
\]  

(4.38)

Fig. 4.11 Block diagram of the torque control loop represented in s-domain.

Fig. 4.11 shows the equivalent block diagram of the torque control loop described in s-domain. Moreover, the plant TF can be derived from the stator voltage equation (4.5) and the electromagnetic torque produced in SPMSM. Since the relationship between the load and the electromagnetic torque is:

\[
\rho \omega_m = \frac{1}{J}(T_e - T_L)
\]  

(4.39)

and the torque angle can be calculated as:

\[
\delta_\psi = \theta_s - p_n \theta_r
\]  

(4.40)

Taking the differentiation of (4.40), it can be written as:

\[
\rho \delta_\psi = \rho \theta_\psi - p_n \rho \theta_m
\]  

(4.41)

\[
\rho \delta_\psi = \omega_\psi - p_n \omega_m \to \omega_\psi = \rho \delta_\psi + p_n \omega_m
\]  

(4.42)

where \( \rho \) is a derivative operator. From the current equation (4.12) and under the assumption of small angle \( \sin(\delta_\psi) = \delta_\psi \), the torque angle can be written as

\[
\delta_\psi = \frac{i_{qs}L_s}{\psi_{PM}}
\]  

(4.43)

Substituting equations (4.42) and (4.43) into the second voltage equation (4.5) one can obtain
\[ v_{qs} = R_s i_{qs} + \frac{L_s}{\psi_{PM}} \cdot \rho i_{qs} + p_n \omega_m \]  

(4.44)

Taking the differentiation of the above equation gives

\[ \rho v_{qs} = R_s \rho i_{qs} + i_{qs} \left( \frac{L_s}{\psi_{PM}} \cdot \rho^2 i_{qs} + p_n \rho \omega_m \right) \]  

(4.45)

From (4.12) and (4.13), the relationship between current and torque in the \( q_s \)-axis is

\[ i_{qs} = (2T_e/3p_n \psi_s) \]  

Substituting \( i_{qs} \) and equation (4.39) at zero load torque into (4.45) gives

\[ \rho v_{qs} = \frac{2R_s}{3p_n \psi_s} \rho T_e + \left( \frac{L_s R_s}{3p_n \psi_{PM}} \cdot \rho^2 T_e + \frac{p_n T_e}{J} \right) \]  

(4.46)

Taking the Laplace transformation of (4.46) with some arrangement yields

\[ s v_{qs} = T_e \left( \frac{2L_s}{3p_n \psi_{PM}} s^2 + \frac{2R_s}{3p_n \psi_s} s + \frac{p}{J} \right) \]  

(4.47)

Then, the plant TF between the \( ds \)-axis voltage and electromagnetic torque can be written as

\[ G_{Te}(s) = \frac{T_e}{v_{qs}} = \frac{A_T s}{s^2 + B_T s + C_T} \]  

(4.48)

where \( A_T = \frac{3p_n \psi_{PM}}{2L_s} \), \( B_T = \frac{R_s \psi_{PM}}{\psi_s L_s} \), and \( C_T = \frac{3p_n^2 \psi_{PM}}{2J_L} \). Substituting machine parameters given in Chapter 1, one obtains: \( A_T = 43.63 \), \( B_T = 146 \) and \( C_T = 1214 \). Hence, the torque open-loop control TF can be written as

\[ G_{Te,OL}(s) = C_{Te}(s) \cdot C_{\delta_e}(s) \cdot G_{Te}(s) \]  

(4.49)

where \( C_{Te}(s) \) is the TF of the standard PI controller given by

\[ C_{Te}(s) = \frac{K_{PTe} \left( s + \frac{K_{ITe}}{K_{PTe}} \right)}{s} \]  

(4.50)

The PI controller parameters can be obtained using either SISO tool of the MATLAB or online tuning in real-time system operation. Furthermore, the torque closed-loop control TF in Fig. 4.11 is given by:
\[ G_{e,CL}(s) = \frac{T_e'(s)}{T_e(s)} = \frac{C_T(s) \cdot C_{\phi}(s) \cdot G_{Te}(s)}{1 + C_T(s) \cdot C_{\phi}(s) \cdot G_{Te}(s)} \]  

(4.51)

Substituting the TF of \( C_T(s) \) and \( C_{\phi}(s) \) into equation (4.51) yields

\[ G_{e,CL}(s) = \frac{K_{\psi_P} \cdot \psi_M \cdot A_I \cdot \left( s + \frac{K_{Te}}{K_{pr}} \right)}{s^2 + (B_T + K_{pr} \cdot A_I) s + (C_M + K_{Te} \cdot A_I)} \]  

(4.52)

4.3. Proposed Cascaded DTC-SVM Strategy for Unbalanced PMSM

4.3.1. Machine behavior under unbalanced conditions

As discussed in Chapter 3, the positive and negative sequence components exist under unbalanced conditions, which result in the rise of the second order torque and flux harmonics if the conventional cascaded DTC-SVM strategy is employed. Assuming there is no zero sequence, i.e., Y-connection with floating neutral point, the electrical machine quantities can be expressed in terms of their positive/negative sequence components in the stationary \( \alpha \beta \) reference frame as [56], [83], [146]:

\[ F_{\alpha \beta} = F_{\alpha \beta^+} + F_{\alpha \beta^-} = F_{dq} e^{j(\alpha t + \phi)} + F_{dp} e^{-j(\alpha t + \phi)} . \]  

(4.53)

where \( \phi^+ \) and \( \phi^- \) are the initial phase shift. Fig. 4.12(a) illustrates the relationship between different quantities under unbalanced conditions represented in the positive \(dq^+\), negative \(dq^-\), and stationary \( \alpha \beta \) reference frames. It can be seen that the positive and negative voltage vectors rotate in circular trajectories but in opposite directions with angular frequencies of \( \pm \omega_s \). The combination of these two voltage vectors produced an ellipse trajectory, which describes the unbalanced situation as depicted in Fig. 4.12(b). The current and stator flux can be rewritten in terms of their positive/negative sequence components referred to the positive \(dq^+\) reference frame as:

\[ \tilde{i}_{dq}^+ = \tilde{i}_{dq^+} + \tilde{i}_{dq^-} = \tilde{i}_{dq^+} + \tilde{i}_{dq^-} e^{-j2\alpha t} \]  

(4.54a)

\[ \tilde{\psi}_{dq}^+ = \tilde{\psi}_{dq^+} + \tilde{\psi}_{dq^-} = \tilde{\psi}_{dq^+} + \tilde{\psi}_{dq^-} e^{-j2\alpha t} \]  

(4.54b)
In (4.54), the negative sequence components behave as an AC pulsating at the frequency of $2\omega_s$ in the fundamental stator flux $dqs^*$ reference frame. Taking into consideration the positive and negative sequence components, the torque can be expressed as:

\[
T_e = 1.5p_n \text{Im} \{ \bar{\psi}_{d+}^* \cdot \bar{\psi}_{d+} \} = 1.5p_n \left[ T_{es2} \sin(2\omega t) + T_{ec2} \cos(2\omega t) \right] \tag{4.55a}
\]

\[
T_{es2} = (\psi_{qs+}^* \cdot i_{qs+}^+ + \psi_{qs+}^* \cdot i_{qs+}^- + \psi_{qs-}^* \cdot i_{qs-}^+ + \psi_{qs-}^* \cdot i_{qs-}^-)
\]

\[
T_{ec2} = (\psi_{qs+}^* \cdot i_{qs+} + \psi_{qs-}^* \cdot i_{qs-} + \psi_{qs+}^* \cdot i_{qs+} + \psi_{qs-}^* \cdot i_{qs-}) \tag{4.55b}
\]

Equation (4.55) comprises of one direct term $T_{es2}$ correlated with equal harmonic sequence products, and two pulsating terms, i.e., $\bar{T}_{es2}$ and $\bar{T}_{ec2}$, at twice of the fundamental frequency $2\omega_s$ produced by unequal harmonic sequence products [83], [43], [160], [161], [130]. These two terms are responsible for the existence of the second order torque harmonic. In a conventional cascaded DTC-SVM, single voltage vector in the positive $dqs^*$ reference frame is applied. This structure fails to achieve low torque/flux ripples for unbalanced machines. To mitigate this problem, a modified, cascaded DTC-SVM structure has been presented by employing two compensation models, of which the first one (as will be explained in section §4.3.3) is based on generating the positive and negative RVVs individually and then combining them together to produce the modified RVV as shown in Fig. 4.13.
4.3.2. Sequential components extraction

Under balanced conditions, the instantaneous current and flux linkage in $\alpha$ frame are equal in magnitude and displacement by $90^0$ from those in $\beta$ frame, i.e., $|\psi_\alpha|=|\psi_\beta|$ and $|i_\alpha|=|i_\beta|$. Hence, there are no negative sequence components. However, under unbalanced conditions, they will vary in magnitude and/or phase shift, which lead to the emergence of negative sequence components [83], [146]. Therefore, the sequential components extractor (SCE) has been used to obtain the positive and negative sequence components of the current and flux in the $a\beta$ reference frame. It is based on the principle of signal delay, by adding or subtracting the real-time signals and the signals delayed by a quarter of the fundamental period, which is mathematically described as follows [146], [169]:

\[
\begin{align*}
  x_{a+}(t) &= \frac{1}{2} \left[ x_\alpha(t) - x_\beta \left( t - \frac{\pi}{2} \omega_r \right) \right], \\
  x_{a-}(t) &= \frac{1}{2} \left[ x_\alpha(t) + x_\beta \left( t - \frac{\pi}{2} \omega_r \right) \right], \\
  x_{\beta+}(t) &= \frac{1}{2} \left[ x_\beta(t) + x_\alpha \left( t - \frac{\pi}{2} \omega_r \right) \right], \\
  x_{\beta-}(t) &= \frac{1}{2} \left[ x_\beta(t) - x_\alpha \left( t - \frac{\pi}{2} \omega_r \right) \right].
\end{align*}
\]  

(4.56a)

(4.56b)

Factor $x$ refers to current or flux variables. The phase shift delay by $90^0$ is an interesting target, and therefore, many researchers have tried to obtain the easiest and
most effective way to achieve such a delay under variable frequency. Some effort such as all pass filter, adaptive notch filter (ANF) [170], and second order generalized filter [146], [169] have already been developed in the past few years. In this chapter, an algorithm using MATLAB s-function has been written based on the concept of the variable integer sampling delay as described in [171].

Fig. 4.14 shows the schematic diagram of the SCE and its performance, the unbalanced conditions in Fig. 4.14 are created by connecting extra resistance ($R_{ex}=200\%R_a$) in series with phase $a$. The stator current and flux behaviors without/with considering the effect of $R_{ex}$ are shown in Fig. 4.14(b) and Fig. 4.14(c), respectively. It can be seen that when $R_{ex}$ is connected, the negative sequence components of flux and current are significantly increased due to unbalance, Fig. 4.14(b) and Fig. 4.14(c) at $t>0.5$. The transient time consumed in SCE is relatively small due to the fast digital signals processing when creating the $90^\circ$ phase shift. It is worth mentioning that the negative sequence components of both current and flux without additional resistance, i.e., $t<0.5$, is not equal to zero since the motor under test has a slightly inherent unbalanced back-EMF caused by designing process, further discussion can be found in section §4.4.2.

(a) Schematic diagram of SCE
4.3.3. Positive and negative RVVs generation

As the sequential components are obtained, the positive and negative RVVs can be calculated individually by predicting the stator flux vector variation in each sampling interval. This change can be described as the difference between the expectation and current values of the stator flux in the next cycle, which can be mathematically expressed as:

$$
\begin{align*}
\psi_{\alpha}^{+} & = E_{\psi_{\alpha}} - I_{\psi_{\alpha}} \\
\psi_{\beta}^{+} & = E_{\psi_{\beta}} - I_{\psi_{\beta}} \\
\psi_{\alpha}^{-} & = E_{\psi_{\alpha}} + I_{\psi_{\alpha}} \\
\psi_{\beta}^{-} & = E_{\psi_{\beta}} + I_{\psi_{\beta}}
\end{align*}
$$
\[
\Delta \psi_\alpha = |\vec{\psi}_s^*| \cos (\Delta \delta_\psi + \theta_\alpha) - |\psi_{ss}| \cos (\theta_\alpha) 
\]

\[
\Delta \psi_\beta = |\vec{\psi}_s^*| \sin (\Delta \delta_\psi + \theta_\alpha) - |\psi_{ss}| \sin (\theta_\alpha) 
\]

\[
\Delta \psi_s = |\psi_s| \cos (-\theta_\alpha + \gamma) 
\]

\[
\Delta \psi_\beta = |\psi_s| \sin (-\theta_\alpha + \gamma). 
\]

where \(\gamma\) is the phase shift compensation angle between the stator flux and voltage vectors in the stationary \(\alpha\beta\) reference frame, \(\gamma = 90^\circ\), \(|\psi_{ss}|\) is the stator flux reference and can be obtained from the reference torque based on the principle of maximum torque per ampere (MTPA) to promote the system efficiency [42], [172]. Usually, for surface-mounted PMSM with \(L_d = L_q = L_s\), the stator flux reference trajectory can be obtained online using motor parameters \((L_s, p_n, \text{and } \psi_{PM})\) as:

\[
|\psi_{ss}|^2 = \left(\psi_{PM}\right)^2 + \left(\frac{L_i T_e}{\frac{1}{2} P_s \psi_{PM}} \right)^2 
\]

(4.58)

Although the variations of motor parameters may affect the performance of MTPA, a comprehensive discussion regarding this issue can be found in [42], [172].

Afterward, the modified RVV is computed by combining both positive and negative RVVs as follows:

\[
\vec{v}_{s}^{++} = \frac{\Delta \vec{\psi}_s^+}{T_s} + R_s \vec{i}_{ss} 
\]

(4.59a)

\[
\vec{v}_{s}^{--} = \frac{\Delta \vec{\psi}_s^-}{T_s} + R_s \vec{i}_{ss} 
\]

(4.59b)

\[
\vec{v}_{s}^{+-} = \vec{v}_{s}^{++} + \vec{v}_{s}^{--} 
\]

(4.59c)

### 4.3.4. Torque ripple minimization

For further torque ripple reduction, the PIR controller tuning at twice of the fundamental frequency has been used instead of standard PI regulator [77], [151], [173]. This modification provides high gain at the selected resonant frequency, which can sufficiently minimize the 2\(^{nd}\) harmonic of the torque signal and improve the steady-state error [77], [174]. The ideal R controller transfer function can be expressed in s-domain as:

\[
G_r(s) = \frac{K_r s}{s^2 + (\omega_s)^2} 
\]

(4.60)
where $K_r$ is the resonant gain that provides infinite gain at the desired frequency, $h$ refers to the selected harmonic order to be regulated. Practically, the resonant controller is usually implemented by using non-ideal R controller to avoid stability problem associated with an infinite gain [151], [175], [176], which can be expressed by the given transfer function:

$$
G_h(s) = \frac{2K_r\omega_s}{s^2 + 2\omega_s s + (h\omega)\omega^2} \quad (4.61)
$$

Expression (4.61) provides a finite gain but is still relatively high for enforcing a small steady-state error and good tracking for the selected harmonics. Another feature can be obtained using the non-ideal R controller is that the bandwidth can be widened by properly adjusting $\omega_c$ [95], [177]. The sensitivity and stability of the R regulator have been verified theoretically in [77]. Since the resonant frequency is variable, the transfer function of (4.60) can be implemented by decomposition the term $G_h(s)$ into two integrators [158], [178] as shown in Fig. 4.15. Further analysis and discussion regarding the improvement of frequency accuracy and stability margin for digital resonant controllers, by performing delay compensation and pole correction, is also available in [178], [179]. In this thesis, the structure without delay compensation is used since the magnitude of the compensation harmonic is low. The complete transfer function of the PIR controller is given by:

$$
G_{\text{PIR}}(s) = K_p + \frac{K_i}{s} + \frac{2K_r\omega_s s}{s^2 + 2\omega_s s + (h\omega)\omega^2} \quad (4.62)
$$

where $K_p$ and $K_i$ are the proportional and integral gains of the classic PI-regulator. The input frequency $\omega_s$ is obtained in the real-time from the stator flux position $\theta_s$, the dominated torque harmonic is $h=2$, and the cut-off frequency is chosen as $\omega_c = \omega_s/200$ while the resonant gain is set to be the same as the integral gain of the PI control [178].

![Fig. 4.15 Simulation model of the resonant controller.](image-url)
4.4. Experimental Verification

The experimental tests are conducted on balanced (with the possibility of manual conversion to unbalanced) three-phase surface-mounted PM synchronous motor. The information regarding hardware, software, and test rig are discussed in Chapter 2. The controller parameters are listed in Table 4.1.

### 4.4.1. Compensation under steady-state conditions

As aforementioned in Chapter 2, the motor under test has a slightly inherent unbalanced back-EMF due to the manufacturing process, which appears in the spectrum analysis of the three-phase back-EMF given in Table 4.2 (symmetrical) [38]. The influence of this unbalanced back-EMF is slight, which can be neglected, and the motor can be regarded as a symmetrical machine.

On the other hand, to investigate the proposed strategy under realistic unbalanced conditions, the asymmetry has been created in different phases by adding extra winding (≈10%N_s) into phase b as shown in Fig. 4.16. The measured impedance of the additional winding is $Z_{exb}=R_{exb}+L_{exb}=0.098 \Omega + 0.102 \text{ mH}$.

Moreover, a resistance of $R_{exa}=100\%R_s$ has been deliberately connected in series with phase a. These modifications increased the influence of unbalanced back-EMF as shown in the spectrum analysis presented in Table 4.2 (unbalanced). Therefore, all experimental results are carried out based on this assumption.

Under steady state, the motor is driven at a constant torque of $T_e=0.25 \text{ Nm}$, where the amplitude of the demand phase current is $i_{abc}\approx1.9 \text{ A}$. The stator flux reference is obtained according to (4.58). Then, three operating modes are employed, which can be defined as follows:

<table>
<thead>
<tr>
<th>TABLE 4.1 CONTROLLER PARAMETERS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Torque loop regulator $K_{PTe}=0.061$ &amp; $K_{ITe}=5.32$ &amp; $K_{r2}=5.32$ &amp; $\omega_{e2}=\omega_{s}/200$</td>
</tr>
<tr>
<td>Speed loop regulator $K_P=0.00012$ &amp; $K_I=0.0014$</td>
</tr>
<tr>
<td>Switching frequency $f_{sw}=5\text{kHz}$</td>
</tr>
<tr>
<td>Sampling frequency $f_s=10\text{kHz}$</td>
</tr>
<tr>
<td>DC-Link voltage $38 \text{ V}$</td>
</tr>
<tr>
<td>Inverter Dead time $T_D=5\mu\text{s}$</td>
</tr>
</tbody>
</table>
Fig. 4.16 Additional winding placement.

**TABLE 4.2 PHASE BACK-EMF HARMONICS (V) AT 1500 RPM**

<table>
<thead>
<tr>
<th>Phases</th>
<th>Fundamental</th>
<th>2\textsuperscript{nd}</th>
<th>3\textsuperscript{rd}</th>
<th>5\textsuperscript{th}</th>
<th>7\textsuperscript{th}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Balanced</td>
<td>A</td>
<td>14.516</td>
<td>0.412</td>
<td>0.048</td>
<td>0.318</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>14.2880</td>
<td>0.321</td>
<td>0.212</td>
<td>0.2483</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>15.3256</td>
<td>0.422</td>
<td>0.264</td>
<td>0.220</td>
</tr>
<tr>
<td>Unbalanced</td>
<td>A</td>
<td>16.423</td>
<td>0.421</td>
<td>0.132</td>
<td>0.201</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>14.825</td>
<td>0.312</td>
<td>0.101</td>
<td>0.335</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>15.630</td>
<td>0.262</td>
<td>0.171</td>
<td>0.221</td>
</tr>
</tbody>
</table>

- **Mode** [1] without compensation, i.e., conventional cascaded DTC-SVM.
- **Mode** [2] compensation using positive and negative RVV, while keeps the classic PI-regulator.

Fig. 4.17 shows the experimental results of torque and flux and their spectrum analysis under different modes. It can be seen that the 2\textsuperscript{nd} harmonics in both torque and flux are the most dominated under **Mode** [1] while it can be reduced by 50% in torque signal and 60% in flux signal when using **Mode** [2] due to the use of modified RVV. Consequently, the best results can be obtained when using **Mode** [3], the 2\textsuperscript{nd} harmonic torque is reduced by 90%, while the effect on the flux is negligible, Fig. 4.17(b), since the flux is controlled in an open-loop fashion and independent of torque loop. It is worth mentioning that the 4\textsuperscript{th} harmonic appears in both torque and flux linkage due to the correlating of unequal sequence product of flux and current signals. Nevertheless, this harmonic is also reduced because of the compensation of 2\textsuperscript{nd} harmonic.
Furthermore, the currents behaviors in the $\alpha\beta$- and $abc$-reference frames are depicted in Fig. 4.18(a) and Fig. 4.18(b), respectively. The total harmonic distortion (THD) of phase $a$ current under Mode [1] is 4.88% and becomes 1.81% with Mode [3], which means such asymmetric machine can achieve balanced current. However, the unbalanced in the demand voltage is increased under Mode [2] and Mode [3] compared with Mode [1] as shown in Fig. 4.19 since it is impossible to achieve balanced current and voltage simultaneously for such asymmetric machines [28]. Moreover, the voltage trajectory angle is modified with compensation, Mode [3], compared without compensation. This correction is due to the PIR controller, which reduced the steady-state error.
Fig. 4.18 Current behaviours with/without compensation.
Apart from the steady-state test, the feasibility of the proposed strategy is further experimentally verified under dynamic conditions. The demanded torque is stepped as 0.1-0.25-0.1 Nm while the system has similar asymmetric conditions that given in section 4.4.2. Fig. 4.20 shows the estimated torque and flux without/with compensation (for simplicity, only Mode [1] and Mode [3] are used since Mode [2] is already included in Mode [3]). As can be seen from Fig. 4.20, the torque/flux quickly responds to their demand changes under both Modes, in addition to less torque/flux ripples producing under Mode [3].

Fig. 4.19 Voltage behaviours with/without compensation.

4.4.2. Compensation under dynamic conditions

Apart from the steady-state test, the feasibility of the proposed strategy is further experimentally verified under dynamic conditions. The demanded torque is stepped as 0.1-0.25-0.1 Nm while the system has similar asymmetric conditions that given in section 4.4.2. Fig. 4.20 shows the estimated torque and flux without/with compensation (for simplicity, only Mode [1] and Mode [3] are used since Mode [2] is already included in Mode [3]). As can be seen from Fig. 4.20, the torque/flux quickly responds to their demand changes under both Modes, in addition to less torque/flux ripples producing under Mode [3].

Fig. 4.19 Voltage behaviours with/without compensation.
Fig. 4.20 Torque and flux dynamic responses with/without compensation.

Fig. 4.21-4.23 show the motor starting from a standstill under symmetrical condition using Mode [1], asymmetric condition using Mode [1], and asymmetric condition using Mode [3], respectively. From top to bottom, plots in Fig. 4.21-4.23 show the reference and estimated torques, the reference and estimated fluxes, and the measured three-phase currents. Besides reducing the torque and flux ripples by using Mode [3], Fig. 4.23, the proposed strategy can keep the merits of fast dynamic response inherent in the conventional DTC-SVM.

Fig. 4.21 Start-up response under symmetrical conditions using Mode [1].
Fig. 4.22 Start-up response under asymmetric conditions using Mode [1].

Fig. 4.23 Start-up response under asymmetric conditions using Mode [3].
Fig. 4.24 compares the torque responses obtained from Fig. 4.21-4.23. The rise time \( t_r \) under symmetrical \( (t_r \approx 3.8\, \text{ms}) \) and asymmetric \( (t_r \approx 3.7\, \text{ms}) \) conditions using Mode [1] is approximately the same while it is less \( (t_r \approx 2.8\, \text{ms}) \) with a slight overshoot (OS) under asymmetric condition using Mode [3]. The fastest dynamic response under Mode [3] is because of the resonant gain [77], [176], [179]. However, a large resonant gain led to a fast dynamic response, but it imposes high overshoot and vice versa [95]. Therefore, there is a tradeoff between the transient error (large OS) and the fast dynamic response when selecting the resonant controller parameters. Thus, a compromise between those two characteristics should be taken into consideration when tuning with the controller parameters.

![Fig. 4.24 Comparative of torque step responses under different modes.](image)

### 4.4.3. Speed control

The speed control is also investigated, where the speed, torque, and flux signals are all depicted in Fig. 4.25. At \( t=5\, \text{s} \) the Mode [3] is applied, thus, the torque/flux ripples are reduced.
Fig. 4.25 Speed reversal response with/without compensation.

It can be seen that the proposed compensation method is working effectively in both speed directions to keep the merits of fast speed response compared with that of the conventional method.

4.5. Summary

In this chapter, the cascaded DTC-SVM strategy has been modified to suppress the second-order torque and flux harmonic components that reside in asymmetric three-phase PMSMs. It is based on using two compensators of which the first one is by generating the positive and negative sequence voltage vectors independently, and then combined them together to produce a modified RVV. For further torque ripple reduction, the second compensator is used PIR controller tuning at \(2\omega_s\) instead of the standard PI-regulator. This modification ensures zero steady state error at the selected frequency. The experimental results have verified the effectiveness of the proposed method under dynamic and steady state conditions, which shows an excellent capability to reduce torque and flux ripples under asymmetric conditions while keeping the merits of fast dynamic response inherent in DTC-SVM strategies.
CHAPTER 5

REDUCTION OF TORQUE AND FLUX RIPPLES IN DIRECT TORQUE CONTROL OF ASYMMETRIC PERMANENT MAGNET SYNCHRONOUS MACHINE

Abstract—Due to asymmetric three-phase system and influence of inverter nonlinearity, large torque and stator flux harmonics would exist in the space vector modulation based direct torque controlled (DTC-SVM) three-phase permanent magnet synchronous machines (PMSMs). A general expression for electromagnetic torque is derived for DTC of asymmetric three-phase PMSMs considering the influence of inverter nonlinearity. To mitigate the influence of the undesired harmonics, a compensation method is developed by enhancing the standard PI-regulator in the torque and flux loops with appropriate resonant controllers. Since the second and sixth order harmonics are the most dominant components, two resonant controllers tuning at the 2\textsuperscript{nd} and 6\textsuperscript{th} of stator angular frequency respectively are utilized. The proposed method can achieve good steady-state performance in terms of low torque and flux ripples while keeping the merits of the conventional DTC-SVM strategy such as good dynamic torque response and machine parameter independence. The experimental results validate the effectiveness of the proposed strategy.

5.1. Introduction

In high-performance motion control such as precision machine tools, robotics, and servo drives, low torque ripple is obligatory [8]. Therefore, the direct torque control (DTC) strategy is often employed, which directly control the torque and stator flux linkage without the coordinate transformation and the inner current loops compared to vector control (VC) [127]. Unlike the cascaded DTC-SVM that presents in Chapter 4, parallel DTC-SVM strategy employs two PI-regulators for flux and torque control, thus, it is less sensitive to the stator flux disturbance and achieves a satisfactory performance when the machine is balanced [45], [163], [164], [180]. However, during operation or manufacturing, it is common that the electric machines are exposed to various types of asymmetries such as stator flux linkage distortion [8], non-sinusoidal back-EMF [181],
unequal phase impedance [161], inverter nonlinearity, etc. [95], [183]. Such abnormal conditions lead to the rise of negative sequence components and parasitic harmonics at low frequency in the torque and flux linkage, i.e., 2nd, 4th, 6th, and 12th [95], [181]. These harmonics behave as alternative components (AC) overlapped with the original direct (DC) quantities. The classic PI-regulator cannot control the AC components due to its bandwidth limitation [95], [174], [184]. Therefore, different control techniques have been presented to mitigate these harmonics [77], [95], [181], [185], [186]. In [181], the authors compensate the influence of non-sinusoidal back EMF and cogging torque by improving the torque estimator, which requires the information about cogging torque, and only the torque improvement is considered. In addition, an iterative learning control (ILC) topology for compensating any periodic components in the torque is inserted between two PI regulators [184]. Moreover, repetitive compensation is often employed for torque ripple reduction [186]. However, it presents drawbacks such as complex tuning process [174], [182]. Furthermore, modified DTC-SVM to deal with this issue is rarely studied so far.

Recently, the resonant controller (R controller) is widely employed in vector control (VC) strategy under asymmetric and distorted conditions [95], [182], [186]. It can be used in stationary reference frame by simply replacing the integral controller with resonant controller (proportional resonant PR controller) [77], [132], [174], or in synchronous reference frame by utilizing resonant controller together with the classical PI-regulator (PIR controller) [95], [151], [187], [188], [189]. In [182], a multi-resonance controller is used in synchronous frame to improve the q-axis current in order to reduce the torque ripple caused by non-sinusoidal back EMFs. In the same manner, a dead time compensation for a dual three-phase machine using a resonant controller is reported in [95], [189].

This chapter focuses on compensating the dominating harmonics in the torque and stator flux linkage caused by unbalanced back EMF and influence of inverter nonlinearity in DTC-SVM for PMSMs. A general expression for electromagnetic torque is derived for DTC of asymmetric 3-phase PMSMs considering the influence of inverter nonlinearity. A modified parallel DTC-SVM strategy being able to reduce the 2nd and 6th harmonics in both torque and flux linkage is presented. The compensation is achieved by enhancing the standard PI-regulators with two resonant controllers tuning at the 2nd and 6th of stator angular frequency respectively. This method does not require a sequential component decomposition and presents desirable performance in terms of
low torque and flux ripples while keeping the merit of conventional DTC-SVM strategy such as fast torque dynamic response and parameter independence.

5.2. Conventional Parallel DTC-SVM Strategy for Balanced PMSM

5.2.1. Mathematical model represented in stator flux reference frame

The mathematical model of PMSM in the stationary \(\alpha\beta\)-reference frame can be expressed as [181], [190]:

\[
v_s = R_s i_s + \frac{d\psi_s}{dt} \tag{5.1}
\]

where \(v_s = (v_\alpha + jv_\beta)\) is the stator voltage, \(i_s = (i_\alpha + ji_\beta)\) is the stator current, and \(\psi_s = (\psi_\alpha + j\psi_\beta)\) is the stator flux-linkage. Then, the stator flux-linkage magnitude and position can be obtained by utilizing either current (5.2) [45], [181], or voltage-model (5.3) [163], [190] based estimator as:

\[
\hat{\psi}_s = L_s \tilde{i}_s + \hat{\psi}_r. \tag{5.2}
\]

\[
\hat{\psi}_s = \int (v_s - R_s \tilde{i}_s) \, dt. \tag{5.3}
\]

\[
|\hat{\psi}_s| = \sqrt{\psi_\alpha^2 + \psi_\beta^2} \tag{5.4}
\]

\[
\hat{\theta}_s = \tan^{-1} \left( \frac{\psi_\beta}{\psi_\alpha} \right) \tag{5.5}
\]

where \(\tilde{\psi}_r = (\psi_{PM} \cos \theta_r + j\psi_{PM} \sin \theta_r)\) is the flux produced by the rotor, \(\psi_{PM}\) is the rotor PM flux, \(\theta_s\) and \(\theta_r\) are the stator and rotor flux positions, respectively, and \(L_s\) is the stator self-inductance. Then the electromagnetic torque \(T_e\) can be expressed as:

\[
T_e = 1.5 p_n \text{Im}\{\hat{\psi}_s \cdot \tilde{i}_s\} = 1.5 p_n \text{Im}\{(\psi_\alpha + j\psi_\beta) \cdot (i_\alpha + ji_\beta)\} = 1.5 p_n (\psi_\alpha i_\beta - \psi_\beta i_\alpha). \tag{5.6}
\]

where \(p_n\) denotes the number of pole pairs, and the superscript "*" refers to the complex conjugate vector. The relationship of rotor and stator flux vectors represented in the rotor flux \(dqr\), stator flux \(dqs\), and stationary \(\alpha\beta\) reference frames under the symmetric
conditions is depicted in Fig. 5.1. The stator flux \( dqs \)-reference frame rotates at the stator angular frequency \( (\omega_s) \) and the \( ds \)-axis is aligned to the stator flux vector \( \vec{\psi}_s \). The machine model in the rotational \( dqr \)-reference frame can be expressed as [163], [181]:

\[
v_{dr} = R_i i_{dr} + \frac{d\psi_{dr}}{dt} - \omega_r \psi_{qr}
\]

(5.7)

\[
v_{qr} = R_i i_{qr} + \frac{d\psi_{qr}}{dt} + \omega_r \psi_{dr}.
\]

(5.8)

where \( \omega_r \) refers to the rotor angular frequency, \( v_{dr}, v_{qr}, i_{dr}, i_{qr}, \psi_{dr}, \psi_{qr}, \) and \( L_{dr}, L_{qr} \) are the voltages, currents, fluxes, and self-inductances in the \( dqr \) reference frame, respectively. These voltages in (5.7) can be transformed into the stator flux \( dqs \)-reference frame using the following matrix [163], [181]:

\[
\begin{bmatrix}
F_{ds} \\
F_{qs}
\end{bmatrix} =
\begin{bmatrix}
\cos (\delta_{\psi}) & \sin (\delta_{\psi}) \\
-\sin (\delta_{\psi}) & \cos (\delta_{\psi})
\end{bmatrix}
\begin{bmatrix}
F_{dr} \\
F_{qr}
\end{bmatrix},
\]

(5.9)

where \( F \) represents voltage, current or flux-linkage, and \( \delta_{\psi} \) is the torque angle.

Furthermore, the voltage command of surface mounted PMSM (where \( L_{dr} \approx L_{qr} \)) in the stator flux \( dqs \)-reference frame is given by [45], [181]:

\[
v_{dr}^* = R_i i_{dr} + \frac{d|\vec{\psi}_s|}{dt} - \omega_r |\vec{\psi}_s|.
\]

(5.10)

\[
v_{qr}^* = R_i i_{qr} + \omega_r |\vec{\psi}_s| = \frac{2R_i}{3p_n |\vec{\psi}_s|} T_e + \omega_s |\vec{\psi}_s|.
\]

where \( i_{qr}=2T_e/3p_n |\vec{\psi}_s|, \psi_{qr}=0 \). From (5.10), it can be deduced that the stator flux can be directly controlled by adjusting \( ds \)-axis voltage command \( v_{ds}^* \), while the torque can be easily regulated by controlling \( qs \)-axis voltage command \( v_{qs}^* \).
5.2.2. Torque and flux control

In the parallel DTC-SVM strategy, the torque and flux quantities can be controlled by employing two closed-loop systems. The estimated torque and flux are compared with their references, and then, the resulting errors signals, i.e., $\Delta T_e$ and $\Delta \psi_s$, are delivered to the PI-regulators, whose outputs are the command voltage components $v_{ds}^*$ and $v_{qs}^*$ in the stator flux $dqs$-reference frame as shown in Fig. 5.2. The final RVV can be formed by transforming this voltage commands into stationary $\alpha\beta$-reference frame as:

$$
\begin{bmatrix}
v_{d}^* \\
v_{q}^*
\end{bmatrix} =
\begin{bmatrix}
\cos (\theta_s) & -\sin (\theta_s) \\
\sin (\theta_s) & \cos (\theta_s)
\end{bmatrix}
\begin{bmatrix}
v_{ds}^* \\
v_{qs}^*
\end{bmatrix}.
$$

(5.11)

![Block diagram of the parallel DTC-SVM structure.](image)

5.2.2.1. Stator flux control loop

Back to the mathematical model of SPMSM derived in Chapter 4, the current in the $ds$-axis (refer to equation 4.11 in Chapter 4) can be put in the form bellow:

$$
i_{ds} = \frac{\psi_s - \psi_{PM} \cos \delta_\psi}{L_s}
$$

(5.12)

Substituting equation (5.12) in the first equation of (5.10) one can obtains:

$$
v_{ds} = R_s \left( \frac{\psi_s - \psi_{PM} \cos \delta_\psi}{L_s} \right) + \frac{d\psi_s}{dt} = \frac{R_s}{L_s} \dot{\psi_s} + \frac{d\psi_s}{dt} - \frac{R_s \psi_{PM} \cos \delta_\psi}{L_s}
$$

(5.13)
Taking the Laplace transformation of (5.13) gives:

\[ v_{ds} = (s + \frac{R_s}{L_s})|\bar{\psi}_s| - \frac{R_s\psi_{PM}}{L_s}\cos\delta_\psi \]  

(5.14)

Assuming small changes in \( \delta_\psi \), hence \( \cos\delta_\psi \approx 1 \), and equation (5.14) becomes:

\[ v_{ds} = (s + \frac{R_s}{L_s})|\bar{\psi}_s| - W_\psi \]  

(5.15)

where, \( W_\psi = \frac{R_s\psi_{PM}}{L_s}\cos\delta_\psi \approx \frac{R_s\psi_{PM}}{L_s} \), the TF between the stator flux magnitude and the \( ds \)-axis voltage is

\[ G_\psi(s) = \frac{|\bar{\psi}_s|}{v_{ds} + W_\psi} = \frac{1}{s + \frac{R_s}{L_s}} = \frac{1}{s + A_\psi} \]  

(5.16)

where, \( A_\psi = \frac{R_s}{L_s} \). The flux control loop is shown in Fig. 5.3, where \( C_\psi(s) \) is a TF of the conventional PI controller given by:

\[ C_\psi(s) = \frac{K_{pv}}{s + \frac{K_{iv}}{K_{pv}}} \]  

(5.17)

and the TF of the closed-loop stator flux magnitude control is

\[ G_{\psi, CL}(s) = \frac{|\bar{\psi}_s|}{|\bar{\psi}_s|} = \frac{C_\psi(s)G_\psi(s)}{1 + C_\psi(s)G_\psi(s)} \]  

(5.18)

Substituting \( C_\psi(s) \) and \( G_\psi(s) \) into (5.18) yields:
\[ G_{\nu,\text{CL}}(s) = \frac{K_{p\nu}\left(\frac{s + K_{iv}}{K_{p\nu}}\right)\left(\frac{1}{s + A_{\nu}}\right)}{1 + \frac{K_{p\nu}\left(\frac{s + K_{iv}}{K_{p\nu}}\right)\left(\frac{1}{s + A_{\nu}}\right)}{s^2 + (A_{\nu} + K_{p\nu})s + K_{iv}}} = \frac{K_{p\nu}\left(\frac{s + K_{iv}}{K_{p\nu}}\right)}{s^2 + (A_{\nu} + K_{p\nu})s + K_{iv}} \]

(5.19)

### 5.2.2.2. Torque control loop

The torque control loop of the parallel structure DTC-SVM represented in s-domain is shown in Fig. 5.4. $G_{T_e}(s)$ is the TF between the $qs$-axis voltage and the electromagnetic torque (similar to that obtained in Chapter 4, section §4.2.2.2), and $C_{T_e}(s)$ is the TF of the standard PI controller defined as:

\[ C_{T_e}(s) = \frac{K_{pT_e}\left(\frac{s + K_{IT_e}}{K_{pT_e}}\right)}{s} \]

(5.20)

Hence, the torque closed-loop control TF in Fig. 5.4 can be expressed as:

\[ G_{T_e,\text{CL}}(s) = \frac{T_e^*(s)}{T_e(s)} = \frac{C_{T_e}(s) \cdot G_{T_e}(s)}{1 + C_{T_e}(s) \cdot G_{T_e}(s)} \]

(5.21)

Substituting the TF of $C_{T_e}(s)$ and $G_{T_e}(s)$ into equation (5.21) yields:

\[ G_{T_e,\text{CL}}(s) = \frac{K_{p\nu}\mathcal{V}_{pm}A_{T_e}K_{pT_e}\left(\frac{s + K_{IT_e}}{K_{pT_e}}\right)}{s^2 + (B_{T_e} + K_{pT_e}A_{T_e})s + (C_M + K_{IT_e}A_{T_e})} \]

(5.22)

The PI controller parameters of both torque and flux control loops can be obtained using either SISO tool of MATLAB software or online tuning in the real-time operating system.
5.3. Influence of Unbalanced and Inverter nonlinearity

5.3.1. Inverter nonlinearity

Most of the VSIs suffer from different non-ideal characteristics such as a change in the junction temperature of the power switch devices, DC-Link voltage/current fluctuation, and phase current unbalanced [191], [192], [193]. These factors result in current distortion, torque pulsating, and degradation of control performance. The most significant non-linearity causes include [191], [192], [193], [194]:

- A voltage drop across the power switch devices.
- Dead time effect.
- Pulsating of the DC-link voltage.

5.3.1.1. Voltage drop across power switch devices

In the real VSI, the power switches do not conduct ideally. When they are conducting, the voltage across them is not zero and equal to the voltage drop on the conducted transistor $V_T$. Whereas, in the blocking mode, the power switches have voltage drop on the conducted diode $V_D$. The voltage drop across the power devices depending on the phase current direction. It has an influence on the output voltage, especially at the low-speed range and high load current. Fig. 5.5 shows the influence of the voltage drop across power switch devices on the inverter output voltage. It can be seen that the output voltage is asymmetric (having offset) and the voltage drop decreases the output voltage when the phase current is positive and increases the output voltage when the phase current is negative [193], [194], [195].

![Diagram](image-url)

**Fig. 5.5** Output voltage with the influence of voltage drop across power devices.
5.3.1.2. Dead time

In the practice, all power switches have non-ideal characteristics. Hence, they do not turn ON or OFF instantaneously. To avoid a short circuit in the DC-link, a protection time is necessary when two switching devices are in the same leg. This time is known as the dead time \( T_D \), and included in the control signals. It guarantees safe operation of the inverter. The typical value of \( T_D \) is between 1\( \mu \)s to 5\( \mu \)s, where the lowest value is for small power IGBT and is increased in respect to increasing of IGBT power [193]. The effect of dead time can be examined from one phase of PWM inverter since each inverter leg consists of upper \( (T_1) \) and lower \( (T_2) \) power switch device, and reverse recovery diodes \( D_1 \) and \( D_2 \), connected between the positive and negative rails of the power supply. The gate signals \( S_a \) and \( \bar{S}_a \) come from the control block, which forms the output voltage \( V_o \). Fig. 5.6 shows the ideal control signals and real control signals with inserted dead time \( T_D \). It can be seen that the time duration of the real drive signal of upper transistor is shorter than the ideal drive signal and for the lower transistor is longer than ideal. Therefore, when the phase current is positive \( (i_a > 0) \), the output voltage is reduced while for negative phase current \( (i_a < 0) \), the output voltage is increased as shown in Fig. 5.7 [185], [196]. It is worth mentioning that the effect of dead time is more obvious at low-speed operation range, whilst it is almost disappeared in the high-speed range.

Fig. 5.6 Gate drive signal control on one inverter lag.

Fig. 5.7 Dead time effect on the inverter output voltage.
5.3.1.3. Pulsating of DC-link voltage

Actually, the real DC-link voltage contains ripple and fluctuation due to low capacitor value or bad filtering, and the disadvantage of diode rectifier and non-ideal characteristic. Therefore, the quality of DC-link voltage has a direct influence on the inverter output voltage in which the inverter output voltage can be expressed as [195], [195].

\[ v_o = D \cdot U_{DC} \]  \hspace{1cm} (5.23)

where \( D \) is the duty cycle ratio, \( U_{DC} \) is the DC-Link voltage, and \( v_o \) represent inverter output voltage. Hence, it can be easily observed that any change in DC-link voltage will contribute in variation of the output voltage. To overcome this problem:

- Using the measured DC-link voltage in the calculation of the modulation index of SVM instead of constant value.
- Replacing the diode rectifier circuit by active rectifier circuit, which provides a controllable DC-link voltage.
- Using high capacitor value in the DC-link side to increase the possibility of filtering out the undesired ripples and ensure smooth DC-link voltage.

The above factors will result in the rise of the odd low order harmonics in the three-phase current, especially the 5\textsuperscript{th} and 7\textsuperscript{th} [197].

5.3.2. Impact of unbalanced Back-EMF and Inverter nonlinearity

Due to unbalanced back-EMF caused by winding asymmetry and influence of inverter nonlinearity, the stator voltage, current, and flux in a three-phase system can be expressed in terms of their positive-, negative-, zero-sequence components of \( \omega_s \) and the harmonic components of \(-5\omega_s\) and \(+7\omega_s\) [95], [189], [197], [83], [198]. Since the model under investigation is a three-wire connection system, i.e., floating neutral point, the zero-sequence component is neglected [83]. Fig. 5.8 shows the spatial relationship between different reference frames under asymmetric condition. It is worth mentioning that only the positive, negative sequence and harmonic components of fifth and seventh are taken into consideration in this paper. Therefore, the voltage, current, and stator flux linkage vectors can be expressed in the stationary \( a\beta \) frame as [151], [198]:

\[ \tilde{F}_{a\beta} = \tilde{F}_{a\beta1+} + \tilde{F}_{a\beta1-} + \tilde{F}_{a\beta5-} + \tilde{F}_{a\beta7+} \]  \hspace{1cm} (5.24)
where the subscript of 1+, 1-, 5-, 7+ refer to the positive-, negative-sequence components, fifth, and seventh harmonic components, respectively. According to Fig. 5.8, the $dqs^{1+}$ reference frame rotates at the stator angular frequency of $\omega_s$.

Fig. 5.8 Asymmetric condition (unbalanced back-EMF and inverter nonlinearity).

Whereas, the harmonic reference frames, $dqs^{1-}$, $dqs^{5-}$, and $dqs^{7+}$ rotate at the angular frequencies of $-\omega_s$, $-5\omega_s$, and $+7\omega_s$, respectively. These harmonics can be represented in the $dqs^{1+}$ reference frame as:

$$
\tilde{F}_{dqs}^{1+} = \tilde{F}_{dqs}^{1+} + \tilde{F}_{dqs}^{1-}e^{-j2\omega_s t} + \tilde{F}_{dqs}^{5-}e^{-j6\omega_s t} + \tilde{F}_{dqs}^{7+}e^{j6\omega_s t} \tag{5.25}
$$

where the superscripts of 1+, 1-, 5-, and 7+ represent the positive, negative, and harmonic components of $-5\omega_s$ and $+7\omega_s$ in the $dqs^{1+}$ reference frame, respectively, and $e^{j2\omega_s t} = (\cos(2\omega_s t) \pm j\sin(2\omega_s t))$. From (5.25), it can be deduced that the negative sequence component due to unbalanced back EMF behaves as the AC oscillation at the frequency of $2\omega_s$ in the $dqs^{1+}$ reference frame [181], [182]. Whereas, the harmonic components of $-5\omega_s$ and $+7\omega_s$ caused by inverter nonlinearity behave as the AC oscillation at the frequency of $\pm 6\omega_s$ in the $dqs^{1+}$ reference frame [151], [189], [198], [199]. According to Fig. 5.8 and (5.25), the current and stator flux in the $dqs^{1+}$ reference frame can be expressed as:

$$
\tilde{\psi}_{dqs}^{1+} = \tilde{\psi}_{dqs}^{1+} + \tilde{\psi}_{dqs}^{1-}e^{-j2\omega_s t} + \tilde{\psi}_{dqs}^{5-}e^{-j6\omega_s t} + \tilde{\psi}_{dqs}^{7+}e^{j6\omega_s t} \tag{5.26}
$$

$$
\tilde{i}_{dqs}^{1+} = \tilde{i}_{dqs}^{1+} + \tilde{i}_{dqs}^{1-}e^{-j2\omega_s t} + \tilde{i}_{dqs}^{5-}e^{-j6\omega_s t} + \tilde{i}_{dqs}^{7+}e^{j6\omega_s t} \tag{5.27}
$$

Then, the electromagnetic torque can be expressed as [83], [198], [199]:

130
\[ T_e = 1.5 p_n \text{Im}\{\psi_{dqs}^{1+} - i_{dqs}^{1+}\} \]
\[ = 1.5 p_n [T_{eo} + T_{ec2} \sin(2\omega t) + T_{es2} \cos(2\omega t) + T_{ec6} \sin(6\omega t) + T_{es6} \cos(6\omega t)] \]  

(5.28a)

where the variables of \( T_{es2}, T_{ec2}, T_{es6}, \) and \( T_{ec6} \) can be expressed in the following matrix:

\[
\begin{bmatrix}
 T_{e0} \\
 T_{es2} \\
 T_{es6} \\
 T_{ec6}
\end{bmatrix}
= \begin{bmatrix}
 -\psi_{qs5}^{1+} & \psi_{ds5}^{1+} & -\psi_{qs7}^{1+} & \psi_{ds7}^{1+} \\
 -\psi_{qs5}^{1-} & \psi_{ds5}^{1-} & -\psi_{qs7}^{1-} & \psi_{ds7}^{1-} \\
 -\psi_{qs5}^{5+} & \psi_{ds5}^{7+} & 0 & 0 \\
 -\psi_{qs5}^{5-} & \psi_{ds5}^{7-} & 0 & 0 \\
 0 & 0 & 0 & 0 \\
 0 & 0 & 0 & 0 \\
 -\psi_{ds5}^{1+} & -\psi_{ds5}^{1-} & \psi_{ds7}^{1+} & \psi_{ds7}^{1-} \\
 -\psi_{qy1}^{1+} & \psi_{qy1}^{1-} & -\psi_{qy1}^{5+} & \psi_{qy1}^{5-} \\
 -\psi_{qy1}^{1+} & \psi_{qy1}^{1-} & -\psi_{qy1}^{7+} & \psi_{qy1}^{7-} \\
 -\psi_{qy1}^{1+} & \psi_{qy1}^{1-} & -\psi_{qy1}^{11+} & \psi_{qy1}^{11-} \\
 i_{ds1}^{1+} & i_{ds1}^{1-} & i_{ds1}^{5+} & i_{ds1}^{5-} \\
 i_{qy1}^{1+} & i_{qy1}^{1-} & i_{qy1}^{5+} & i_{qy1}^{5-} \\
 i_{qy1}^{1+} & i_{qy1}^{1-} & i_{qy1}^{7+} & i_{qy1}^{7-} \\
 i_{qy1}^{1+} & i_{qy1}^{1-} & i_{qy1}^{11+} & i_{qy1}^{11-}
\end{bmatrix}
\]

(5.28b)

From (5.28), it can be deduced that the electromagnetic torque is composed of a DC term \( T_{eo} \), which is correlated with equal sequence product of flux and current. While the alternative terms of \( T_{es2}, T_{ec2}, T_{es6}, T_{ec6} \) oscillate at \( 2\omega_s \) and \( 6\omega_s \) of the fundamental frequency, respectively. These harmonic terms are produced by unequal sequence product as illustrated in (5.28b) \[151, \[83, \[198\]. It should be emphasized that the harmonic components of \( 4^{th}, 8^{th}, \) and \( 12^{th} \) also exist in the estimated torque \[198\], which are correlated with different unequal sequence product.

It is worth noting that for symmetric case, the torque can be calculated according to (5.6), which is established upon the assumption that current and back-EMF are sinusoidal. For an asymmetric machine, (5.28) should be used in which the dominant second and sixth harmonic components are considered. However, the proposed method is designed to suppress the second and sixth harmonics in the output torque and stator flux linkage using resonant controllers, as shown in Fig. 5.11. Thus, when such harmonics are suppressed with compensation using the resonant controllers, the asymmetric machine becomes equivalent to that of the symmetrical case, and then (5.6) can be used to estimate the torque as it is much simpler than (5.28) for practical implementation. Consequently, since the resonant controllers are machine parameters independent, as will be discussed later, the measurement of unknown components in (5.28b) are not required.
5.4. Proposed Parallel DTC-SVM Strategy for Unbalanced and Distorted PMSM

5.4.1. Resonance controller

As discussed in Chapter 4 section 4.3.4, the conventional PI-controller has been enhanced by a resonant controller to increase the bandwidth at the selected frequencies. Therefore, a non-ideal R controller (described by equation 4.61, and Fig 4.15 [52], [189]) is employed together with the conventional PI controller to mitigate the steady-state error [178]. The frequency response of the resonant controller (shown in Fig 4.15) at $K_r=200$, $\omega_s=157$ rad/s, and different $\omega_c$ is illustrated in Fig. 5.9(a), while at fixed $\omega_c$ and variable resonant gain $K_r$ = variable is shown in Fig. 5.9(b). It can be deduced that for a small value of $\omega_c$, better performance can be achieved when the resonant gain is constant. Usually, the cut-off frequency is far lower than the fundamental frequency $\omega_c \ll \omega_s$ [95], [189]. In this chapter, the cut-off frequency of two resonant controllers ($\omega_c2$, $\omega_c6$) are online modified with respect of the variable fundamental frequency $\omega_s$ to ensure better selectivity of the required harmonic [189], [178].

(a) Conditions at $f_s=25$Hz, $\omega_o=157$ rad/s, $h=2$, $K_r=1000$, and variable $\omega_c$.
5.4.2. Dynamic behavior of PIR controller

The final transfer function of the torque and flux controllers with the 2\textsuperscript{nd} and 6\textsuperscript{th} harmonics compensation can be represented as:

\[
G_{\text{PIR}}(s) = G_{\text{PI}} + G_{R2} + G_{R6} = K_p + \frac{K}{s} + \frac{K_{r2}\omega_{c2}s}{s^2 + \omega_{c2}^2s + (2\omega_s)^2} + \frac{K_{r6}\omega_{c6}s}{s^2 + \omega_{c6}^2s + (6\omega_s)^2} \tag{5.29}
\]

where \(K_p\) and \(K_i\) are the proportional and integral gains of the standard PI-regulator, respectively. \(K_{r2}, K_{r6}\) are the resonant gains, and \(\omega_{c2}, \omega_{c6}\), are the cut-off frequencies of the second and sixth order harmonics controllers, respectively. Assume that the inverter TF is unity, i.e. \(G_{\text{INV}}(s) = 1\), and PMSM plant is RL circuit with the transfer function of \(G_{PL}=1/(Ls+R)\). Then, the open- and closed-loop system TF can be expressed as:

\[
G_{OL}(s) = G_{\text{PIR}}(s)G_{\text{INV}}(s)G_{PL}(s) \tag{5.30}
\]

\[
G_{CL}(s) = \frac{G_{\text{PIR}}(s)G_{\text{INV}}(s)G_{PL}(s)}{1+G_{\text{PIR}}(s)G_{\text{INV}}(s)G_{PL}(s)} \tag{5.31}
\]

The frequency response of the open-loop TF (5.30) is shown in Fig. 5.10(a). The cut-off frequencies and resonant gains are given in Table I. It can be seen that compared to classical PI, the PIR only provides high gain around the frequencies of 2\(\omega_s\) and 6\(\omega_s\), which imposes zero steady-state error at these frequencies. Fig. 5.10(b) shows the dynamic behavior comparison without/with considering the resonant controller, which is obtained from the closed-loop TF of (5.31).
It should be emphasized that the torque loop, flux loop, and speed loop regulators are conventional controllers and their tunings can be widely found in existing papers [163], [168]. Since they are conventional controllers, their tunings can be widely found in [163], [168], [18], or using commercial software such as MATLAB. The method used for the determination of the PI parameters of the
three conventional regulators is based on the analysis of transfer function in the frequency domain, and the SISO tool of MATLAB is then used to determine the optimized PI parameters. Thus, in fact, there are only four parameters viz. two resonant gains and two cut-off frequencies need to be adjusted. Our main contribution is the development of two resonant controllers, being able to self-adjust with respect to the variable fundamental frequency, to suppress the 2nd and 6th harmonics. For decent control performance, the easiest way to obtain the resonant gains can be utilized in which their values can be set around or as same as the value of the integral gain of current or torque PI controllers [95], [168], [182]. Since an overshoot in the torque step response can be observed if the high resonant gain is employed [132], [188], the values of resonant gains are selected to be around the values of integral PI controllers gains. Furthermore, the step responses with and without resonant controllers are presented in Fig 3(b). It can be found that a good dynamic response and low overshoot (OS) is achieved when considering resonant controllers, i.e., the rising time and OS for PIR are \( t_r = 0.41 \text{ms}, \text{OS} = 2.11\% \), respectively, while they are \( t_r = 0.52 \text{ms}, \text{OS} = 0\% \) for the standard PI-controller. Hence, there is a trade-off between fast dynamic response and low overshoot [77], [188], [189]. On the other hand, the influence of cut-off frequencies \((\omega_{c2}, \omega_{c6})\) of two resonant controllers is usually dominant in control performance. In this paper, the gains for the online adjustment of two cut-off frequencies \((\omega_{c2} = \omega_s/200 \text{ and } \omega_{c6} = \omega_s/100)\) with respect to the variable fundamental frequency are based on the bode-plot analysis shown in Fig. 2(b). Thus, their tuning is also straightforward [95], [77], [151], [189].

Furthermore, assuming an ideal resonant controller tuning at \(2\omega_s\) is used in (5.31) for simplicity, then the closed-loop transfer function can be expressed as:

\[
G_{CL}(s) = \frac{G_{PR}(s)G_{INV}(s)G_{FL}(s)}{1 + G_{PR}(s)G_{INV}(s)G_{PL}(s)} = \frac{F_N(s)}{s^2 + (2\omega_s)^2 + (\omega_s R) + s^3 + (\omega_s R)^2}K_p + F_N(s)
\]

(5.32)

where \(G_{FL}(s) = K_r + \frac{K_r s}{s^2 + (2\omega_s)^2}\), and \(F_N(s) = s^2 + (2\omega_s)^2\). Substituting \(s = j2\omega_s\) into (5.32) yields:
The analysis above implies that the proposed method is machine parameter independent. This method provides zero state-steady error at the selected frequency $2\omega_s$ [151]. The similar conclusion can be easily extended to other frequencies. Consequently, to implement $G_R(s)$ controller in discrete time-domain, several discretization methods can be used [178]. The two integration model is utilized shown in Fig. 5.9(a), where the forward integrator is discretized with a forward Euler method, i.e., $s=(z-I)/T_s$, and the feedback one uses the backward Euler method, i.e., $s=(z-1)/zT_s$, where $T_s$ is the sample time [132], [178].

Fig. 5.11 Schematic diagram of the proposed strategy.

5.5. Experimental Verification

The feasibility of the proposed strategy is verified by many experiments in which the sampling frequency and the switching frequency of SVM are 10 kHz. A permanent magnet DC motor is mechanically coupled to the prototype PMSM and is connected with an adjustable power resistor to provide a load. The parameters of the prototype machine are given in Chapter 2 section §2.4, while the controllers are listed in Table 5.1. The block diagram of the proposed method is shown in Fig. 5.11.
5.5.1. Compensation under steady-state conditions

The asymmetric conditions have been created by adding extra coil inside the machine with the number of turns equal to 10% of phase b windings as shown in Fig. 5.12(a). The extra coil is adaptable, i.e., it can be connected, disconnected, and reversely connected to any phase manually via mechanical switch. The measured impedance of the additional coil is \( Z_{ex} = R_{ex} + L_{ex} = 0.098 \, \Omega + 0.102 \, mH \). Therefore, depending on the phase and the way of the additional coil connection, the flux linkage produced by this phase will be different from that produced by other healthy phases. Hence, the unbalanced back-EMFs can be generated.

In this section, two cases (case A and case B) of unbalanced back EMF have been considered. In the case A, the extra coil is connected in series with phase b as b1x1-b2x2, Fig. 5.12(a), where the main and extra coils are in the same winding direction. Therefore, the total flux linkage produced by phase b will increase, which makes the back-EMF of phase b higher, Fig. 5.12(b). On the other hand, for case B, the direction of the extra coil is reversed, i.e., b1x2-b2x1, and thus the total flux linkage is reduced, which makes the back-EMF of phase b smaller, Fig. 5.12(c). The steady-state performance is investigated under both cases to show the influence of different situations of unbalanced back-EMF on the proposed strategy. The torque and stator flux-linkage references are set to \( T^*_e = 0.2 \, Nm \) and \( |\psi^*_s| = 928 \, mWb \).

### TABLE 5.1 EXPERIMENTAL SYSTEM PARAMETERS

<table>
<thead>
<tr>
<th>Controller parameters</th>
<th>( K_p )</th>
<th>( K_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Torque loop regulator</td>
<td>45</td>
<td>2500</td>
</tr>
<tr>
<td>Flux loop regulator</td>
<td>528</td>
<td>1000</td>
</tr>
<tr>
<td>Resonant gain</td>
<td>1000</td>
<td>1800</td>
</tr>
<tr>
<td>Cut-of frequency</td>
<td>( \omega_{c2} = \omega_s/200 )</td>
<td>( \omega_{c6} = \omega_s/100 )</td>
</tr>
<tr>
<td>Speed loop regulator</td>
<td>0.0001</td>
<td>0.0014</td>
</tr>
</tbody>
</table>
Fig. 5.12 Stator winding configuration with measured back-EMF at 1500 rpm.

Fig. 5.13(b) shows the estimated torque and flux without/with compensation obtained by using the current model (2), and their relevant spectrum analysis is shown in Fig. 5.13(c). It can be seen that the 2\textsuperscript{nd} and 6\textsuperscript{th} harmonics of torque and flux are significantly reduced with compensation. From the spectrum analysis, there exist other harmonics, i.e., 4\textsuperscript{th}, 8\textsuperscript{th}, and 12\textsuperscript{th}, and their amplitudes are also reduced as a result of compensation of the 2\textsuperscript{nd} and 6\textsuperscript{th} harmonic components. The voltage waveforms in the stator flux $v_{dqs}$ and stationary $v_{ab}$ reference frames are shown in Fig. 5.13(d).
It is worth mentioning that with compensation there is a slight increase of the voltage ripples in the stator $dqs$ and stationary $a\beta$ reference frames since it is impossible to obtain balanced current and voltage simultaneously for the asymmetric structure.

(a) Currents in abc and $\alpha\beta$ reference frames

(b) Instantaneous torque and stator flux
In the case B, the amplitude of phase $b$ current $i_b$ is higher than that of $i_a$ and $i_c$ due to the lower back-EMF in this phase as shown in Fig. 5.14. When the compensation is enabled, similar performance as that of case A can be achieved, which means that the proposed strategy is independent on the state of asymmetric phase, since it is irrespective on machine parameters.
(a) Currents in $abc$ and $\alpha\beta$ reference frames

(b) Instantaneous torque and stator flux
Fig. 5.14 Steady-state performance without/with compensation for case B.

Fig. 5.15 presents the compensation of the 6th, 2nd, and 6th+2nd harmonic components separately. It can be seen that the best result is obtained when both 6th and 2nd harmonics are compensated together. Furthermore, the corresponding three-phase currents and their spectrum analysis are shown in Fig. 5.16. It can be seen that the 3rd, 5th, and 7th are the dominant harmonic components, and they are significantly reduced due to the compensation of the 2nd and 6th harmonics in the torque and stator flux linkage.
Fig. 5.15 Compensation of 6th and 2nd harmonic under steady-state conditions.
5.5.2. Compensation under dynamic condition

The feasibility of the proposed control strategy is further experimentally verified under dynamic condition. The demanded torque is stepped as 0.1-0.25-0.1Nm while the system has the similar asymmetric condition as that discussed in the case A in section 5.5.1. Fig. 5.17(a) shows the estimated stator flux and torque without/with compensation while the three-phase currents are shown in Fig. 5.17(b). As can be seen from Fig. 5.17, besides the reduction in torque and flux ripples, the merit of fast dynamic torque response of the conventional DTC-SVM can be maintained in the proposed strategy. It is worth mentioning that the motor speed will change with respect to the changes in demand torque.

(b) Three-phase current spectra analysis
Moreover, the responses of the speed control and the corresponding torque without/with compensation are shown in Fig. 5.18. It can be seen that the rising and falling times without/with compensation are approximately $t_r=0.22s$ and $t_f=0.1s$, respectively, which means the influence of the compensation on the torque and speed dynamic responses can be neglected. Moreover, the speed ripples without compensation are higher than that with compensation as shown in the magnified scale in Fig. 5.18.
On the other hand, the speed-reversing test is presented in Fig. 5.19. The speed reference has been changed from -1000 rpm to 1000 rpm. It can be seen from Fig. 5.19 that the proposed method can be applied in both rotational directions and the dynamic performance without/with compensation are similar. Furthermore, the steady-state performance of both current and torque are improved with compensation.
Fig. 5.19 Speed-reversing test.
5.5.3. Machine start-up

Machine start-up without/with compensation under case A is depicted in Fig. 5.20, where the reference torque is stepped from 0 to 0.25 Nm. The steady-state performance of both current and torque with compensation are better than those without compensation. The torque step responses without/with compensation of the 2\textsuperscript{nd} and 6\textsuperscript{th} harmonic components are compared in Fig. 5.21. The rise time with compensation $t_r=1.8\,ms$ is shorter than that without compensation, i.e. $t_r=2.2\,ms$, due to the use of the resonant controllers [132], [189].
Fig. 5.21 Torque step responses without/with compensation.

### 5.6. Summary

In this paper, a modified parallel DTC-SVM strategy for asymmetric three-phase PMSM considering the influence of inverter nonlinearity has been presented. The standard PI-regulators in the torque and flux loops are enhanced by two resonant controllers tuning at $2\omega_s$ and $6\omega_s$ to reduce the 2$^{nd}$ and 6$^{th}$ torque and flux harmonics. In addition to the reduction of torque and flux harmonics, the currents harmonics can be suppressed as well. Moreover, the proposed method keeps the merits of fast dynamic torque response and machine parameter independence as in conventional DTC-SVM. The feasibility of the proposed method is verified by experimental results under dynamic and steady state conditions.
CHAPTER 6

REDUCTION OF TORQUE AND FLUX RIPPLES OF UNBALANCED PERMANENT MAGNET SYNCHRONOUS MACHINES BY DIRECT TORQUE CONTROL WITH ADAPTIVE FILTER

Abstract—This chapter presents a modified space vector modulation based direct torque control (DTC-SVM) for asymmetric three-phase PMSMs. Under asymmetric conditions, the current and voltage will suffer from harmonic distortion, which leads to the increase of torque and flux ripples. Therefore, to mitigate this problem, a control method of torque and flux linkage loops is developed by coupling the conventional PI-controller with two harmonic compensators based on the adaptive filter (AF) for suppression of the second and sixth harmonics. The developed method is mathematically analyzed and experimentally verified under steady and dynamic states under different asymmetric scenarios. Compared with the conventional DTC-SVM scheme based on the PI controller, the proposed compensation scheme can significantly reduce both torque and flux ripples as well as the three-phase current harmonics under asymmetric and distorted conditions.

6.1. Introduction

Torque smoothness is often a major concern in high-performance motion control for medical, automation, robotic, and servo motor applications. Even in the domestic applications, torque smoothness is necessary to meet the user expectations since high torque ripple will contribute to the noise and vibrations [8], [54]. The major sources of torque pulsation in the PMSMs are extensively discussed in Chapter 5 [8]. Therefore, to mitigate the torque and flux ripples, two major groups of techniques are proposed, [39], [43], [53], [200]. In the first group, torque ripples are minimized by employing the machine design techniques such as magnet sizing and shaping, distributed windings, and stator and/or rotor skewing, etc., to reduce the cogging torque and torque ripples [53], [54]. Although the design techniques provide a valuable solution in terms of reducing torque ripples, they may not achieve similar performance under the load operation conditions. Moreover, they may impose additional manufacturing costs and
reduce the torque density. Whereas the second group involves the techniques that are based on control strategies [163], [164], [201], including space vector modulation based direct torque control (DTC-SVM) strategy [163], [164], [201], [202]. In the DTC-SVM strategy, the torque and stator flux are independently controlled via PI-controller as in cascaded DTC-SVM [39] (refer to Chapter 4), or parallel DTC-SVM (refer to Chapter 5) [43], [163], [180], [200].

The above DTC-SVM strategies can achieve decent performance when the machine is balanced. However, in the unbalanced case, their performance will be deteriorated, and the low order torque and flux harmonics, i.e. 1\textsuperscript{st}, 2\textsuperscript{nd}, 4\textsuperscript{th}, 6\textsuperscript{th}, and 12\textsuperscript{th} as discussed in Chapter 5 [8], will be increased. These harmonics can be regarded as various AC components overlapped with their original DC values, which cannot be controlled by using the standard PI-controller due to its limited bandwidth [77], [95], [160]. Previously, many methods have been proposed to address this problem [77], [95], [174], [203], [204]. However, their application on DTC-SVM strategy can rarely be found. In [203] an iterative learning control (ILC) for compensating any periodic components in the torque has been added between two PI controllers. For current control strategies, the resonant controller is widely employed under unbalanced conditions. Furthermore, a reference or multi-reference generation of current, torque, or active and reactive power, is one of the proposed solutions [83], [198]. The adaptive filter (AF) provides an attractive technique in signal processing and control applications [205], [206], [207], [208], [209]. Hence, depending on the selecting output node, it can remove or pass a specified harmonic at a certain frequency (band-pass/band-stop filter). This feature is interesting when it is utilized together with a standard PI-controller, in order to increase the capability of the PI-controller to respond to the AC components.

In this chapter, a modified parallel DTC-SVM strategy for unbalanced three-phase PMSMs is presented. It is implemented by enhancing each of the standard PI-controller in the torque and flux loops with two AF tuned at twice and six times of the fundamental frequency. This combination is mathematically analyzed and then applied to suppress the second and sixth order torque and flux harmonics. The proposed scheme provides high gain and narrow bandwidth at the selected AC frequency, and therefore, compensation of undesired torque and flux harmonics can be achieved. The improved control strategy is further experimentally investigated under steady state and dynamic conditions when the motor suffers from unbalanced winding impedance and back-EMF. Compared with the conventional parallel DTC-SVM scheme based on standard
PI controller, the proposed compensation scheme leads to the significant reduction of both torque and flux ripples as well as the three-phase current harmonics under asymmetric and distorted conditions.

6.2. Conventional Parallel DTC-SVM Strategy

The mathematical model of the conventional parallel DTC-SVM strategy of PMSMs is derived in Chapter 5, section §5.2. It is based on the analysis of the torque and flux linkage in the stator flux $dqs$-reference frame. Hence, the torque and stator flux linkage are controlled via two PI-controllers independently and simultaneously (refer to Fig. 5.2). The outputs of the PI-controllers represented as a voltage command in the $dqs$-reference frame, which can be transformed into the $\alpha\beta$-reference frame using stator flux positions $\theta_s$ to trigger the inverter via SVM.

The detailed block diagram of the torque and stator flux control loops are given in Fig. 6.1 [163], [18], [168] and further discussion is given in Chapter 5.

![Block diagram of the torque and flux control loops.](6.1)

where
- $|\psi_s|$ and $|\psi_s^*|$ are the actual and reference stator flux magnitudes.
- $C_{\psi}(s)=K_p+K_i/s$, $C_{Te}(s)=K_pTe+K_iTe/s$ represent the flux and torque standard PI-regulator transfer function (TF), and $K_p$ and $K_i$ are the proportional and integral gains, respectively.
• $W_p = \frac{R_p \psi_{PM}}{L_s} \cos(\delta_p) \approx \frac{R_p \psi_{PM}}{L_s}$ is an outer weight disturbance.

• $G_p(s) = \frac{1}{s + A_p}$ is the TF between the stator flux and the $ds$-axis voltage, and $A_p = R_p / L_s$.

• $G_t(s) = \frac{T}{V_{qu}} = \frac{A_t s}{s^2 + B_t s + C_t}$ is the TF between the torque and the $qs$-axis voltage, and $A_t, B_t$, and $C_t$ are the TF parameters, which can be obtained as given in section §4.2.2.2 of Chapter 4.

Consequently, the closed-loop TF of the stator flux linkage can be written as:

$$G_{\psi, CL}(s) = \frac{\psi(s)}{\psi^*(s)} = \frac{C_p(s)G_p(s)}{1 + C_p(s)G_p(s)} = \frac{K_{ps}(s + K_{iv})}{s^2 + (K_{ps} + A_p)s + K_{iv}}$$

(6.1)

and for the torque loop it is

$$G_{T, CL}(s) = \frac{T(s)}{T^*(s)} = \frac{C_t(s) \cdot G_t(s)}{1 + C_t(s) \cdot G_t(s)} = \frac{K_{ps} \psi_{PM} A_t \cdot K_{ps} \cdot K_{ps} A_t}{s^2 + (B_t + K_{ps} A_t)s + (C + K_{ps} A_t)}$$

(6.2)

### 6.3. Proposed Control Strategy

Under asymmetric and distorted conditions, considering the positive- negative- sequence and the 5th and 7th harmonic components, the electromagnetic torque equation can be expressed as (further explanation is given in Chapter 5)

$$T_e = 1.5p_n \text{Im} \left[ \psi_{dq}^{+1} \cdot i_{dq}^{+1} \psi_{dq}^{-1} \cdot i_{dq}^{-1} \right]$$

$$= 1.5p_n \left[ T_{eo} + T_{ec2} \sin(2\omega_s t) + T_{ec6} \cos(2\omega_s t) + T_{ec6} \sin(6\omega_s t) + T_{ec6} \cos(6\omega_s t) \right]$$

(6.3)

It can be deduced that the negative sequence components exhibit oscillation at twice of the fundamental frequency in the electromagnetic torque, whereas the harmonics of $-5\omega_s$ and $7\omega_s$ behave as AC components at the angular speed of $\pm 6\omega_s$.

In general, the electromagnetic torque in (6.3) is composed of a constant term $(T_{eo})$, which is correlated with equal sequence products, and oscillating terms $(T_{ec2}, T_{ec6}, T_{es4}, T_{es6}, T_{ac6}, T_{es8}, T_{ec8}, T_{es12}, T_{ec12}, \ldots)$ at $2\omega_s, 4\omega_s, 6\omega_s, 8\omega_s, 12\omega_s$, of the fundamental frequency produced by unequal sequence products [209]. It is worth mentioning that the 2nd and 6th are the dominant harmonics. Hence, the other harmonics $(4\omega_s, 8\omega_s, \text{ and } 12\omega_s)$ are not considered in this investigation.
6.3.1. Compensation of torque and flux ripples by means of adaptive filters

When the reference and estimated torque/flux signals are DC values, zero steady-state error can be expected by employing the standard PI-controller. However, when there are AC components overlapped with their original DC values, the straightforward use of standard PI-controller contributes in a steady-state error due to its finite bandwidth to AC components [77], [106]. Therefore, to suppress the undesired torque and flux ripples, a proportional resonant control (PIR) can be used as investigated in Chapter 5. Unlike the method presented in Chapter 5, in this chapter, a digital adaptive filter (AF) will be utilized with the standard PI-controller to suppress the undesired harmonics. Fig. 6.2(a) shows the AF based on the concept of adaptive noise cancelling with least mean square algorithm (LMS). The detailed block diagram of AF with two orthogonal references is illustrated in Fig. 6.2 (b). In this scheme, U(s) represents the initial distorted input signal, R(s) denotes the reference signal for the adaptive algorithm, which can be obtained by applying two sinusoidal signals shifted by 90°, i.e., sin and cosine functions at the interested frequency \( h\omega_s \), where \( h \) is the specified harmonic to be filter out, i.e., \( h=2 \) for the second and \( h=6 \) for the sixth order harmonics. There is one feedback loop needed for each selected harmonic to diminish the component adopting the AF as shown in Fig. 6.2 (b). The feedback loops for all harmonics have the same structure and characteristic. Taking the cosine loop as an example for analysis, the coefficient \( x_1(t) \) can be expressed as

\[
x_1(t) = \int (\gamma u(t) \cos h\omega_s) dt
\]

where \( \gamma \) is the adaption gain. Taking the Laplace transform of (6.4) yields:

\[
X_1(s) = L(x_1(t)) = L(\int \gamma u(t) \left( e^{jho_s t} + e^{-jho_s t} \right) dt) = \frac{\gamma}{2s} U(s + jh\omega_s) + U(s - jh\omega_s) \tag{6.5}
\]

where \( L \) refers to the Laplace operator. Noting that \( h_1(t) = x_1(t) \cos(h\omega_s t) \), taking the Laplace of \( h_1(t) \) yields:

\[
H_1(s) = L(h_1(t)) = \frac{\gamma}{4(s + jh\omega_s)} U(s) + U(s + 2j\omega_s) + \frac{\gamma}{4(s - jh\omega_s)} U(s) + U(s - 2j\omega_s) \tag{6.5}
\]
Likewise, the Laplace transform of $h_2(t)$ is

$$H_2(s) = L(h_2(t)) = \frac{\gamma}{4(s + j\omega)}(U(s) - U(s + 2j\omega)) + \frac{\gamma}{4(s - j\omega)}(U(s) - U(s - 2j\omega)) \quad (6.6)$$

Hence, the response of AF can be defined by two transfer functions depending on node outputs, being adaptive band-pass filter (ABPF) and adaptive band-stop (or notch) filter (ANF), which can be expressed as follows:

$$AF(s) = \frac{Y(s)}{E(s)} = \frac{\gamma s}{s^2 + (\omega_j)^2} \quad (6.7)$$
\[ ABPF(s) = \frac{Y(s)}{U(s)} = \frac{AF}{1+AF} = \frac{\gamma s}{s^2 + \gamma s + (h\omega_s)^2} \quad (6.8) \]

\[ ANF = \frac{E(s)}{U(s)} = 1 - ABPF = \frac{s^2 + (h\omega_s)^2}{s^2 + \gamma s + (h\omega_s)^2} \quad (6.9) \]

According to the analysis mentioned earlier, it can be seen that the block diagram shown in Fig. 6.2 (b) is equivalent to a conventional second-order adaptive filter. The gain \( \gamma \) is chosen such that the magnitude of the output can be controlled. In this investigation, the value of \( \gamma \) is set as the integral gain of the conventional PI-controller. In practice, the filter is designed to be underdamping to increase the convergence rate, i.e., \( 0 < \gamma < 2\omega_s \). The bandwidth of the adaptive filter can be adjusted by controlling the adaption gain \( \gamma \). When \( \gamma \) is larger, the bandwidth of the filter becomes larger and the setting time will be smaller, and therefore the system response is faster, but the steady-state error is increased. On the other hand, for a small \( \gamma \), the bandwidth will be reduced and the filter performance approaches to its ideal state. However, the dynamic response is significantly slower. Therefore, the convergence rate has to compromise with the steady-state error and the fast dynamic response [206]. The frequency responses of the adaptive band pass filter (ABPF) at different adaptive gain \( \gamma \) values are depicted in Fig. 6.2 (c). It is worth mentioning that the characteristic of ABPF is the same as the nonlinear resonant controller [106], [174], although a different implementation is used.

### 6.3.2. Robustness and system response analysis

According to (6.1), the stator flux closed-loop TF can be modified after considering the AF transfer function with the standard PI-controller as follows:

\[ G_{\psi,CL}(s) = \begin{vmatrix} \psi_s \\ \dot{\psi}_s \end{vmatrix} = \frac{C_{\psi,ABPF}(s)G_{\psi}(s)}{1 + C_{\psi,ABPF}(s)G_{\psi}(s)} = \frac{F_N(s)}{s^2(s^2 + (2\omega_s)^2) + (s + A_p) + F_N(s)} \quad (6.10) \]

where \( C_{\psi,ABPF}(s) = K_p + \frac{K_w}{s} + ABPF(2\omega_s) \), and \( F_N(s) = K_{pw}(s^2 + (h\omega_s)^2) + K_{yp}(s^2 + (h\omega_s)^2) + \gamma s^2 \).

Substituting \( s = j2\omega_s \) into (6.11) yields:

\[ \begin{align*}
|\psi_s| & = \frac{F_N(2\omega_s)}{2\omega_s,((j2\omega_s)^2 + (2\omega_s)^2)((2\omega_s)^2 + A_p) + F_N(2\omega_s)} \\
|\dot{\psi}_s| & = \frac{F_N(2\omega_s)}{2\omega_s,((2\omega_s)^2 + A_p) + F_N(2\omega_s)} = 1
\end{align*} \quad (6.11) \]
In the same manner, equation (6.2) can be modified by adding the SBPF to the standard PI-controller TF as:

\[
\frac{T_e(s)}{T_e^*(s)} = \frac{C_{Te,ABPF}(s) G_{Te}(s)}{1+C_{Te,ABPF}(s) G_{Te}(s)} = \frac{T_N(s)}{s \times (s^2 + (h \omega_s)^2) \times (s^2 + B_m s + C_m) + T_N(s)}.
\]

(6.12)

where\(C_{Te,ABPF}(s) = K_{pTe} + \frac{K_{iTe}}{s} + ABPF(2\omega_s)\), and

\[T_N(s) = A_m s (K_{pTe} s (s^2 + (h \omega_s)^2) + K_{iTe} (s^2 + (h \omega_s)^2) + \gamma s)\]

Substituting \(s = j2\omega_s\) into (6.13) yields:

\[
\frac{T_e(s)}{T_e^*(s)} = \frac{T_N(2\omega_s)}{2\omega_s \times 0 \times (2\omega_s)^2 + B_m (2\omega_s)^2 + C_m) + T_N(2\omega_s)} = 1
\]

(6.13)

The above analysis implies that the modified PI+ABPF controller has zero steady-state error at the selected harmonic frequency, regardless the machine parameters, which is a good indication of the robustness and effectiveness of the proposed modification. In the same way, it can be solved for the frequency of \(\pm 6\omega_s\).

Fig. 6.3 shows the flux and torque open-loop frequency responses of the conventional PI and the modified PI+ABPF controllers, the fundamental frequency being set to \(\omega_s = 25\) Hz. The motor parameters are given in Chapter 2 while the controller parameters are obtained using SISOTOOL of MATLAB. As can be seen in Fig. 6.3, the modified PI+ABPF controller provides high proportional gain with very narrow bandwidth at the selected harmonic frequency, i.e., the second and sixth harmonics in this test, which means high capability to suppress these harmonics, regardless the influence on system stability.

Another interesting feature is that the bandwidth of the filter can be widened by properly adjusting the value of \(\gamma\) as shown in Fig. 6.3, for \(\gamma = 0.1\) and \(\gamma = 1\). The gain margin will be infinite if the phase margin never crosses -180 degrees, which implies that the phase margin plot always remains above the -180 degree line. Hence, the gain margin will be infinite since there is no phase crossover frequency, and therefore, the corresponding gain margin cannot be determined graphically. Infinite gain margin means that the system is inherently stable [178].
6.4. Experimental Verification

In this test, the sampling and switching frequencies are set to $f_s = f_{sw} = 10$ kHz. The PM motor information is given in Chapter 2. Fig. 6.4 shows the block diagram of the proposed control strategy. Based on this, all experiments under steady state and dynamic operating conditions are carried out, and then compared with those obtained from the conventional control strategy.
6.4.1. Investigation under steady state conditions

In practice, to simulate an asymmetric PM motor, an impedance of \(R_{exA}=150\%R_s+L_{exA}=2mH\) are deliberately connected in series with phase A. The motor operates at constant torque region, in which the reference torque is set to \(T_e^*=0.2\) Nm, while the reference stator flux linkage is calculated according to the principle of maximum torque per ampere (MTPA) to improve the system efficiency as:

\[
|\psi_s^*| = \sqrt{(\psi_{rms})^2 + \left(\frac{L_s T_e^*}{3 p_s \psi_{rms}}\right)^2}
\]  

(6.14)

Under this condition, the motor is controlled by using the conventional DTC-SVM as shown in Fig. 6.5(a) (without compensation). Therefore, the torque and flux ripples are high. According to (6.5), the 2\textsuperscript{nd} and 6\textsuperscript{th} are the dominant harmonics as shown in the spectrum analysis in Fig. 6.5(b).

<table>
<thead>
<tr>
<th>Controller parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Torque loop regulator &amp; AF</td>
</tr>
<tr>
<td>(K_{pTe}=40)</td>
</tr>
<tr>
<td>Flux loop regulator &amp; AF</td>
</tr>
<tr>
<td>(K_{p\psi}=500)</td>
</tr>
<tr>
<td>Speed loop regulator</td>
</tr>
<tr>
<td>(K_p=0.00012)</td>
</tr>
</tbody>
</table>
(a) Torque and stator flux with and without compensation, channel 1: $|\hat{\psi}_s|$ (50 mWb/div), channel 2: $T_e$ (0.05 Nm/div), horizontal: Time (1 s/div)

(b) Spectrum analysis of torque and stator flux

Fig. 6.5 Steady state performance.

On the other hand, when the compensation method is enabled, these two harmonics, i.e., the 2$^{nd}$ and the 6$^{th}$, are significantly reduced by approximately 70% as depicted in Fig. 6.5 (a) (with compensation) and its spectrum in Fig. 6.5(b). The modified PI+ABPF controller parameters are listed in Table 6.1.

Consequently, the three-phase currents are also improved and become more balanced due to the compensation of torque ripples as shown in Fig. 6.6. However, there is a slightly increase of voltage unbalance in both $dqs$ and $\alpha\beta$ reference frames as depicted in Fig. 6.7. Normally, this is true since it is impossible to achieve balanced voltage and current simultaneously for asymmetric machine [198].

160
Fig. 6.6 Phase current without/with compensation, channels: $i_{abc}$ (0.5 A/div), horizontal: time (50 ms/div).

(a) Voltage command, channels: $v_{dqs}$ (5 V/div), horizontal: time (50 ms/div)

(b) Stator voltage, channels: $v_{αβ}$ (5 V/div), horizontal: time (50 ms/div)

Fig. 6.7 Voltage command without/with compensation.
Fig. 6.8 Compensation under steady state conditions, channel 1: $|\hat{\psi}_s|$ (5 mWb/div), channel 2: $T_e$ (0.1 Nm/div), channel 3: $i_a$ (1 A/div), horizontal: time (1 s/div).

Fig. 6.8 shows the estimated torque, flux, and the measured phase A currents with/without compensation under steady state conditions. The influence of variable asymmetric winding resistance on the second order torque harmonic is further investigated. It is accomplished by changing the additional resistance and then the corresponding torque ripple factor (TRF) is calculated with/without compensation according to

$$TRF = \frac{T_{r(pk-pk)}}{T_m} \times 100\%$$

where $T_m$ is the demand torque, and $T_{r(pk-pk)}$ is the estimated peak-to-peak torque ripple. Fig. 6.9 shows the relationship between the increment of the stator resistance and the TRF.

![Fig. 6.9 Influence of added extra resistance on TRF.](image)
6.4.2. Investigation under dynamic conditions

The feasibility of the proposed control strategy is further experimentally verified under dynamic conditions. The step reference of torque is 0.1-0.25-0.1 Nm while the asymmetric conditions are the same as that discussed in section 6.4.1. Fig. 6.10(a) shows the estimated stator flux linkage, torque, and the measured phase A currents with/without compensation. As can be seen from Fig. 6.10(a), the torque ripple is significantly reduced with compensation. Fig. 6.10 (b) shows the comparison between the torque step responses with/without compensation. It can be deduced that the transient response with compensation is slightly faster than that without compensation, i.e. $t_r \approx 4$ ms with compensation and $t_r \approx 5$ms without compensation, because of the higher proportional gain at the selected AC frequency. Therefore, although the proposed compensation method is simple, it can merit the fast dynamic response of DTC strategy.

Consequently, the speed control and the corresponding torque response with/without compensation are shown in Fig. 6.11. The motor is asymmetric and the
step speed reference is $\omega_r = 500$-1000-500 rpm, the torque ripple is remarkable when the conventional DTC-SVM employed, Fig. 6.11(a), while it is reduced as the compensation enabled as shown in Fig. 6.11(b). It should be emphasized that the torque increases as the speed becomes higher since the load torque is manually adjusted by using either the field excitation voltage or the load power resistor connected to the load machine. Therefore, under dynamic conditions, it is difficult to obtain the same load torque by manual adjustment.

![Figure 6.11](image1.png)

(a) Without compensation

(b) With compensation

Fig. 6.11  Speed control, channels 1&2: reference and estimated torques, $T_e$ (0.2 Nm/div), channels 3&4: reference and estimated speeds, $\omega_r$ (1000 rpm/div), horizontal: time (5 s/div).
Fig. 6.12 Speed control with/without compensation, channels 1&2: reference and estimated torques, $T_e$ (0.2 Nm/div), channel 3&4: reference and estimated speeds, $\omega_r$ (1000 rpm/div), horizontal: time (5 s/div).

Fig. 6.12 shows the change in speed directions from -1000 rpm to 1000 rpm. The speed PI-controller parameters are given in Table 6.1. It can be deduced that the compensation method is independent of the speed direction. It can effectively operate in both forward and backward directions.

### 6.4.3. System start-up

In this test, a realistic phenomenon of unbalanced back-EMF is investigated. To implement unbalanced back-EMF, the number of turns in phase $b$ has been increased to $N_{sb}=110\%N_s$, where $N_s$ represents the number of turns at healthy condition (refer to Chapter 5). The measured impedance of the additional winding $N_{sb}$ is $Z_{exb}=R_{exb}+L_{exb}=0.078 \ \Omega+0.102 \ \text{mH}$. Moreover, a resistor of $R_{exa}=100\%R_s$ has been deliberately connected in series with phase A. Therefore, three-phase asymmetric case can be achieved. The controller parameters are kept constant as in the previous tests, Table 6.1. Fig. 6.13(a) shows the phase current and electromagnetic torque when the motor start-up from standstill without compensation (conventional-DTC). Fig. 6.13(b) shows the performance when the compensation method is employed. Therefore, it can be deduced that in spite of different reasons which may cause unbalanced and harmonic distortion, the compensation method results in a satisfactory performance in terms of reducing the second order harmonics in the torque and flux linkage.
This chapter presents a modified parallel DTC-SVM strategy for asymmetric three-phase PMSM to mitigate the torque and flux ripples. The torque and stator flux linkage are harmonically distorted, which impose AC components onto their original DC components. Since the standard PI-controlled cannot respond to the AC components due to its finite bandwidth, the proposed control method suppresses the second and sixth order harmonics by enhancing the standard PI-controller via two harmonic compensators based on the adaptive filter. The modified control scheme provides relatively high gain at the selected AC frequency, which is regarded as a competitive method for elimination of the torque and flux ripples under unbalanced and

6.5. Summary

Fig. 6.13 Motor start up from a standstill.
distorted conditions. The feasibility of the proposed method is experimentally verified under dynamic and steady state conditions based on different asymmetric conditions. The results show advanced performance in terms of low torque and flux ripples while keeping the merit of the fast dynamic response of conventional DTC strategy.
CHAPTER 7

CONCLUSIONS AND FUTURE RESEARCH

7.1. Introduction

This thesis addresses the drawbacks associated with asymmetric three-phase PMSMs by indirect and direct torque control strategies. It presents some valuable solutions by using modified control strategies to minimize these disadvantages, including current, torque and flux ripples. The main contributions and conclusions of this thesis are summarised as follows:

7.2. Current Control of Unbalanced Three-phase PMSMs Based on Double Synchronous Reference Frame Controller

The analytical models of the symmetrical and asymmetric PMSMs are derived, and then the conventional double synchronous reference frame control strategy is modified by extracting the positive- and the negative-sequence components in the abc reference frame. Then, employing the Clark-Park transformations into the extracted components to obtain pure DC components in the positive and negative SRFs. Hence, the need of using the adaptive filter, decoupling network, and reference current generation can be eliminated. Consequently, the dynamic performance can be improved, and the current and torque ripples can be reduced. Moreover, an algorithm based on the integer sampling delay is developed to generate a quarter signal delay, which is required for sequential components extraction. The main benefits of the proposed DSRFs method and its comparison with the conventional DSRFs strategy are summarised in Table 7.1.
### TABLE 7.1 COMPARISON BETWEEN CONVENTIONAL AND PROPOSED DSRFS

<table>
<thead>
<tr>
<th></th>
<th>Conventional DSRF</th>
<th>Proposed DSRF</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Steady-state</strong></td>
<td>Poor</td>
<td>Good</td>
</tr>
<tr>
<td><strong>Dynamic-state</strong></td>
<td>Medium</td>
<td>Fast</td>
</tr>
<tr>
<td><strong>Torque and flux</strong></td>
<td>Indirectly</td>
<td>Indirectly</td>
</tr>
<tr>
<td><strong>Implementation</strong></td>
<td>Complex</td>
<td>Simple</td>
</tr>
<tr>
<td><strong>Decoupling network</strong></td>
<td>Required</td>
<td>Not required</td>
</tr>
<tr>
<td><strong>Limitations</strong></td>
<td>Only the negative sequence components can be compensated</td>
<td>Only the negative sequence components can be compensated</td>
</tr>
</tbody>
</table>

#### 7.3. Cascaded Direct Torque Control of Unbalanced PMSMs with Low Torque and Flux Ripples

Since there is a lack of the investigations that explore space vector modulation based direct torque control, this thesis fills this gap by proposing a modified cascaded DTC-SVM method for asymmetric three-phase PMSM. The implementation of the proposed method is based on generating the reference voltage in the negative SRF from the negative sequence variables, which, together with the reference voltage vector in the PSR, produce the final voltage vector that is delivered to the SVM. Moreover, the standard PI regulator has been enhanced by using the resonant controller tuned at twice of the fundamental frequency, and therefore significantly reduces the 2\textsuperscript{nd} order torque harmonic and minimizes the steady-state error. Table 7.2 shows the main differences between the conventional and proposed cascaded DTC-SVM strategies.
### TABLE 7.2 COMPARISON BETWEEN CONVENTIONAL CASCADED DTC AND PROPOSED CASCADED DTC-SVM

<table>
<thead>
<tr>
<th></th>
<th>Conventional cascaded DTC-SVM</th>
<th>Proposed cascaded DTC-SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Steady-state performance</td>
<td>Poor (TRF @ adding 100%$R_d$ ≈27%)</td>
<td>Good (TRF @ adding 100%$R_d$ ≈12%)</td>
</tr>
<tr>
<td>Steady-state error</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td>Dynamic-state</td>
<td>Fast (≈ 3.7ms)</td>
<td>Faster (≈ 2.8ms)</td>
</tr>
<tr>
<td>Compensation</td>
<td>No</td>
<td>Yes (2\textsuperscript{nd} order)</td>
</tr>
<tr>
<td>Implementation</td>
<td>Simple</td>
<td>Simple</td>
</tr>
<tr>
<td>Limitations</td>
<td>Suitable for symmetrical machines</td>
<td>Suitable for asymmetric machines with 2\textsuperscript{nd} order torque and flux harmonics</td>
</tr>
</tbody>
</table>

#### 7.4. Reduction of Torque and Flux Ripples in Direct Torque Control of Unbalanced PMSMs by Means of Resonant Controllers

A modified parallel DTC-SVM which is able to reduce the 2\textsuperscript{nd} and 6\textsuperscript{th} harmonics in the torque and flux due to asymmetric and inverter nonlinearities is presented. Since the conventional PI controller cannot achieve zero steady-state error for alternate current signals, the standard PI-regulators are enhanced by two resonant controllers, which are tuned at 2$\omega_s$ and 6$\omega_s$, respectively. It is proved that without sequential component decomposition, an advanced performance in terms of low torque and flux ripples while keeping the merit of simple structure and fast dynamic response of the conventional DTC strategy can be achieved. Furthermore, the proposed strategy is parameter independent, since it does not require information about faulty phases. Table 7.3 shows the comparison between the conventional and proposed parallel DTC-SVM strategies.
**TABLE 7.3 COMPARISON BETWEEN CONVENTIONAL PARALLEL DTC-SVM AND PROPOSED PARALLEL DTC-SVM STRATEGIES**

<table>
<thead>
<tr>
<th></th>
<th>Conventional parallel DTC</th>
<th>Proposed parallel DTC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Implementation</td>
<td>Simple</td>
<td>Simple</td>
</tr>
<tr>
<td>Torque and flux control</td>
<td>Directly in a closed loop fashion</td>
<td>Directly in a closed loop fashion</td>
</tr>
<tr>
<td>Steady-state</td>
<td>Poor</td>
<td>Good</td>
</tr>
<tr>
<td>Steady state error</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td>Dynamic-state performance</td>
<td>Fast (≈ 2.2 ms)</td>
<td>Faster (≈ 1.8 ms)</td>
</tr>
<tr>
<td>Compensation</td>
<td>No</td>
<td>Yes (2\textsuperscript{nd} and 6\textsuperscript{th} order)</td>
</tr>
<tr>
<td>Robustness</td>
<td>High</td>
<td>High</td>
</tr>
<tr>
<td>Limitation</td>
<td>Suitable for symmetrical machines</td>
<td>Suitable for asymmetric machines with multi harmonics compensation</td>
</tr>
</tbody>
</table>

**7.5. Reduction of Torque and Flux Ripples in Direct Torque Control of Unbalanced PMSMs by Means of Adaptive Filter**

It is proved that the adaptive filter (AF) based on the noise cancelation algorithm has the same characteristic as that of the resonant controller but with a different way of implementation. The AF can select and reject any harmonics depending on its design frequency, and thus, can be used to compensate the dominant 2\textsuperscript{nd} and 6\textsuperscript{th} harmonics in the parallel structure DTC-SVM strategy. Moreover, Table 7.4 illustrates the main differences between the proportional resonant controller and adaptive filter to compensate the undesired harmonics.
TABLE 7.4 COMPARISON BETWEEN PR AND AF

<table>
<thead>
<tr>
<th>Implementation</th>
<th>PIR</th>
<th>AF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Two integration in forward and backward directions</td>
<td>Reference signals are generated using ( \sin ) and ( \cosine ) functions</td>
<td></td>
</tr>
<tr>
<td>Transfer function</td>
<td>Second order</td>
<td>Second order</td>
</tr>
<tr>
<td>Requirements</td>
<td>Integral gain and setting of a cut-off frequency</td>
<td>Gain and setting of a proper damping factor</td>
</tr>
<tr>
<td>Applications</td>
<td>Alternative current control, harmonic compensation</td>
<td>Noise cancelation, band pass or band reject of a specific harmonics</td>
</tr>
</tbody>
</table>

7.6. Future Research

In this thesis, all the investigations are applied on a three-phase surface-mounted PMSM. Therefore, the following suggestions and ideas can be considered as future work for further investigation, for example:

- Application of the proposed strategies to a different type of machines, such as interior PMSM, multi-phase PMSM, and switched reluctance machine.

- This study is mainly focused on compensation the 2\(^{nd}\) and 6\(^{th}\) harmonic components due to unbalanced back-EMF and inverter nonlinearity. Therefore, further investigations can be carried on the study of the influence of other sources of imbalance, such as fluctuation of DC-link voltage due to the limited value of the DC-link capacitor, unbalanced load, and machine rotor eccentricity.

- Sensorless control for an asymmetric machine.

7.7. Publications

During the research of this thesis, several papers have been published as detailed as follows:


• Atheer H. Abosh and Z. Q. Zhu, “Cascaded direct torque control of unbalanced PMSM with low torque and flux ripples,” *drafted and to be submitted.*
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APPENDICES

APPENDIX A. Machine Basic Transformation

A.1. Stationary $abc$ coordinates to $\alpha\beta\theta$ transformation (Clark-transformation)

A dynamic model for a two-phase machine can be derived from the three-phase machine if the equivalence between the two and three phases is established [210], [211]. The equivalence is based on the equality of the magneto motive force (MMF) produced in the two-phase and three-phase windings and on equal current magnitudes. The stationary $\alpha\beta\theta$ presented by Clarke [210] is more applicable in DTC strategy, whereas implementation in the rotational $dq\theta$ reference frame related to Clarke-Park transformations [212], is necessary for VC strategy. Fig. A.1 shows the three-phase and two-phase windings. Assuming that each of the three-phase windings has $N_s$ turns per phase, and equal current magnitudes, then, the two-phase windings will have $\frac{3}{2}N_s$ turns per phase.

![Fig. A. 1 Two axes representation of three-phase windings](image)

As can be seen from Fig. A.1 the three-phase windings is equivalent with equal number of MMF turn $N_s$, and each winding is physically placed in $120^\circ$ degree apart to other. The MMF produced by each winding is in the same direction of the winding axis with the magnitude being $N_s i_x$, where $x =$ phase $a$, $b$, or $c$. To calculate the vector sum of the airgap MMF. It can be resolved the individual $MMF$ vector alone two orthogonal axes $\alpha$ and $\beta$. 

\[
F_a = N_i a \\
F_b = \frac{\sqrt{3}}{2} N_i b \\
F_c = \frac{1}{2} N_i c
\]

\[
\begin{align*}
N_i\beta &= \frac{\pi}{2} \\
N_i\alpha &= -\frac{3\pi}{2}
\end{align*}
\]
TABLE A.1 RELATIONSHIP BETWEEN THREE-PHASE AND TWO-PHASE WINDINGS

<table>
<thead>
<tr>
<th></th>
<th>$F_a$</th>
<th>$F_b$</th>
<th>$F_c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_a$</td>
<td>$F_a=N_i_a$</td>
<td>$-\frac{1}{2}F_b=-\frac{1}{2}Ni_b$</td>
<td>$-\frac{1}{2}F_c=-\frac{1}{2}Ni_c$</td>
</tr>
<tr>
<td>$F_\beta$</td>
<td>0</td>
<td>$\frac{\sqrt{3}}{2}F_b=\frac{\sqrt{3}}{2}Ni_b$</td>
<td>$-\frac{\sqrt{3}}{2}F_b=-\frac{\sqrt{3}}{2}Ni_b$</td>
</tr>
<tr>
<td>$F_0$</td>
<td>$F_a=\frac{1}{2}Ni_a$</td>
<td>$F_b=\frac{1}{2}Ni_b$</td>
<td>$F_c=\frac{1}{2}Ni_c$</td>
</tr>
</tbody>
</table>

The Clarke transformation of the three-phase stator winding from the stationary $abc$ reference frame to an orthogonal two-phase windings $\alpha\beta0$ of the above relationship in Table A.1 can be generalized to transformation as shown in the equation (A1.1)

$$
\begin{bmatrix}
F_\alpha \\
F_\beta \\
F_0
\end{bmatrix} = \frac{2}{3}
\begin{bmatrix}
1 & -1 & -1 \\
\frac{\sqrt{3}}{2} & -\frac{\sqrt{3}}{2} & \frac{1}{2} \\
\frac{1}{2} & \frac{1}{2} & \frac{1}{2}
\end{bmatrix}
\begin{bmatrix}
F_a \\
F_b \\
F_c
\end{bmatrix},
$$

where $F$ can be any stator voltage, current, flux linkage, or MMF. The factor $2/3$ is chosen for magnitude invariant conversion. In Y-connection stator winding, the zero sequence current $i_0$ does not produce a resultant magnetic field and it becomes zero. Moreover, the Clarke-transformation from time variant $\alpha\beta0$ reference frame to a three-phase $abc$ reference frame can be obtained as

$$
\begin{bmatrix}
F_a \\
F_b \\
F_c
\end{bmatrix} = \frac{1}{3}
\begin{bmatrix}
1 & 0 & 1 \\
\frac{\sqrt{3}}{2} & \frac{1}{2} & 1 \\
\frac{1}{2} & \frac{\sqrt{3}}{2} & 1
\end{bmatrix}
\begin{bmatrix}
F_a \\
F_\beta \\
F_0
\end{bmatrix};
$$

$$
\begin{bmatrix}
F_a \\
F_b \\
F_c
\end{bmatrix} = \frac{1}{3}
\begin{bmatrix}
1 & 0 & 1 \\
\frac{\sqrt{3}}{2} & \frac{1}{2} & 1 \\
\frac{1}{2} & \frac{\sqrt{3}}{2} & 1
\end{bmatrix}
\begin{bmatrix}
F_a \\
F_\beta \\
F_0
\end{bmatrix},
$$

(A.1)
A.2 Stationary $a\beta0$ to rotational $dq0$ transformation (Park-transformation)

The transformation is to obtain constant inductances achieved by replacing the actual stator and its windings with a fictitious stator having windings on the $d$- and $q$-axes as shown in Fig.A.2. In this process, the fictitious stator will have the same number of turns for each phase as the actual stator phase windings and should produce the equivalent MMF. The actual stator MMF in any axis, i.e, $a$ or $\beta$, is the product of the number of turns and current in the respective axis winding. The machine rotor produces a rotational field, which can be represented by the flux linkage vector coincident with $d$-axis. The axis is chosen to be $dq$-rotational reference frame. The $q$-axis is defined to be perpendicular to the $d$-axis according to the right hand corkscrew convention in direction of the rotation as shown in Fig. A.2. $\theta_r$ is the electrical angle between rotor $d$-axis and $a$-axis. If initially the two axes coincide and the rotor rotate at asynchronous speed $\omega_r$, then, $\theta_r=\omega_r t$. The MMF vector in the $a\beta$ reference frame can be represented by their equivalence in $dq0$ reference frame as shown in Table A.2.

Fig. A.2 Rotational dq axes in reference frame

<table>
<thead>
<tr>
<th></th>
<th>$F_\alpha$</th>
<th>$F_\beta$</th>
<th>$F_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_d$</td>
<td>$\cos(\theta_e)$</td>
<td>$\sin(\theta_e)$</td>
<td>0</td>
</tr>
<tr>
<td>$F_q$</td>
<td>$-\sin(\theta_e)$</td>
<td>$\cos(\theta_e)$</td>
<td>0</td>
</tr>
<tr>
<td>$F_0$</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>
The mathematical transformation from stationary $\alpha\beta$ frame to the rotational $dq0$ reference frame is known as Park transformation. Returning to Table A.1, this relationship can be written in the following transformation matrix:

$$[egin{bmatrix} F_d \\ F_q \\ F_0 \end{bmatrix}] = 
[ T_{dq0\to\alpha\beta} ] 
[ T_{\alpha\beta\to\alpha\beta}\begin{bmatrix} F_\alpha \\ F_\beta \\ F_0 \end{bmatrix}], \quad (A.3)$$

The inverse of Park transformation $[ T_{dq0\to\alpha\beta} ]^{-1} = [ T_{\alpha\beta\to\alpha\beta} ]$ is

$$[ T_{\alpha\beta\to\alpha\beta}\begin{bmatrix} F_\alpha \\ F_\beta \\ F_0 \end{bmatrix}] = 
[ T_{\alpha\beta\to\alpha\beta} ]^{-1} \begin{bmatrix} 
\cos(\theta_e) - \sin(\theta_e) \\
\sin(\theta_e) \cos(\theta_e) \\
0 \end{bmatrix} \begin{bmatrix} 
F_d \\
F_q \\
F_0 \end{bmatrix}, \quad (A.4)$$

### A. 3 Stationary $abc$ to rotational $dq0$ transformation (Clark-Park transformation)

The $dq0$ reference frame can be obtained by transforming the variables in the $abc$ reference frame into $\alpha\beta0$ and then transform to $dq0$ as

$$[egin{bmatrix} F_d \\ F_q \\ F_0 \end{bmatrix}] = 
[ T_{dq0\to\alpha\beta} ] 
[ T_{\alpha\beta\to\alpha\beta}\begin{bmatrix} F_a \\ F_b \\ F_c \end{bmatrix}],$$

$$[ T_{\alpha\beta\to\alpha\beta}\begin{bmatrix} F_a \\ F_b \\ F_c \end{bmatrix}] = 
\begin{bmatrix} 
\cos(\theta_e) \\
\sin(\theta_e) \\
0 \end{bmatrix} \begin{bmatrix} 
F_d \\
F_q \\
F_0 \end{bmatrix}, \quad (A.5)$$

This transformation namely Clarke-Park transformation. The inverse of Clark-Parke transformation can be expressed as

$$[egin{bmatrix} F_a \\ F_b \\ F_c \end{bmatrix}] = 
[ T_{\alpha\beta\to\alpha\beta} ]^{-1} \begin{bmatrix} F_a \\ F_b \\ F_c \end{bmatrix}, \quad [ T_{\alpha\beta\to\alpha\beta}\begin{bmatrix} F_a \\ F_b \\ F_c \end{bmatrix}]^{-1} = 
[ T_{abc\to\alpha\beta}]^{-1} = 
[ T_{\alpha\beta\to\alpha\beta}]^{-1} \begin{bmatrix} 
\cos(\theta_e) \sin(\theta_e) \\
\cos(\theta_e - \frac{2\pi}{3}) \sin(\theta_e - \frac{2\pi}{3}) \\
\cos(\theta_e - \frac{4\pi}{3}) \sin(\theta_e - \frac{4\pi}{3}) \end{bmatrix}, \quad (A.6)$$
APPENDIX B. Derivative of the Dynamic Model of Symmetrical and Asymmetric PMSMs

B.1. Representation in $\alpha\beta\theta$ reference frame

- Symmetrical and asymmetric resistances’ equations

This derivation is based on the assumption that the phase A stator impedance is slightly higher by $\Delta Z_a$ than the other two phases.

\[
R_{abc} = \begin{bmatrix}
(1 + \Delta)R_a & 0 & 0 \\
0 & R_b & 0 \\
0 & 0 & R_c \\
\end{bmatrix}
= \begin{bmatrix}
R_a & 0 & 0 \\
0 & R_b & 0 \\
0 & 0 & R_c \\
\end{bmatrix}
+ \begin{bmatrix}
\Delta R_a & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
\end{bmatrix}
\]

(B.1)

\[
R_{a\theta0} = [T_{a\theta0-abc}] \begin{bmatrix}
(1 + \Delta)R_a & 0 & 0 \\
0 & R_b & 0 \\
0 & 0 & R_c \\
\end{bmatrix}
= [T_{a\theta0-abc}] \begin{bmatrix}
R_a & 0 & 0 \\
0 & R_b & 0 \\
0 & 0 & R_c \\
\end{bmatrix}
+ \begin{bmatrix}
\Delta R_a & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
\end{bmatrix}
\]

(B.2)

\[
R_{a\theta0_{sym}} = \frac{2}{3} \begin{bmatrix}
1 & -\frac{1}{2} & -\frac{1}{2} \\
\frac{\sqrt{3}}{2} & 0 & -\frac{\sqrt{3}}{2} \\
\frac{1}{2} & \frac{1}{2} & \frac{1}{2} \\
\end{bmatrix}
\begin{bmatrix}
R_a & 0 & 0 \\
0 & R_b & 0 \\
0 & 0 & R_c \\
\end{bmatrix}
\begin{bmatrix}
1 & 0 & 1 \\
\frac{1}{2} & 0 & \frac{1}{2} \\
\frac{1}{2} & \frac{1}{2} & \frac{1}{2} \\
\end{bmatrix}
\]

(B.3)

\[
R_{a\theta0_{sym}} = \frac{2}{3} \begin{bmatrix}
R_a & -\frac{1}{2}R_b & -\frac{1}{2}R_c \\
0 & \frac{\sqrt{3}}{2}R_b & -\frac{\sqrt{3}}{2}R_c \\
\frac{1}{2}R_a & \frac{1}{2}R_b & \frac{1}{2}R_c \\
\end{bmatrix}
\begin{bmatrix}
\frac{4}{6}R_a + \frac{1}{6}R_b + \frac{1}{6}R_c \\
\frac{1}{2\sqrt{3}}R_a - \frac{1}{2\sqrt{3}}R_b \\
\frac{1}{2\sqrt{3}}R_a - \frac{1}{2\sqrt{3}}R_c \\
\end{bmatrix}
\begin{bmatrix}
\frac{2}{3}R_a - \frac{1}{3}R_b - \frac{1}{3}R_c \\
\frac{1}{2\sqrt{3}}R_a - \frac{1}{2\sqrt{3}}R_b \\
\frac{1}{2\sqrt{3}}R_a - \frac{1}{2\sqrt{3}}R_c \\
\end{bmatrix}
\]

(B.3a)

\[
R_{a\theta0_{sym}} = \begin{bmatrix}
\frac{1}{2\sqrt{3}}R_a & R_b & \frac{1}{2\sqrt{3}}R_c \\
(R_a - \frac{1}{6}R_b - \frac{1}{6}R_c) & \frac{1}{2\sqrt{3}}R_a & R_b \\
\frac{1}{2\sqrt{3}}R_a & \frac{1}{2\sqrt{3}}R_c & \frac{1}{2\sqrt{3}}R_a \\
\end{bmatrix}
\begin{bmatrix}
\frac{4}{6}R_a + \frac{1}{6}R_b + \frac{1}{6}R_c \\
\frac{1}{2\sqrt{3}}R_a - \frac{1}{2\sqrt{3}}R_b \\
\frac{1}{2\sqrt{3}}R_a - \frac{1}{2\sqrt{3}}R_c \\
\end{bmatrix}
\begin{bmatrix}
\frac{2}{3}R_a - \frac{1}{3}R_b - \frac{1}{3}R_c \\
\frac{1}{2\sqrt{3}}R_a - \frac{1}{2\sqrt{3}}R_b \\
\frac{1}{2\sqrt{3}}R_a - \frac{1}{2\sqrt{3}}R_c \\
\end{bmatrix}
\]

(B.3b)

If $R_a = R_b = R_c$, then $R_{a\theta0_{sym}} = \begin{bmatrix}
R_a & 0 & 0 \\
0 & R_b & 0 \\
0 & 0 & R_c \\
\end{bmatrix}$
\[ R_{\text{sym}} = \begin{bmatrix} \frac{2}{3} & 0 & -\frac{1}{2} \\ \frac{2}{3} & 0 & -\frac{1}{2} \\ \frac{2}{3} & 0 & -\frac{1}{2} \end{bmatrix} \]

\[ \Delta R = \begin{bmatrix} 0 & 0 & 0 \\ \frac{1}{2} & \frac{\sqrt{3}}{2} & 0 \\ 0 & \frac{\sqrt{3}}{2} & 0 \end{bmatrix} \]

\[ R_{\text{asy}} = \begin{bmatrix} \frac{1}{3} & 0 & 0 \\ 0 & \frac{1}{3} & 0 \\ 0 & 0 & \frac{1}{3} \end{bmatrix} \]

**Symmetrical and asymmetric inductances equations**

The asymmetric inductance equations can be derived as

\[ L_{abc} = \begin{bmatrix} (1 + \Delta)^2 L_{aa} & (1 + \Delta) M_{ab} & (1 + \Delta) M_{ac} \\ (1 + \Delta) M_{ba} & L_{bb} & M_{bc} \\ (1 + \Delta) M_{ca} & M_{cb} & L_{cc} \end{bmatrix} = \begin{bmatrix} L_{aa} M_{ab} M_{ac} \\ M_{ba} & L_{bb} M_{bc} \\ M_{ca} M_{cb} & L_{cc} \end{bmatrix} + \begin{bmatrix} \frac{(\Delta^2 + 2\Delta) L_{aa}}{2} M_{ab} & \frac{\Delta M_{ab}}{2} & \frac{\Delta M_{ac}}{2} \\ \frac{\Delta M_{ba}}{2} & 0 & 0 \\ \frac{\Delta M_{ca}}{2} & 0 & 0 \end{bmatrix} \]

\[ \Delta M_{ab} = M_{ab} - L_{ab} - \frac{1}{2} M_{cb} - \frac{1}{2} M_{bc} \]

\[ \Delta M_{ac} = M_{ac} - L_{ac} - \frac{1}{2} M_{cb} - \frac{1}{2} M_{bc} \]

\[ \Delta L_{ab} = L_{ab} - \frac{1}{2} L_{ba} - \frac{1}{2} L_{bc} - \frac{1}{2} L_{cc} \]

\[ \Delta L_{ac} = L_{ac} - \frac{1}{2} L_{ba} - \frac{1}{2} L_{bc} - \frac{1}{2} L_{cc} \]

Assuming \( L_{aa} = L_{bb} = L_{cc} = L \) and \( M_{ab} = M_{ba} = M_{ac} = M_{ca} = M_{bc} = M_{cb} = M \), then,

\[ L_{aab} = \frac{2}{3} [L_{aa} - \frac{1}{2} M_{ba} - \frac{1}{2} M_{ca} - (M_{ab} - \frac{1}{2} L_{bb} - \frac{1}{2} M_{cb}) - \frac{1}{2} (M_{ac} - \frac{1}{2} M_{bc} - \frac{1}{2} L_{cc})] = (L - M) \]

\[ L_{aab} = \frac{2}{3} \left[ \frac{\sqrt{3}}{2} (M_{ab} - \frac{1}{2} L_{bb} - \frac{1}{2} M_{cb}) - \frac{\sqrt{3}}{2} (M_{ac} - \frac{1}{2} M_{bc} - \frac{1}{2} L_{cc}) \right] = 0 \]
\[ L_{\beta \theta} = \frac{2}{3} \left[ \sqrt{3} \left( \frac{\sqrt{3}}{2} L_{ab} - \frac{\sqrt{3}}{2} M_{ab} - \frac{3}{4} M_{bc} + \frac{3}{4} L_{cc} \right) \right] \\
= \frac{2}{3} \left[ \frac{3}{4} L_{bb} - \frac{3}{4} M_{cb} - \frac{3}{4} M_{bc} + \frac{3}{4} L_{cc} \right] = (L - M) \\
L_{\theta \theta} = \frac{2}{3} \left[ \left( -\frac{1}{2} L_{aa} + \frac{1}{2} M_{ba} + \frac{1}{2} M_{ca} \right) + \left( -\frac{1}{2} M_{ab} + \frac{1}{2} L_{bb} + \frac{1}{2} M_{cb} \right) + \left( -\frac{1}{2} M_{ac} + \frac{1}{2} M_{bc} + \frac{1}{2} L_{cc} \right) \right] = (L + 2M) \\
\text{and, } L_{u\theta} = 0, \quad L_{\theta u} = 0, \quad L_{\rho \theta} = 0, \quad L_{\theta \rho} = 0, \quad L_{\alpha \theta} = 0, \quad L_{\theta \alpha} = 0, \\
L_{\alpha \rho} (\theta) = \frac{2}{3} \left[ \frac{1}{2} L_{\alpha \rho} (\theta) - \frac{1}{2} M_{\alpha \rho} (\theta) - \frac{1}{2} L_{\alpha \rho} (\theta) + \frac{1}{2} M_{\alpha \rho} (\theta) \right] \\
= \frac{2}{3} \left[ L_{\alpha \rho} (\theta) + \frac{1}{2} L_{\alpha \rho} (\theta) - \frac{1}{2} M_{\alpha \rho} (\theta) + \frac{1}{2} M_{\alpha \rho} (\theta) \right] \\
L_{u\rho} (\theta) = \frac{2}{3} \left[ L_{u\rho} (\theta) - \frac{1}{2} M_{u\rho} (\theta) - \frac{1}{2} L_{u\rho} (\theta) + \frac{1}{2} M_{u\rho} (\theta) \right] \\
L_{\rho \theta} (\theta) = \frac{2}{3} \left[ L_{\rho \theta} (\theta) + \frac{1}{2} L_{\rho \theta} (\theta) - \frac{1}{2} M_{\rho \theta} (\theta) + \frac{1}{2} M_{\rho \theta} (\theta) \right] \\
L_{\rho \alpha} (\theta) = \frac{2}{3} \left[ L_{\rho \alpha} (\theta) + \frac{1}{2} L_{\rho \alpha} (\theta) - \frac{1}{2} M_{\rho \alpha} (\theta) + \frac{1}{2} M_{\rho \alpha} (\theta) \right] \\
L_{\theta \alpha} (\theta) = \frac{2}{3} \left[ L_{\theta \alpha} (\theta) + \frac{1}{2} L_{\theta \alpha} (\theta) - \frac{1}{2} M_{\theta \alpha} (\theta) + \frac{1}{2} M_{\theta \alpha} (\theta) \right] \\
L_{\alpha \theta} (\theta) = \frac{2}{3} \left[ L_{\alpha \theta} (\theta) + \frac{1}{2} L_{\alpha \theta} (\theta) - \frac{1}{2} M_{\alpha \theta} (\theta) + \frac{1}{2} M_{\alpha \theta} (\theta) \right]
\]
\[
L(H) = \frac{2}{3} \left[ \sqrt{\frac{3}{2}} \frac{M_z \cos \left(2\theta \right)}{2} - \frac{1}{2} L_z \cos \left(\frac{2\pi \theta}{3}\right) \right] - \frac{1}{2} M_z \cos \left(\frac{4\pi \theta}{3}\right) - \frac{1}{2} L_z \cos \left(\frac{2\theta}{3}\right)
\]

\[
L(H) = \frac{2}{3} \left[ \frac{1}{2} M_z \cos \left(2\theta \right) + \frac{\sqrt{3}}{2} M_z \sin \left(2\theta \right) + \frac{1}{4} L_z \cos \left(2\theta \right) - \frac{\sqrt{3}}{4} L_z \sin \left(2\theta \right) \right]
\]

\[
L(H) = \frac{2}{3} \left[ \frac{1}{2} M_z \sin \left(2\theta \right) + \frac{3}{8} L_z \sin \left(2\theta \right) + \frac{3}{8} M_z \sin \left(2\theta \right) + \frac{3}{8} L_z \sin \left(2\theta \right) \right] = \left(\frac{1}{2} M + M_z \right) \sin \left(2\theta \right)
\]

\[
L(H) = \frac{2}{3} \left[ \frac{3}{4} M_z \sin \left(2\theta \right) + \frac{3}{8} L_z \sin \left(2\theta \right) + \frac{3}{8} M_z \sin \left(2\theta \right) + \frac{3}{8} L_z \sin \left(2\theta \right) \right]
\]

\[
L(H) = \frac{2}{3} \left[ \frac{1}{2} M_z \cos \left(2\theta \right) + \frac{\sqrt{3}}{2} M_z \sin \left(2\theta \right) + \frac{1}{4} L_z \cos \left(2\theta \right) + \frac{\sqrt{3}}{4} L_z \sin \left(2\theta \right) \right]
\]

\[
L(H) = \frac{2}{3} \left[ \frac{1}{2} M_z \cos \left(2\theta \right) + \frac{3}{4} M_z \sin \left(2\theta \right) + \frac{\sqrt{3}}{4} M_z \cos \left(2\theta \right) + \frac{3}{4} M_z \sin \left(2\theta \right) \right]
\]

\[
L(H) = \frac{2}{3} \left[ \frac{3}{2} M_z \sin \left(2\theta \right) + \frac{3}{4} L_z \cos \left(2\theta \right) \right] = \left(\frac{1}{2} L_z + M \right) \sin \left(2\theta \right)
\]

\[
L(H) = \frac{2}{3} \left[ \frac{3}{4} L_z \cos \left(2\theta \right) - \frac{\sqrt{3}}{2} M_z \cos \left(2\theta \right) \right]
\]

\[
L(H) = \frac{2}{3} \left[ \frac{3}{4} L_z \cos \left(2\theta \right) - \frac{3}{2} M_z \cos \left(2\theta \right) + \frac{3}{4} L_z \cos \left(2\theta \right) + \frac{\sqrt{3}}{2} M_z \cos \left(2\theta \right) \right]
\]

Then, the final symmetrical inductance equation in the stationary \(\alpha\beta\theta\) reference frame is

\[
L_{\alpha\beta\theta} = \begin{bmatrix}
L - M & 0 & 0 \\
0 & L - M & 0 \\
0 & 0 & L + 2M
\end{bmatrix} + \begin{bmatrix}
\frac{1}{2} L_z + M & \frac{1}{2} L_z + M \sin \left(2\theta \right) & - \\
\frac{1}{2} L_z + M \sin \left(2\theta \right) & \frac{1}{2} L_z + M \cos \left(2\theta \right) & - \\
\frac{1}{2} L_z + M \cos \left(2\theta \right) & - & -
\end{bmatrix}
\]

(B.5c)
The asymmetric inductance equations can be derived as

\[
L'_{a\phi_0-\alpha_1y} = \frac{2}{3} \begin{bmatrix}
1 & -\frac{1}{2} & -\frac{1}{2} \\
\frac{\sqrt{3}}{2} & \frac{\sqrt{3}}{2} & \frac{\sqrt{3}}{2} \\
\frac{1}{2} & 1 & 1
\end{bmatrix}
\begin{bmatrix}
1 & 0 & 1 \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
\Delta^2 + 2\Delta & \Delta M_{ab} & \Delta M_{ac} \\
\Delta M_{ba} & 0 & 0 \\
\Delta M_{ca} & 0 & 0
\end{bmatrix}

(B.6)
\]

\[
L'_{a\phi_0-\alpha_1y} = \frac{2}{3} \begin{bmatrix}
[(\Delta^2 + 2\Delta)L_{ua} - \frac{1}{2}\Delta M_{ba} - \frac{1}{2}\Delta M_{ca}] & \Delta M_{ab} & \Delta M_{ac} \\
\frac{\sqrt{3}}{2}\Delta M_{ba} - \frac{\sqrt{3}}{2}\Delta M_{ca} & 0 & 0 \\
\frac{1}{2}(\Delta^2 + 2\Delta)L_{ua} + \frac{1}{2}\Delta M_{ba} + \frac{1}{2}\Delta M_{ca} & \frac{1}{2}\Delta M_{ab} & \frac{1}{2}\Delta M_{ac}
\end{bmatrix}
\begin{bmatrix}
1 & 0 & 1 \\
0 & 0 & 1
\end{bmatrix}

(B.6a)
\]

\[
L'_{a\phi_0-\alpha_1y} = \begin{bmatrix} L_{ua-\alpha_1y} & L_{u\beta-\alpha_1y} & L_{u0-\alpha_1y} \\
L_{u\beta-\alpha_1y} & L_{u0-\alpha_1y} & L_{u0-\alpha_1y} \\
L_{u0-\alpha_1y} & L_{u0-\alpha_1y} & L_{u0-\alpha_1y}
\end{bmatrix}
\]

\[
L'_{a\alpha-\alpha_1y} = \frac{2}{3}[(\Delta^2 + 2\Delta)L_{ua} - \frac{1}{2}\Delta M_{ba} - \frac{1}{2}\Delta M_{ca} - \frac{1}{2}\Delta M_{ab} - \frac{1}{2}\Delta M_{ac}] = \frac{2}{3}(\frac{\Delta^2}{3} + \frac{4}{3})L - \frac{4}{3}\Delta M
\]

\[
L'_{a\beta-\alpha_1y} = \frac{2}{3}\Delta M_{ab} - \frac{\sqrt{3}}{2}\Delta M_{ac} = 0
\]

\[
L'_{u0-\alpha_1y} = \frac{2}{3}[(\Delta^2 + 2\Delta)L_{ua} - \frac{1}{2}\Delta M_{ba} - \frac{1}{2}\Delta M_{ca} + \Delta M_{ab} + \Delta M_{ac}] = \frac{2}{3}(\frac{\Delta^2}{3} + \frac{4}{3})L + \frac{2}{3}\Delta M
\]

\[
L'_{u\beta-\alpha_1y} = \frac{2}{3}\frac{\sqrt{3}}{2}\Delta M_{ba} - \frac{\sqrt{3}}{2}\Delta M_{ca} = 0
\]

\[
L_{u0-\alpha_1y} = \frac{2}{3}\frac{\sqrt{3}}{2}\Delta M_{ab} - \frac{\sqrt{3}}{2}\Delta M_{ca} = 0
\]

\[
L_{u0-\alpha_1y} = \frac{2}{3}\frac{1}{2}(\Delta^2 + 2\Delta)L_{ua} + \frac{1}{2}\Delta M_{ba} + \frac{1}{2}\Delta M_{ca} - \frac{1}{2}\Delta M_{ab} - \frac{1}{2}\Delta M_{ac}] = \frac{1}{3}(\frac{\Delta^2}{3} + \frac{4}{3})L + \frac{4}{3}\Delta M
\]

(B.6b)
Then, the final asymmetric inductance matrix can be written as
\[
L_{\text{dq0}_{\text{sym}}} = \begin{bmatrix}
\left(\frac{2}{3}\Delta^2 + \frac{4}{3}\Delta\right)L - \frac{4}{3}\Delta M & 0 & \left(\frac{2}{3}\Delta^2 + \frac{4}{3}\Delta\right)L + \frac{2}{3}\Delta M \\
0 & 0 & 0 \\
\left(\frac{2}{3}\Delta^2 + \frac{4}{3}\Delta\right)L + \frac{2}{3}\Delta M & 0 & \left(\frac{2}{3}\Delta^2 + \frac{4}{3}\Delta\right)L + \frac{4}{3}\Delta M
\end{bmatrix}
\]

(B.6d)

\[
= \left[\frac{2}{3}\Delta^2 + \frac{4}{3}\Delta\right]L_2 + \left(\frac{2}{3}\Delta\right)M_2 \cos(2\theta) + (\Delta M_2)\sin(2\theta) - (\Delta M_2)\sin(2\theta) 0 0 .
\]

B.2 Representation in dq0 reference frame

- Symmetrical and asymmetric resistances equations

\[
R_{\text{dq0}_{\text{sym}}} = \frac{2}{3}
\begin{bmatrix}
\cos(\theta) & \cos(\theta) - \frac{2\pi}{3} & \cos(\theta) - \frac{4\pi}{3} \\
\sin(\theta) & \sin(\theta) - \frac{2\pi}{3} & \sin(\theta) - \frac{4\pi}{3} \\
\frac{1}{2} & \frac{1}{2} & \frac{1}{2}
\end{bmatrix}
\begin{bmatrix}
R_a & 0 & 0 \\
0 & R_y & 0 \\
0 & 0 & R_{\text{dc}_{\text{sym}}}
\end{bmatrix}
\begin{bmatrix}
\cos(\theta) & \sin(\theta) & 1 \\
\cos(\theta - \frac{2\pi}{3}) & \sin(\theta - \frac{2\pi}{3}) & 1 \\
\cos(\theta - \frac{4\pi}{3}) & \sin(\theta - \frac{4\pi}{3}) & 1
\end{bmatrix}
\]

\[
= \frac{2}{3}
\begin{bmatrix}
R_a \cos(\theta) & R_y \cos(\theta - \frac{2\pi}{3}) & R_{\text{dc}_{\text{sym}}} \cos(\theta - \frac{4\pi}{3}) \\
R_y \sin(\theta) & R_y \sin(\theta - \frac{2\pi}{3}) & R_{\text{dc}_{\text{sym}}} \sin(\theta - \frac{4\pi}{3}) \\
R_a \frac{1}{2} & R_y \frac{1}{2} & R_{\text{dc}_{\text{sym}}} \frac{1}{2}
\end{bmatrix}
\begin{bmatrix}
\cos(\theta) & \sin(\theta) & 1 \\
\cos(\theta - \frac{2\pi}{3}) & \sin(\theta - \frac{2\pi}{3}) & 1 \\
\cos(\theta - \frac{4\pi}{3}) & \sin(\theta - \frac{4\pi}{3}) & 1
\end{bmatrix}
\]

\[
= \frac{2}{3}
\begin{bmatrix}
R_{\text{dd}} & R_{\text{dq}} & R_{\text{do}} \\
R_{\text{qd}} & R_{qq} & R_{q0} \\
R_{\text{qd}} & R_{q0} & R_{oo}
\end{bmatrix}
\]

(B.7)

Assume \(R_a = R_b = R_c = R_s\)
\[
R_{\theta \theta} = \frac{2}{3} \left[ R_a \cos^2(\theta) + R_b \cos^2(\theta - \frac{2\pi}{3}) + R_c \cos^2(\theta - \frac{4\pi}{3}) \right] = R_a
\]
\[
= \frac{2}{3} \left[ R_a \frac{1}{2}(1 + \cos(2\theta)) + R_b \frac{1}{2}(1 + \cos(2(\theta - \frac{2\pi}{3})) + R_c \frac{1}{2}(1 + \cos(2(\theta - \frac{4\pi}{3})) \right] \\
= \frac{2}{3} \left[ R_a \frac{1}{2}(1 + \cos(2\theta)) + R_b \frac{1}{2}(1 + \cos(2\theta - \frac{4\pi}{3})) + R_c \frac{1}{2}(1 + \cos(2\theta - \frac{8\pi}{3})) \right] \\
= \frac{2}{3} \left[ R_a \frac{1}{2}(1 + \cos(2\theta)) + R_b \frac{1}{2}(1 + \cos(2\theta)\cos(\frac{4\pi}{3}) + \sin(2\theta)\sin(\frac{4\pi}{3})) \right] \\
+ R_c \frac{1}{2}(1 + \cos(2\theta)\cos(\frac{8\pi}{3}) + \sin(2\theta)\sin(\frac{8\pi}{3})) \\
= \frac{2}{3} \left[ R_a \frac{1}{2}(1 + \cos(2\theta)) + R_b \frac{1}{2}(1 - \frac{1}{2}\cos(2\theta) - \frac{\sqrt{3}}{2}\sin(2\theta)) \right] \\
+ R_c \frac{1}{2}(1 - \frac{1}{2}\cos(2\theta) + \frac{\sqrt{3}}{2}\sin(2\theta)) \\
= \frac{2}{3} \left[ R_a + R_b + R_c \right] + \frac{2}{6}(R_a - R_b - R_c)\cos(2\theta) - \left(\frac{\sqrt{3}(R_b - R_c)}{6}\right)\sin(2\theta) \\
= \left[ R_a + R_b + R_c \right] + \frac{2}{6}(R_a - R_b - R_c)\cos(2\theta) - \left(\frac{\sqrt{3}(R_b - R_c)}{6}\right)\sin(2\theta) \\
R_{\theta \theta} = \frac{2}{3} \left[ R_a \cos(\theta)\sin(\theta) + R_b \cos(\theta - \frac{2\pi}{3})\sin(\theta - \frac{2\pi}{3}) + R_c \cos(\theta - \frac{4\pi}{3})\sin(\theta - \frac{4\pi}{3}) \right] = 0
\]
\[
R_{\phi \phi} = \frac{2}{3} \left[ R_a \sin^2(\theta) + R_b \sin^2(\theta - \frac{2\pi}{3}) + R_c \sin^2(\theta - \frac{4\pi}{3}) \right] = R_a
\]
\[
R_{\phi \theta} = \frac{2}{3} \left[ R_a \sin^2(\theta) \cos(\theta) + R_b \sin^2(\theta - \frac{2\pi}{3}) \cos(\theta - \frac{2\pi}{3}) + R_c \sin^2(\theta - \frac{4\pi}{3}) \cos(\theta - \frac{4\pi}{3}) \right] = 0
\]
\[
R_{\theta \phi} = \frac{2}{3} \left[ R_a \sin^2(\theta) + R_b \sin^2(\theta - \frac{2\pi}{3}) + R_c \sin^2(\theta - \frac{4\pi}{3}) \right] = R_a
\]
\[
R_{\phi \theta} = \frac{2}{3} \left[ R_a \sin^2(\theta) + R_b \sin^2(\theta - \frac{2\pi}{3}) + R_c \sin^2(\theta - \frac{4\pi}{3}) \right] = 0
\]
\[
R_{\phi \phi} = \frac{2}{3} \left[ R_{\phi \phi}^2 \cos(\theta) + \frac{1}{2} R_a \cos(\theta - \frac{2\pi}{3}) + \frac{1}{2} R_c \cos(\theta - \frac{4\pi}{3}) \right] = 0
\]
\[
R_{\phi \theta} = \frac{2}{3} \left[ \frac{1}{2} R_a \sin(\theta) + \frac{1}{2} R_b \sin(\theta - \frac{2\pi}{3}) + \frac{1}{2} R_c \sin(\theta - \frac{4\pi}{3}) \right] = 0
\]
\[
R_{\theta \phi} = \frac{2}{3} \left[ \frac{1}{2} R_a \sin(\theta) + \frac{1}{2} R_b \sin(\theta - \frac{2\pi}{3}) + \frac{1}{2} R_c \sin(\theta - \frac{4\pi}{3}) \right] = R_a
\]
\[ R_{dq0,\text{sym}} = \begin{bmatrix} R_d & 0 & 0 \\ 0 & R_q & 0 \\ 0 & 0 & R_0 \end{bmatrix} = \begin{bmatrix} R_d & 0 & 0 \\ 0 & R_q & 0 \\ 0 & 0 & R_0 \end{bmatrix} \]  
(B.7a)

\[ R_{dq0,\text{asym}} = \begin{bmatrix} \cos(\theta_i) & -\sin(\theta_i) & 0 \\ \sin(\theta_i) & \cos(\theta_i) & 0 \\ 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} \frac{2}{3} \Delta R_u & 0 & \frac{2}{3} \Delta R_u \\ 0 & 0 & 0 \\ \frac{1}{3} \Delta R_u & 0 & 0 \end{bmatrix} \begin{bmatrix} \cos(\theta_i) & \sin(\theta_i) & 0 \\ -\sin(\theta_i) & \cos(\theta_i) & 0 \\ 0 & 0 & 1 \end{bmatrix} \]  
(B.8)

\[ R_{dq0,\text{asym}} = \begin{bmatrix} \frac{2}{3} \Delta R_u \cos^2(\theta_i) & \frac{2}{3} \Delta R_u \cos(\theta_i) & \frac{2}{3} \Delta R_u \cos(\theta_i) \\ \frac{2}{3} \Delta R_u \sin(\theta_i) & \frac{2}{3} \Delta R_u \sin(\theta_i) & \frac{2}{3} \Delta R_u \sin(\theta_i) \\ \frac{1}{3} \Delta R_u \cos(\theta_i) & \frac{1}{3} \Delta R_u \sin(\theta_i) & 0 \end{bmatrix} \]  
(B.8a)

- Symmetrical and asymmetric inductances’ equations

\[ L_{dq0,\text{sym}} = \begin{bmatrix} \cos(\theta_i) & -\sin(\theta_i) & 0 \\ \sin(\theta_i) & \cos(\theta_i) & 0 \\ 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} (L-M) & 0 & 0 \\ 0 & (L-M) & 0 \\ 0 & 0 & (L-2M) \end{bmatrix} \begin{bmatrix} \cos(\theta_i) & \sin(\theta_i) & 0 \\ -\sin(\theta_i) & \cos(\theta_i) & 0 \\ 0 & 0 & 1 \end{bmatrix} \]  
(B.9)

\[ L_{dq} = (L-M) \cos^2(\theta_i) + (L-M) \sin^2(\theta_i) = (L-M)[\cos^2(\theta_i) + \sin^2(\theta_i)] = (L-M) \]  
\[ L_{dq} = (L-M) \cos(\theta_i) \sin(\theta_i) - (L-M) \cos(\theta_i) \sin(\theta_i) = 0 \]  
\[ L_{qd} = (L-M) \cos(\theta_i) \sin(\theta_i) - (L-M) \cos(\theta_i) \sin(\theta_i) = 0 \]  
\[ L_{qq} = (L-M) \]  
(B.9a)
\[
L_{\text{dq0-sym}}(\theta) = \begin{bmatrix}
\cos(\theta) & -\sin(\theta) & 0 \\
\sin(\theta) & \cos(\theta) & 0 \\
0 & 0 & 1
\end{bmatrix}
\]
\[
\begin{bmatrix}
\frac{1}{2} L + M \cos(2\theta) & \frac{1}{2} L + M \sin(2\theta) & - \\
\frac{1}{2} L + M \sin(2\theta) & -\frac{1}{2} L + M \cos(2\theta) & - \\
- & - & -
\end{bmatrix}
\]
\[
\begin{bmatrix}
\cos(\theta) & \sin(\theta) & 0 \\
-\sin(\theta) & \cos(\theta) & 0 \\
0 & 0 & 1
\end{bmatrix}
\]

\[L_{\text{dq0}}(\theta) = \begin{bmatrix}
\frac{1}{2} L + M \cos(2\theta) \cos^2(\theta) + \frac{1}{2} L + M \sin(2\theta) \sin(\theta) \cos(\theta) \\
-\left(\frac{1}{2} L + M \sin(2\theta) \cos(\theta) \sin(\theta) - \frac{1}{2} L + M \cos(2\theta) \sin^2(\theta)\right)
\end{bmatrix}
\]

\[L_{\text{dqy}}(\theta) = \begin{bmatrix}
\frac{1}{2} L + M \cos(2\theta) \sin^2(\theta) - \frac{1}{2} L + M \sin(2\theta) \cos(\theta) \sin(\theta) \\
+ \left(\frac{1}{2} L + M \sin(2\theta) \cos(\theta) \cos^2(\theta) + \frac{1}{2} L + M \cos(2\theta) \cos^2(\theta)\right)
\end{bmatrix}
\]

\[L_{\text{dqy}}(\theta) = \left(\frac{1}{2} L + M \right)
\]

\[L_{\text{sh0-sym}} = \begin{bmatrix}
(L-M) & 0 & 0 \\
0 & (L-M) & 0 \\
0 & 0 & 0
\end{bmatrix} + \begin{bmatrix}
-(\frac{1}{2} L + M) & 0 & - \\
0 & (\frac{1}{2} L + M) & - \\
- & - & -
\end{bmatrix}
\]

\[L_{\text{dq0-dqy}} = \begin{bmatrix}
\cos(\theta) & -\sin(\theta) & 0 \\
\sin(\theta) & \cos(\theta) & 0 \\
0 & 0 & 1
\end{bmatrix} \begin{bmatrix}
\frac{2}{3} \Delta^2 + \frac{4}{3} \Delta L - \frac{4}{3} \Delta M & 0 & - \\
0 & 0 & 0 \\
- & - & -
\end{bmatrix} + \begin{bmatrix}
\cos(\theta) & \sin(\theta) & 0 \\
-\sin(\theta) & \cos(\theta) & 0 \\
0 & 0 & 1
\end{bmatrix}
\]

(B.10)
\[
L_{dp0-\text{any}} = \begin{bmatrix}
\left[\frac{2}{3} \Delta^2 + \frac{4}{3} \Delta L - \frac{4}{3} \Delta M \right] \cos(\theta_r) & 0 & - \\
\left[\frac{2}{3} \Delta^2 + \frac{4}{3} \Delta L - \frac{4}{3} \Delta M \right] \sin(\theta_r) & 0 & - \\
- & - & -
\end{bmatrix}
\]

\[
L_{dd-\text{any}} = \left[\frac{2}{3} \Delta^2 + \frac{4}{3} \Delta L - \frac{4}{3} \Delta M \right] \cos^2(\theta_r) = \left[\frac{1}{3} \Delta^2 + \frac{2}{3} \Delta L - \frac{2}{3} \Delta M \right] (1 + \cos(2\theta_r))
\]

\[
L_{dq-\text{any}} = \left[\frac{2}{3} \Delta^2 + \frac{4}{3} \Delta L - \frac{4}{3} \Delta M \right] \sin(\theta_r) \cos(\theta_r) = -\left[\frac{1}{3} \Delta^2 + \frac{2}{3} \Delta L - \frac{2}{3} \Delta M \right] \sin(2\theta_r)
\]

\[
L_{qd-\text{any}} = \left[\frac{2}{3} \Delta^2 + \frac{4}{3} \Delta L - \frac{4}{3} \Delta M \right] \sin^2(\theta_r) = \left[\frac{1}{3} \Delta^2 + \frac{2}{3} \Delta L - \frac{2}{3} \Delta M \right] (1 - \cos(2\theta_r))
\]

\[
L_{dq02-\text{any}}(\theta_r) = \begin{bmatrix}
\cos(\theta_r) & -\sin(\theta_r) & 0 \\
\sin(\theta_r) & \cos(\theta_r) & 0 \\
0 & 0 & 1
\end{bmatrix}
\]

\[
L_{dq02-\text{any}}(\theta_r) = \begin{bmatrix}
L_{d-\text{any}}(\theta_r) & M_{dq-\text{any}}(\theta_r) & 0 \\
M_{qd-\text{any}}(\theta_r) & L_{q-\text{any}}(\theta_r) & 0 \\
0 & 0 & 1
\end{bmatrix}
\]

\[
L_{dq0-\text{any}} = \begin{bmatrix}
\left[\frac{2}{3} \Delta^2 + \frac{4}{3} \Delta L - \frac{4}{3} \Delta M \right] \cos^2(\theta_r) & \left[\frac{2}{3} \Delta^2 + \frac{4}{3} \Delta L - \frac{4}{3} \Delta M \right] \cos(\theta_r) \sin(\theta_r) & - \\
\left[\frac{2}{3} \Delta^2 + \frac{4}{3} \Delta L - \frac{4}{3} \Delta M \right] \sin(\theta_r) \cos(\theta_r) & \left[\frac{2}{3} \Delta^2 + \frac{4}{3} \Delta L - \frac{4}{3} \Delta M \right] \sin^2(\theta_r) & - \\
- & - & -
\end{bmatrix}
\]

\[
\Delta L_{d_{q2-}}(\theta_r) \Delta M_{dq_{q2-}}(\theta_r) - \\
\Delta M_{qd_{q2-}}(\theta_r) \Delta L_{q_{q2-}}(\theta_r) -
\]

(B.10a) (B10b) (B.10c) (B.10d)
B.3 Back EMF

- **Representation in αβ0 reference frame**

\[
\begin{bmatrix}
\psi_{\alpha} \\
\psi_{\beta} \\
\psi_{\gamma}
\end{bmatrix} = \frac{2}{3} \begin{bmatrix}
1 & \frac{1}{2} & -\frac{1}{2} \\
\frac{\sqrt{3}}{2} & 0 & -\frac{\sqrt{3}}{2} \\
1 & 1 & 1
\end{bmatrix} \begin{bmatrix}
(1 + \Delta)\psi_{PM} \cos(\theta_r) \\
\psi_{PM} \cos(\theta_r - \frac{2\pi}{3}) \\
\psi_{PM} \cos(\theta_r - \frac{4\pi}{3})
\end{bmatrix}
\]

\[
\psi_{\alpha} = \frac{2}{3} \left[ (1 + \Delta)\psi_{PM} \cos(\theta_r) - \frac{1}{2}\psi_{PM} \cos(\theta_r - \frac{2\pi}{3}) - \frac{1}{2}\psi_{PM} \cos(\theta_r - \frac{4\pi}{3}) \right]
\]

\[
\psi_{\beta} = \frac{2}{3} \left[ \frac{\sqrt{3}}{2}\psi_{PM} \cos(-\theta_r - \frac{2\pi}{3}) - \frac{\sqrt{3}}{2}\psi_{PM} \cos(-\theta_r - \frac{4\pi}{3}) \right]
\]

\[
\psi_{\gamma} = \frac{2}{3} \left[ \frac{\sqrt{3}}{2}\psi_{PM} \cos(\theta_r + \frac{2\pi}{3}) - \frac{\sqrt{3}}{2}\psi_{PM} \cos(\theta_r + \frac{4\pi}{3}) \right]
\]

(B.11)

- **Representation in dq0 reference frame**

\[
\begin{bmatrix}
\psi_{d} \\
\psi_{q} \\
\psi_{0}
\end{bmatrix} = \frac{2}{3} \begin{bmatrix}
\cos(\theta_r) & \cos(\theta_r - \frac{2\pi}{3}) & \cos(\theta_r - \frac{4\pi}{3}) \\
\sin(\theta_r) & \sin(\theta_r - \frac{2\pi}{3}) & \sin(\theta_r - \frac{4\pi}{3}) \\
\frac{1}{2} & \frac{1}{2} & \frac{1}{2}
\end{bmatrix} \begin{bmatrix}
(1 + \Delta)\psi_{PM} \cos(\theta_r) \\
\psi_{PM} \cos(\theta_r - \frac{2\pi}{3}) \\
\psi_{PM} \cos(\theta_r - \frac{4\pi}{3})
\end{bmatrix}
\]

\[
\psi_{d} = \frac{2}{3} \left[ (1 + \Delta)F_d \cos^2(\theta_r) + F_b \cos^2(\theta_r - \frac{2\pi}{3}) + F_c \cos^2(\theta_r - \frac{4\pi}{3}) \right] \psi_{PM} + \Delta \psi_{PM} \psi_{d,0}
\]

\[
\psi_{q} = \frac{2}{3} \left[ F_d \cos(\theta_r) \sin(\theta_r) + F_b \cos(\theta_r - \frac{2\pi}{3}) \sin(\theta_r - \frac{2\pi}{3}) + F_c \cos(\theta_r - \frac{4\pi}{3}) \sin(\theta_r - \frac{4\pi}{3}) \right] = 0
\]

(B.10)
APPENDIX C Schematic Diagram of the Inverter Board

STEVAL-IHM027V1
Power board with MC connector based on the STGIPS10K60A
10 A, 600 V intelligent power module

Features
- Minimum input voltage: 125 VDC or 90 VAC
- Maximum input voltage: 350 VDC or 220 VAC
- Capable of using external +15 V supply voltage
- Maximum output power for motor: 1000 W
- Regenerative brake control feature
- Input inrush limitation with bypassing relay
- +15 V auxiliary power supply based on buck converter with Viper16
- Fully-populated board with test points
- Motor control connector for interfacing with STM321B-EVAL board and other ST motor control dedicated kits
- Tachometer and Hall/encoder inputs
- Compatible with BMF daughterboard for sensor-less six-step control of BLDC motors
- RoHS compliant

Description
The STEVAL-IHM027V1 is a 1 kW, 3-phase motor control demonstration board featuring the STGIPS10K60A 600 V, 10 A IGBT Intelligent power module (IPM) from STMicroelectronics.

The system is an AC/DC 3-phase inverter for driving an induction motor or PMSM motors up to 1000 W. The purpose of the application is to demonstrate the performance of the STGIPS10K60A IPM, housed in a 25-lead, small dual inline package.

The STEVAL-IHM027V1 demonstration board is designed to be compatible with single-phase AC supply from 50 to 220 V, or DC supply from 125 to 350 V.