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Summary

This portfolio explores the significance of systematic reviews of randomized controlled
trials in literacy research. Two methodological challenges to their validity (publication
and design bias) form the basis for methodological work, which provides a unique
contribution to the educational literature.

Commentary 1 outlines the hypothesis, research questions and significance of the
research.

Item 1 has been published as Systematic Reviews: a book in the Continuum ‘Research
Methods’ series. It outlines the context of the research: the background to evidence-
based education and the rationale for systematic reviews. It gives detailed analyses of the
methods for undertaking systematic reviews of randomized controlled trials, with
illustrative examples from literacy research undertaken by the author.

Item 2 is a tertiary review which investigates the substantive findings of 14 systematic
reviews of eflectiveness in literacy learning in English, in relation to their quality. A
number of reviews in this tertiary review are judged to be of sufficiently high quality to
provide reliable evidence for the effectiveness of literacy interventions and the findings
from these reviews are listed in Table 4.

Item 3 assesses the extent to which publication bias and design bias may have affected
systematic reviews in literacy learning, using the systematically assembled dataset of
reviews from the preceding item. A range of methods is applied to the sample of
reviews to examine whether they are susceptible to publication bias. These include the
use of funnel and normal quantile plots, and a case study replication, update and
secondary analysis of one review to search for any relevant unpublished literature that
may have been excluded from the original review. The methodological reliability of
individual randomized trials in a sub-sample of the systematic reviews is assessed, and
an exploratory meta-regression is undertaken to explore any relationship between study
quality and effect size.

Commentary 2 outlines the conclusions and recommendations from the entire body of
work. The key messages from the portfolio are: quality appraisal of systematic reviews
using a checklist like the QUORUM guidelines may not reveal significant weaknesses
in a review. For systematic reviews that have major educational implications, a
replication of the review by a second independent research team is warranted, and
should be considered as the ‘gold standard’ for quality appraisal of a review. As a
minimum, high quality systematic reviews should routinely report the following:
detailed search strategy; search for grey literature; effect sizes and means, standard
deviations of means and numbers in each condition for each included trial to enable
recalculation of effect sizes. Examination of systematic reviews for publication bias
should be undertaken routinely. However, the capacity to detect publication bias is
limited when meta-analyses contain small numbers of trials; and interpretation of funnel
plots is difficult. Both of these factors should be acknowledged as limitations.
Systematic reviews need to be perceived as an objective guide to decision making.
However, the possibility of meta-analysis being misleading should always be
considered, given the possibility of the introduction of bias in the process of including
the studies.
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‘The house of social science research is sadly dilapidated. It is strewn among the scree
of a hundred journals and lies about in the unsightly rubble of a million dissertations.

Even if it cannot be built into a science, the rubble ought to be sifted and culled for
whatever consistency there is in it.’

Glass et al (1981)°

‘The science of research synthesis — as in any other scientific research - implies that
those who practise it will take steps to avoid misleading themselves and others by
ignoring biases and the effects of chance.’

Chalmers (2003)

2 Glass, G.V., McGaw, B. and Smith, M.L. Meta Analysis in Social Research, Beverley Hills, CA US,
Sage, 1981.
* Chalmers, I (2003) Trying to do more good than harm in policy and practice: The role of rigorous,

transparent, up-to-date evaluations, The Annals of the American Academy of Political and Social Science,

589: 22-40.
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Glossary*

Intra-cluster correlation (ICC): the statistical correlation between members of the

same group (€.g., pupils in the same class).
Meta-analysis: fixed effects model: The fixed effects model of meta-analysis assumes
that the variability is exclusively because of random sampling variation around a fixed

effect.

Meta-analysis: random effects model: The random effects model of meta-analysis

assumes a different underlying effect for each study, and takes this into consideration.

Standard error: The error associated with the estimate of a sample mean. It is

calculated by dividing the standard deviation by the square root of the sample size.

Type I error (alpha error): Concluding there is an effect when there is not.

Type 11 error (beta error): Concluding there is no effect when there is.

* A detailed glossary is given in Item 1 of the portfolio (pp. vii — x).
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Research questions; significance of the research;

structure and coherence of the portfolio
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Introduction

This portfolio conforms to the University of Sheffield regulations for the submission of
a portfolio in partial fulfilment of the requirements for the degree of Ed. D., and
comprises the following three linked items:
e [Item 1 is a published book (of approximately 21000 words in length).
¢ Item 2 follows the traditional structure of a journal article (of around 5000 words
in length).

e Item 3 is the substantial item (of at least 25000 words in length).

The portfolio critically explores the methodology of systematic reviews of randomized
controlled trials (RCTs) as applied to literacy research. The RCT is the most rigorous
method for establishing causal relationships. However, in education rarely can one
single‘ study definitively answer a research question. This is because of sampling error
(random error) due to the very small sample size of so many educational trials. A
research synthesis of all the available single studies in a field (which may yield
conflicting results) is more likely to be able to come to an overall conclusion about the
research effort in a field and detect a causal relationship between independent and
dependent variables. Therefore, a systematic review of RCTs is the most appropriate

method of addressing the ‘what works?’ policy question in education.

Although the systematic review has long been established within educational research’,

arguably it has not been as fully utilised, particularly among UK researchers, as it could,

* see the list of early reviews in the field of education cited in Glass ef al (1981), for example: review of
teaching style and pupil achievement (Glass et al, 1977); review of mainstreaming special education
students (Carlberg, 1979) etc., p.23.
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or should, have been. Many researchers are equivocal about the use of RCTs within
educational research. Consequently, methodological initiatives both within systematic
review and trial design have often been driven by other social scientists in recent times,

especially healthcare researchers.

This portfolio of methodological work around systematic reviews of RCTs in literacy
research aims to transfer methodological developments in systematic review methods
that have been developed by other social sciences, particularly in the fields of

psychology and health, to systematic reviews in literacy research.

In summary, the entirety of the portfolio aims to strengthen the methodological basis for
reviews of RCTs in this field. This commentary describes the research questions, the

significance of the research, and the structure and coherence of the portfolio.

Research questions

Systematic reviews of randomized controlled trials in education are essential for
distilling and synthesising the research in this field, in order to inform policy, practice
and scholarship; but such reviews, though valuable, are susceptible to a range of biases,
which may threaten their validity. Such biases need to be assessed and acknowledged.
It is the aim of this portfolio to ascertain whether such biases exist in the field of literacy
learning. Three research questions arise from this aim. Firstly, are systematic reviews
of randomized controlled trials in literacy research of high quality? Secondly, are the

randomized controlled trials included in systematic reviews in literacy research of

15



sufficiently high quality to fit them for purpose? Finally, are the indicators of the

quality of randomized controlled trials associated with measures of effectiveness?
Positionality

The positionality of the candidate is set out in detail in Item 1 of the portfolio,
particularly in Chapters 1 and 2. In summary, I believe that educational policy and
practice should be evidence-based. For narrow issues of what policies, practices,
methods, strategies and pedagogies are effective in education the highest form of
evidence comes from randomized controlled trials (RCTs). This is because this method
is the sharpest tool for probing causal inferences. In questions of effectiveness we are
interested in investigating the causal links between intervention and outcome. Random
assignment of pupils, students or classes of students is the best method for ensuring that
(except for chance differences) comparison groups are equivalent at baseline, and,
therefore, any changes observed in the outcome measures can be ascribed to the

intervention under investigation.

Following on from Glass et al (1981) and Chalmers (2003), I also believe that the single
studies in a field should be positioned within all of the available research in a field using
the scientific approach of systematic review. Single studies may give misleading
results, by chance or due to inadequate methodological design, and therefore, where
possible, policy and practice should be based on the results of a synthesis or meta-

analysis of several studies.
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Significance of the research

The portfolio contains a number of unique methodological advances. For the first time,
a quality review of all the meta-analyses in literacy research, and with specific inclusion
criteria, has been undeﬁaken. The portfolio also uniquely examines whether or not
there is evidence for possible publication bias within trials in literacy research. It also
undertakes a replication, update and secondary analysis of an important literacy review,
which has not previously been done. Finally, it looks at the association between quality

of trials in literacy learning and their effect sizes. This again is a unique contribution to

the field.

Structure and coherence: How the three portfolio items are linked and the internal

structure of each item

Item 1 has been published as Systematic Reviews: a book in the Continuum ‘Research
Methods’ series. The book introduces and develops the rationale for the concepts of
both randomized controlled trials and systematic reviews, and justifies the use of
Systematic reviews of RCTs in educational research. The effectiveness of educational
interventions, it is argued, depends upon the systematic synthesis of studies based on the
‘gold standard’ experimental design — the randomized controlled trial, which is the only
design able to create unbiased comparison groups. Epistemological and statistical
theories underpin the causal concept that lies at the heart of the RCT. In its ideal form it
can be expected to yield an estimate of the ‘ﬁue’ mean effect on a dependent variable.
This estimate will deviate from the ‘true’ effect only by random error, and this should

be small when sample sizes are adequate. In this item it is also argued that traditional,
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non-systematic reviews may suffer from substantial reviewer bias, which, in turn, may
make their results less reliable than systematic reviews. The item describes both the
unique systematic, objective features of research synthesis and the practical details in
undertaking a systematic review, and it applies quality appraisal criteria adapted from
healthcare research to educational research trials. This item also contains a detailed

glossary.

In Item 2 the concept of a ‘tertiary review’ is introduced. This applies systematic
review methodology to identifying and summarising existing systematic reviews in
literacy learning. The item shows that, by using many of the same methods outlined in
Item 1, an overview of all the trial-based research in literacy learning can be undertaken.
This type of review is particularly valuable for policy makers who require answers to
the broadest questions relating to literacy research. Rather than narrow questions, such
as ‘Does systematic phonics instruction improve reading?’, the tertiary review addresses
the broader question ‘What interventions are effective in improving literacy learning?’.
This tertiary review also produces ‘primary data’ for the application of detailed
methodological work on individual systematic reviews and trials in literacy research in

Item 3. The structure of this item follows the traditional structure of a journal article.

In Item 3 methodological innovations are applied to the substantive area of literacy
research, often for the first time. In this item the threats to the validity of systematic
reviews are explicitly recognised. Unlike in narrative reviews, however, such threats
need to be acknowledged and addressed in order to produce a sober interpretation of the
literature. A key aim of this item, therefore, is to apply methods that can identify and,

sometimes, correct threats to validity.
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A major area of methodological work in this item relates to the area of publication bias.
Identification of potential publication bias is crucial for responsible interpretation of the
primary research literature. The sample of systematic reviews is examined for
publication bias using funnel and normal quantile plots, as well as by comparing
published and unpublishéd studies. Quality appraisal criteria developed for healthcare
reviews are adapted and applied, for the first time, to reviews in literacy research. The
process identifies a review on phonics teaching that appears to suffer from possible
publication bias. Given that this area has enormous policy interest both in the UK and
the USA, a replication and update of the systematic review is undertaken. In addition to
possible publication bias, the replication finds a number of problems with the review,
not previously identified by applying quality criteria to the published review.
Replication of the review, unexpectedly, identifies several major methodological
weaknesses that undermine the conclusions of the original review. This methodological

work leads to a number of conclusions and recommendations for further work.

One conclusion from the whole body of work within the portfolio is that for key policy
questions review replication is crucial. Systematic review methodology enables
replication to be undertaken relatively easily. This important aspect of systematic
reviews, it is argued, has not been taken advantage of sufficiently in the past. For
example, whilst there have been criticisms of the phonics review by others, such critics
have not sought to replicate searching, data extraction and synthesis. Rather they have
mainly relied on data contained within the original review. A key finding of this
portfolio of work is that this approach, which was adopted in Item 2, may be
insufficient, particularly if the question of is of crucial importance. Further research is

required to substantiate this finding with other systematic reviews.
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The portfolio has contributed to the methodological development of review methods in
literacy research in other ways. It is recommended that both funnel and normal quantile
plots are used to check for publication bias and, in the case of normal quantile plots, to

also check for study heterogeneity.

The basis for any unbiased review is the inclusion of high quality (unbiased) trials. In
Item 3 a sample of 56 randomized trials, identified from the systematic reviews from
Item 2, is used to assess trial quality in literacy learning. The item finds that many trials
are of poor quality, or do not describe their methods in sufficient detail to allow critical
methodological scrutiny. An exploratory meta-regression does not find strong evidence
of an association between effect size and cluster randomization or attrition. However,
the meta-regression finds that there was a reasonably large difference in effect size
between studies that used blinded follow-up and those that did not state whether or not
follow-up was blind. Recommendations are made on how trials should be conducted
and reborted so that systematic reviewers are able to access better quality data in the

future.

In summary, this portfolio outlines in detail the positionality of the candidate and the
methodology of systematic reviewing, and describes the methods for undertaking a
systematic review (Item 1). It applies these methods in undertaking a specialised kind
of systematic review: a tertiary review (Item 2). Finally, in the last item it applies a
range of methodological techniques to reviews and trials in literacy research, and makes
recommendations for systematic review methods, trial design and reporting, and further

research (Item 3).
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Although conclusions and recommendations are described at the end of each item and at
the end of each empirical chapter within Item 3, the second commentary sums up all the
findings from Items 1, 2 and 3. This item also generates conclusions and makes
recommendations for future research into the design of trials and systematic reviews in

education.

References
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Abstract

Introduction: In this item a ‘tertiary’ review of systematic reviews in literacy learning
is presented. It explores the methodological quality of the identified systematic reviews
and identifies the primary data that are used for the in-depth methodological work in
Item 3 on the two main threats to the validity of systematic reviews: publication bias
and design bias.

Background: Recent governments in the UK have introduced a number of initiatives
aimed at improving the literacy levels of children. It is important, therefore, that policy
and practice are informed by the most rigorous available evidence, particularly for
questions of effectiveness in literacy learning. It is also important that this evidence is
subjected to rigorous critical scrutiny.

Methods: Systematic reviews undertaken in the field of literacy learning in English in
the years between 1983 and 2003 were searched for, located and quality assessed. The
scope of the review was limited to systematic reviews of experimental research
evaluating literacy interventions with quantifiable literacy outcome measures in English
as a first (not second or additional) language and focusing on children and young people
in school settings up to the age of 18.

Results: A total of 14 systematic reviews containing meta-analyses and meeting all the
inclusion criteria were included in the tertiary review. The following data were
extracted from the reviews: literacy interventions, outcomes evaluated and effect sizes.
The quality of the reviews was examined using an adaptation of the QUORUM
statement. Overall the quality of the meta-analyses included in this tertiary review was
good. When examining the effect sizes of randomized controlled trials (RCTs) and
controlled trials (CTs) separately there was no clear pattern as to whether the RCTs
produced a larger or smaller effect size than the CTs.

Discussion: Overall the quality of the meta-analyses included in this tertiary review was
good. The QUORUM checklist seemed to perform well for the appraisal of educational
meta-analyses. All the reviews clearly stated their research question, and their methods
of searching for and selecting included studies. Most studies described their data
extraction and used some form of quality assessment of included studies. On the other
hand, some reviews did have notable methodological weaknesses. Six of the 14 studies
did not make an assessment of publication bias, which is potentially a major threat to
the validity of any systematic review. In addition, six studies did not provide evidence
for reviewer agreement when synthesising the data. There is, therefore, some room for
improvement in the methodological quality of systematic reviews in literacy learning.
Conclusions: A number of reviews in this tertiary review are judged to be of
sufficiently high quality to provide reliable evidence for the effectiveness of literacy
interventions.
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Introduction

In this item a ‘tertiary’ review of systematic reviews in literacy learning is presented. A
tertiary review is a systematic review where the included studies are themselves
systematic reviews. The‘tertiary review fulfils two purposes. Firstly, it presents the
substantive findings of the identified systematic reviews and explores their
methodological quality. Secondly, it identifies the primary data that are used for the in-
depth methodological work in Item 3 on the two main threats to the validity of

systematic reviews: publication bias and design bias.

Background

Literacy

Recent governments in the UK have introduced a number of initiatives aimed at
improving the literacy levels of children. The purpose of literacy instruction is
axiomatic: to facilitate the acquisition and development of children’s skills in the
written language system. In this review, a narrow psychological definition of literacy
has been adopted: word identification and recognition, and text comprehension and
production, i.e. reading and writing traditional English orthography. It is important,
therefore, that policy and practice are informed by the most rigorous available evidence,
particularly for questions of effectiveness in literacy learning. It is also important that

this evidence is subjected to rigorous critical scrutiny.
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Systematic reviews

Systematic reviews are increasingly being seen as important tools for synthesising
empirical research, and for influencing policy, practice and future research. The main
aim of a systematic review is to gather together in a replicable fashion either all the
available evidence on a given subject or a representative sample of the evidence. This
evidence may be then combined in some form of synthesis, such as a meta-analysis, in
order to give a precise overview of the existing literature within an area. Systematic
reviews differ in their methodological rigour. Clearly, a poorly executed systematic
review will be less reliable compared with a high quality review. A detailed analysis of
the rationale for undertaking systematic reviews in the field of effectiveness research in
education is given in Item 1 (Torgerson, 2003), together with a description of their
design and conduct. For the purposes of this tertiary review the definitions of
‘systematic review’ and ‘meta-analysis’ quoted from Chalmers in Item 1 have been

used.

Meta-analysis

Prior to 1976 when Glass (1976) first described the procedures for meta-analysis (see
also Glass et al, 1981) there was no method for resolving the variability in individual
studies when combining studies in a review. Glass proposed a statistical method for
aggregating the data from individual studies: ‘meta-analysis’. In a meta-analysis the
results from individual studies with similar conceptual underpinnings but with different
measurement scales for outcomes are expressed in a standard metric: an effect size,
which is the size of a treatment effect. The effect size is usually the difference between
the means of the experimental and control groups at post-test divided by the standard

deviation of the control group (Glass, 1976). Hedges (1989) used the pooled standard
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deviation as being ‘more stable’. This will be because a pooled standard deviation will
give a better estimate of the standard deviation because essentially it will be based on
two samples. The effect size (expressed in standard deviation units) illustrates the
magnitude and direction of the effect of a treatment (Cohen, 1977). In a meta-analysis
all the effect sizes are pooied into an aggregate effect size which weights the individual
studies by their sample sizes. In addition, subgroup analyses can be undertaken to
explore the effect of moderator variables. One of the strengths of meta-analysis is that it
includes a record of judgements made at each stage of the process, including the
warrants for the conclusions. Also it can combine results from a number of studies to
give an overall interpretation of the research. Meta-analysis is limited by the quality of
its included studies (which may be poor), although it does have the benefit of

‘correcting’ for some of the limitations in the individual trials.

Quality of systematic reviews

Because the robustness of the findings of systematic reviews is underpinned by the
quality of their design, conduct and reporting, it is important for any tertiary review to
consider the methodological quality of the systematic reviews that it includes, which
depends upon how they deal with the methodological variability of their included
studies. Important quality questions include, for example, whether or not the reviewers
examined the effect sizes by method of allocation (random or other method) and
whether or not reviewers examined the results of their findings in relation to the
methodological characteristics of the included studies. The evaluation of the quality of
systematic reviews includes questions to ascertain the degree to which bias has been
limited in the review such as: whether or not the review question is significant and

conceptually underpinned by previous empirical or theoretical work; whether the
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searching was exhaustive (including a search of ‘fugitive’ or ‘grey’ literature in order to
limit the possibility of publication bias) and transparent; and whether the variability in

the quality of included trials was assessed and taken into consideration in the synthesis.

The importance of the quélity appraisal of systematic reviews has been recognised in
the field of healthcare research, where a set of guidelines known as the QUORUM
(Quality Of Reporting of Meta-analyses) statement has been developed (Moher et al,
1999; Shea et al, 2001). Like the CONSORT statement (Altman, 1996) for the
reporting of RCTs, the QUORUM statement was developed by methodologists as a
consensus statement for the quality of reporting of meta-analyses in healthcare research,
and has been adopted by a number of mainstream healthcare journals. It is believed that
the quality of reporting of meta-analyses is a reasonably good (though not perfect)
indicator of the quality of the review (Shea et al, 2001). In Item 1 (pp. 70-72) the main
points of the QUORUM statement are outlined. The stages of a meta-analysis in which
the QUORUM standards should be adopted are: the rationale for the meta-analysis; the
methods and results for the search; the inclusion/exclusion criteria; the coding of the
primary studies; the meta-analysis; quality assurance procedures; and the interpretation
of the results. The checklist was developed, where possible, from previous empirical
research evidence regarding the possibility of a biased meta-analysis resulting from the
failure to report any of the areas highlighted. In the revised QUORUM statement,
researchers, editors and peer referees are provided with a list of 18 items to consider in
the reporting of meta-analyses under the broad headings: title, abstract, introduction,

methods, results and discussion.
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Other quality appraisal checklists are available, particularly in the area of healthcare
research. For example, a systematic review on the reporting of RCTs in healthcare
research found thirty-four checklists (Shea et al, 2001). More recently, the Campbell
Collaboration has developed guidelines for the writing of protocols for systematic
reviews in the fields of edﬁcation, criminal justice and other social sciences; and in the
UK the EPPI-Centre has developed similar guidelines specifically in the field of
education. However, for this item an adaptation of the QUORUM checklist has been
used (Table 1). This checklist is specifically designed for the quality appraisal of meta-
analyses of experimental research and is therefore more appropriate for its purpose in
this item. The QUORUM statement has been modified in the following ways. The
checklist adapted for educational meta-analyses is organised under four broad headings:
introduction, methods, results and discussion, and includes all 11 items in the
QUORUM statement under these headings. In order to make the guidelines relevant to
educational research, educationally appropriate terminology has been adopted to

describe participants and interventions.
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Table 1: Key features of the QUORUM statement (adapted for systematic reviews in
education)

Introduction: Explicitly state educational problem and rationale for review.
Methods: Searching: State sources of information (e.g., names of databases, hand searching of key
journals), search restrictions (e.g., year, publication language, published and/or unpublished).
Selection: Inclusion and exclusion criteria.
Validity assessment: Quality assessment (e.g., blinded follow-up).
Data abstraction; Process used (e.g., double data extraction).
Study characteristics: Type of study design, student characteristics, details of intervention, outcomes,
how was educational heterogeneity assessed?
Data synthesis: How were data combined? Measures of effect, statistical testing and confidence
intervals, handling of missing data, sensitivity and subgroup analyses, assessment of publication bias.
Results: trial flow: Provide a profile of trials identified and reasons for inclusion/exclusion.
Study characteristics: Provide descriptive data for each trial (e.g., age, setting, class size, intervention).
Quantitative data synthesis: Report agreement between reviewers on selection and validity
assessment, present summary results, report data needed to calculate effect sizes and confidence
intervals (i.e., number, mean, standard deviations by group).
Discussion: Summarize key findings and educational inferences. Interpret results in light of all the
evidence, acknowledge potential biases in review and suggest areas for future research.

Source: adapted from Shea et al (2001)

Effectiveness research

The most reliable method of establishing a causal connection between a teaching
intervention in literacy learning and literacy outcomes is some form of experimental
research. In Item 1, the use of systematic reviews of randomized controlled trials
(RCTs) is justified as being the ‘gold-standard’ approach in questions that assume a
connection (Torgerson, 2003; Cook and Campbell, 1979; Shadish et al, 2002). In the

following, the principal arguments from Item 1 are briefly rehearsed.

In the wider research community, research questions focusing on effectiveness use the
randomized controlled trial (RCT), which is the strongest experimental design. A
‘gold-standard’ review is a systematic review of all the randomized controlled trials
(RCTs) in a field. To produce evidence with respect to literacy learning requires either
a systematic review of all the RCTs in the field or, alternatively, a tertiary review of
existing systematic reviews. The latter is likely to be more efficient in terms of time
and resources and could enable a policy maker to survey the whole of evidence on a

disparate range of interventions for different outcomes in literacy learning. When two
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or more RCTs that are sufficiently homogeneous are identified in a systematic review
they are usually combined in a meta-analysis. Combining studies in a meta-analysis
increases the precision of the estimate of the effect over any estimate from a single
study. Also, having more than one experimental replication of an intervention will
reassure a reader that the intervention can be transferred to another location and time.
In this item, therefore, only systematic reviews that undertake a meta-analysis will be

included.

In summary, the aims of this item are: to identify all the relevant systematic reviews in
literacy learning; to report their substantive findings and quality appraise them using the
adapted QUORUM statement; and to assemble a systematically retrieved dataset of

reviews in literacy learning for methodological work in Item 3 of the portfolio.

Methods

In this item systematic review methods have been used throughout as outlined in
Torgerson (2003), Item 1 of the portfolio, in order to limit bias. As with all systematic
reviews, the conceptual underpinning for the review and its methods are explicitly

described according to a replicable methodology.

Systematic reviews undertaken in the field of literacy learning in English in the years
between 1983 and 2003 have been systematically searched for, located, and quality

assessed.

It is important to make the assumptions underlying the decision to include or exclude a

systematic review at each stage of this tertiary review explicit. The decision was made
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to focus on the use of randomized controlled trials to compare the relative effectiveness
of different literacy interventions by isolating the factors in a causal relationship
between intervention and outcome. Therefore, to be eligible for inclusion for this
tertiary review, candidate systematic reviews had to include at least one RCT and a

pooled effect size (meta-analysis).

The scope of the review has been limited to systematic reviews (written in English) of
experimental research evaluating literacy interventions with quantifiable literacy
outcome measures in English as a first (not second or additional) language and focusing
on children and young people up to the age of 18. Where reviews also included studies
where the participants were in college or university settings (rather than school settings)
these were only included in the tertiary review if separate effect sizes were presented for

the two populations of participants.

Inclusion/exclusion criteria

Systematic reviews were included in the tertiary review if they fulfilled four basic
criteria: the reviews had to state both their methods for searching and their inclusion and
exclusion criteria; they had to include some form of quality appraisal (however
minimal) of the included studies; and they had to quantitatively synthesise the results of
the included studies by reporting average effect sizes across the studies. Decisions
about whether or not to include systematic reviews at both first and second stages of the
review were made independently of the results of the reviews. A summary of the

inclusion and exclusion criteria for the tertiary review is given in Appendix A.
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Search methods

Three electronic databases were searched at the end of 2003: PsycINFO; The
Educational Resources Information Center (ERIC); and The Campbell Collaboration
Social, Psychological, Educational Criminological Trials Register (C2 SPECTR). The
search included the years between 1983 and 2003. The key words used in the search
included: systematic review or meta-analysis; best evidence synthesis or research
synthesis; literacy or reading or writing. After all the electronic searches were
completed, the bibliographic details and abstracts of all the initial ‘hits’ were exported
from each database and imported into EndNote, where duplicate references were

removed.

Potential systematic reviews were identified from the electronic searches in two stages.
They were first screened on the basis of their titles and abstracts, using pre-established
inclusion/exclusion criteria. Papers that appeared to be relevant were sent for through
interlibrary lending and read in full. They were then re-screened on the basis of the full
paper, again using the inclusion/exclusion criteria. The bibliographies of previous
tertiary reviews and any included systematic reviews were also scanned for potentially
relevant reviews that were then sent for and re-screened. Any potentially relevant
reviews identified through ‘contact” were screened on the basis of the
inclusion/exclusion criteria. The cut-off date for receipt of papers was December 31%

2004. This date was established for pragmatic reasons.

Data extraction and quality assessment
Data were extracted from all reviews included after the first and second stages of
screening using a pre-established data extraction form which included the following

criteria: the nature of the literacy aspect(s) investigated; the number and design of the
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included studies; whether or not it was possible for the reviewer to distinguish between
the RCTs and the CTs in the paper without sending for all the included experimental
studies; setting(s), intervention(s) and participants(s); outcome measures; results
(inclilding effect sizes and confidence intervals (Cls), standard errors (SEs) or
statements about statistical significance); conclusions. All included systematic reviews

were quality assessed using an adaptation of the QUORUM statement (see Table 1).

Results

The searches identified 206 references for possible inclusion in this review. Four
further references for possible inclusion were obtained through contact or citation,
making a total of 210 to be screened at first stage. Ninety-five studies were included
and sent for through inter-library lending. Ten papers were unobtainable or not received
by the cut-off date. After screening of the full papers 14 systematic reviews meeting all
of the inclusion criteria were included i.e., they were systematic reviews including a
quantitative synthesis (meta-analysis) of experiments (including at least one RCT)
evaluating literacy interventions in populations of English as a first language learners up
to the age of eighteen. The remaining 196 papers were cither tertiary reviews, were not
received, did not contain a quantitative synthesis, were not systematic reviews of
literacy interventions with literacy outcomes, did not contain any RCTs or contained
non-experimental research, or they did not focus on learners with specific characteristics
as specified in the pre-determined criteria. For example, any quantitative research
synthesis of experimental research that did not mention the use of random allocation to
generate intervention and control groups as a variable was excluded. Although many of
the excluded reviews were high quality integrative reviews containing valuable insights

in the field of literacy learning, they did not fulfil the strict criteria that determined
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inclusion in this review. A full list of all the 196 studies that were either not received or
excluded from the tertiary review is given in Appendix D. The two other tertiary
reviews that were located (Gilthrie et al, 1983; Lipsey and Wilson, 1993) are briefly
described in order to distinguish them from this tertiary review. Guthrie ef al (1983)
undertook a narrative synthesis of reviews of reading research, and coded them by
content of reviews, publication outlet and citation rate in order to assess the potential
influence of reviews by reading topic. Lipsey and Wilson (1993) systematically
assembled a body of 302 meta-analyses in psychological, educational and behavioural
treatment research over a period of 15 years, and looked for potential sources of bias in
the meta-analyses. This tertiary review included six reviews in the field of literacy

learning, although none of these reviews fulfilled the criteria for inclusion in my review.

Table 2 shows the characteristics of the included studies. These characteristics include
the aspects of literacy studied and the effect sizes as presented in the reviews. As the
table shows, there were 10 different interventions included in the 14 reviews: computer-
based learning; reading aloud to young children at school; parents reading to pre-school
children; phonological awareness training; phonemic awareness training; the use of
volunteers in literacy learning; writing instruction; meta-cognitive instruction for

reading; whole language reading; and peer tutoring.

To assess whether or not RCTs and CTs were producing different conclusions, where
possible separate effect sizes for randomized controlled trials and other controlled trials
are presented in the table. Also given are the reviewers’ conclusions, where possible as

direct quotations from the reviews.
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Table 3 presents the quality assessments of the reviews. As the table shows, most of the
reviews tended to be of high quality. All of the reviews set clear research questions and
described their search strategies and their inclusion and exclusion criteria clearly. Some
reviews (6), however, did not examine the possible influence of publication bias on their
results. Three reviews also did not acknowledge the role that potential biases might

have on their findings and conclusions.

Randomized controlled trials versus quasi-experiments

In seven of the 14 reviews it was not possible to distinguish between the included
randomized controlled trials and studies of other designs (including correlational studies
and quasi-experiments). In three of these seven reviews, although it was not possible
for the reader to distinguish between studies of different types, the reviewers had given
separate effect sizes for randomized controlled trials and controlled trials. However, in
some cases not all of the included studies were included in this analysis. In the other
seven reviews, either it was possible for the reader to distinguish between the different
study types or the review only contained randomized controlled trials. Table 4 presents
summaries of all the reviews where effect sizes are available separately for randomized
(or matched) trials and controlled trials. Also included are details about the literacy

interventions, the primary outcomes, and the results.
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Discussion

This methodological tertiary review identified 14 eligible systematic reviews and meta-
analyses. These reviews were appraised using the QUORUM checklist, which was
developed for systematic reviews in healthcare research. The checklist seemed to

perform well for the appraisal of educational meta-analyses.

Study quality
Overall the quality of the meta-analyses included in this tertiary review was good. All

the reviews clearly stated their research question, and their methods of searching and
selecting included studies. Most studies described their data extraction and used some
form of quality assessment of included studies. The generally good quality of all
included reviews may be a consequence of the strict inclusion criteria. For example, the
need to separately identify randomized and non-randomized trials meant that reviews
that did not differentiate between the two types of controlled trial probably had other

weaknesses.

On the other hand, some reviews did have notable methodological weaknesses. Six of
the 14 studies did not make an assessment of publication bias, which is potentially a
major threat to the validity of any systematic review. In addition, six studies did not
provide evidence for reviewer agreement when synthesising the data. There is,
therefore, some room for improvement in the methodological quality of systematic

reviews in literacy learning.

Some reviews included both RCTs and CTs. When examining the effect sizes of solely

RCTs and CTs there was no clear pattern as to whether the RCTs produced a larger or
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smaller effect size than the CTs. In some reviews (e.g., Gersten and Baker, 2001) meta-
analyses of RCTs found a larger effect size than the corresponding analysis of CTs. In

contrast, Bangert-Drowns (1993) found smaller effect sizes for RCTs than for CTs.

Substantive findings

Although the main aim of this review was to evaluate the quality of systematic reviews
in literacy learning, a secondary aim was to map the substantive findings. A number
and variety of interventions were found to be effective in improving literacy
development in children and young people. These interventions were evaluated through
systematic reviews and meta-analyses of variable quality, although the rigorous
methodological criteria for inclusion in the review should be stressed, leading to the

conclusion that all of the included reviews are of a reasonably good quality.

ICT and literacy

Three reviews looked at the use of computer technology to improve literacy. One of
these reviews contained three separate meta-analyses (Torgerson and Zhu, 2003).
Therefore there were a total of five separate meta-analyses in this area. Two (Torgerson
and Elbourne, 2002; Torgerson and Zhu, 2003) found little evidence of benefit for the
use of ICT in spelling or reading, whilst two found that word processing helped weaker
writers to improve the quality of their writing (Bangert-Drowns, 1993; Torgerson and
Zhu, 2003). Generally the quality of reporting of meta-analyses in the field of
computer-based instruction in literacy learning was high, with all reviews reporting the
justification for the review, the methods and results. The only exception was the review
by Bangert-Drowns (1993) which did not state the methods for extracting data from the
included studies or include a flow diagram of all the included and excluded studies,

which makes replication of a review difficult. Also, there was no assessment of
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publication bias. However, this review was strong in all other aspects of reporting. In
summary, the quality of evidence for the results of meta-analyses in ICT and literacy is
high and therefore it is likely that their results are reliable. The use of word-processing
for improving the quality of writing seems to be a promising intervention, particularly

for weaker writers.

Reading aloud to young children

Two reviews looked at the evidence for the effectiveness on literacy outcomes of
interventions involving adults reading to children. One study (Blok, 1999) found some
evidence to support the use of reading aloud to children in school settings, although the
authors were cautious in this interpretation given their appraisal of the quality of the
studies and concluded that there was relatively weak evidence in the area. The second
study (Bus et al, 1995) found evidence of a benefit of parents reading aloud to their pre-
school children. As Table 3 shows, both of these reviews had methodological strengths
but lacked detail in some of their reporting. Although both reviews contained
randomized controlled trials, and acknowledged these as the highest form of evidence,
neither of them reported separate effect sizes for different study designs. However, Bus
et al (1995) examined their data for a differentially larger pooled effect size in
experimental studies but did not find it. Whilst the positive effect on language
outcomes of reading to children is large in either setting, the positive effect of parental
reading on reading outcomes is larger than the effect of school reading on reading
outcomes, a finding that Blok (1999) highlights in his analysis. Finally, although it can
be concluded from these two meta-analyses that there is some evidence that reading
aloud to young children in both home and school settings is effective in improving

language and reading outcomes, it should be noted that Blok (1999) in particular is
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cautious about the strength of the evidence base due to methodological weaknesses of

some of the included studies.

Phonemic awareness training and phonics instruction

Two reviews looked at phonemic awareness training (Ehri ef al, 2001a; Bus and van
LJzendoorn, 1999) and one examined the effectiveness of systematic phonics instruction
(Ehri et al, 2001b). Two of these three reviews did not assess possible publication bias
or acknowledge the potential for bias in the review (Bus and van IJzendoorn, 1999; Ehri
et al, 2001a). One of the reviews did not report the flow of included and excluded
studies in the review (Ehri ef al, 2001a). However, apart from this these reviews were
rigorous in their reporting of rationale, methods and results. Therefore, on the basis of
their reporting, there is good quality evidence that the results and conclusions from
these reviews are reliable. They all concluded that there is a benefit of a structured
approach to phonemic awareness instruction and systematic phonics instruction in early

literacy, particularly in populations of children at risk of reading failure.

Whole language instruction

The one included review that looked at the effectiveness of whole language instruction
in reading compared with ‘basal instruction’ did not find the approach beneficial
(Jeynes and Littell, 2000). However, although Jeynes and Littell did not report study
characteristics and separate effect sizes for randomized and non-randomized designs,
the overall quality of this review was good. The authors outlined some of the
limitations to their meta-analysis, including: difficulty in defining ‘whole language’
interventions; the difficulty with the implementation of such programs; examples of

poor descriptions of control treatments; variation in outcome measurements used in

53



individual studies; and lack of studies in the field with quantitative results suitable for

meta-analysis.

Volunteers

Two reviews looked at the role of volunteers in reading development. Elbaum and
Vaughn (2000) evaluated the use of one-to-one volunteers for helping ‘struggling’
readers and found a benefit. This review did not describe its methods for appraising the
quality of included studies and it did not describe the flow of studies through the various
stages to inclusion in the review. In contrast, Torgerson et al (2002), whilst finding a
small positive effect for the use of volunteers in developing reading abilities, were more
cautious as the difference between the groups was not statistically significant. Neither

review assessed the potential for publication bias in the review.

Literacy instruction

One review examined the use of writing instruction in expository and narrative text
(Gersten and Baker, 2001) and found a benefit. This review failed to report any raw
data and inter-rater agreement on decisions throughout the review to include studies,

code and quality appraise studies.

One review evaluated the effectiveness of meta-cognitive instruction in reading
comprehension and found a substantial benefit (Haller ef al, 1988). A number of meta-
cognitive skills were assessed for effectiveness in three ‘clusters’ of mental activity (p.
6): awareness; monitoring; and regulating. Awareness of textual inconsistency was
found to be the most useful strategy to be taught, and the use of self-questioning for
monitoring and regulating was found to be the most beneficial strategy. This review

included 20 experimental studies. However, the individual studies are not coded
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according to assignment (random or otherwise) of individuals to intervention or control,
and separate effect sizes are not given for RCTs and CTs. Also, as can be seen from
Table 3, the reporting of methods and results was lacking in some sections of the

QUORUM statement, notably in the reporting of raw data and inter-rater agreement.

Peer tutoring

A single review of peer tutoring found a positive effect (Mathes and Fuchs, 1994)
compared with typical reading instruction regardless of setting. Peer tutoring was not,
however, more effective when contrasted to other, teacher-led interventions, such as
one-to-one teacher tutoring or teacher-led small group instruction. This review did not
present raw data and did not acknowledge potential biases or draw a flow diagram of

studies included and excluded at various stages of the review.
Conclusions

Although, as noted previously, the reviews tended to be on the whole of good quality,
an important finding of this tertiary review is that there are relatively few systematic
reviews of randomized trials in the area of literacy learning. Consequently much policy

in this field cannot be underpinned with good quality evidence.

In summary, this item has examined the quality of systematic reviews in literacy
learning. It has also examined how each review has dealt with possible threats to the

robustness of its findings.

There are two threats to the validity of any systematic review: publication bias and poor

trial quality. As noted above, a significant proportion of the reviews in this item did not
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consider the issue of publication bias. The next piece of methodological work that
follows on from this item is one that looks in more detail at these two threats.
Therefore, in the first section of the next item the issue of publication bias is examined
in detail. Following this, the threat of poor quality trials and how trial quality may

affect estimates of effectiveness are examined.
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Appendix A: Summary of inclusion and exclusion criteria

Inclusion criteria

*

Must focus on an aspect or aspects of literacy, as defined in the text

Must be a systematic review containing a meta-analysis, as defined in the text

Must be a systematic review and meta-analysis of experimental studies evaluating literacy
interventions (with all studies containing at least one literacy outcome measure) and containing
at least one randomized controlled trial, but not containing any non-experimental research

Must focus on literacy in English as a first language (not ESL or EAL or bilingualism) and
children or young people up to the age of eighteen. Where effect sizes are reported separately
for different characteristics and ages the reviews are included

Must be a systematic review, not a tertiary review

Exclusion criteria

Not literacy (Exclude 1)

Not a systematic review containing a meta-analysis (Exclude 2)

Not a systematic review of literacy interventions, containing at least one RCT and no non-
experimental research (Exclude 3)

Not English as a first or sole language or not focusing on children or young people in school
settings up to the age of eighteen (Exclude 4). Reviews that report effect sizes for children and
adults separately are included.

Tertiary review (Exclude 5)
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Appendix B: Origin by source of all studies included in tertiary review

Source Number of  Included Unobtainable/ Included Tertiary Systematic
initial ‘hits’ at first notreceived  atsecond reviews reviews
stage by Dec 31st stage included

screening 2005  screening

(titles and (full

abstracts) _papers)
PsycINFO 150 73 9 12 1 11
ERIC 53 16 i 0 0 0
C2-SPECTR 3 2 0 0 0 0
Contact 3 3 0 3 1 2
Citation 1 1 0 1 0 1
Total 210 95 10 16 2 14
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Appendix C: Number of studies included in tertiary review; number of studies
excluded by each exclusion code

PsycINFO ERIC C2- Contact Citation
SPECTR

Totat 150 53 3 3 1
Ex 1 74 20 0 0 0
Ex 2 22 25 1 0 0
Ex 3 21 3 2 0 0
Ex 4 12 4 0 0 0
Unobtainable/not 9 1 0 0 0
recd.
Ex 5 1 0 0 1
Systematic 11 0 0 1

reviews included
in review
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Chapter 1: Introduction to the methodological issues: publication bias and design

bias

In the preceding item (Item 2), a tertiary review was undertaken of systematic reviews
and meta-analyses of randomized controlled trials (RCTs) in literacy learning.
Although systematic reviews are much less likely to produce biased results than
narrative reviews, they are only as valid as the sample of trials they identify and the
quality of the trials they include. Two important issues can affect the validity of

systematic reviews: publication bias and design bias.

The structure of this following item is as follows. Section 2 examines the problem of
trial identification for inclusion in systematic reviews: publication bias. Section 3
examines the problem of design quality of individual trials included in systematic
reviews: design bias. The rationale for this approach is: publication and design bias are
the two main sources of bias in any systematic review. If a biased sample of trials is
identiﬁed, the results and conclusions can mislead (publication bias). Even if all the
trials in a field are identified, bias can still result if some or all of these trials have

design weaknesses (design bias).

The purpose of this item is to assess how publication bias and design bias may have
affected systematic reviews in literacy learning. The item contains substantive
methodological work using, mainly, some of the data generated from the tertiary review
in the previous item. This item makes two important and distinct contributions to the
literature. Firstly, a range of methods is applied.to the sample of systematic reviews in
literacy learning to see if it is susceptible to publication bias. This includes a case study

replication, update and secondary analysis of one review, which involves a search for
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any relevant unpublished literature that may have been excluded from the original
review and quality appraisal of all the included RCTs. Secondly, the methodological
reliability of the individual randomized trials in the systematic reviews is assessed, and
an exploratory meta-regression is undertaken to look at whether there is any relationship
between study quality (such as sample size and blinding of outcome assessment) and
effect size. As far as I am aware, the systematic application of these methodological
techniques to a range of meta-analyses in literacy research has not previously been

undertaken.

Section 2: Publication bias

The results of a systematic review are valid if either all the relevant trials are identified
and included, or if a representative sample of studies is included. Selection of an
unrepresentative sample can lead to misleading results. Many trials are undertaken and,
for one reason or another, not published. It is possible that the results of the
unpublished trials may differ from the results of the published studies. If this is the case

then any systematic review based upon the published trials could be biased.

In Chapter 2 the history of publication bias is explored in order to locate the present
study within the context of previous methodological work. The issue of publication
bias was recognised by social science researchers more than 40 years ago. The chapter
discusses a number of ways in which publication bias can be identified within an
individual review. In addition, the chapter describes methods of adjusting the findings

of a systematic review in the light of probable publication bias.
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Chapter 3 assesses the extent to which the 14 systematic reviews. in literacy learning
identified in the tertiary review (Item 2 of the portfolio) included fugitive studies. It
investigates the extent of possible publication bias in the field of literacy learning by
comparing the effect sizes and sample sizes between published and unpublished
literature. A sub-sample of systematic reviews identified in the tertiary review is
examined in depth using funnel and normal quantile plots to assess whether or not there
is evidence for publication bias. It also compares the findings of each of these methods
in order to check for reliability. The chapter concludes by highlighting reviews where
there is evidence of publication bias and recommends caution in interpreting their

results.

Chapter 4 is a case study of one of the systematic reviews where possible publication
bias was identified. The original searches are replicated in the grey literature and one
unpublished trial not included in the original review is included. The review is updated,
and relevant trials published since 2000 are included. The chapter describes an analysis
comparihg the updated review with the original. A new funnel plot and a normal
quantile plot are presented, which show where the new trials are located. Issues of
internal validity and generalisability uncovered in the process of replicating and
updating the review are highlighted. These are discussed in the light of the quality
appraisal undertaken in the tertiary review, using an adaptation of the QUORUM

statement.

Section 3: Design bias

The quality of included trials can affect the results of systematic reviews.

Methodological work in healthcare research has noted that poor quality trials may
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exaggerate the effectiveness of an intervention (Schulz ef al, 1995). However, there has

been little similar methodological work in the field of systematic reviews in education.

Chapter 5 discusses a number of the important issues with respect to the quality of
RCTs. It also discusses how educational trialists can avoid some of the potential biases

that might occur when conducting a trial.

Chapter 6 provides an overview of the quality issues with respect to the design of trials.
A large number of quality appraisal tools have been developed, mainly in the context of
healthcare trials. In Chapter 6, a healthcare quality checklist is adapted for use in
educational trials and is compared with a checklist developed by an educational
researcher. These tools are compared using a methodological review identified through
the process of undertaking the tertiary review (Troia, 1999). This chapter then goes on
to examine the prevalence of some of the key quality items in a wider range of
educational trials and looks to see if the quality of recent trials is better than the quality

of older trials.

After Chapter 6 has set the scene of design issues, Chapter 7 focuses on individual
design issues. One source of bias that is examined in Chapter 7 is ‘contamination’ or
‘leakage’ between treatment and control groups. Because educational interventions
often have a higher possibility to leak out to the control group than many healthcare
trials, this may result in dilution of a treatment effect. One remedy for this is to
randomize pupils or students in groups (e.g., by school or class). In Chapter 7 the effect
sizes of group or cluster trials are compared with the effect sizes of individual trials.
The hypothesis tested is that group allocated trials will tend to have larger effect sizes

than individually randomized studies. The chapter also examines the unique
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methodological issues with respect to cluster-randomized studies, for example, the use

of appropriate statistical techniques

Blinded follow-up of trial participants has been noted as a crucial methodological issue
for many years (Cook and Campbell, 1979; Shadish et al, 2002). In Chapter 7 the issue
of blinded follow-up of trial participants is explored. Trials are grouped into those that
used blinded follow-up and those that did not. A meta-analysis comparing the two

groups of trials is undertaken to see if this has an effect on the size of the trial outcome.

Quality appraisal of trials is difficult, not least because many trialists do not report their
methods in sufficient detail to make an assessment. One proxy measure of quality is
that of sample size. Kjaergard (2001), in the context of healthcare trials, found that
small trials tended to be methodologically poor. Assuming this phenomenon applies to
educational trials, Chapter 7 correlates the effect sizes of the trials with their sample
sizes. The hypothesis is that smaller trials tend to have larger effect sizes. In addition,
the qualify of small trials is directly compared with the quality of larger trials in areas
such as blinding, attrition and intention to teach analysis. Finally, an exploratory meta-
regression analysis is undertaken, to assess in a multivariate fashion which quality items
are the most important predictors of effect size. All of the trials that included effect

sizes and quality indicators have been entered into the analysis.
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Chapter 2: Publication bias in systematic reviews of randomized controlled trials’

Introduction

Systematic reviewing presents a transparent and replicable approach to locating,
identifying and synthesizing all the research literature in any given field. Systematic
reviews aim either to exhaustively search for a population of studies or to sample
representatively from it (Smith, 1980; Torgerson, 2003). Two main potential threats to
the validity of systematic reviews are reviewer selection bias and publication bias.
Systematic review methods reduce the problem of reviewer selection effects. Reviewer
selection effects occur when the criteria for study inclusion are developed in such a way
as to ‘select’ into the review a biased sample of published studies. Because systematic
reviews use transparent and replicable inclusion and exclusion criteria they are less
likely to be affected by biased or selective reporting of the research literature than
traditional narrative reviews. Despite this, however, the results of systematic reviews
can be bi.ased if there is a significant problem with publication bias. Researchers have
long suggested that the published studies in the social sciences represent a biased
sample of all the studies that are carried out (Rosenthal, 1979; Smith, 1980). Rosenthal

described an extreme view of the problem:

‘..the journals are filled with the 5% of the studies that show type I errors, while the file drawers
back at the lab are filled with the 95% of the studies that show non-significant (e.g. p>0.05)
results’ (Rosenthal, 1970, p.638).

Publication bias is one of a range of reporting biases (including language bias and
citation bias) that can affect the results of systematic reviews and meta-analyses of trials
(true or quasi-experiments) and has been widely reported in the methodological

literature (Sterne et al, 2000). Also known as positive outcome bias or the file-drawer

7 This chapter will be published as: Torgerson, C.J. (2006) ‘Publication bias: The Achilles’ heel of
systematic reviews?’ in British Journal of Educational Studies, 54(1). See Appendix A.

79



effect, publication bias refers to the tendency for a greater propoﬁion of statistically
significant positive results of experiments to be published and, conversely, a greater
proportion of statistically significant negative or null results not to be published
(Greenwald, 1975; Rosenthal, 1979; Hedges and Olkin, 1980; Light, 1983; Light and
Pillemer, 1984; Dickersin et al, 1987; Iyengar and Greenhouse, 1988; Begg and Berlin,
1988; Dickersin, 1997; Dickersin, 2002; Fitz-Gibbon, 2004). It also manifests as the
tendency for published studies to have higher effect sizes than unpublished studies
(Smith, 1980; Kulik and Kulik, 1989; Durlak and Lipsey, 1991), and for published
studies to have larger sample sizes. The smaller the study, the larger will be the
intervention effect necessary to demonstrate a statistically significant effect (Lipsey and
Wilson, 2001). Therefore publication bias, if present in a review, will be partly a
function of sample size (Dear and Begg, 1997), and a meta-analysis containing a large
number of small studies will have an increased risk of publication bias (Begg and
Berlin, 1988). Publication bias can be due either to researchers tending not to submit
their non-significant results and/or to journal editors tending not to accept them for

publication (Lipsey et al, 1985; Wilson and Lipsey, 2001; Begg and Berlin, 1988).

If publication bias exists in a field, researchers searching for potentially relevant studies
to include in systematic reviews will find studies with significant positive results easier
to retrieve than studies with significant negative results (Wilson and Lipsey, 2001). If
positive results are more likely to be published, this will bias the review towards a
positive result because published studies are likely to be ‘over-represented’ in
systematic reviews (Iyengar and Greenhouse, 1988; Lipsey and Wilson, 1993; Wilson
and Lipsey, 2001; Smith, 1980). Publication Bias is, therefore, a potentially major

threat to the validity of systematic reviews. Note, however, that publication bias also
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affects non-systematic reviews in addition to their, usually unacknowledged,

identification bias.

History of publication bias

Many researchers have demonstrated that the problem of publication bias is widespread.
There is a consensus that the problem exists and that it is serious (Begg and Berlin,
1988). Selective publication was identified as being a problem in meta-analyses of
experimental studies in educational research over 40 years ago (Sterling, 1959; Smart,

1964).

I have undertaken an overview of the effects of publication bias in the literature. There
are many references to publication bias in the healthcare literature. Although I have
included some key articles from healthcare research, I have deliberately kept my

overview mainly in the non-healthcare literature, where possible.

The three earliest studies that looked at publication bias I identified were in the
psychological literature. Smart, Cohen and Sterling demonstrated that the majority of
published studies in the field of psychology had statistically significant findings

(Sterling, 1959; Cohen, 1962; Smart, 1964).

In his early cross-sectional study Sterling (1959) demonstrated that, in four major
psychological journals published in 1955 and 1956, there was a greater probability of
the results of experiments being published if the relevant test of significance rejected the
null hypothesis than if the test failed to reject the hypothesis. In order to demonstrate

that research that yielded non-significant results was routinely not being published,
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Sterling searched all the issues of four journals for the period January to December of
either 1955 or 1956. Out of a total of 294 articles, 286 rejected the null hypothesis (at
the 0.05 level of significance) and only eight failed to reject the null hypothesis at this
level of significance. Sterling concluded that, because research yielding non-significant
results was not being published, such research could be repeated until eventually, by
chance, a significant result would occur (a Type 1 error) and would consequently be

published, leading to erroneous conclusions about the effectiveness of the intervention.

A few years after Sterling, Cohen (1962) surveyed the Journal of Abnormal and Social
Psychology for the two years 1960 and 1961. He analysed the 70 articles that involved
major statistical tests for their power to detect small, medium and large effects using 2-
tailed tests (at the 0.05 level of significance). He found that the mean power values
(i.e., the probability of rejecting false null hypotheses), over the 70 empirical studies,
were: 0.18 for small effects; 0.48 for medium effects; and 0.83 for large effects.
Because virtually all of the trials in Cohen’s review had found, as statistically
signiﬁcaﬂt, small to medium effect sizes, unpublished studies with non-significant
findings must have been missing. Cohen concluded that the power of these studies was
far too small (unless the effect sought was large) and had probably led to the failure to
reject false null hypotheses. As published research under-represents the research
undertaken in a field, it is likely that significant numbers of studies having non-
statistically significant findings had not been published in this journal for the two years

surveyed.

In another cross-sectional study which replicated Sterling’s work, Smart (1964)
demonstrated that unpublished studies (conference papers) contained a higher

proportion of negative results than did studies published in psychological journals; and
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that PhDs in psychology that reported negative results were less likely to be published
than were those with positive results. He coded and compared: all of the psychological
experiments published in four journals in 1961 and 1962; a non-random sample of 100
PhD theses from 1962; and a random sample of 100 unpublished papers presented at the
American Psychological Association in 1962. He concluded that the neglect of negative
studies was due to non-submission by authors or to greater critical examination of

experiments containing negative results by journal editors and peer reviewers.

In order to estimate bias against the null hypothesis, Greenwald (1975) surveyed the
authors and reviewers of all the manuscripts processed by him as associate editor of the
Journal of Personality and Social Psychology during a three-month period in 1973. He
asked these authors and reviewers about the relative probability of submitting studies
for publication that either rejected or accepted the null hypothesis. The results indicated
a strong bias against accepting the null hypothesis, illustrated by the 0.49 probability of
submitting a rejection of the null hypothesis for publication compared with the low
probabilify of 0.06 for submitting an acceptance of the null hypothesis for publication.
Greenwald confirmed these findings by examining every article published in the
Journal of Personality and Social Psychology in the year 1972 to determine what
proportion accepted the null hypothesis. He found that out of a total of 100 articles only

24 reported acceptance of the null hypothesis.

In 1980, Smith examined a sub-sample of 12 meta-analyses in the fields of educational,
social and psychological research and found that the findings from journals were, on
average, one-third of a standard deviation more skewed towards the rejection of the null

hypothesis than findings reported in theses or dissertations: that is a mean effect size of
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0.64 in the published literature compared with a mean effect size of 0.48 in the

unpublished literature (Smith, 1980).

These early findings have been more recently confirmed in the fields of healthcare
research (Dickersin, 2002) and psychological, educational and behavioural treatment

research (Lipsey and Wilson, 1993).

In their tertiary review of meta-analyses of psychological, educational and behavioural
treatment research, Lipsey and Wilson (1993) found a ‘strong skew’ towards positive
effects. They included 302 meta-analyses in their review. Only 6 of these reported
negative effect sizes and relatively few reported effect sizes around zero — 85% of all
the effect sizes were greater than 0.2. Lipsey and Wilson tried to identify reasons for
this positive skew in their data and conciuded that there were a number of possible
factors leading to bias: selection bias and publication bias. They looked to see if
evidence for the latter could explain the strongly positive effects by examining the
diﬁ’erencés in effect sizes between published and unpublished studies. They analysed a
subset of 92 meta-analyses that reported separate effect sizes for published and
unpublished studies, and found that the published studies had mean effect sizes 0.14
standard deviations larger than the mean effect sizes of the unpublished studies. These
data support the view that studies with larger effect sizes are more likely to be published

because, other things being equal, they will be more likely to be statistically significant.

In 1995, Sterling ef al replicated Sterling’s earlier study of the percentage of published
articles in four major psychology journals that rejected the null hypothesis. This time
Sterling and colleagues (1995) looked at eight psychology journals and three medical

journals for either 1986 or 1987. They found that publication patterns in 1986/7 were



still consistent with publication bias and that there had been little change since the
original study. In the eight psychology journals, 95.56% of articles using tests of
significance rejected the null hypothesis (compared with 97.28% in 1958). The authors
concluded that the practice of psychology journals preferring positive to negative results
had not changed over the thirty-year period between 1956 and 1986. In the paper the
authors cite a letter from an editor of a major environmental/toxicological journal

explaining why a manuscript had been rejected:

Unfortunately, we are not able to publish this manuscript. The manuscript is very well written
and the study was well documented. Unfortunately, the negative results translate into a minimal
contribution to the field. We encourage you to continue your work in this area and we will be
glad to consider additional manuscripts that you may prepare in the future (cited in Sterling et al,
1995, p.109).

Kulik and Kulik examined four of their own meta-analyses in the field of educational
research for evidence of publication bias (Kulik and Kulik, 1989). The meta-analyses
were undertaken in the areas of computer-based instruction at elementary and secondary
level; computer-based instruction at post-secondary level; ability grouping; and mastery
learning systems. Kulik and Kulik compared the mean effect sizes in all four meta-
analyses for unpublished reports, unpublished dissertations and published journal
articles. They found that in two out of the four meta-analyses (in computer-based
instruction) the mean effect sizes for published journal articles were higher than those
for both unpublished reports and dissertations, but for the other two meta-analyses the
mean effect sizes for unpublished reports were higher. However in all four meta-
analyses effect sizes were higher in journal articles than in dissertations. Kulik and
Kulik urged caution in the interpretation of their results, claiming that the explanation
for the relationship of the difference in effect sizes in journal articles and dissertations
was ‘controversial’ (p.272), and not necessarily attributable to publication bias, but

more likely to be attributable to the relative inexperience of dissertation writers.
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More recent methodological studies of publication bias have been published in the field
of healthcare research (e.g., Egger et al, 2003). In healthcare research a large
methodological effort is put into the topic of publication bias, particularly in the area of
reviews of randomized trials. Indeed, the issue has gained such prominence that
recently major medical journals have announced they will not publish randomized trials
where the protocols have not been registered in advance in a publicly accessible
database. This step should, in the long run, prevent small positive trials being published

while small negative ones are ignored.

There are examples of meta-analyses in the sphere of educational research where it
seems probable that publication bias has affected the magnitude of the pooled effect
size. For example, Torgerson ef al (2003) in a systematic review in the area of adult
literacy and numeracy research noted that the field was probably susceptible to
publication bias and concluded that small, negative studies evaluating interventions in
adult basic education had probably not been published or were probably not in the
public ddmain. Similarly, in their meta-analysis of experimental research into the
effectiveness of second-language instruction, Norris and Ortega (2000) discussed the
issue of publication bias at length. However, they decided not to include unpublished
studies, and cautioned the reader that it was likely that this would lead to ‘serious’
publication bias (p. 432). Subsequently Truscott (2004) argued that a number of factors
had affected the strong positive effect of the review (d = 0.96), including publication

bias, and concluded that Norris and Ortega’s results were ‘substantially inflated’ (p.22).

In summary, since 1959 various methodological and empirical researchers have found
significant evidence for a file-drawer effect within education and the social sciences.

To avoid this bias having a detrimental effect on systematic reviews it is absolutely
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essential that, first, the problem is recognised and second, steps are taken to ameliorate

this source of bias.
Including unpublished data

Because publication bias has a long and ignoble history, researchers have sought

methods both of identifying the problem and minimising its effects.

In their ‘practitioner’s guide to meta-analysis’, Durlak and Lipsey (1991) outline the six
major steps involved in conducting an effective meta-analysis and emphasise the
procedures critical to the validity of its conclusions. They criticise a common practice
in meta-analysis, that of only including published studies on the basis that these will
represent the most high quality research in a given field, and suggest that quality criteria
should be pre-specified and applied equally to published and unpublished studies

(Lipsey and Wilson, 1993).

Researchers can minimise the problem of publication bias by extensive and exhaustive
searching, and by including studies that are unpublished but in the public domain. The
latter can be achieved by searching the electronic databases that contain unpublished
studies: for example, Dissertation Abstracts International; the System for Information
on Grey Literature in Europe (SIGLE); and Education Resources Information Center

(ERIC).

A justification often given for excluding unpublished studies from a systematic review,
even if identified, is as a quality check. For example, for their meta-analysis of

controlled trials evaluating systematic phonics instruction versus non-systematic or no
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phonics instruction, Ehri and colleagues (2001b) sought only studies from peer-
reviewed journals. The authors justified this decision on the basis that unpublished

studies were more likely to be of a lower quality than published studies.

Even if we include the grey literature there will still be studies that we simply cannot
detect, either because they have not been picked up by even the most sensitive search,
or because they do not appear in the databases. If these ‘missing’ studies have similar
characteristics to the identified studies the only issue that their non-inclusion raises is
the risk of increasing a Type II error: that is wrongly concluding that there is no
statistically significant effect, when in truth there is. But if the missing studies are
systematically different from included trials then bias can result. It is important to

consider methods of detecting such bias and remedying the situation.
Estimating the extent of publication bias using informal techniques

Once the.review has been completed, researchers should attempt to detect publication
bias retrospectively and, if found to be present, attempt to correct for it. If publication
bias is found to be present in a systematic review, researchers can attempt a sensitivity
analysis to assess the potential impact of missing studies on their results. Methods for
detecting and assessing publication bias, of the kind described in this section, have a

reasonably long history.

Indications of the existence of publication bias can be detected using graphical or
statistical methods. Funnel plots are a graphical method first used in educational
research (Light and Pillemer, 1984) that can be used to look for patterns in the data.

The effect sizes are plotted against the sample sizes (or standard errors) on a graph.
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Wang and Bushman (1998) proposed a further graphical method for the detection of
possible publication bias: the use of normal quantile plots. They suggest this method
because it can difficult to interpret funnel plots by eye whereas it is easier to determine
whether or not data fall on a straight line as in the case of normal quantile plots (Wang
and Bushman, 1998). The fail-safe n test (Rosenthal, 1978; Rosenthal, 1979; Dear and
Begg, 1997) is a statistical method to test for possible publication bias. The number of
zero studies necessary to reduce the result to non-significance (p > 0.05), or to reduce a

large effect size to a small effect size, is calculated.

Funnel plot

The simplest and most common method used to detect publication bias is the use of a
funnel plot. In a funnel plot the point estimate from each study is plotted against some
measure of the precision of the study (usually the standard error or sample size). Those
studies with the highest precision will appear high up on the y—axis. A plot with little or
no evidence of a publication bias should look like an inverted funnel. The largest study
will be af the apex of the funnel with the smaller, less precise studies fanning out in
equal measure on both sides of the large study or studies. If publication bias is present
we will observe that one side of the funnel is missing (usually the lefi-hand side
indicating negative or null trials missing). Sometimes publication bias might be
indicated by a hollowing out of the centre of the funnel plot around the area of no effect.
This occurs when statistically significant positive and negative studies are published but
those without significant results are not. The results of the funnel plot should then be

taken into account when interpreting the conclusions of a systematic review.

For example, a secondary analysis of only the randomized trials included in the

National Reading Panel’s review of systematic versus non-systematic phonics
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instruction (Ehri et al, 2001b) noted that there was evidence for possible publication
bias, as demonstrated by using a funnel plot (Torgerson, 2003). In this case small
negative studies may have been missing. This bias may have led to an over-estimate of
the benefits of phonics instruction (Torgerson, 2003), although there were only 13
RCTs in the funnel plot (see below) and asymmetry in a funnel plot is suggestive of

publication bias.

Limitations of the funnel plot

Asymmetry in a funnel plot may be due to factors other than publication bias. There
may be substantive or methodological heterogeneity between the studies. An
asymmetrical funnel plot may occur when smail, methodologically weak trials produce
biased estimates of effect and consequently appear as ‘positive’ trials when they should
be null or negative studies. Sterne et al (2001) have outlined five possible reasons for
asymmetry in funnel plots: one of these is selection bias, which includes publication
bias; the others are true heterogeneity, poor methodological design, heterogeneity due to
inadequafe outcome measures; and chance. Therefore, asymmetry in a funnel plot is
suggestive of publication bias, not proof of it. The possibility of chance accounting for
an asymmetrical funnel plot will increase with a declining sample size of trials.
Therefore, funnel plots with fewer than 20 trials should be interpreted with caution as an
asymmetrical funnel plot may have occurred simply because no trial with a discrepant

result has yet been conducted.

Comparisons between published and unpublished studies
Because the results of funnel plots are only suggestive of publication bias they should
not really be interpreted in isolation, but rather in conjunction with another method for

assessment of possible publication bias. As well as using funnel plots we can also look
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at the effect sizes between unpublished and published data. A systematic review of 41
meta-analyses in healthcare research (McAulay er al, 2000) found that, in 34% of the
cases, removal of the ‘grey’ literature changed the estimate of effect by 10% or more.
In their meta-analysis of adult literacy and numeracy trials, Torgerson et al (2003) noted
much larger effect sizes among published data (d=0.49, p=0.003) compared with
unpublished studies (d=0.26, p=0.13). Similarly, Lipsey and Wilson (1993) also found
that unpublished studies had an average effect size somewhat smaller than the average

effect size of the published data.

Normal quantile plots

Normal quantile plots can be used to check for possible publication bias. In a normal
quantile plot the effect size estimates are plotted against a normal standard distribution
with a mean of 0 and a standard deviation of 1 (because a meta-analysis with a large
sample size will have a normal distribution) (Wang and Bushman, 1998). If the effect
size estimates have a normal standard distribution they will fall approxirnatgly along a
straight line x =y. Ifthere is a gap in the straight line around zero (where studies with
non-significant results are absent, and when the ‘true’ population effect is zero) or if the
line is curved to the right (where non-significant results are missing and when the ‘true’
effect is different from zero) this will indicate the presence of publication bias. Normal
quantile plots can also be used to assess whether or not a set of studies is normally
distributed and/or whether they come from a single population or if they are not
normally distributed and/or come from two different populations. In the former the data
will fall along a straight regression line. In the latter the data will form a S’ shape, with

two clear ‘bumps’ (Wang and Bushman, 1998).
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Fail-safe n test

If there is a suspicion of publication bias then the results of the systematic review can be
subjected to the fail-safe n test. This is the test that determines the number of studies
not retrieved averaging an effect size of zero that would need to exist in order to reduce
the summary effect to a non-significant level or to bring the overall probability of a
Type I error to a stated level of significance, such as p=0.05 (Rosenthal, 1978;
Rosenthal, 1979). Rosenthal (1979) indicated that the findings of a meta-analysis are
probably robust if the fail-safe # is more than five times the number of reviewed studies
plus ten. In their meta-analysis of studies evaluating systematic phonics instruction
versus non-systematic or no phonics instruction Ehri et al (2001b, p.431) calculated
that, for the 43 comparisons they found (in RCTs and CTs) with effect sizes of d = 0.20
or greater to be ‘statistical exceptions’, the existence of 860 comparisons in the
unpublished literature with effect sizes below d = 0.20 would be required, and they
considered this possibility ‘unlikely’. However, in his meta-analysis of 11 studies
evaluating the effects of reading to young children in schools, Blok (1999) found pooled
effect sizés of 0.41 for reading and 0.63 for oral language development. He calculated
that the fail-safe » for the oral language outcome was 22, i.e. 22 zero effect unpublished
studies would be required to reduce this effect size from 0.63 to 0.2. Because this
number is not more than five times the number of reviewed studies plus 10 (i.e. 65) it is

conceivable that there are sufficient unpublished trials to overturn the result.

Limitations of the fail-safe n test

This method is based on the assumption that the unpublished studies are a random
sample of all the studies that were undertaken. (Iyengar and Greenhouse, 1988). It
combines the results of the selected studies as if they were an unselected sample and

then retrospectively assesses the potential effects of publication bias. This assumption
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is, of course, unlikely ever to be strictly true. It also over-emphasises the importance of
the convention of using p=0.05 to test for statistical significance. It assumes that the
average effect of the unpublished studies is in the same direction as the average
observed effect (and this may not be the case) so therefore it could be a misleading
statistic: the missing unpublished studies could be negative. If this is the case then the
calculated fail-safe n would be an over-estimate. This method for testing for publication
bias has been criticised (see for example, Hsu, 1979 who has suggested a correction in
the fail-safe calculation to take into account the possibility that unpublished studies
could have negative, rather than null, effects), and Rosenthal himself apparently has not

cited it in his later meta-analyses (Evans, 1996).

Conclusions

The problem of publication bias was first recognized in the field of psychology,
although many authors have raised the issue of publication bias over the last 40 years in
other fields, in particular in healthcare research. Much methodological work has
recently been undertaken in this field (see for example Egger ef al, 2003) and in some
areas of the psychological and the social sciences (Sterling er al, 1995; Lipsey and
Wilson, 1993) to demonstrate the existence of the problem, and to illustrate ways of

correcting for it retrospectively.

Sutton er al (2000) and Egger et al (1997) have demonstrated that, in the field of
healthcare research, many meta-analyses do not consider the effect of publication bias
on their results. Sutton ef al analysed 48 systematic reviews in the Cochrane Database
of Systematic Reviews. Twenty-three meta-analyses were estimated to have some

degree of publication bias (with random effects model). The authors estimated that
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about half of meta-analyses may be subject to some level of publicatipn bias and about a
fifth have a strong indication of missing trials. This analysis concluded that publication
bias was common within the sample of meta-analyses, but that in most cases the bias
did not affect the conclusions. The authors deduced that around 5-10% of meta-

analyses could have been interpreted incorrectly because of publication bias.

The issue of publication bias is an important threat to evidence-informed research and
policy-making. For example, in a systematic review and meta-analysis of studies
evaluating adult literacy interventions, an overall benefit of intervention was observed.
However, the funnel plot suggested that there was evidence for possible publication bias
so the authors concluded that the results should be treated with caution and ideally be

confirmed in a large RCT (Torgerson et al, 2003).

Publication bias is an important threat to the validity of systematic reviews.
Researchers undertaking reviews need to be aware of the problem and investigate the
possibility of publication bias in their reviews. Readers of systematic reviews should
always be aware that a review containing lots of small positive trials is particularly
threatened by possible publication bias. Many of these small trials may have false
positive results, and it is possible that small trials containing negative results (whether
false or true) have been undertaken but have not been included in the review. There are
a number of ways in which the problem can be limited prospectively. In order to
attempt to prevent the problem, journal editors should encourage the submission of
good quality, but negative or null studies. A recent, even more extreme, suggested
development is to have journals dedicated to the publication of null results. Researchers
have a responsibility to ensure the timely submission of their trials for publication

whatever their results. In the field of healthcare research it has been suggested that a

94



way of limiting the consequences of publication bias is to set up tﬁal registries in all
areas of research and critically assess the process of peer review (Begg and Berlin,
1988). The process of setting up trial registries is well under way for healthcare trials.
Such a system would reduce the problem of publication bias in research in education

and the social sciences.

An important finding from this overview of the publication bias literature is the relative
paucity of methodological work undertaken within the field of educational research.
Apart from work by Kulik and Kulik (1989) virtually all the methodological work
within the social sciences has been driven by methodologists working in the field of
psychology. It is important, therefore, that, given the current emphasis on the use of
systematic review methodology in educational policy-making, more methodological
research is done in this area. Therefore, a contribution that this item makes to
knowledge in educational research is to add significantly to the methods research in

publication bias in the educational literature.
In the next chapter I will assess whether systematic reviews in an important educational

field, literacy learning in English, are susceptible to publication bias and what steps, if

any, the authors have taken to reduce this risk.
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Chapter 3: Assessment of publication bias in literacy learning8
Introduction

As outlined in the previous chapter, it is widely accepted that systematic reviews and
meta-analyses may be subjéct to bias because non-significant or negative studies are
less likely to be published. To limit potential bias due to non-publication, rigorous
systematic reviews should try and identify ‘grey’ or ‘fugitive’ literature.
Methodological research in healthcare systematic reviews has estimated that around one
third of meta-analyses contain grey literature (McAulay et al, 2000; Moher et al, 1999).
A tertiary review of publication bias in healthcare research (1993-2003) identified 26
studies that looked for possible publication bias (Dubben and Beck-Bornholdt, 2005)
with the presence of publication bias being reported in 23 out of the 26 studies.
Interestingly, the authors also looked at the presence of publication bias, in the
publication bias literature, and found no evidence for such bias. However, the authors
noted that the number of studies was low (26): therefore the power to detect possible

publication bias was correspondingly weak.

The extent to which systematic reviews in literacy research attempt to identify fugitive
literature is unknown. Also unknown is the extent to which research in this field is

susceptible to possible publication bias.

The aims of this chapter are, therefore: to assess the extent to which the 14 systematic
reviews in literacy learning identified in the tertiary review (Item 2 of the portfolio)

included fugitive studies; to assess the extent of possible publication bias in the field of

3 A stightly revised version of this chapter has been submitted to Reading Research Quarterly
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literacy learning by comparing the effect sizes and sample sizes between published and
unpublished literature, in order to confirm or refute the widespread belief that
unpublished studies tend to have smaller sample sizes than published studies, and that
more unpublished studies than published studies have small or insignificant effect sizes;
and to apply two graphical techniques (funnel plots and normal quantile plots) to a
sample of the 14 systematic reviews in order to see if these tools are useful in

identifying the presence of publication bias.

There are a number of ways to graphically assess the potential existence of publication
bias. Two relatively simple graphical approaches to ascertain the presence of
publication bias are the techniques described in the previous chapter of drawing funnel
plots and normal quantile plots. In the tertiary review (see Item 2) the only reviews that
explicitly used a graphical method of assessing publication bias, and these used funnel
plots, were two reviews that I conducted recently (Torgerson and Elbourne, 2002;
Torgerson and Zhu, 2003) and the review conducted by Jeynes and Littell (2000). To
the best of my knowledge, the use of normal quantile plots to detect possible publication
bias is rare in healthcare research and has not previously been undertaken in the field of

educational research.

Methods

To investigate the prevalence of publication bias, the following data were extracted
from each of the 14 included reviews: whether or not the review included a search of the
‘grey’ literature, i.e., whether the inclusion criteria of the review may have exaggerated
publication bias (e.g., by only including peer-reviewed papers); whether or not the

review included at least one item of ‘grey’ literature (and the total percentage of ‘grey’
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literature included); whether or not the review mentioned publication bias; whether the
review investigated the possibility of the presence of publication bias through, for
example, the drawing of a funnel plot or the calculation of the fail-safe n (or any other
method), and whether, if publication bias was detected in the review, the reviewers

sought to correct for it.

In order to investigate how the ‘grey’ literature varied according to sample size, an
average sample size for the published and unpublished literature for each of the reviews
that contained fugitive literature was calculated. The sample sizes within the individual
meta-analyses were too small to justify the use of a t-test in order to test for statistical
significance individually in the reviews. Also, there was the increased probability of a
Type I error as seven meta-analyses were included in this analysis. Therefore, a t-test
was performed to test for statistical significance (using the Statistical Package for the

Social Sciences) with a larger sample size using the combined mean sample sizes.

The effect sizes of the included reviews were cross-tabulated with information about
whether or not the reviews included at least one item of ‘grey’ literature. This was
undertaken in two ways: firstly using the combined effect sizes of all study types; and

secondly using the combined effect sizes of only the RCTs.

A sub-sample of the systematic reviews identified in the tertiary review was
investigated by drawing funnel plots of all the included reviews that had sufficient
RCTs. The smaller the number of included RCTs the greater is the likelihood of
asymmetry in the funnel plot being caused by chance. The funnel plots plotted the
effect sizes along the x-axis and the sample sizes along the y-axis using the computer

software package ‘Stata’. An informal examination of all the included funnel plots was
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undertaken in order to ascertain how many conformed to the classi(; funnel shape. As
outlined in the previous chapter, funnel plots should not be interpreted in isolation but
should be examined in conjunction with other methods. Therefore for each of the
reviews where it was possible to draw a funnel plot a normal quantile plot was also
drawn in order to compare the results. The normal quantile plots plotted the observed
value against the expected normal value, using the statistical package ‘Stata’. For a
systematic review to be included it had to be possible to distinguish between the
randomized controlled trials (RCTs) and controlled trials (CTs) within the review. A
maximum of one pooled effect size from each review was included. The mean effect
size was the one that used the most homogeneous outcome variable and was deemed to
measure the most educationally significant outcome: for interventions in phonological
awareness, phonemic awareness or phonics instruction this was reading accuracy or
reading comprehension (or mean effect size where this was not available); for writing
this was holistic writing quality; for spelling it was the number of words correctly
spelled in a list; for all other reading interventions a reading outcome (reading
comprehension); and for meta-cognitive interventions a meta-cognitive skills outcome.
These decisions were made before I looked at the results. In reviews where there was

only one pooled effect size it was automatically selected.

Results

A total of 14 systematic reviews were identified in the tertiary review. Table 3.1 shows

all the reviews with data about publication bias.



001

(1002)

seiq uoneoijqnd loyeq

[enusjod ajeSuseAur 0} pasn  poyRw ou V/N N N (so1pnys €] JOINO | :9%8) A A puB Ud)sIen

serq uoneariqnd (0002)

[enusjod 9jeSusoAul 0} pasn  poyew oU V/N N N (sa1pms (g JO 10 G :9406) X X 1 32 wmeqrg

(q1002)

(A1ox1un, seiq uopedriqnd) 1/N (u oyes-J1ey) A A N N v 12 1g

serq voneoriqnd (21007)

fenuejod ojeSussAul 0} pIsn  poyRew  OU V/N N N N N v 12 1yq

(6661)

serq uoyestqnd WIOOpUazZ(]

fenustod ojeSuseAwr 0] pasn  poyew ou Y/N N N N N ueA EAa msmW

§661

wapqoxd & 9q 03 ySnowy 10U seiq uoyedrqnd 1y/N (u ayes-1iegy) A A (so1pmys 67 JO MO G 1%L1) A A v j2 sngq
(59¢€°d * synsal Jioyn pue safprys paysyqndun
Jo lqunu emyoe oy ol Jy3isul Jo oe[ 1O}
21en|eA 03 JNOLJFIP [{IS SI I ‘S JOqUINU ST} 108X MOY
Jonew ON "0Z'0 O} £9°0 WOL 1094 UBOW Y} 90Npal
0] IopiO Ul J[NSSJ OI9Z B MM SIrpnis paystjqndun
7Z 99 P[NOYS 213y} ‘SpIOM ISY0 U ‘SSIPMIs 7T JO (2101
v s1 ofdwrexs juasaid oy UI Ioquinu 3Jes [1ey SI'C,)

woiqoid & oq 03 jyBnoy jou serq uoueorqnd /N (u ayes-T1e]) A A (satprus Q[ JO MO t :%0%) A A (6661) Yord

selq uopedriqnd (g661) sumoiq

renuojod ojeSnseAwl 03 pasn  poyewl ou Y/N N N (s31pMys 1€ JO N0 07 :%S9) A A -uedueg

payaaeas
(seiq uonyedgqnd [enuajod Jpauonudm J2IN)BIANY| (A3, NI
£ PISSAIPPE ) sBA punoj seiq uoyedrqnd Jp Buissasse 10§ poyIdAl seiq aonwogng JO W3) AUO JSBI IR SAIRIUOD) Lo,  ep ‘doyny

seiq uonworqnd JNOQE TONBULIOFUT Q1AM MIIAII AIBILI) AU} UE SMIAM HT :1°E JqeL



101

MIIAQI AU} UT S[qR[IBAE JOU UOIBULIOJUL = V/N ¢

(€002) hyz
*seiq uoneorjqnd Jo sAnsa33ns jou joid [euuny 1y/N (o1d jouury) A N A pue uosisBio]
selq uopeorqnd (2000)
fenuajod 9efussAUl 01 pasn  PoyIRW OU /N N (ss1prus £ JOINO | 19%p1) A A Jv 12 wosidfio],
(z002)
swmoqrq
(.serq uoneotqnd Jo sAnsadSus jou, joid joUuny) (/N (101d jouury) A N A pue uosiadiof
serq uonesrjqnd (v661) syong
fenusjod oBSnssAUl 03 pesh  poypew ou /N N (ss1pMas @] JO MO € 19%0€) A A pue soyIBIA
(1¢°d ¢, s1sAjeus-gjow Mo
JO s)nsal oy} SUTULISPUN PINOM IBYL SBIq uonsorqnd
ou 1o 9[N| Suneotpur padxa pnom suo urened Jo pury (0002) [jonr'T
oy pejensuowep pafiowrs 18y sjo[d jouuny oy, ) V/N (o1d jouuny) A (sorpmys $1 JO 1IN0 8 19%LS) A A pue sauksf
. seiq uoneorqnd (8861)
[enuojod  S1e3UseAUr 03 pasn poyewl OU  W/N N +V/N A v 12 13[[eH




Detection and correction of publication bias

Out of the 14 included systematic reviews only six reviews mentioned publication bias
as a potential source of bias for the review (eight did not), although 11 reviews searched
for and included ‘grey’ literature (three did not). Of these 11 reviews that searched for
‘grey’ literature, eight included at least one such item. One review (Haller ef al, 1988)
contained insufficient information to ascertain how many of the included studies were
published and unpublished, and two reviews searched for grey literature but found none
that met the inclusion criteria for the reviews (Torgerson and Elbourne, 2002; Torgerson
and Zhu, 2003). Therefore, eight (57%) of the meta-analyses in the tertiary review
contained unpublished research. A total of six reviews used an informal or formal
method for detecting the possible presence of publication bias (eight did not); and of

these none found any evidence for the possibility of publication bias.

In the sub-sample of eight reviews that included ‘grey’ literature, it accounted for
between 8% and 65% of the studies in a meta-analysis. Overall, ‘grey’ literature
accounted for 40% of the studies included in these reviews. Most of the unpublished
literature comprised unpublished doctoral theses, but unpublished masters dissertations,

technical reports and conference abstracts were also represented.

Did the ‘grey’ literature vary according to sample size?

In Table 3.2 the average numbers of unpublished and published studies in each review
are presented. In this analysis all of the studies from each of the reviews are included.
For most of the reviews this is experimental literature (randomized controlled trials and
controlled trials). The only exceptions are Bus et al (1995) and Mathes and Fuchs

(1994), which contain correlational and retrospective studies.
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In this table, the average sample sizes between published and unpublished studies are
compared. The hypothesis being tested by this table is that the unpublished studies will

have smaller sample sizes than the published studies.

Table 3.2: Comparison of average sample sizes: unpublished and published studies

Author, Date Average n Average n Mean t-test
unpublished published difference

(standard (standard (95% Cls)
deviation) deviation)

Bangert-Drowns 72.01 (61.02) 69.4 (49.57) 2.67

(1993)

Blok (1999) 64.5 (41.52) 112.67 48.17

*Bus et al (1995) 42 (17.07) 74.48 (94.27) 32.48

Elbaum et al 38.92 (25.62) 24.69 (17.12) 14.23

(2000)

Gersten and 36 47 -

Baker (2001)

Jeynes and Littell 103.86 (132.67) 146.75 (65.21) 42.89

(2000)

Mathes and Fuchs 57.33 (30.55) 64.00 (34.76) 6.67

(1994)

Torgerson et al 16 72.66 -

(2002)

Total (excluding 62.36 (65.53) 68.68 (70.62) 6.32(-31.76 to  p=0.62 not sign.

Gersten and 19.11)

Baker, 2001 and

Torgerson et al,

2002)

*One extreme outlier removed before calculation of average n.

The data in the table do not support the hypothesis. Pooling all the published and
unpublished studies shows no statistically significant differences between the
unpublished and published literature (mean difference of 6.32, 95% confidence interval

of the difference —31.76 to 19.11, p=0.62).

Did the ‘grey’ literature vary according to effect size?

One of the meta-analyses (Bus ef al, 1995) tested for an interaction between publication
status and effect size. There were 29 studies in this review: 24 published studies and 5
unpublished studies. A one-tailed t-test found no significant difference between the

effect sizes of published and unpublished studies (p=0.48). Therefore the authors
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concluded that in this review ‘unpublished reports did not yield jsiglliﬁcantly lower

effect sizes than published reports’ (Bus et al, 1995, p.14).

The sample of reviews was examined to ascertain whether or not the grey literature
varied according to effect size. In Tables 3.3 and 3.4 the effect sizes of the 14
systematic reviews are shown by whether or not they included at least one item of
‘grey’ literature. In the first Table (3.3) all study types and their summary effect sizes
are shown, whilst in Table 3.4 the effect sizes restricted to randomized and controlled
trials are shown. It has not been possible to include the review by Haller in these tables

because there is insufficient information in the review.

Table 3.3: Cross-tabulation of whether or not grey literature was included and
effect size: all studies, including correlational, longitudinal,
experimental (RCTs, CTs, pre-/post-test) and retrospective studies.

Grey literature included Grey literature not included

Positive Positive

Bangert-Drowns (1993): 0.27* Bus and van 1Jzendoorn (1999): 0.70*

Blok (1999): 0.41* Ehri et al (2001a): 0.53*

Bus et al (1995): 0.59* Ehri et al (2001b): 0.41*

Elbaum (2000): 0.41* Torgerson and Elbourne (2002): 0.37

Mathes and Fuchs (1994): 0.36* Torgerson and Zhu (2003) (word-processing): 0.89*°

Gersten and Baker (2001); 0.81*
Jeynes and Littell (2000): 0.65*
Torgerson et al (2002): 0.19

Negative Negative
Torgerson and Zhu (2003) (computer-mediated texts): —
0.05

*statistically significant at 95% level

g Torgerson and Zhu, 2003 contained three separate meta—analyses. One of these replicated the earlier
Torgerson and Elbourne, 2002 review on ICT and spelling and has therefore been excluded. The other
two have been included separately.
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Table 3.4 Cross-tabulation of whether or not grey literature included and effect
size: experimental studies: RCTs (and CTs) '

Grey literature included Grey literature not included

Positive Positive

Bangert-Drowns (1993): 0.31 (0.39%) Bus and van 1Jzendoorn (1999): 0.70*

Elbaum (2000): 0.56* (0.17*) Ehri et al (2001a): 0.63* (0.40%)

Gersten and Baker (2001): 1.19* (0.71%) Ehri et al (2001b): 0.45* (0.43*)

Torgerson et al (2002): 0.19 Torgerson and Elbourne (2002): 0.37
Torgerson and Zhu (2003) (word-processing):
0.89*

Negative Negative
Torgerson and Zhu (2003 (computer-mediated
texts). -0.05

*statistically significant at 95% level

Neither table 3.3 nor 3.4 indicates an association, in this sample of meta-analyses,
between effect size and statistical significance and whether or not unpublished data

were included in the meta-analysis.

All study types

Where all study types were included and where ‘grey’ literature was included, effect
sizes were all positive ranging from 0.19 (small) to 0.81 (large). Seven out of eight of
the effect sizes were statistically significant. Where ‘grey’ literature was not included
effect sizes ranged from —0.05 (very small, negative) to 0.89 (large, positive). The
negative effect size was not statistically significant; and four out of the five positive

effect sizes were significant.

Trials only

Where only trials were included and ‘grey’ literature was included, again all effect sizes
were positive and ranged from 0.19 to 1.19 for RCTs and from 0.17 to 0.71 for CTs.
Three out of four of the positive effect sizes were statistically significant. Where ‘grey’

literature was not included effect sizes ranged from —0.05 to 0.89 for RCTs and 0.40 to
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0.43 for CTs. Again, the negative effect size was not statistically significant; and four

out of the five positive effect sizes were significant.

These results do not present evidence for publication bias in this set of meta-analyses in
literacy research. Rather these results suggest that exclusion of grey literature for meta-
analysis does not lead to a téndency to result in a smaller or statistically non-significant

average effect of the pooled studies.

These data must be treated with caution as the number of meta-analyses included is
relatively small and therefore the power of this analysis to show any significant

association is correspondingly low.

Graphical assessment of publication bias in individual reviews

To assess graphically whether any individual systematic review had publication bias, it
was necessary to undertake an analysis of each review that had sufficient studies to
permit the exploration of publication bias through funnel plots and normal quantile
plots. It was only possible to undertake the drawing of funnel plots and normal quantile
plots for three of the included studies. The other eleven reviews had to be excluded
because they did not give individual effect sizes for included RCTs (seven cases) or
because they included too few RCTs (four cases). Therefore funnel and normal quantile
plots were drawn for the following three reviews: Bus and van Jzendoorn, (1999); Ehri

et al (2001b); Torgerson and Elbourne (2002).
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Bus and van IJzendoorn (1999)
Figure 3.1 shows the funnel plot for Bus and van IJzendoorn (1999). Note there are no
trials showing a negative effect, despite relatively small sample sizes. This might be an

indicator of publication bias.

Figure 3.1: Funnel plot for Bus and van 1Jzendoorn (1999)

Funnel Plot for Bus and van - lizendoorn

Sample Size

-2.5 -1.5 0.5 0.5 1.5 25
Effect Size

In Figurel3.2 the normal quantile plot is shown. The plot shows an ‘S’ shape, which
may be suggestive of the trials coming from two or more different populations.
Because of this, and because there is a suggestion of publication bias from the funnel
plot, it would be sensible to treat any meta-analysis from this study with caution.
Indeed, before important policy decisions are made based on this study it may be worth

carefully replicating the review in order to check its quality.
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Figure 3.2: Normal quantile plot for Bus and van IJzendoorn (1999)
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In Figure 3.3 the funnel plot of RCTs included in Ehri ef al (2001b) is shown. The plot
is distinctly asymmetrical, and this could be possible evidence of publication bias.
However, because the number of studies is relatively small (i.e., 13), this needs to be
interpreted with caution because, by chance, one or two negative, small studies may not
yet have been conducted. Nevertheless, in the Ehri ef al (2001b) review of systematic
phonics instruction interventions, only peer-refereed journal articles were included: an
inclusion criterion which invites publication bias. As figure 3.3 shows, there were no
studies reporting a negative effect of systematic phonics instruction compared with all
forms of control despite the small sample sizes of some of the included studies.
Although the conclusions of the review suggested that systematic phonics teaching is an
effective strategy, this conclusion might have been modified if there had been evidence

of possible publication bias. Ideally, to allow a more secure interpretation of the
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effectiveness of phonics instruction, all trials, including unpublished material, ought to
have been included.

Figure 3.3: Funnel plot for Ehri ef al (2001b)

Funnel Plot for Ehri et al.

Sample size

25 -1.5 0.5 0.5 15
Effect Size

25

Figure 3.4: Normal quantile plot for Ehri ef al (2001b)
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Figure 3.4 shows the normal quantile plot for the Ehri e al (2001b) study. In addition
to absence of negative or null studies, the plot takes an ‘S’ shape. This suggests that the
data comprising the meta-analysis come from two different population distributions.
This might happen if, for example, systematic phonics instruction were highly effective
within one group of children but less effective in another population (e.g., children with
difficulties in reading compﬁred with normally attaining children). This interpretation
must be treated cautiously due to the small numbers involved. Nevertheless, the normal
quantile plot gives some extra information that the funnel plot does not give: namely the
suggestion that any meta-analysis of phonics trials ought to look at sources of

heterogeneity.

Torgerson and Elbourne (2002)
The funnel plot (Figure 3.5) of the review by Torgerson and Elbourne (2002) shows no
evidence for publication bias, although given the small number of studies involved (6),

it cannot be concluded that publication bias is absent.

Figure 3.5: Funnel plot for Torgerson and Elbourne (2002)
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The normal quantile plot (Figure 3.6) is supportive of the funnel plot, in that the

identified studies fall closely to the regression line.

Figure 3.6: Normal quantile plot for Torgerson and Elbourne (2002)
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Conclusions

The aim of this chapter was to assess the degree of possible publication bias in a sample

of systematic reviews in literacy learning.

Non-publication of controlled studies introduces two problems for systematic reviews.
First, it reduces the precision of any meta-analysis because the effective sample size of a
pooled analysis is reduced. Second, and potentially more serious, it can introduce bias
if unpublished data differ in a significant way from published data. Therefore, in

educational research, reviewers should always attempt to search exhaustively in the
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published and unpublished literature to avoid the effects of publication bias, check for
the presence of publication bias (preferably using more then one method) and perform a

sensitivity analysis to assess the potential impact of missing studies.

Two graphical techniques, funnel and normal quantile plots, were applied to the data to
assess the existence of publication bias. An important finding of this methodological
review is that because of problems with the presentation of data in most of the reviews
it was possible to draw funnel plots for only three out of a total of 14 systematic
reviews. It is important that, in future, systematic reviewers in literacy research present
data in their reviews to enable others to appraise the individual studies contained in their

review.

With respect to evidence for publication bias a cautious finding is that, in this
methodological analysis of 14 systematic reviews of literacy research, there was no
clear evidence for widespread publication bias, although there was some evidence of
publicatioﬁ bias within individual reviews. Unpublished studies did not appear to differ
systematically in their sample or effect sizes. The view that unpublished studies tend to
be small with negative or null effect sizes is not supported by the analysis of the tertiary
review. On the other hand, it was not possible to include studies that have been
undertaken but not recorded anywhere. These studies may, indeed, differ in ways that

could bias results.
Policy-makers interpreting the results of meta-analyses in educational research should

still be aware of the possible consequences of basing policy decisions on reviews that

may be biased due to selective publishing or inclusion.
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In this chapter the use of funnel plots was applied to three studies. In two of these
studies the funnel plot was suggestive of publication bias, which should indicate that a
degree of caution is advisable when using the results of those reviews. This chapter has
also explored the use of the normal quantile plot, which to my knowledge is the first
time it has been used to assess meta-analyses in educational research. With respect to
publication bias in the three reviews where the technique could be used, the normal
quantile plots confirmed the interpretation of the funnel plots. Given that funnel plots
are notoriously difficult to interpret (Wang and Bushman, 1998), this was a useful
exercise. In his recent PhD thesis on formal and informal methods of detecting
publication bias, Baldwin cites an inter-rater Kappa statistic of 0.57 (moderate) of
agreement between the two raters (Baldwin, S., personal communication, Aug 5t 2005;
Shadish, W., personal communication, Aug. 5“’, 2005). Similarly, a recent
methodological paper in the healthcare field demonstrated empirically that funnel plots

are difficult to interpret (Terrin et al, 2005).

The normél quantile plots contributed important information to interpretation of two of
the reviews (Ehri ef al, 2001b; Bus and van IJzendoorn, 1999), which was extra to that
obtained from the funnel plots. In both of these studies the normal quantile plot was
suggestive of heterogeneity of included studies. This finding is important. If studies
with educational heterogeneity are inappropriately placed into a meta-analysis this can
be misleading. We may erroneously conclude, for example, that an educational
intervention is beneficial for a wider population of learners when, in fact, it is only
really effective among a subgroup of learners. The use of this simple graphical
technique can signal caution to the policy maker that it may be wise to invest in more

research before a policy is widely implemented.

113



One of the individual reviews included in this tertiary review did have some suggestion
of publication bias in terms of included RCTs. The Ehri et al (2001b) review of
systematic phonics teaching, despite including some very small trials, found no negative
or null studies. The associated funnel plot appears to be suggestive of publication bias.
Furthermore, the normal quantile plot is suggestive of heterogeneity. Because this
review deliberately did not include any unpublished literature but did set out a clear,
replicable search strategy and inclusion criteria, in the following chapter the review is
replicated to include unpublished data in order to ascertain whether or not inclusion of
the grey literature could significantly have altered the original reviewers’ conclusions.
In addition, as well as possible publication bias adversely affecting the review’s
conclusions, it is also important to ascertain that the meta-analysis was pooling
homogeneous studies, otherwise the summary resuit may be biased. The review is also
updated from the time of the original review (2000) to the present (2005) in order to see
if any further published or unpublished studies have been undertaken. This updated

review forms the basis of the next chapter.
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Chapter 4: Assessment of publication bias within one systematic review: A case

study (the phonics review)
Background

One of the reviews retrieved By the tertiary review (Item 2) was a systematic review and
meta-analysis of the experimental research (since 1970) evaluating systematic phonics
instruction versus unsystematic or no phonics instruction. This review was conducted
in the late 1990s by the alphabetic subgroup of the National Reading Panel (NRP) in the
USA (Ehri er al, 2001b). The aim of the review was to search for, retrieve and
synthesise the experimental research base for evidence of the relative effectiveness of
systematic phonics instruction, unsystematic phonics instruction or reading instruction
without a phonics element. It also wanted to look at the evidence for differential effects
depending on different characteristics of learners, for example age or grade level and
attainment level (normally attaining children or those experiencing difficulties or
disabilitieé in learming). Ehri ef al (200 lvb) only included experimental studies
(randomized controlled trials or quasi-experiments) that were published in peer-refereed
journals. Potentially relevant trials were identified from electronic searches on the
ERIC and PsycINFO databases, and through contact from content experts. Thirty-eight
studies met the inclusion criteria for the review and, from these 38 studies, the authors
derived 66 effect sizes in order to assess the effectiveness of systematic phonics
instruction. The meta-analysis found an overall statistically significant positive effect
for phonics instruction on reading of 0.41 (confidence interval (CI) = 0.36-0.47), using a
meta-analysis of all trials (randomized trials and quasi-experiments). A meta-analysis
of the randomized controlled trials produced a pooled effect size of 0.43. The authors

of the review concluded:
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‘Systematic phonics instruction helped children learn to read better than all forms of control
group instruction, including whole language. In sum, systematic phonics instruction proved
effective and should be implemented as part of literacy programs to teach beginning reading as
well as to prevent and remediate reading difficulties’ (Ehri et al, 2001b, p.393).

The meta-analysis has subsequently been heavily criticised by, for example, Garan
(20015, b, ¢). In my opinion many of Garan’s criticisms are unfounded (for example,
including only experimental studies to derive causal inferences; including ‘only’ 38
studies in the meta-analysis; including only studies with participants with certain learner
characteristics) and have been adequately addressed by the authors of the review (Ehri

and Stahl, 2001).

More recently, however, the original meta-analysis was replicated (Camilli et al, 2003)
using the same 38 studies in the original analysis (plus an additional three with
phonemic awareness outcomes, minus one study that did not have a ‘no treatment’
control group). In the re-analysis Camilli er al (2003) extracted data from the 40 studies
with specific regard to the treatment characteristics, i.e. the ‘degree’ of phonics or
‘mixture’ of phonics with other literacy activities (Camilli ez al, 2003, p.8). They
computed effect sizes comparing systematic phonics instruction with the full range of
treatment controls (including language based controls) and ‘equal study representation’
(p.23). Camilli et al (2003) found a reduced effect size of d = 0.24 for the comparison
between ‘systematic’ and ‘less systematic’ phonics instruction, and concluded that ‘the
advantage of systematic phonics instruction over some phonics instruction is significant
but cannot be clearly prioritized over other influences on reading skills’ (Camilli er al,
2003, p.30). They also used a regression model to show that tutoring and language-
based reading activities had similar effect sizes to systematic phonics instruction (d =

0.39 and 0.29 respectively).
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In terms of methodology, the original Ehri ef al (2001b) review had several limitations,
which this secondary analysis and update seeks to address. Firstly, its results may have
suffered from the effects of publication bias because unpublished trials were excluded.
This may have resulted in an over-estimate of effect. Secondly, it included both true
experiments (randomized controlled trials) and quasi-experiments (controlled trials).
The problem with including‘ both randomized and other controlled trials in a meta-
analysis is that pooling two study types can lead to a biased result. Whilst the precision
of the estimate may increase (i.e., small confidence intervals), the estimate itself may be

incorrect.

Thirdly, a total of 66 comparisons from the 38 trials were included in the review.
Double- (and in one case quadruple-) counting of the control groups in comparisons to
calculate effect sizes would have had the effect of artificially increasing the sample size
and therefore spuriously increasing the precision of the estimated effect (i.e., producing
Cls and p values that were too small). The authors of the review acknowledged that by
doing this .the effect sizes were ‘not completely independent across comparisons’ (Ehri
et al, 2001b, p.340). Fourthly, as observed in the previous chapter, there was some
indication of heterogeneity between studies, which requires further exploration. Finally,
the authors did not quality appraise the individual trials included in the meta-analysis.
Including poor quality trials can lead to exaggerated estimates of effect. Ehri et al

(2001b) did not investigate this possibility in a systematic way.

Publication bias
In the NRP review of systematic phonics instruction interventions, one of the inclusion
criteria was that the trials had to be journal articles that had been peer-refereed.

Including this criterion could have potentially increased the risk of overestimating the
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effect size of the intervention, as it is more likely that negative studies will have been
excluded. Ehri et al (2001b) did calculate the fail-safe n (p.431). However, the
calculation was: How many studies of effect sizes below 0.2 (rather than zero or
negative estimates) would be required to indicate the 43 comparisons of 0.2 and above
were ‘statistical exceptions’? As outlined in Chapter 2, the number required with null
or negative effects would be fewer. As Figure 3.9 in Chapter 3 of this item shows, there
were no studies reporting a negative effect of systematic phonics instruction compared
with all forms of control, despite the small sample sizes of the included studies. This
figure is suggestive of possible publication bias. Although the conclusions of the NRP
review suggest that systematic phonics teaching is probably an effective strategy, this

conclusion might have been modified if there had been evidence of publication bias.

The use of randomized controlled trials in effectiveness research

As previously outlined at length in Item 1 of the portfolio, the most robust method of
assessing whether an intervention is effective or not is the randomized controlled trial
(RCT). This is because, if participants are allocated on any other basis, one cannot be
sure whether (except for chance differences) the experimental and control groups were
similar before receiving or not receiving the intervention, and it therefore becomes
impossible to disentangle the effects of the intervention from the characteristics of the
people allocated to it. Techniques can be used to attempt to control for potential
confounding from known variables, but they cannot adjust for unknown variables. The
two main reasons for using random allocation are to avoid regression to the mean
effects and to avoid selection bias. Forming comparison groups using random
allocation deals with regression to the mean as it affects both groups equally and the
effect is cancelled out in the comparison between the post-test means. Selection bias

occurs when the groups formed for comparison have not been created through random
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allocation and when the two groups formed are different in some way that can affect

outcome.

Methods

The Ehri et al (2001b) meta-émalysis included 38 true and quasi-experiments. Of these
only 13 were randomized controlled trials. Therefore for this review and in order to
look for potential publication bias, the grey literature was searched for potentially
relevant unpublished trials, and funnel plbts of the original and updated reviews were
drawn. Only the randomized controlled trials were included from both the original
meta-analysis and in the update. Only one effect size was calculated for each study, and
this was a mean of the reading accuracy outcomes, as this was the only outcome
available for all trials. The individual trials were all quality appraised according to a
modification of the CONSORT criteria for assessing the quality of reporting of
randomized trials. (The CONSORT criteria are discussed in detail in Chapter 5 of Item

1, and outlined again in Chapters 6 and 7 of this item).

Locating the trials

For the purposes of this update and secondary analysis, searches for unpublished trials
(1970 - 2005) and for published and unpublished trials reported between 2000-5 were
undertaken. Some of the trials for potential inclusion in this review were identified
from the original NRP review (13 randomized controlled trials identified in Ehri ef al,
2001b). In order to locate any further potentially relevant published or unpublished
randomized controlled trials the original searches carried out by Ehri et al (2001b) were
updated, using searches written specifically for this review but based on the original

search terms (Ehri ef al, 2001b, p.399). ERIC and PsycINFO were searched in this way
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for the period 2000 to 2005. For PsycINFO a search strategy was created using the
three sets of search terms in the Ehri et al (2001b) paper (p.399) combined using
‘AND’. This strategy was run for the period 1970-2005. This retrieved 1079 records
for the period 1970-2000 and 398 records for the period 2001-5. For the period 1970-
2000 the database was sorted by publication type and then only unpublished records
were included (103). For the ERIC database the three sets of terms in the Ehri ef al
(2001b) review (p. 399) were combined: ‘set 1 AND (set 2 OR set 3)’ and run for the
period 1970-2000. The database was sorted by publication type and then only

unpublished records were included (4462).

A new search was written (based on Ehri ef al’s search terms) and run on SIGLE (the
groups of search terms were combined: ‘set 1 AND (set 2 OR set 3)’) for the period
1970-present. The results from the searches were imported into EndNote and de-

duplicated.

Screening and quality assurance procedures

All of these studies were double screened using titles and abstracts, where available, and
on the basis of criteria adapted from the original criteria (Ehri et al, 2001b, p.400).
Screening was undertaken by two reviewers (including for both databases by the
candidate) working independently and then meeting to discuss any differences in
decision to include or exclude articles, with the exception of the records retrieved
through the re-run of the original search on ERIC (1970-2000). I screened this
database, and a random sample of 10% was generated and double screened by a second
reviewer. A Cohen’s Kappa statistic was calculatéd to assess the inter-rater reliability

of the screening.
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Inclusion criteria

Trials with the following characteristics were included: randomized controlled trials
focusing on the teaching of phonics in English, and either comparing the effectiveness
of instruction in systematic phonics with that of instruction providing unsystematic
phonics instruction or no phonics instruction, but where the control condition included
reading instruction and where there was sufficient information in the original paper
about the details of the control condition (this was not always the case in the Ehri et al,
2001b review, as described by Camilli ez al, 2003). Trials also had to measure reading
as an outcome and report statistics permitting the calculation or estimation of effect

sizes. They also had to involve interventions that might be found in schools.

Exclusion criteria

Trials were excluded if they were not randomized controlled trials, if they did not
evaluate the relative effectiveness of systematic phonics instruction versus no phonics
instruction, if they were ‘short-term laboratory studies with a limited focus’ (Ehri et al,
2001b), or if they lacked reading as an outcome or statistics allowing calculation or
estimation of effect sizes. All trials that primarily investigated phonemic awareness
instruction or phonological awareness instruction were excluded (as in the original
review). All trials that investigated the relative effectiveness of different kinds of
phonics instruction (e.g., synthetic versus analytic phonics instruction) were excluded,
as in the original meta-analysis. In addition, all trials that compared two or more kinds

of synthetic phonics instruction were also excluded.

Data extraction and quality appraisal
Data were extracted from each included RCT (Table 4.2) in the following categories:

bibliographic details; study design; participants (including specific learner
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characteristics); details of the interventions and control group tréatments; outcome
measures, sample size and effect size. In addition, each of the trials was assessed for
quality using an adaptation of the CONSORT statement. Items for quality appraisal
included: whether or not allocation was concealed; whether or not there was ‘blinded’

assessment of outcome, etc.

Calculation of effect sizes

For the trials included in the original review, the average effect size as reported in Ehri
et al (2001b) was noted. However, for all the trials included from the original review,
from the update and from the unpublished literature, an effect size was calculated based
on a mean of reading accuracy. One of the main criticisms of the Ehri et al (2001b)
review (Garan, 2001a, b, ¢) was that only a few of the included studies used reading
comprehension as an outcome measure. Whilst this is true, it is a limitation of some of
the included studies rather than a limitation of the review itself. Only six out of the
fourteen included RCTs used reading comprehension as an outcome measure, eight out
of the fourteen trials used a spelling outcome measure, and all fourteen used at least one
measure of reading accuracy. Where possible standardised test results were used;
‘experimenter-devised tests’ were only used where there was no alternative standardised
test. The comparators for the calculation of effect sizes were interventions using
systematic phonics instruction (any kind) compared with control groups using
unsystematic or no phonics instruction, but using some kind of systematic reading

instruction (e.g., whole word or whole language).

Two of the included RCTs were cluster RCTs (Berninger et al, 2003; Brown and
Felton, 1993). Because taking the raw Ns of participants in such RCTs tends to give

them undue weight in meta-analyses, 1 needed to calculate an effective sample size after
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adjusting for the effects of clustering. I applied the formula: 1+(m-1) x ICC, where m is
the average size of the cluster and ICC is the intra-cluster correlation. I used the ICC
from a recent RCT of information and communication technology and spelling/reading
undertaken with colleagues from York and Sheffield (Brooks er al, 2005). This ICC
was 0.45. 1 applied the formula s.d. = Vn x SE to calculate the standard deviation in the
one paper where the s.d. wés not available, but where the standard error (SE) was

available (Lovett et al, 1989).

Meta-analysis

The main meta-analysis pooled the effect sizes of the individually randomized trials,
using the computer software package Stata. To investigate possible sources of
heterogeneity, sub-group analyses were performed according to learner characteristics

and methodological variation in the trials.

Funnel and normal quantile plots
To investigate the potential for publication bias in the updated meta-analysis I drew a
funnel and normal quantile plot. I also explored the relationship between sample size

and effect size using a bubble plot.

Quality assurance

For quality assurance purposes, all data extraction (including quality appraisal) of the
included studies was undertaken by the candidate and two other reviewers. The reading
instruction interventions (and control treatments) and outcome measures were

categorised by two reviewers.
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Results

Searching and screening

The results of the searching and first and second stages of screening are presented in
Table 4.1. De-duplication of the results from the electronic searches at the searching
stage was done hierarchically‘in the order presented in the table, i.e. starting with Ehri ez
al and PsycINFO and then moving down the table to ERIC and SIGLE. Therefore if a
paper was identified through searching a database lower down the hierarchy (for
example, SIGLE) that had already been retrieved through searching another database
higher up the Table (for example ERIC) this record is not shown in the figures. The
ordering of the hierarchy is based on past experience of searching for and retrieving

RCTs in educational research through electronic databases (Torgerson, 2003).

Table 4.1: Results of first and second stage screening

Electronic database Initial ‘hits’ No. Not Included
or method of after de- included at received  in update
retrieval duplication __first stage

Ehri et al (2001b) 13 13 0 9
PsycInfo 1970-2000 103 1 0 0
PsycInfo 2001-2005 398 19 0 1
ERIC 1970-2000 4462 37 1 1
ERIC 2001-2005 652 14 0 i
SIGLE 61 0 0 0
Contact 2 2 0 2
Total 5691 86 1 14 RCTs

A total of 5691 potentially relevant studies were identified through the searching of the
electronic databases and through searching the original review. After screening at first
stage, 86 potentially relevant papers were identified. Those not already in my
possession were sent for through inter-library lending, and re-screened on the basis of

the full papers, and using the inclusion/exclusion criteria.
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After the second stage of screening a total of 14 RCTs were included in the update.
These were: 9 RCTs from the original Ehri review (Brown and Felton, 1990; Greaney et
al, 1997; Haskell et al, 1992; Leach and Siddall, 1990; Lovett et al, 1989; Lovett et al,
1990;,Martinussen et al, 1998; Torgesen et al, 1999; Umbach et al, 1989); one RCT
from the updated PsycINFO search (O’Connor and Padeliadu, 2000); one RCT from the
search of the ERIC unpublished literature (Skailand, 1971); one RCT from the updated
ERIC search (Berninger, 2003), and two RCTs through contact (Torgesen et al, 2001;
Johnston and Watson, 2004, Exp. 2). One trial was unobtainable or not received by the
cut-off date of July 31% 2005. Despite exhaustive searching of the ‘grey’ literature, only

one of the included RCTs was unpublished (Skailand, 1971).

One of the trials originally included in the Ehri et al (2001b) meta-analysis (Gittelman
and Feingold, 1983) was excluded from my analysis because the trial did not contain a
phonics instruction intervention group. It is puzzling that Ehri et al (2001b) included
this study in the original review. Although it states that one of the interventions was
‘motivated reading remediation...following the principles of the phonics method’
(Gittelman and Feingold, 1983, p.170), it also states that ‘wherever possible, whole
word recognition was introduced to enable the development of smooth, efficient, rapid
reading and to avoid over-reliance on phonetic word analysis’. Clearly this intervention
is not systematic phonics instruction. Indeed it closely resembles some of the
unsystematic phonics instruction or no phonics instruction conditions used in the Ehri et
al (2001b) analysis as comparators to systematic phonics instruction. A second trial
from the original Ehri ef al (2001b) review was excluded (Mantzicopoulos ef al, 1992)
because the control condition was not an appropriate comparison as the children did not
receive a reading intervention: ‘TEACH does not provide direct reading instruction to

vulnerable readers’ (p.574). Again, Ehri er al’s decision to include this study is
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puzzling. In addition to the inappropriate control group, this trial suffered from huge
attrition. A total of 437 ‘at risk’ kindergarten children were randomized (p.575), but
‘only 168 children with complete scores were still in the intervention study at the end of
second grade’ (p.576), an attrition rate of 269 or 62%. However, the authors claim an
attrition rate of 280 (p.582) and in the results table (Table 4, p.582) total n = 87. Clearly
this study should have been excluded on two grounds: inappropriate control and huge
attrition leading to likely attrition bias. The authors discuss these problems at length in
the paper (p.582). Two further trials were excluded because the experimental
treatments were varieties of systematic phonics instruction, and the control groups did
not receive any comparable reading instruction (Lovett and Steinbach, 1997; Lovett et

al, 2000).

Also at the second stage of screening, four studies retrieved through the update were
excluded because they only compared different types of phonics instruction (Fayne and
Bryant, 1981; Sullivan, 1971; Walton et al, 2001, Exp. 1; Walton et al, 2001, Exp. 2).
Three studies were excluded because they compared differences within synthetic
phonics (Oudeans, 2003; Hatcher et al, 2004; Jenkins et al, 2004). Four studies were
excluded because they did not contain an appropriate control group according to the
inclusion criteria (Herrera et al, 1997; Vadasy et al, 2000; Walton and Walton, 2002;

Blachman et al, 2004).

It was not possible to ascertain how many children were in each of the intervention and
control groups in two of the included papers (Lovett et al, 1989; Lovett et al, 1990). 1
therefore wrote to Lovett to ask for the numbers. I also wrote to Ehri and Camilli to ask
what they did in their respective meta-analyses. One of the co-authors of the paper,

Steinbach (personal communication) informed me that in the Lovett et al (1989) paper
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there were 60 pupils in the DS intervention and 61 pupils in the OWLS group.
Therefore we used these numbers in my calculations. All three respondents stated that
in the Lovett ef al (1990) study there were 18 pupils in each group. Therefore I also

used these numbers in my calculations.

Table 4.2 contains information about each of the included RCTs that compared
systematic phonics instruction with another form of reading intervention (whole
language or whole word reading instruction). The table includes information about
study design, participants, intervention and control treatments and effect sizes. Table
4.3 contains the quality assessments of all the included trials. This table is based on the
modified CONSORT guidelines for quality assessment of RCTs, and includes
assessment of whether the individual trials reported method of random allocation and

sample size justification, and whether or not assessment of outcomes was “blind’.
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Abbreviations (reading outcome measures)

BASWRT = British Ability Scales Word Reading Test

Burt NZ = Burt Word Reading Test, New Zealand Revision
GORT = Gray Oral Reading Test
GORT-JII = Gray Oral Reading Test, 3" edition
Neale = Neale Analysis of Reading Ability

PIAT = Peabody Individual Achievement Tests
PIAT-R = Peabody Individual Achievement Tests, revised

SORT = Slosson Oral Reading Test

TOWRE/SWE = Test of Word Reading Efficiency, Sight Word Efficiency subtest

WRAT-R = Wide Range Achievement Tests, Revised

WRAT-3 = Wide Range Achievement Tests, 3™ edition

WRM = Woodcock Reading Mastery

WRM-R = Woodcock Reading Mastery, revised

Table 4.3: Quality assessment of included RCTs.

Author, date Reporting of  Sample size Intention to Blinded Comments
method of justification  teach analysis  assessment
allocation of outcome

Berninger et al N/S N/S N/S N/S Attrition N/S

(2003)

Brown and N/S N/S N N/S 48 children

Felton (1990) randomized, yet
only 47
mentioned in
results section (1
lost from code
group).

Greaney et al N/S N/S Y N/S No attrition.

(1997)

Haskell et al N/S N/S Y N/S

(1992)

Johnston and N/S N/S N N/S Attritionn =7

Watson (2004), Random

Exp. 2 allocation only
confirmed
through contact
with author.

Leach and N/S N/S Y N/S

Siddall (1990)

Lovett et al N/S N/S Y (for first N/S Numbers in each

(1989) battery of of the treatment

tests) groups requested

and received
from authors.
Numbers only
available for
first battery of
tests.

Lovett et al N/S N/S Y N/S Numbers in each

(1990) of the treatment

groups requested
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and received

from authors.

Martinussen and N/S N/S N N/S Attritionn=2 in

Kirby (1998) phonics group.
Results at floor
for word attack
test (meaning

’ group).

O’Connor and N/S N/S Y N/S

Padeliadu (2000)

Skailand (1971) N/S N/S Y N/S

Torgesen et al N/S N/S Y N/S

(1999)

Torgesen et al N/S N/S N N/S Attrition n = 10

(2001)

Umbach et al N/S N/S Y N/S

(1989)

In 11 of the included trials the effect size was positive, and ranged from extremely small
(Haskell et al, 1992; Torgesen et al, 1999), through moderate (Berninger et al, 2003;
Brown and Felton, 1990; Lovett et al, 1989; Martinussen and Kirby, 1998; O’Connor
and Padeliadu, 2000), to large (Leach and Siddall, 1990) or extremely large (Johnston
and Watson, 2004; Umbach et al, 1989). Only the extremely large trials were
statistically significant. In three of the included studies the effect size was negative and
small (Lovett et al, 1990; Skailand, 1971; Torgesen et al, 2001), but in no case was this
statistically significant. Where a calculated effect size could be compared with the Ehri
et al, (2001b) mean effect size, in all cases my calculated effect size was smaller. This
was probably due to the fact that Ehri and colleagues compared systematic phonics
instruction to no phonics or unsystematic phonics instruction controls, but in some cases
this involved no reading instruction. In most cases the direction and magnitude of effect
was the same. The exceptions to this were Lovett et al (1990) and Torgesen et al

(1999).

Quality assurance
Screening of searches on electronic databases: For databases where two reviewers

screened the entire database, the agreement between reviewers was high.
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Disagreements occurred only on whether or not the trials should be included according
to the intervention criterion. On reviewer was consistently more inclusive (JH), and
included in some cases trials that evaluated phonemic awareness instruction or
phonological awareness instruction. In all cases agreement to include or exclude was
secured after discussion to resolve any differences. For the screening of the 10%
random sample of the ERIC database of unpublished literature the Cohen’s Kappa
measure of agreement was 1 (perfect agreement). Therefore it was not considered

necessary for any further double screening to be undertaken.

Screening at second stage: Full agreement was established on whether or not to include
at second stage of screening (screening of full papers), and the appropriate comparison

and outcome measures to be used in the calculation of effect sizes.

Data extraction; quality appraisal; calculation of effect sizes: Initial agreement between
the two independent extractions and calculations was high; full agreement was

established through discussion.

Meta-analysis of 12 RCTs (main analysis)

Of the 14 RCTs, 12 were individually randomized studies. These were pooled in a
meta-analysis (Figure 4.1). The analysis used the standardised mean difference (SMD)
(difference between the two means divided by pooled standard deviation) and assumed
a fixed effects model, as this was the model adopted by Ehri et al in their meta-analysis
(2001b). To ascertain whether there was any difference using an alternative approach to

meta-analysis a random effects meta-analysis was also undertaken.

133



Figure 4.1: Meta-analysis of individually randomized trials

Standardised mean difference
study. | (95% CI) % Weight
Greaney —|L.— 0.30 (-0.36, 0.95) 6.8
Haskell F - 0.07 (-0.73, 0.87) 46
Johnston | = 0.97 (043, 1.51) 10.1
Leach - 0.84 (-0.08, 1.75) 35
Lovett89 . 0.22 (-0.14, 0.57) 23.1
Lovett90 . -0.20 (-0.85, 0.46) 6.9
Martinussen i 0.46 (-0.30, 1.21) 52
O'Connor om 0.57 (-0.59, 1.73) 22
Skailand _ = -0.17 (-0.78, 0.44) 8.0
Torgesen99 3 0.07 (-0.34, 0.48) 17.3
Torgesen01 n -0.31 (-0.87, 0.24) 9.5
Umbach [ i ™ 2.77 (177, 3.77) 29
Overall | <> 0.27 ( 0.10, 0.45) 100.0
-3.7709 0 3.77098

Standardised mean differe
Favours Phonics Favours Control

The figure shows that there is a statistically significant effect of phonics instruction on
reading accuracy (p=0.002), SMD = 0.27 (0.10 to 0.45). However, the studies
displayed significant heterogeneity (Heterogeneity chi-squared = 41.74 (d.f. = 11),
p<0.0001). Using the DerSimonian-Laird pooled SMD gave a pooled effect size of

0.38 (95% CI 0.03 to 0.73, p = 0.035).

Publication bias

The updated review only found one unpublished study, with an effect size of -0.17 (a
negative result). Publication bias may still be present, however. The average effect size
of the revised meta-analysis was 0.27 (95% CI 0.10 to 0.45). For a study to have 80%
power to observe this estimate with a 5% significance would require a sample size of
approximately 400. Of the studies in the review, all are insufficiently powered to show
this difference. Indeed, the average size of the studies included in the review would

only have 80% power to observe an effect size of 0.85. This suggests, therefore, there
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are similarly powered studies that have smaller, not statistically significant, effect sizes
that remain unpublished even within the grey literature. To informally test for potential
publication bias in the updated review a funnel plot was drawn and the Egger statistical
test for asymmetry was calculated (Egger et al, 1997). The resulting funnel plot does
suggest asymmetry, but the Egger test for asymmetry is 0.17, which is not statistically

significant.

Figure 4.2: Funnel plot of updated review

Begg's funnel plot with pseudo 95% confidence limits
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o |
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Study heterogeneity

There was significant heterogeneity in the pooled data (‘Q’ statistic 46.30, p<0.001). In
addition, the normal quantile plot (Figure 4.3) is also suggestive of at least two study

populations.
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Figure 4.3 Normal quantile plot of updated review
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To address this issue the following meta-analyses were undertaken. Inspection of Table
4.2 shows that there is significant educational heterogeneity among the 14 RCTs, with
some studies undertaken with children with reading difficulties or disabilities and others

undertaken with normally attaining children.

To explore one possible educational source of this heterogeneity I undertook a meta-

regression to assess whether or not there was an interaction between the effect of

phonics instruction and learner characteristics.
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Figure 4.4: Meta-analysis subdivided by learner characteristics

Standardised mean difference

Study , ©5% CI) % Weight
Ability==0 i

Greaney i u 0.30 ¢0.36, 0.95) 68

Lovett89 - 022 (0.14,0.57) 231

Lovett90 - 0.20(-0.85, 0.46) 6.9

Matisesici i 046 (-0.30, 1.21) 52

OConnor e 057 (0.59 1.73) 22

Torgeser99 : 0.07 (0.34, 0.48) 17.3

Torgeser01 — . -0.31(-0.87, 0.24) 95

Umbach | ™ 277 (1.77,377) 29
Subtdtal e 021(001,041) 739

1

Abilty==1 B

Haskell —R 0.07 ¢0.73 0.87) 46

Johnston [ — 097 (043, 151) 101

Leach 1 0.84 (-0.08, 1.75) 35

Skailand B - 0.17 (-0.78, 0.44) 8.0
Subtatal ; 045 (0.11,078) 261
Overdl | < 027 (0.10,045) 100.0

T | T
-37709 0 3.77098
Standardised mean difference
Favours Control Favours Phonics

Figure 4.4 shows the meta-analysis subdivided by whether the children were normally
attaining or had reading disabilities or difficulties (ability 0 refers to studies where the
participants had leaning difficulties or disabilities; ability 1 refers to studies where the
participants were normally attaining). As the forest plot shows, phonics instruction for
normally attaining children tended to produce a greater effect size of 0.45 compared
with children with reading disabilities and difficulties (0.21). However, the test for
interaction was not statistically significant (p=0.24). Therefore, there is no statistical
evidence to support the belief that the effectiveness of phonics instruction is materially

different between learners with different characteristics.

There are other potential, methodological, sources of heterogeneity. One such source
could be whether or not studies used intention to teach analysis. In Figure 4.5 an
analysis is shown of whether or not studies differed in their results by the use of
intention to teach (ITT 0 refers to studies where ITT was not used; ITT 1 refers to

studies where ITT was not used). As the figure shows, studies that used ITT analysis
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tended to have smaller effect sizes; however, this apparent interaction was not
statistically significant (p=0.72). Tests for interaction tend to have low power and,
given the relatively small number of studies in this review, we cannot conclude that

failure to use ITT did not affect the effect size.

Figure 4.5: Meta-analysis subdivided by ITT or no-ITT

[ Standardised mean difference

Study [ ©5% CI) % Weight
MT==0 .

Johnston = 097 (043,151) 101

Martinussen e 046 (0.30, 1.21) 52

Torgesen01 [ - 0.31(-0.87, 0.24) 95
Subtatal < 037 (0.03,072) 247
lTT=1 | ¥

Greaney S - 0.30 (0.36,0.95) 68

Haskell — 0.07 ¢0.73, 0.87) 46

Leach em 0.84 0.08, 1.75) 35

Lovett89 : 3 022 (0.14,0.57) 231

Loveti90 [ — -0.20 (-0.85, 0.46) 69

O'Connor | L Ce— 057 (0.59, 1.73) 22

Skailand - 0.17 (-0.78, 0.44) 8.0

Torgeserf9 F 0.07 ¢0.34, 0.48) 17.3

Umbach ' —a——— 277 (1.77,3.77) 29
Subtctal 024 (0.04,044) 753
Overall [ <> 027 (0.10,045) 100.0

-3.7709 0 3.77098
Standardised mean difference
Favours Control Favours Phonics

Finally, I looked at whether there was any relationship between the sample size of the
study and its effect size. In figure 4.6 I present the results of a ‘bubble’ plot which plots
the size of the study by its effect size. As the figure shows, there appears to be little or
no correlation between the sample size of the study and the standardised mean

difference.
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Figure 4.6: ‘Bubble’ plot of effect size and sample size.
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Discussion

In this chapter one of the highest quality systematic reviews identified in the tertiary
review was updated. The original meta-analysis was suggestive both of publication
bias, when inspected using a funnel plot, and the possibility of inappropriate pooling of
studies indicated by the normal quantile plot (see the previous chapter). The aim of this
chapter was to investigate the issue of inappropriate pooling and to see if, by extending
the search strategy to include unpublished studies, the possible problem of publication

bias could be reduced.

Replication of the meta-analysis did find inappropriately included studies. For example,
Gittelman and Feingold compared a ‘whole language’ instruction which contained some

phonics with a classroom survival strategy, whereas the majority of studies compared
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phonics instruction versus other forms of literacy teaching. Including this study in the
original meta-analysis by Ehri et al (2001b) was misleading because their ‘phonics’
intervention group was actually a control group. There was a similar problem with
Mantzicopoulos (1992), which could explain the ‘S’ shape of the normal quantile plot,
suggesting data from two distinct populations. In addition, a number of studies in the
original meta-analysis (Lovétt et al, 1989; Lovett et al, 1990; Lovett and Steinbach,
1997) did not report numbers in the intervention and control groups (only total
numbers), and both Ehri et a/ (2001b) and Camilli e al (2003) used estimates in their
analyses. I was able to obtain the actual numbers from the authors, but this took

considerable time and resources.

The findings of this updated review support the findings of the original review by Ehri
et al (2001b). However, there are some important differences. The overall effect size
of 0.27 was substantially reduced compared to the Ehri et al (2001b) estimate of 0.41,
which makes the use of phonics instruction seem less beneficial than originally
supposed; The reduction in the effect size in the updated review can be explained by
the inclusion of new trials from the updated searches and the original review’s
inappropriate inclusion of some trials, its use of what was essentially an untaught
control group as the counterfactual in some comparisons (which is likely to exaggerate
the effects of phonics teaching), and the lack of adjusting for the clustering effects in the

calculation of the mean effect size in the one cluster trial (Brown and Felton, 1990).

There is also a significant amount of heterogeneity in the review, which is not explained
by any obvious source in methodological or educational factors. Failure to find reasons
for heterogeneity is an issue for concern as this may be due to poor methods

exaggerating or underestimating the effectiveness of phonics instruction or the method
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of delivery of phonics or the population to whom it is delivered. The lack of detailed
description of the trial methods in most studies precludes exploration of methodological

issues.

Quality issues

None of the 14 trials in the ﬁpdated review reported method of random allocation,
sample size justification or blinded assessment of outcome. Nine of the 14 trials used
intention to teach (ITT) analysis. Whilst this seems to be good, it could be explained by
the fact that some educational researchers do not routinely report attrition and imply that

there were no drop-outs (which may not in fact be the case).

Replicability of the original review is key for judging Ehri et al’s (2001b) findings, but
two further independent reviewers or teams of reviewers came to different conclusions.
According to quality appraisal of this review using the QUORUM statement (see Item
2) it was a comprehensive and rigorously designed systematic review of the
effectiveness of systematic phonics instruction, yet there were a number of problems
associated with its replication, e.g., inappropriately including some trials, the lack of
detailed quality appraisal of included studies, and not stating that numbers had to be

estimated.

Conclusions

This reappraisal of the NRP review has found that systematic phonics instruction is
associated with an increased improvement in reading accuracy. The effect size is 0.27,
which translates into an approximate 12% absolute improvement in a reading accuracy

test that is standardised to have a score with a mean of 50% for children not receiving
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systematic phonics (see Torgerson, 2003, Item 1, p 86). In other words, for 100
children not receiving systematic phonics instruction 50 would score 50% or more,
compared with 62 children who would get 50% or more if they received systematic
phonics‘ instruction.  Such a difference is probably educationally worthwhile.
Nevertheless, the findings do need to be treated with caution. There is significant
heterogeneity within the meta-analysis, which could not be explained by the observable
(or reported) design characteristics of the included trials or by the educational
characteristics of the children included in the studies. Therefore, it is unclear whether
systematic phonics teaching is beneficial to all children with different learner
characteristics. Only one of the included trials was undertaken in a UK context, which
raises concerns about the applicability of the results to a UK setting. In addition, there
is the issue of publication bias. The strong possibility of publication bias affecting the

results cannot be excluded.

Two conclusions are drawn from this chapter. The first is that, for systematic reviews
that have major educational implications, a replication of the review by a second
independent research team is warranted. The second is whether or not exclusive,
widespread use of systematic phonics in early literacy development as recommended in
the UK by many stakeholders (policy makers, politicians, teachers) should be
implemented. My conclusion is that a more cautious approach is justified. This
approach would require a research team to design and undertake a large pragmatic RCT
within a UK setting. Such a trial would probably be of a cluster design with schools
being allocated to either maintain current adherence to the Primary National Strategy
(the control group), or to receive additional systematic phonics instruction or
replacement of the PNS by exclusive systematic phonics teaching (the intervention

groups). Such a trial, that would have sufficient power to demonstrate a difference of
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0.27, would probably need between 150 to 200 schools, i.e., several thousand children.
Whilst such a trial would be expensive, it would be relatively cheap compared with the
cost of inappropriately implementing early and exclusive systematic phonics instruction
to all children in the UK in the Reception years, i.c., getting the national literacy policy

wrong.
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Section 3

Design bias
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Chapter 5: Design bias in randomized controlled trials

Introduction

The randomized controlled trial (RCT) is the most robust study design for assessing
effectiveness. Randomizationv eliminates selection bias and ensures that a study has
high internal validity, i.e., a high degree of causality can be inferred (Cook and
Campbell, 1979; Shadish et al, 2002) and so lack of randomization is associated with
bias (Begg and Berlin, 1988). This is because groups formed by randomization will, on
average, have similar characteristics, and therefore alternative explanations for the
results can be ruled out. Selection bias may occur in non-randomized controlled studies
because those participants receiving the intervention may be intrinsically different from

those participants in the control group and this can give potentially misleading results.

Systematic _review methods are particularly valuable when the field of inquiry contains
large numbers of relatively small, randomized trials. When examined on an individual
basis, small, randomized trials can give misleading results. This is because small
studies are less precise: they have relatively low statistical power to detect modest but
important differences in educationally significant outcomes. By using meta-analytical
methods similar trials can be pooled to enable the analyst to observe, as statistically

significant, worthwhile effects that individual trials may have missed.
Whilst meta-analysis can go some way towards addressing the problem of

underpowered trials, it will not produce a true estimate of effectiveness if the trials

contained within the analysis are methodologically flawed. Non-randomized studies,
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studies of poor quality (for example RCTs that fail to conceal allocation) and studies

with small sample sizes may result in exaggerated effect sizes (Lipsey et al, 1985).

Wilson and Lipsey (2001) examined a database of 319 meta-analyses of psychological,
behavioural and educational treatment research to investigate the extent of the variance
associated with study design. They found that the randomized designs yielded slightly
higher effect sizes, that higher quality studies tended to have smaller effect, sizes and

that larger sample sizes tended to yield smaller effects.

Quality assessment of studies included in a meta-analysis

Glass (1977) originally advocated the inclusion of all the available studies in a field in a
meta-analysis regardless of differential methodological quality of the studies. This was
criticised, and Glass et al (1981) subsequently stated that all the studies should be
included but that they should all be quality appraised. This was in order that any
interaction effect between study quality and effect size could be investigated. Slavin
(1984) subsequently claimed that investigation of this relationship was rarely evident in
meta-analysis and suggested that studies should be selected for inclusion in meta-

analyses based on an assessment of their methodological quality.

The CONSORT statement

Over the past decade methodologists working in the health field have developed a set of
guidelines that trialists should adhere to in order to ensure high quality reporting of
RCTs. These have been published as the CONSORT statement (Begg et al, 1996;
Altman ef al, 2001). The motivation for CONSORT was the poor quality of so many of
the RCTs that have been published in the healthcare field. Methodological reviews

have highlighted the weaknesses of many randomized controlled trials of healthcare
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interventions published in major medical journals (Altman and Dore, 1990; Moher et al,
1994; Schulz et al, 1995). Healthcare and educational trials face similar methodological

challenges and are likely to suffer from similar methodological flaws.

Part of the need to develop the CONSORT statement arose from the widespread use of
systematic review and meta-anélysis methods in healthcare research. Ideally, in a meta-
analysis, trials using similar methods need to be identified for the purposes of ‘pooling’
the results. In order to identify a sample of homogeneous trials the trial methods need
to be clearly and correctly described. As well as allowing the identification of similar
trials, CONSORT allows meta-analysts to exclude studies that are so methodologically

weak as to be potentially fatally flawed.

Whilst, arguably, trials are undertaken in healthcare research more often than in any
other field, the use of controlled trials in other areas has a longer history. Indeed,
agricultural trials pre-date healthcare trials by many years (Oakley, 2000). Similarly, in
educational research trials have been widely used for a long period of time (Oakley,
2000). The first book to clearly describe the statistical and methodological approach to
the design and analysis of randomized controlled trials was by Lindquist (1940) in the
context of educational research. This book preceded the first reports of healthcare trials
by several years. It is of interest that, in the preface to that book, Lindquist argued that
a motivation for the book was to introduce trial terminology to educational researchers
unencumbered by the jargon of ‘agricultural statistics’. Healthcare research was not

mentioned.

The quality of educational trials is likely to become of increasing importance if, and

when, educational policy-makers start to demand evidence for policy changes based on
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randomized data. Indeed, there are increasing calls from some educational researchers
to undertake high quality randomized trials (see, for example, the call in Hannon, 2000
for the UK Government-funded evaluation of the pilot scheme of the National Literacy
Strategy at Key Stage 3 to be tested using a randomized controlled trial; see also
Boruch, 1994; Oakley, 2000; Torgerson and Torgerson, 2001; Torgerson et al, 2003).
When trials are pooled in a xﬁeta—analysis it is important that the characteristics and

methods of the individual trials are clearly described (Torgerson, 2003).

Although the RCT should, in theory, eliminate selection bias, there are instances where
bias can and does occur. If there is bias within an RCT this will invalidate the design
and make the results no more reliable than an observational study. Indeed, a biased
RCT may be more damaging to evidenced-based policy-making than an observational
study, as the latter is acknowledged as having threats to its internal validity. Subsequent

interpretation is guided by this knowledge.

Randomization minimises or controls for biases when groups are selected into a trial
(Chalmers, 2001). If control groups are formed inappropriately this can introduce
systematic bias (Begg and Berlin, 1988). Some educational researchers have recognised
that randomization per se does not guard against all forms of bias (for example,
randomization does not by itself control for bias that can occur when outcomes are
assessed: observer bias) and have sought methodologies to improve the internal validity

of their trial design.
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Sources of bias in randomized controlled trials

The aim of this chapter is to discuss some of the sources of bias that can occur in
randomized trials in educational research, and to outline how these biases can be
minimised. The biases that Chapter 7 explores are dilution bias; detection or reporting

bias; design bias; attrition bias; subversion bias; and exclusion bias.

Dilution or performance bias

Dilution bias can occur because individual trials may allow ‘leakage’ of the intervention
to the control group, possibly when participants or their teachers or parents
differentially seek alternative treatments after randomization. For example, in the case
of a trial evaluating systematic phonics instruction to improve reading scores, it is
possible that the parents of children not allocated to the phonics intervention might
deliberately seek out the instruction elsewhere. This will have the effect of producing a
biased undg:r-estimate of treatment effect and increasing the possibility of a Type II
error: that is, erroneously concluding there is no difference, when in fact there is a
difference. This problem can be reduced by, if possible, blinding the teacher, parent and
participant to the intervention. In addition, or alternatively, the control intervention can
be made relatively more attractive than the intervention, and this may reduce the

problem.
Alternatively, dilution bias can occur if the intervention treatment is inadequately

delivered to all the children in the active group. This will dilute the observed effect of

the intervention.
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Trials ideally should report the methods for reducing the possible threat from this bias.
One approach to dealing with the problem of dilution effects is to use cluster or group
randomization. If pupils are randomized by class to different interventions this reduces
the risk of contamination to the control group. An example that is possibly unique in
education empirically tested the effects of leakage or contamination via a randomized
trial that allocated both at the cluster level and then, within the intervention group, also
allocated individual pupils. The intervention students received additional teacher praise
in mathematics and reading, while the control children received normal feedback. The
outcome measure was score on an academic self-concept scale. The intervention
resulted in higher scores on the self-concept scale for internal controls than external
controls, providing evidence of leakage of the intervention between control and

intervention pupils among the individually randomized pupils (Craven, 2001).

Detection or reporting bias

Detection, ;eporting or assessment bias occurs when researchers are more assiduous in
their reporting of events in one group compared with the other group. Reporting bias
can be minimised if reporting is undertaken ‘blind’ to treatment allocation (Cook and
Campbell, 1979), although this is not always possible. Alternatively, event reporting
can be ascertained from differential sources (e.g., participant and teacher and local
authority), which should minimise the risk of detection bias. Therefore, a good quality
trial should report that outcomes were either assessed blindly or were assessed in some

independent manner.

Design bias
The choice of a sample size of any trial is very often an arbitrary process. One of the

key issues in the use of a sample size calculation is the potential to minimise the
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chances of making a ‘Type II’ error. A Type II error occurs when there is a true
difference between the randomized groups; however, this difference is either not
statistically significant or is simply missed. The probability of a Type II error occurring
declines with increasing sample size: larger trials, other things being equal, are less

likely to experience a Type Il error than smaller studies.

Typically, we want to have a sample size that will have a low probability of missing an
educationally important difference. One of the key problems with respect to sample
size estimation is the definition of what difference is important. For the purposes of this
chapter it is proposed that a half a standard deviation difference (i.e., 0.5 effect size) is
the largest difference that we should power our trials to detect. The justification for this
is that an overview of quasi-experimental research in the educational and psychological
literature noted that most interventions had an effect size of 0.5 or smaller (Lipsey and
Wilson, 1993). Recent systematic reviews | have undertaken in the fields of
volunteering, spelling and ICT and literacy confirm that few trials show an effect that
exceeds 0.5 of a standard deviation (Torgerson et al, 2002; Torgerson and Elbourne,
2002; Torgerson and Zhu, 2003). Few commonly evaluated interventions give larger
educational effects. Similarly, if the outcome is a binary variable it is unlikely that any

intervention will lead to greater than a doubling or halving of effect.

The other issues that affect sample size are: power and significance. Traditionally
power is often set at 80%, with 5% significance. Therefore, as a minimum a RCT
should be powered to detect half a standardised difference between two groups, or a
halving or doubling of a dichotomous outcome. For continuous outcomes, using
individual randomization, detection of an effect size of half a standard deviation

between two groups at this power requires 126 participants. Therefore, ideally,
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educational trials with two groups should be designed to have at least this number of

participants.

Sample size also can act as a proxy for overall trial quality. Researchers who recognise
the importance of having large samples within their trials are usually the same
methodologists who recognise the importance of limiting bias within their trial. In a
methodological review of healthcare trials, Kjaergard and colleagues (2001) noted that
small trials tended to be of poorer quality than larger trials. It is likely that the same

will apply to educational trials.

Attrition bias

Most trials lose participants. Unless attrition is a random event, any amount of attrition
can lead to the possibility of selection bias because participants with different
characteristics may leave one arm of the study preferentially. This possibility is
minimised, but never eliminated, if attrition rates are similar between the arms of the
trial. Attrition bias is minimised if assiduous follow-up methods are applied to all
randomized participants. A robust report of a randomized trial should always describe
the attrition rate of its participants by allocated group, even if this is simply to state that
there has been no attrition. Trials with attrition should undertake a sensitivity analysis
of their results to see if these change when lost participants are included. This can be
done using a best- or worst-case scenario. For example, if an intervention is effective,
does it remain effective if those who are lost in the intervention group are assigned the
worst scores and those in the control group are assigned the best scores? If the results
remain positive and statistically significant then we can be confident that the results are

reliable.
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Subversion bias

Subversion bias is when researchers deliberately or unconsciously preferentially
allocate participants with certain characteristics to one of the treatment arms. Clearly, if
participémts are allocated into their groups other than in a random fashion, bias will
occur. Anecdotally, in healthcare, this practice has been relatively widespread (Schulz
et al, 1995; Schulz and Grimes, 2002). Moreover, the effects of subversion bias have
been demonstrated statistically. When the effect sizes of trials that contain measures to
prevent subversion are compared with studies that do not have such measures, the effect
sizes of the former are lower (Schulz et al, 1995). For instance, in trials where the
allocation sequence is made known to researchers in advance of randomization, the
effect sizes will tend to be exaggerated compared with trials where the allocation
sequence is concealed from the researcher until the moment the participant is
randomized (Schulz et al, 1995; Chalmers, 2001). Boruch (1997) reported an instance
of subversion within a criminal justice trial, with police officers apparently over-riding
random assignment in an evaluation of a domestic violence prevention programme.
Whilst I am unaware of any reports of subversion of allocation schedules in the
educational literature on trials, it is highly unlikely that educational trials are immune
from the problem. Therefore, randomization needs to be separated from the researcher
who is recruiting the participants. This can be achieved by using an independent
researcher to randomize the trial participants and/or by using a computer to generate the
randomization schedule. A hallmark of a good report of a trial is a description of
independent allocation, which is always possible and indicates that scrupulous

compliance with the design of the study.
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Exclusion bias

It is a feature of many studies to exclude participants after randomization. This occurs
for a number of reasons apart from attrition. For instance, some participants may not
have received the intervention. Including such participants in the main analysis will
result in dilution bias: thus, the effect of treatment will be underestimated.
Nevertheless, to exclude these participants will introduce another bias, because those
excluded are unlikely to be representative of the sample as a whole and their
counterparts in the control group will be retained in the analysis. Ideally, once
participants have been randomized they should be retained within the analysis to avoid

this bias: that is by intention to teach.

Discussion

This chapter has summarised some of the main biases that can affect the validity of
RCTs. Many, if not all, of these biases can be avoided through careful attention to the
design and execution of the RCT. Note it is important to emphasize, whilst all these
biases can and do occur in RCTs, they will also occur in other study designs (e.g., pre-

and post-test methods).
The next chapter, Chapter 6, undertakes a review assessing the prevalence of these

biases firstly within a general sample of educational trials, and then within a specific

sample of literacy trials.
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Chapter 6: Assessing the quality of randomized controlled trials in gducaﬁonal

research

Introduction

Researchers undertaking systématic reviews in healthcare have developed several
quality appraisal checklists (e.g., the Jadad scale, Jadad et al, 1996), most notably the
CONSORT statement (Begg et al, 1996; Altman, 2001). Measurement of study quality
is not necessarily an objective exercise. The use of any quality score can be fraught
with difficulty. For example, Juni and colleagues quality appraised 17 healthcare trials
with 25 different quality scales (Juni ez al, 1999). They found that for 12 scales the
effect sizes were the same when trials were rated as high or low quality. However, for
six scales, high quality trials showed little or no benefit of treatment compared with low
quality studies, whilst the remaining seven scales showed the opposite result. Thus,
quality assurance scales can give very different results depending on the items included
and the weights given to individual items. Even describing a study as being randomized
or not can be difficult to ascertain in some evaluations. For example, a phonological
awareness study by Hatcher and colleagues (1994) does not appear to be a randomized
controlled trial in the published paper. Therefore, if one relied solely on the published
paper, such a study would be assessed as a controlled study, not the more rigorous
randomized trial. However, the children in the study were actually allocated to their
treatment groups in a randomized fashion (Hatcher, personal communication, 2001).
Similarly a widely cited controlled trial comparing different approaches for the teaching
of phonics (Johnston and Watson, 2004) does not state in any of its published reports
how the children were allocated to their teaching groups. Only after correspondence

with the lead author was it established that the allocation procedure for the first of the
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two experiments was researcher decision, while in the second experimem matching was
followed by random allocation (Johnston, personal communication, 2005); thus the two

trials were respectively non-randomized and randomized.

Assessment of trial quality is important in order to allow the reviewer to make a
judgement about whether or not each trial is of sufficiently high quality to be included,
and to enable the readers of the systematic review to judge the quality of any included

trial.

The CONSORT statement

The CONSORT statement is a consensus statement originally developed by leading
health trial methodologists in 1996 (Begg, 1996) to help to improve the quality of
reporting of trials in healthcare research. In 2001 the CONSORT statement was revised
(Altman, 2001). It is not a quantitative scale. Rather it is a checklist and flow diagram
for trialists.on how to report their trials to enable reviewers to ascertain whether the
most important aspects of a trial design have been fulfilled. Lack of a scoring
mechanism may be seen as an advantage of the CONSORT approach as it allows the
reviewer more flexibility in the interpretation of a trial’s quality. The revised
CONSORT statement is a 22-item checklist, including items examining the quality of

reporting of the rationale, design, conduct, analysis and interpretation of RCTs.

Quality assessment criteria in educational research

Quality assessment criteria have been used previously in educational research and were
identified in the process of undertaking the searches for reviews to include in the tertiary
review (Item 2). The tertiary review identified three systematic reviews that undertook

methodological analyses of experimental research in two literacy areas: comprehension
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strategy instruction (Lysynchuk et al, 1989; Ridgeway et al, 1993) and phonological
awareness training (Troia, 1999). However, these reviews were not included in the
tertiary review because they were methodological reviews, and did not contain pooled
effect sizes. The two reviews in comprehension strategy instruction are briefly
described, and the third review in phonological awareness training provides the
justification for, and the basis of the development of, the criteria that are used in the

methodological analyses in Chapter 7.

Comprehension strategy instruction (Lysynchuk et al, 1989)

Lysynchuk et al (1989) evaluated the reading comprehension instructional studies
according to a broad range of criteria based on generally accepted standards of internal
and external validity (Campbell and Stanley, 1966). Thirty-seven studies were critically
evaluated in the paper using 24 internal validity criteria and 6 external validity criteria.
The authors concluded that, in terms of internal validity criteria, although many of the
studies had. important strengths, many also had serious weaknesses. The authors
identified a number of confounding variables in the 37 studies which could have been
avoided by better-designed studies. The confounders included: lack of random
assignment to experimental or control conditions; Hawthorne effects (Campbell and
Stanley, 1966); lack of control group exposure to the same training materials as the
experimental group; lack of information about the amount of time experimental and
control subjects spent on dependent variable tasks; and use of inappropriate unit of
analysis. In terms of external validity criteria, the authors concluded that the majority of
the studies met these criteria. However, they also noted that most of the studies did not
assess long-term effects or transfer of the strategy instruction. Finally, the Lysynchuk et

al (1989) noted that some of the most seriously methodologically flawed studies have
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subsequently been very influential in both theory and practice, for example, including

reading strategy instruction ‘as a prominent component’ in basal reading series.

Comprehension strategy instruction (Ridgeway et al, 1993)

Ridgeway et al (1993) re-analysed 98 studies included in a review conducted by
Alvermann and Moore (1991) on secondary reading practices (teaching and learning
strategies), in order to examine the methodological quality of the policy and practice
research base. They used the internal and external validity criteria developed by
Lysynchuk et al (1989), in turn developed from Cook and Campbell (1979). Again, the
authors concluded that the research base included instances of methodological strengths
and weaknesses. The main weaknesses highlighted occurred in the data collection

processes (choice of materials, training of subjects and measurement issues); and in the

data assumptions in the statistical analyses.

Phonologicql awareness training (Troia, 1999)

Troia examined the methodological quality of 39 studies of phonological awareness
interventions. In this review the author developed a set of quality criteria in order to
judge the quality of the included randomized and controlled trials. These criteria were
later adopted by another review that was included in Item 2 of the portfolio, the tertiary
review (Ehri et al, 2001a). The internal validity criteria included design characteristics
and statistical analysis; the external validity criteria included generalization issues.
Again the most serious design flaw was deemed to be non-random assignment to
experimental or control groups. Other confounders highlighted included failure to

control for Hawthorne effects and inadequate sample sizes.
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Two of these methodological reviews concluded that the most serious threat to the
validity of the reviews was lack of random assignment, following Cook and Campbell
(1979) (Lysynchuk ef al, 1989, p. 462; Troia, 1999, p.48). The reason for this is that
random/assignment is the only design feature that can control for all selection biases,
except chance bias (Cook and Campbell, 1979; Shadish er al, 2002). Therefore the
methodological ‘work undertaken in the remainder of this chapter focuses solely on

important design features of randomized controlled trials.

Methods

It was decided to critically examine one of the three quality appraisal sets of criteria that
had been developed in literacy research. Troia’s was selected because it was the most
recent. Rather than adopting Troia’s tool uncritically for quality assessment of
educational trials in general, it was deemed to be important to compare the
characteristics of this tool with another tool in order to test the validity of the

instrument.

One of the aims of this chapter, therefore, is to take elements of good practice and apply
them to a selection of RCTs: the trials that both Troia and I agree are randomized

controlled trials.

Description of quality tools
The two quality criteria to be compared are those used by Troia (1999) and an amended
version of the CONSORT statement. Both will be applied to a sample of RCTs. The

sample of RCTs is taken from Troia’s (1999) systematic review.
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The Troia quality criteria

Troia developed his quality assurance criteria by scoring each dimension of quality on a
three-point scale, with higher scores indicating lower quality. In Table 6.1 I summarise
Troia’s duality criteria and comment on each criterion. Apart from Troia’s first and last
validity criteria (random allocation and equivalent mortality rates) all other criteria are
not essential in order for a trial to be internally valid. In addition Troia gave arbitrary
weights to his criteria. One problem with giving weights to criteria is that a study can
have some fatal flaws in terms of its internal validity but yet score quite highly because
it fulfils all the other criteria, thus giving a potentially misleading impression of trial

quality.

Table 6.1: Troia’s study quality criteria relating to internal validity

Troia’s validity criterion Troia’s My comment(s)
weighting
Random Assignment 3 Most important internal validity criterion.
Control group received alternative 3 Not necessary to achieve internal validity if the
intervention to control for comparison is against standard practice.
Hawthorne effect
Exposure to similar materials for 1 As above, not necessary for internal validity.
control group
Counterbalancing of teachers 2 This is necessary, although a single instructor could

introduce bias if he/she had conscious or
unconscious preference for one treatment. To avoid
this, multiple instructors teaching each condition

are required.

Treatment explicitly described 2 Not an internal validity requirement; is a
requirement for replication and implementation of
intervention.

Criterion based intervention 1 Not necessary for internal validity.

Equivalent instructional time 3 Depends on the study question; not necessary if

comparing an intervention that requires a different

length of instruction against ‘standard practice’.
Equivalent mortality rates 1 Very important for internal validity; differential

mortality or attrition rates can lead to bias.

Some of Troia’s choices of quality criteria and the weights given are inconsistent with
the views of other trial methodologists (e.g. Begg et al, 1996). For example, Troia
allocated a weighting of 3 (fatal flaw) if the control group had not received the same

instructional time. If the study is a pragmatic trial (Schwartz and Lellouch, 1967;
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Torgerson and Torgerson, 2001) then requiring the control group to have exactly the
same instructional time may be unnecessary. The design of a pragmatic trial mimics
‘real life’ classroom conditions as closely as possible. Therefore, a novel intervention
may be ’longer or shorter than the standard practice it seeks to replace. Attempting to
‘artificially’ increase or shorten the length of standard teaching to ensure equivalent
length of teaching ensures thét the results of the novel teaching method are only
superior or inferior when compared with a teaching practice that is not standard
practice. In other words the trial is evaluating at least one ‘artificially’ contrived
treatment condition, which would not be used in a typical teaching situation. Results
from such a trial, therefore, may not be very relevant to practical teaching. It is far
better to adopt standard practice as the control and accept this even if this is longer or

shorter than the intervention.

Troia also identified some cluster trials, where pupils had been randomized in groups
(e.g., by class); however, he categorised these as quasi-experimental studies, not as
randomized trials. In principle, a cluster trial is as rigorous as an individually
randomized study and should be classed as such. As long as there are sufficient
numbers of clusters within a cluster trial to enable any differences between clusters to
be balanced out through randomization, then randomizing by cluster will produce

equivalent groups (Ukoumunne et al, 1998).

Attrition rates
Attrition, that is loss of children before follow-up, is a fact of life in many trials.
Attrition is a problem in two respects. It can lead to selection bias and threaten the

internal validity of the trial. It also reduces the power of the study. Troia recognised
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the importance of attrition, but only penalised studies with diﬂerential attrition by a

weighting of 1.

Intention to teach analysis

Once a fair randomization has occurred it is still possible for there to be bias within the
trial if all those who are randomized are not included in the analysis of the groups to
which they were originally assigned. A common but inappropriate analytical technique
is the process of ‘on treatment analysis’ where children who do not receive the full
intervention package are excluded from the study. Another popular inappropriate
analytical strategy is to exclude children from the analysis if their pre- or post-test
values are perceived to be ‘extreme’. For example, authors of one of the studies
identified by Troia excluded a pupil from their analysis because the pupil’s change
score was too great (Hatcher er al, 1994). Troia only partly addressed the issue of
intention to teach analysis by penalising non-equivalent mortality rates by giving it the

lowest weighting of 1.

Active treatment analysis or the exclusion of outliers can be justified as a post hoc
exploratory or sensitivity analysis. If the results of the study do not fundamentally
change using these other analytical techniques, then one can be more confident of the
results. However, if there is a change in the results, particularly in the direction of

effect, then this is a marker for the need to replicate the study.

Allocation concealment
Allocation concealment prevents ‘subversion bias’. The extent of this bias has been
well documented in the area of healthcare research and Boruch has noted an occurrence

in criminal justice (1997). Troia, however, did not consider this issue at all in his
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quality criteria. It is likely that educational trials are as susceptible to subversion effects
as health and criminal justice studies. It is, therefore, essential that random allocation is

concealed and undertaken by an independent person.

Blinded assessment of outcome

Ascertainment bias occurs when the researcher who collates the outcomes of an
experiment either consciously or subconsciously selects better outcomes for students in
the experimental group compared with the control arm. This has long been recognised
as a serious bias in research (Cook and Campbell, 1979; Chalmers, 2001). A way of
avoiding this form of bias is to have ‘blinded’ assessment of outcome: the person
administering and marking the final post-test is composition of the intervention and
control groups. If the researcher is not blinded s/he may inadvertently preferentially
give higher scores to children who have been allocated to the novel intervention. Troia

did not include blinded assessment in his quality criteria.

Non-internal validity criteria
Whilst internal criteria are the most important aspects of trial design, as described in

Table 7.1, other important aspects need to be considered when designing a study.

Sample size

In the field of education most experimental innovations yield small to moderate positive
effects (Kulik and Kulik, 1989). Therefore, researchers seeking statistical significance
must use large sample sizes. Small or underpowered trials are wasteful of research

resources. Moreover, they can lead to the wrong conclusions.
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Troia, whilst recognising the importance of minimising the probability of a Type II
error, weighted it relatively minimally (i.e., 1 point). He argued for a minimum sample
size of only 10 per group, which would have a very low probability of being able to
detect a difference of half a standard deviation between the two groups. Indeed, such a
sample size of 20 in a two-group comparison would have a low probability of detecting
1 standard deviation between tWo groups, which requires a group size of at least 16 per

group (i.e., 32 in a comparison between two groups).

Confidence intervals

No trial of phonological awareness instruction identified by Troia reported confidence
intervals in its results section. The point estimate of effect from any trial is bounded by
uncertainty. For instance, a large effect can be statistically non-significant because the
sample size is too small. One way of representing the boundaries of uncertainty around

the point estimate of effect is to use confidence intervals (usually 95%).

In summary, Troia either did not conmsider, or allocated low weightings to, three
important factors, each of which can be a fatal flaw and result in a trial producing a
biased answer. These were: allocation concealment; blinded assessment of outcome;

and intention to teach analysis.

Modified CONSORT criteria

The methodological strengths or weaknesses of the phonological awareness instruction
trials were re-assessed using some additional criteria from the CONSORT statement.
These included concealed allocation and blinded outcome assessment, both of which

were missing from the original Troia criteria.
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Concealed Allocation

The unpredictability of random assignment is one of its key features and should not be
compromised by allowing the researcher who is undertaking the randomization
procedufe foreknowledge of the next allocation (Schulz and Grimes, 2002). Cook and
Campbell (1979) have observed that ‘random allocation’ is less likely to be random
when people who do not underétand the importance of random allocation undertake the

randomization.

Random allocation must be made as unpredictable as possible for the researcher who is
allocating the trial participant. Therefore, one hallmark of a good trial is attempting as
far as possible to conceal the random allocation. Whilst concealed allocation is very

important, Troia did not consider this issue at all in his quality assessment.

Results: re-assessment of the phonological awareness trials

In Table 6.2, results of this re-assessment of the RCTs identified by Troia are presented.
It was impossible to tell from the reports of one of these trials (Wise and Olson, 1995)
whether or not they did in fact use random allocation to experimental and control
groups; therefore this paper was excluded from the analysis. In addition, one of the
studies was not in fact a trial (O’Connor et al, 1995). The intervention children were
‘low skilled’ and the control children were ‘high skilled’, therefore, this paper was also
excluded from the analysis. Troia also identified two papers that had reported
randomization by cluster. Kozminsky and Kozminsky (1995) claimed that their trial
was an RCT but it was in fact an observational study as there were only two clusters.
Troia quite properly labelled this study as a non-randomized trial. In contrast, however,

Lie (1991) reported a 3-arm cluster trial where schools were randomized to the
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intervention. Troia claimed, inaccurately, that this was not a RCT. However, in Table

6.2, the assessment is confined to all the studies both Troia and I agree are RCTs.
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Table 6.2 presents an analysis of the remaining 18 individually randomized trials. It
focuses on a number of serious threats to internal and external validity. It also assesses
whether or not for each trial there was a high risk of a Type II error, i.c., having

insufficient numbers to detect an educationally important difference.

As Table 6.2 shows, none of the 18 studies reported the method of random allocation
and only four appeared to use intention to teach analysis. Both of these shortcomings,

as described previously, are serious threats to internal validity.

In terms of avoiding a Type II error, again all of the studies had flaws. No study
reported the underlying justification for choosing the sample size and only one trial had
sufficient power to measure at least half of one standard deviation (126) (Byrne and
Fielding-Barnsley, 1991). This trial had a sample size of 126. Due to attrition rates, the
two follow-up studies were slightly underpowered (Byrne and Fielding-Barnsley, 1993,
1995). In addition, five of the trials did not have a sufficiently large sample size to
detect one standardised difference between the groups (i.e. for 80% at a 5% significance

level two groups of 16 pupils need to be compared).

Whilst the Troia (1999) and the subsequent National Reading Panel review (Ehri ef al,
2001a) present some evidence that phonological awareness training could have a
positive effect on reading acquisition skills, all of the trials have some methodological
flaws. Pooling or meta-analysing large numbers of poor quality trials does not provide
any more robust evidence than only one or two weak trials. Indeed, large numbers of
weak trials can give spurious estimates of confidence in the results if they all contain

inherent biases, which point to the same flawed estimate of effect.
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In the preceding section some of the key issues with respect to ‘the quality of
randomized trials in educational research have been highlighted. A re-appraisal of the
quality criteria developed by an educational researcher has shown that in the field of
phonoloéical awareness instruction the criteria are insufficient to judge the quality of
the RCTs for major methodological flaws. In the next section a methodological study
evaluating the quality of a widér sample of educational trials published since 1990 is

described.

A methodological evaluation of education trials'

In this methodological evaluation it was decided to apply a simple set of methodological
criteria to a sample of educational trials. The analysis of trials evaluating the
effectiveness of phonological awareness instruction suggests that in this field the quality
of trials is weak. The extent to which this applies to a wider range of educational trials
is unknown. ‘To ascertain whether or not similar problems affect educational trials more
widely, a quality assessment of a different sample of trials was required. The aims of
this piece of methodological work, therefore, were to describe the characteristics of
educational trials, and to assess whether or not the quality of the trials improved over

time.

Identifying a sample of educational trials
Two approaches were used to identify educational RCTs. Studies identified through
completed systematic reviews that I have undertaken recently were included (Torgerson

and Elbourne, 2002; Torgerson et al, 2002; Torgerson et al, 2003; Torgerson and Zhu,

' This section of the item has been published as part of a combined paper: Torgerson C.J., Torgerson
D.J., Birks Y.F., Porthouse J. A Comparison of the Quality of Randomised Controlled Trials in Education
and Health, British Educational Research Journal, 2005: in press. See Appendix B.
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2003). To obtain a wider variety of trials, these were supplemented by trials identified
through hand searches of key educational journals. Twenty references from the
following hand searched journals were included: The British Journal of Educational
Psycholbgy (10 references); Educational Research (3 references); Journal of Research
in Science Teaching (7 references). To prevent a single journal dominating the dataset,

only one article from the same journal in any year was included.

After piloting data extraction from a convenience sample of trials, it was decided that
the following five markers of trial analysis, methodology and reporting quality would be
sought: concealed randomization; sample size justification; adequate sample size;

‘blinded’ follow up; use of confidence intervals.

Results

Eighty-four education trials published in 43 different journals were identified. Table
6.3 presents the characteristics of the identified trials. 15 (17.9%) of the 84 trials were
cluster-randomized trials, and the remaining 69 were individually randomized trials.
Six (7.1%) of the trials used a dichotomous outcome; the remaining 78 used a

continuous outcome.

No trial described its method of randomization, or gave a rationale for the choice of
sample size. Only one trial used confidence intervals to describe the uncertainty around
the observed effect size. A minority of trials were either adequately powered or

reported that they had used blinded follow-up.
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Table 6.3: Prevalence of methodological characteristics in a sample of trials

Characteristics Trials
(n=84)
Rationale for sample size 0
Allocation concealment 0
Blinded follow-up 12 (14.3%)
Use of confidence intervals 1 (1.2%)
Adequately powered 13 (15.5%)

To assess whether there was any association between the reporting quality of a trial and
publication date, I correlated the mean number of reported items by year of publication.

There appeared to be a decline in quality (-0.21, p=0.06) of trials published over time.

In table 6.4, the relationship between year of publication and the presence/absence of
the quality criteria is explored. Trials show a significant decline in the numbers of trials
reporting blinded follow-up and a tendency for trials to decline in statistical power. For
two of the quality criteria (concealed allocation and sample size justification) it was not
possible to look at changes over time as no study reported these. In addition, only one

study reported confidence intervals (Cls).

Table 6.4: Increased odds of characteristic per year

Characteristics Trials
(n=84)
Blinded follow-up 0.76
(0.61 to 0.94)
p=0.013
Adequately powered 0.95
(0.80to 1.13)
p=0.56
NB An odds ratio of less than 1.0 indicates a decreased reporting of that quality characteristic.

It is interesting to note that, among these educational trials, a significant reduction in the
use of blinded follow-up occurred with time. Blinding or masking assessors is
important because this avoids reporting or ascertainment bias and has been a hallmark

of good trial design for many years (Cook and Campbell, 1979).
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Very few educational trials met the pre-specified sample size. Sample size is an
important consideration when designing a study. Small trials can and will miss
important effects. Whilst meta-analysis can and does go some way to addressing the
problem)of small sample sizes by pooling similar trials, this is an imperfect solution for
a number of reasons. One important problem with small trials is that those which
produce, by chance, a negative ’or null result, are less likely to be published than those
which report a positive result (see Chapter 2 on publication bias). This in turn will bias
the results of a meta-analysis by either overestimating a positive effect or, worse,
erroneously concluding that an intervention has a positive effect when in truth it does
not. Larger trials on the other hand, whatever their results, are more likely to be
published. They are also more likely to give an estimate that is closest to the ‘correct’
answer than smaller studies. The finding that 85% of a sample of educational trials did
not have adequate power to show a result as being statistically significant (albeit at the

arbitrary 5% value) is a cause for concern.

It is important to take into consideration that, apart from sample size and the use of
confidence intervals, the other markers of trial quality are dependent on the authors’
reporting. It is possible that, in some trials, important aspects of trial quality such as
blinded outcome assessment were undertaken but were not reported by the authors.
This problem of under-reporting of trial quality could be addressed by editors of
educational journals developing a similar checklist to the CONSORT statement to
quality assure the publication of educational trials. This would not only help those who
review trials in education but also act as an incentive for future educational trials to be

more rigorously designed and executed.
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Conclusions

In this chapter I have described the design aspects of rigorously designed trials. I have
undertaken two distinct pieces of methodological work. First, I have critiqued the
quality criteria developed by an educational researcher and later adopted by the
alphabetics subgroup of the Nafional Reading Panel (Ehri ef al, 2001a) for their meta-
analysis of studies evaluating phonemic awareness instruction. I have shown that these
criteria are insufficient and that, when modified criteria based upon the CONSORT
statement are applied to trials in phonologicai awareness training, these show that many
of those trials are methodologically weak. I have then gone on to apply a subset of
these CONSORT criteria to a sample of 84 trials sampled from the educational literature
over a 12-year period. I have shown that these trials like those in the field of
phonological awareness instruction are methodologically weak. I have also shown that

there has been a decline in methodological rigour over the time period.

In the next chapter a detailed exploration of whether the design characteristics of the

trials are associated with the effects of the intervention will be undertaken.
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Chapter 7: The relationship between trial design and its outcome; and an

exploratory meta-regression of the effects of characteristics of trials on effect size"!
Introduction

In the previous two chapters the importance of trial design was discussed, and the
variable quality of randomized controlled trials within the fields of educational research
generally and literacy learning in particular was demonstrated. Trial design quality has
been shown to be associated with outcomes in many methodological reviews in
healthcare. The seminal work in the field was probably by Schulz and colleagues
(1995). The issue, however, has been revisited on many occasions with Kjaergard
(2000) noting that the relationship between effect size and sample size could be
explained by the fact that trials with small sample sizes tend to be of lower quality than
trials with large sample sizes. When differences in quality are taken into account, the

relationship between effect size and sample size tends to disappear.

In the field of social science research, Wilson and Lipsey (2001) found that higher
quality studies tended to have smaller effect sizes, and that larger sample sizes tended to

yield smaller effects.

In the area of literacy research no similar methodological work has been undertaken in a
systematic fashion. The aim of this chapter, therefore, is to explore the relationship
between the quality of a sample of trials identified in the field of literacy learning and

their reported outcomes.

' A slightly revised version of this chapter has been submitted to Scientific Studies in Reading
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Methods

This methodological component of the item uses data from the sample of trials
identiﬁéd as part of the tertiary review (Item 2). In the tertiary review 14 systematic
reviews undertaken in the field of children’s literacy learning between 1983 and 2003
were identified that included at' least one randomized controlled trial. In seven of these
reviews it was possible to identify the individual randomized trials; therefore these
seven reviews provide the source of the individual trials for the analysis reported in this

chapter.

Key items of data quality were extracted and tabulated from the seven reviews.
Because of the experience of reviewing trials outlined in the previous section, it was
decided not to identify and extract some items associated with trial quality. One of the
more notable quality items excluded was the method of random allocation. It was not
possible to identify in any of the 84 general educational trials or the 18 trials in Troia’s
(1999) review (analysed in Chapter 6) any detail of whether or not the allocation was
concealed. Therefore, it was assumed that the same would be true of the literacy trials.
Indeed, whilst data were being extracted from the studies in literacy research, no
description of concealed allocation was noted. Similarly, only one trial from these two
earlier samples was identified which used confidence intervals, and therefore these were
also not sought. It was decided that the methodological items of the trials that were
likely to be identifiable and have some prevalence were: sample size, unit of allocation
(i.e., individual or cluster), whether or not follow-up was ‘blind’, whether or not

intention to teach (ITT) analysis had been used, and the attrition rate.
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In addition, only one effect size for each trial was extracted. A judgement was made
with regard to the most important educational outcome for each aspect of literacy that
was to be extracted prior to examining the effect sizes in each study. For phonemic
awareness this was reading (word recognition) followed by phonemic awareness; for
reading this was comprehension followed by reading level or grade; for writing this was
holistic score or quality of wﬁting; and for spelling this was spelling test or inventory.
If an aggregate effect size had been calculated this was used, and in the case that none
of the preceding effect sizes was available for an individual trial, the first available
effect size was used. Many of these aspects of coding had been already data extracted
by the authors of the systematic reviews. However, in all cases the original trial report
was obtained and any relevant data were extracted from that. Effect sizes were not re-
calculated: in all cases an effect size (as described above) that had been calculated by

the original reviewer was selected.

In this chapter I will examine the characteristics of trials that might affect the outcome

of the study. The hypotheses to be tested in this chapter are:

(1) Cluster trials will produce effect sizes that are larger than individually
randomized trials due to lack of contamination of the control group;

2) Trials reporting blinded administration of follow-up measures will report
smaller effect sizes than trials that do not report this (this is because blinding
reduces the possibility of ascertainment bias);

(3)  Trials with high drop-out, or attrition, rates will produce, on average, higher
effect sizes due to bias;

4) Trials that use intention to teach will have smaller effect sizes than those that

do not;
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(5)  Unpublished trials will have a smaller effect size than published studies.

Statistical issues

To explbre the relationship between trial characteristics and effect size I first undertook
simple descriptive statistics comparing the mean effect size using weighted ordinary
least squares regression. It isvnecessary to weight the different studies because each
study has a different sample size and therefore those studies with the largest sample size
should have the greatest weight in the analysis. To undertake a multivariate analysis I
have extended this approach by including all the variables in the analysis. For the
weighting factor I used the sample size of the study. Because cluster trials need to be
treated differently with respect to sample size I estimated an intra-cluster correlation
coefficient from a recent RCT of ICT and spelling (Brooks et al, 2005) which was 0.45.
I then applied this to the formula: 1+(m-1) x ICC, where m is the average size of the
cluster. This allowed me to calculate an effective sample size after adjusting for the

clustering effects.
Results

Seven systematic reviews identified in the tertiary review allowed for the identification
of individual randomized controlled trials (Bus and van IJzendoorn, 1999; Ehri ef al,
2001b; Gersten and Baker, 2001; Mathes and Fuchs, 1994; Torgerson and Elbourne,
2002; Torgerson et al, 2002; Torgerson and Zhu, 2003) and were included for the
purposes of the methodological work described in this chapter. A total of 56
randomized controlled trials were included in these seven systematic reviews. A
number of trials appeared in more than one systematic review. After de-duplication the

numbers of trials identified from each of the reviews was as follows (Table 7.1).
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Table 7.1: Included trials

Author (date) No. of RCTs

identified
Bus and van 1Jzendoorn (1999) 14
Ehri et al (2001b) 12
Gersten'and Baker (2001) 3
Mathes and Fuchs (1994) 3
Torgerson and Elbourne (2002) 6
Torgerson and Zhu (2003) i1
Torgerson et al (2002) ' 7
Total 56

It should be noted in passing that in several cases a study coded as a ‘randomized trial’
in the original meta-analysis was excluded from my analysis if, on examination of the
original paper, it was discovered that the effect size had not been derived from a
randomized comparison. As well as the threat to their validity from publication bias
(i.e., not including relevant trials), the conclusions of systematic reviews may also be
threatened by the inclusion of inappropriate studies. As noted previously, the RCT is
the ‘gold-standard’ method for deriving causal inferences. During the process of
undertaking systematic reviews in literacy research I have noted on many occasions that
it can be difficult to determine whether or not a study actually is a RCT or a controlled
trial. This was discussed to some extent in Item 1 of this portfolio. All the non-
randomized trials which previous reviewers had included inappropriately, but which I

excluded, are listed below.

Mathes and Fuchs (1994) undertook a systematic review of the efficacy of peer tutoring
in reading with ‘students with mild disabilities’. As part of their exhaustive search for
potentially relevant studies, the authors contacted researchers known to have been
involved in peer tutoring research to ask them for any unpublished reports or
manuscripts that could be relevant to the review. A total of 11 studies were included in
the review (Table 3, pp.68-9). The pooled effect size across all studies was 0.36

(p<0.01), which is an educationally and statistically significant result. The authors
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concluded that ‘peer tutoring in reading with students with mild disabilities can be
effective’ (p.76). The students with mild disabilities generally made greater progress in
reading if they participated in peer tutoring reading interventions than control students
who paﬁicipated in typical teacher-directed reading instruction (without researcher
direction), although the authors noted that the effect sizes were very variable and could

have depended on the quality of the interventions being implemented.

This review included 11 experimental studies. It seems from Table 3 (pp.68-9) that
nine of these trials used random allocation to intervention or control group (Carlton et
al, 1985; McCracken, 1979; Russell and Ford, 1983; Scruggs and Osguthorpe, 1986,
Experiment 1; Simmons, 1994; Simmons, 1995; Sindelar, 1982; Top and Osguthorpe,
1985; Top and Osguthorpe, 1987), and two of the studies used ‘matching’ without
randomization and were, therefore, quasi-experiments (Lamport, 1982; Scruggs and
Osguthorpe, 1986, Experiment 2). However, scrutiny of the original papers reveals that

four of the other nine trials are not actually randomized controlled trials:

e Simmons (1995) did include a randomized trial, but the effect size reported in
the meta-analysis had been calculated from a non-randomized comparison.

e Mathes and Fuchs (1994) described a second trial (Scruggs and Osguthorpe,
1986) thus: ‘subjects randomly assigned to groups’ (p.68). However, scrutiny of
the original paper reveals that the pupils were selected for experimental or
control groups by the participating teachers (p.188).

e A third trial (Top and Osguthorpe, 1987) was excluded because it employed a
mixture of cluster and individual randomization and did not adjust for this in the

analysis.
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e A fourth trial (McCracken, 1979) described allocation thus: ‘classes randomly
assigned to treatment groups’ (p.68). However, allocation is not described in the
original paper and it is not evident from the paper that this study is actually a

randomized controlled trial.

A fifth trial in the Mathes aﬁd Fuchs (1994) meta-analysis was excluded because
assignment to treatment or control groups was not randomized (Simmons, 1994).
Within the intervention group of 23 teachers, assignment to one of four peer tutoring
conditions was random, but the remaining eight teachers assigned to the control
condition (normal practice) had not been randomized. One trial retrieved from the Ehri
et al (2001b) review was excluded due to huge attrition (Mantzicopoulos e al, 1992).
The problems with this trial have been discussed in detail in Chapter 4. One trial
described as randomized in the Bus and van LJzendoorn (1999) review was excluded
because the method of allocation was not stated in the paper (Content ef al, 1982), and

therefore I could not be sure that this was in fact a randomized controlled trial.

One further trial was excluded because the original paper was unobtainable (Top and

Osguthorpe, 1985).

The reviews were de-duplicated in a hierarchical progression, starting from the top of
the table and working downwards. Therefore trials already retrieved from one
systematic review higher up the table may also be present in a review further down the
table. For example, four trials identified in Torgerson and Elbourne (2002) were also
present in Torgerson and Zhu (2003). The number identified refers to the number of
studies (RCTs), not the number of reports or articles, i.e., more than one trial was

present in a number of articles or reports.
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Table 7.2 shows the following characteristics of the 56 included trials: sample size, unit

of allocation (i.e. individual or cluster), whether or not follow-up was blind, and the

attrition rate.

Table 7.2: Characteristics of the 56 included trials

Cluster

Study reference Sample Blinded Total drop Published? Effect

size (number of follow- out rates size, as

clusters) or up? (number) reported
individual by
reviewers

Baker et al (2000) 127 Ind. Y 43 Y 0.30
Ball (1997) 27 Ind. NS 0 Y 0.65
Ball and Blachman 60 Ind. NS 1 Y 0.72
(1991)
Berninger et al 24 Ind. NS 0 Y -0.05
(1998), Study 1
Berninger et al 24 Ind. NS 0 Y 0.32
(1998), Study 2
Brown and Felton 47 Clust. (6) NS 6 Y 0.48
(1990) Effective

sample

size: 11
Byrne and Fielding- 128 Ind. NS 2 Y 1.76
Bamsley (1991)
Byrne and Fielding- 120 Ind. NS 5 Y 0.32
Barnsley (1995)
Carlton et al (1985) 136 Clust. (12) NS 0 Y 0.38

, Effective

sample

size; 25
Cunningham 28 Ind. NS 0 Y 0.48
(1990)
De La Paz and 21 Ind. NS 0 Y 0.65
Graham (1997)
Elliott et al (2000) 140 Clust. (6) NS 0 Y -0.08

Effective

sample

size: 13
Fox and Routh 40 Ind. NS 0 Y 0.20
(1976)
Fox and Routh 21 Ind. NS 0 Y 1.19
(1984)
Gittelman and 61 Ind. NS 5 Y 0.53
Feingold (1983)
Golden (1990 31 Ind. NS 1 Y 0.12
Greaney et al 36 Ind. Y 0 Y 0.37
(1997)
Haskell er al (1992) 24 Ind. NS 0 Y 0.14
Hatcher et al 64 Ind. Y 1 Y 0.19
(1994)
Heise et al (1991) 55 Ind. NS 0 Y 0.49
Hohn et al (1983) 16 Ind. NS 0 Y 0.00
Jaben (1983) 49 Ind. NS 0 Y 1.38
Jaben (1987) 50 Ind. NS 0 Y 1.38
Jinkerson and 20 Ind. NS 0 Y 0.02
Baggett (1993)
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Jones (1994) 20 Ind. NS 0 Y 1.25
Leach and Siddall 20 Ind. NS 0 Y 1.99
(1990)
Lee (1980) 70 Ind. NS 0 Y 0.06
Lin et al (1991), 48 Ind. NS 0 Y -0.165
Study 1
Lin et al (1991), 45 Ind. NS 0 Y -0.45
Study 2
Loenen (1989) 81 Ind. NS 0 Y -0.36
Lovett et al (1989) 121 Ind. NS 0 Y 0.07
(first battery
: of tests)

Lovett and 28 Ind. NS NS Y 0.49
Steinbach (1997)
Lovett et al (1990) 36 Ind. NS NS Y 0.16
Lovett et al (2000) 37 Ind. NS 0 Y 0.6
MacArthur et al 44 Ind. Y 0 Y 0.35
(1990)
Martinussen and 26 Ind. NS 2 Y 0.62
Kirby (1998)
Matthew (1996) 74 Ind. NS 0 Y -0.32
McClurg and 35 Ind. NS 0 Y 1.15
Kasakow (1989)
Mitchell and Fox 72 Ind. Y 0 Y -0.60
(2001)
Morris et al (1990) 60 Ind. NS 0 Y 0.69
O’Connor et al 21 Ind. NS 0 Y 0.88
(1993)
Reinking and 60 Ind. NS 0 Y 0.168
Rickman (1990)
Rimm-Kaufman et 42 Ind. Y 0 Y 0.43
al (1999)
Russell and Ford 32 Ind. NS 0 Y 0.75
(1983)_
Sindelair (1982) 29 Clust. (9) NS 0 Y 0.07

Effective

sample

size: 15
Swanson and 60 Ind. NS NS Y -0.267
Trahan (1992),
Study 1
Swanson and 60 Ind. NS NS Y 0.639
Trahan (1992),
Study 2
Torgesen et al 90 Ind. NS NS Y 0.33
(1999)
Umbach et al 31 Ind. NS 0 Y 1.08
(1989)
Vadasy et al (1997) 40 Ind. NS 0 Y 0.21
Vellutino and 30 Ind. NS 0 Y 0.79
Scanlon (1987)
Watson (1988) 16 Ind. Y 0 Y 0.007
Weiner (1994) 36 Ind. NS 0 Y 0.24
Weiss et al (1988) 17 Ind. NS 1 N -0.13
Whitehurst et al 207 Clust. (15) Y 40 Y 0.79
(1994) Effective

sample

size: 30
Zhang et al (1995) 22 Ind. NS 0 Y 2.74

NS = not stated
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It was not possible to test whether there was a relationship between publication status
and effect size because only one ‘unpublished’ study was included in the dataset (Weiss
et al, 1988). Similarly, it was not possible to look at intention to teach analysis because
only orie study reported attrition and kept participants in their original groups (Torgesen

et al, 1999). Therefore, only three of the five hypotheses could be tested.

Cluster trials versus individually randomized studies.

In table 7.3 I compare the effect sizes in the 5 cluster trials with the 51 individually
randomized studies. As the table shows, the cluster trials tended to have on average a
smaller effect size than that of individually randomized trials. The difference (0.15),

however, was not statistically significant (95% CI of difference = -0.42 to 0.72, p=0.60).

Table 7.3: Comparison of mean effect sizes between cluster and individually
randomized trials.

Type of trial N Mean effect size, Std. Deviation
as reported by
' reviewers
Individual trial 51 0.48 0.63
Cluster trial 5 0.33 0.34

Blinded versus unblinded follow-up

Eight trials reported that the post-tests were performed ‘blind’ to the group allocation.
The average effect size was smaller in those trials compared with those that did not state
whether or not blinded follow-up had been used. The mean difference in effect size
(0.28), although quite large, was not statistically significant (95% CI of difference —0.17

to 0.73, p=0.24).
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Table 7.4: Comparison of trials with blinded follow-up compared with those with
unblinded follow-up.

Blinded follow- N Mean effect size, Std. Deviation
up? as reported by

reviewers
Blinded follow-up 8 0.23 0.40
Not stated 48 0.51 0.63
Assessment of attrition

There was a very small (0.02) (close to random) correlation between effect size and
drop-out (i.e., the larger the drop-out rate the bigger the effect size). However, this tiny

correlation was not statistically significant (p=0.91).

Meta-regression analysis

To assess whether any of the factors independently predicted the effect size after
controlling for the others, a meta-regression was undertaken. Table 7.5 presents the
results. As the table shows, none of the characteristics was statistically significant.
However, blinded follow-up had the biggest effect size, and this was in the expected

direction, and close to conventional levels of statistical significance.

Table 7.5: Weighted regression of effect size

Model Unstandardized Standardized t Sig. 95% Confidence
Coefficients Coefficients Interval for B
B Std. Beta Lower Upper
Error Bound Bound
(Constant) 45 44 1.01 32 -44 1.33
Cluster .09 44 030 20 84 -.80 98
Blinded follow- -49 26 31 -1.84 07 -1.02 046
Total drop out o o a5 .90 37 -01 029
rates (number)
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Discussion

In this chapter all the randomized trials identified in the tertiary review were retrieved
and exémined for their methodological quality. Interestingly, on closer inspection of
studies within the seven systematic reviews it was found that six studies described in
three meta-analyses as RCTs’were actually not RCTs after all, again supporting the
notion that, for really important policy issues, systematic reviews should be replicated
by two independent review teams. It would require contact with the authors of these
trials (some of them undertaken over 30 years ago) in order to verify their status as

RCTs.

It was not possible to look in detail at key quality issues, as most trials simply did not
report important aspects of trial quality, such as concealed allocation. Indeed, most
trials failed to report other crucial aspects of trial quality such as blinded follow-up.
The meta-regression did not find strong evidence of an association between effect size
and cluster randomization or attrition. However, there was a reasonably large difference
in effect size between studies that used blinded follow-up and those that did not state
whether or not follow-up was blind. This finding supports the view that unblinded
follow-up can lead to bias, and all post-tests, if at all possible, should be conducted and
assessed by teachers or researchers who are not aware of the group status of the

participants.
Conclusions

Trials in literacy learning are, in general, poorly reported. Most do not report the key

aspects of a study design and conduct. Therefore, it is difficult to quality appraise such

186



trials. Because quality appraisal is so difficult, it is problematic to rely too heavily on
current evidence to support different approaches to literacy learning. This whole field

requires large, rigorous trials to be conducted as a matter of urgency.
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ABSTRACT: The term ‘publication bias’ usually refers to the tendency for a greater proportion of
statistically significant positive results of experiments to be published and, conversely, a greater
proportion of statistically significant negative or null results not to be published. It is widely accepted in
the fields of healthcare and psychological research to be a major threat to the validity of systematic
reviews and meta-analyses. Some methodological work has previously been undertaken, by the author
and others, in the field of educational research to investigate the extent of the problem. This paper
describes the problem of publication bias with reference to its history in a number of fields, with special
reference to the area of educational research. Informal methods for detecting publication bias in
systematic reviews and meta-analyses of controlled trials are outlined and retrospective and prospective
methods for dealing with the problem are suggested.

1. INTRODUCTION

Since the late 1990s, ‘evidence-based’ policymaking for education in the UK has become increasingly
widely talked about and, to some extent, developed. A key element in this development is a renewed
interest in systematic review methodology and methods, as epitomised by the establishing in 2000 of two
initiatives to increase the number of systematic reviews undertaken in the field: the Campbell
Collaboration Social, Psychological, Educational and Criminological Trials Register (C2-SPECTR) in the
USA, and the Evidence for Policy and Practice Information and Co-ordinating Centre at the Institute of
Education, University of London in the UK.

Systematic reviewing presents a transparent and replicable approach to locating, identifying and
synthesizing all the research literature in any given field. Systematic reviews aim either to exhaustively
search for a population of studies or to sample representatively from it (Smith, 1980; Torgerson, 2003).
Two main potential threats to the validity of systematic reviews are reviewer selection bias and
publication bias. Reviewer selection effects occur when the criteria for study inclusion are developed in
such a way as to ‘select’ into the review a biased sample of published studies. Because systematic
reviews use transparent and replicable inclusion and exclusion criteria they are less likely to be affected
by biased or selective reporting of the research literature than traditional narrative reviews. Despite this,
however, the results of systematic reviews can be biased if there is a significant problem with publication
bias. Researchers have long suggested that the published studies in the social sciences represent a biased
sample of all the studies that are carried out (Rosenthal, 1979; Smith, 1980).

It is the aim of this paper to describe the problem of publication bias with reference to controlled trials
and suggest methods of identifying and dealing with the problem.

2. WHAT IS PUBLICATION BIAS?

Publication bias is one of a range of reporting biases (including language bias and citation bias) that can
affect the results of systematic reviews and meta-analyses of trials (true or quasi-experiments), and has
been widely reported in the methodological literature (Sterne et al, 2000). Also known as positive
outcome bias or the file-drawer effect, publication bias refers to the tendency for a greater proportion of
statistically significant positive results of experiments to be published and, conversely, a greater
proportion of statistically significant negative or null results not to be published (Greenwald, 1975;
Rosenthal, 1979; Hedges and Olkin, 1980; Light, 1983; Light and Pillemer, 1984; Dickersin et al, 1987,
Iyengar and Greenhouse, 1988; Begg and Berlin, 1988; Dickersin, 1997; Dickersin, 2002; Fitz-Gibbon,
2004). It also manifests as the tendency for published studies to have higher effect sizes than unpublished
studies (Smith, 1980; Kulik and Kulik, 1989; Durlak and Lipsey, 1991), and for published studies to have
larger sample sizes. The smaller the study, the larger the intervention effect will be necessary to
demonstrate a statistically significant effect (Lipsey and Wilson, 2001). Therefore publication bias, if
present in a review, will be partly a function of sample size (Dear and Begg, 1992), and a meta-analysis
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containing a large number of small studies will have an increased risk of publication bias (Begg and
Berlin, 1988). Publication bias could be due either to researchers tending not to submit their non-
significant results or to journal editors tending not to accept them for publication (Lipsey et al, 1985;
Wilson and Lipsey, 2001; Begg and Berlin, 1988).

If publication bias exists in a field, researchers searching for potentially relevant studies to include in
systematic reviews will find studies with significant positive results easier to retrieve than studies with
significant negative results (Wilson and Lipsey, 2001). If positive results are more likely to be published,
this will bias the review towards a positive result because published studies are likely to be
‘overrepresented’ in systematic reviews (lyengar and Greenhouse, 1988; Lipsey and Wilson, 1993;
Wilson and Lipsey, 2001; Smith, 1980). Publication bias is, therefore, a potentially major threat to the
validity of systematic reviews. Note, however, publication bias also affects non-systematic reviews in
addition to their, usually unacknowledged, identification bias.

3. HISTORY OF PUBLICATION BIAS

Many researchers have demonstrated that the problem of publication bias is widespread. There is a
consensus that the problem exists and that it is serious (Begg and Berlin, 1988). Selective publication
was identified as being a problem in meta-analyses of experimental studies in educational research over
40 years ago (Sterling, 1959; Smart, 1964).

I have undertaken an overview of the effects of publication bias in the literature. I have included some
key articles from healthcare research and other areas, such as psychological research, but where possible I
have selected examples from the educational literature.

The earliest three studies that I identified were by Smart, Cohen and Sterling. They demonstrated that the
majority of published studies in the field of psychology had statistically significant findings (Sterling,
1959; Cohen, 1962; Smart, 1964).

In his early cross-sectional study Sterling (1959) demonstrated that, in four major psychological journals
published in 1955 and 1956, there was a greater probability of the results of experiments being published
if the relevant test of significance rejected the null hypothesis than if the test failed to reject the
hypothesis. In order to demonstrate that research that yielded non-significant results was routinely not
being published, Sterling searched all the issues of four journals for the period January to December of
either 1955 or 1956. Out of a total of 294 articles, 286 rejected the null hypothesis (at the 0.05 level of
significance) and only eight failed to reject the null hypothesis at this level of significance. Sterling
concluded that, because research yielding non-significant results was not being published, such research
could be repeated until eventually, by chance, a significant result would occur (a Type 1 error) and would
consequently be published leading to erroneous conclusions about the effectiveness of the intervention.

A few years after Sterling, Cohen surveyed the Journal of Abnormal and Social Psychology for the two
years 1960 and 1961. He analysed the 70 articles that involved major statistical tests (Cohen, 1962) for
their power to detect small, medium and large effects, using 2-tailed tests (at the 0.05 level of
significance). He found that the mean power values (i.e. the probability of rejecting false null
hypotheses) over the 70 empirical studies were 0.18 (one chance in 5 or 6) for small effects; 0.48 (slightly
less than a 50-50 chance) for medium effects; and 0.83 (approximately a 5 out of 6 chance) for large
effects. Because virtually all of the trials in Cohen’s review had found, as statistically significant, small
to medium effect sizes, unpublished studies with non-significant findings must be missing from the
review. Cohen concluded that the power of these studies was far too small (unless the effect sought was
large) and had probably led to the failure to reject false null hypotheses. As published research under-
represents the research undertaken in a field, it is likely that significant numbers of studies having non-
statistically significant findings had not been published in this journal for the two years surveyed.

In another cross-sectional study which replicated Sterling’s work, Smart (1964) demonstrated that
unpublished studies (conference papers) contained a higher proportion of negative results than did studies
published in psychological journals; and that PhDs in psychology that reported negative results were less
likely to be published than were those with positive results. He coded and compared: all of the
psychological experiments published in four journals in 1961 and 1962; a non-random sample of 100
PhD theses from 1962; and a random sample of 100 unpublished papers presented at the American
Psychological Association in 1962. He concluded that the neglect of negative studies was due to non-
submission by authors or to greater critical examination of experiments containing negative results by
Jjournal editors and peer reviewers.
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In order to estimate bias against the null hypothesis, Greenwald (1975) surveyed the authors and
reviewers of all the manuscripts processed by him as associate editor of the Journal of Personality and
Social Psychology during a three-month period in 1973. He asked these authors and reviewers about the
relative probability of submitting studies for publication that either rejected or accepted the null
hypothesis. The results indicated a strong bias against accepting the null hypothesis, illustrated by the
0.49 probability of submitting a rejection of the null hypothesis for publication compared with the low
probability of 0.06 for submitting an acceptance of the null hypothesis for publication. Greenwald
confirmed these findings by examining every article published in the Journal of Personality and Social
Psychology in the year 1972 to determine what proportion accepted the null hypothesis. He found that
out of a total of 100 articles only 24 reported acceptance of the null hypothesis.

In 1980, Smith examined a sub-sample of 12 meta-analyses in the fields of educational, social and
psychological research and found that the findings from journals were, on average, one-third of a standard
deviation more skewed towards the rejection of the null hypothesis than findings reported in theses or
dissertations: that is a mean effect size of 0.64 in the published literature compared with a mean effect
size of 0.48 in the unpublished literature (Smith, 1980).

These early findings have been more recently confirmed in the fields of healthcare research (Dickersin,
2002) and psychological, educational and behavioural treatment research (Lipsey and Wilson, 1993).

In their tertiary review of meta-analyses of psychological, educational and behavioural treatment
research, Lipsey and Wilson (1993) found a ‘strong skew’ towards positive effects. They included 302
meta-analyses in their review. Only 6 of these reported negative effect sizes and relatively few reported
effect sizes around zero - 85% of all the effect sizes were greater than 0.2. Lipsey and Wilson tried to
identify reasons for this positive skew in their data and concluded that there were a number of possible
factors leading to bias: selection bias and publication bias. They looked to see if evidence for the latter
could explain the strongly positive effects by examining the differences in effect sizes between published
and unpublished studies. They analysed a subset of 92 meta-analyses that reported separate effect sizes
for published and unpublished studies, and found that the published studies had mean effect sizes 0.14
standard deviations larger than the mean effect sizes of the unpublished studies. These data support the
view that studies with larger effect sizes are more likely to be published because, all things being equal,
they will be more likely to be statistically significant.

In 1995, Sterling et al replicated Sterling’s earlier study (1959) of the percentage of published articles in
four major psychology journals that rejected the null hypothesis. This time Sterling and colleagues
(1995) looked at eight psychology journals and three medical journals for either 1986 or 1987. They
found that publication patterns in 1986/7 were still consistent with publication bias and that there had
been little change since the original study. In the eight psychology journals, 95.56 % of articles using
tests of significance rejected the null hypothesis (compared with 97.28% in 1958). The authors concluded
that the practice of psychology journals preferring positive to negative results had not changed over the
thirty-year period between 1956 and 1986. In the paper the authors cite a letter from an editor of a major
environmental/ toxicological journal explaining why a manuscript had been rejected:

Unfortunately, we are not able to publish this manuscript. The manuscript is very well written
and the study was well documented. Unfortunately, the negative results translate into a minimal
contribution to the field. We encourage you to continue your work in this area and we will be
glad to consider additional manuscripts that you may prepare in the future (cited in Sterling ez al,
1995, p.109).

Kulik and Kulik examined four of their own meta-analyses in the field of educational research for
evidence of publication bias (Kulik and Kulik, 1989). The meta-analyses were undertaken in the areas of
computer-based instruction at elementary and secondary level; computer-based instruction at post-
secondary level; ability grouping; and mastery learning systems. Kulik and Kulik compared the mean
effect sizes in all four meta-analyses for unpublished reports, unpublished dissertations and published
joumal articles. They found that in two out of the four meta-analyses (in computer-based instruction) the
mean effect sizes for published journal articles were higher than those for both unpublished reports and
dissertations, but for the other two meta-analyses the mean effect sizes for unpublished reports were
higher. However in all four meta-analyses effect sizes were higher in journal articles than in
dissertations. Kulik and Kulik urged caution in the interpretation of their results, claiming that the
explanation for the relationship of the difference in effect sizes in journal articles and dissertations was
‘controversial’ (p.272), and not necessarily attributable to publication bias, but more likely to be
attributable to the relative inexperience of dissertation writers.
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More recent methodological studies of publication bias have been published in the field of healthcare
research (e.g. Egger et al, 2003). In healthcare research there is a large methodological effort into the
field of publication bias, particularly in the area of reviews of randomized trials. Indeed, the issue has
gained such prominence that recently major medical journals have announced they will not publish
randomized trials where the protocols have not been registered in advance in a publicly accessible
database. This step should, in the long run, prevent small positive trials being published whilst small
negative ones are ignored.

There are examples of meta-analyses in the sphere of educational research where it seems probable that
publication bias has affected the magnitude of the pooled effect size. For example, Torgerson et al (2003)
in a systematic review in the area of adult literacy and numeracy research noted that the field was
probably susceptible to publication bias and concluded that small, negative studies evaluating
interventions in aduit basic education had probably not been published or were probably not in the public
domain. Similarly, in their meta-analysis of experimental research into the effectiveness of second-
language instruction, Norris and Ortega (2000) discussed the issue of publication bias at length.
Howeyver, they decided not to include unpublished studies, and cautioned the reader that it was likely that
this would lead to ‘serious’ publication bias (p. 432). Subsequently Truscott (2004) argued that a number
of factors had affected the strong positive effect of the review (d = 0.96), including publication bias, and
concluded that Norris and Ortega’s results were ‘substantially inflated’ (p.22).

In summary, since 1959 various methodological and empirical researchers have found significant
evidence for a file drawer effect within education and the social sciences. To avoid this bias having a
detrimental effect on systematic reviews it is absolutely essential that, first, the problem is recognised and
second, steps are taken to ameliorate this source of bias.

4. INCLUDING UNPUBLISHED DATA

Because publication bias has a long and ignoble history, researchers have sought methods both of
identifying the problem and minimising its effects.

In their ‘practitioner’s guide to meta-analysis’, Durlak and Lipsey (1991) outline the six major steps
involved in conducting an effective meta-analysis and emphasise the procedures critical to the validity of
its conclusions. They criticise a common practice in meta-analysis, that of only including published
studies on the basis that these will represent the most high quality research in a given field, and suggest
that quality criteria should be pre-specified and applied equally to published and unpublished studies
(Lipsey and Wilson, 1993).

Researchers can minimise the problem of publication bias by: extensive and exhaustive searching; and by
including studies that are unpublished but in the public domain, by searching the electronic databases that
contain unpublished studies: for example, Dissertation Abstracts International; the System for
Information on Grey Literature in Europe (SIGLE); and Education Resources Information Center (ERIC).

A justification often given for excluding unpublished studies in a systematic review, even if identified, is
as a quality check. For example, in their meta-analysis of studies evaluating systematic phonics
instruction versus non-systematic or no phonics instruction, Ehri and colleagues (2001) sought only
studies from peer-reviewed journals. The authors justified their decision on the basis that unpublished
studies were more likely to be of a lower quality than published studies.

Even if we include all the grey literature there will still be studies that we simply cannot detect, either
because they have not been picked up by even the most sensitive search, or because they do not appear in
the databases. If these ‘missing’ studies have similar characteristics to the identified studies the only
issue that their non-inclusion raises is the risk of increasing a Type II error: that is wrongly concluding
there is no statistically significant effect, when in truth there is. But if the missing studies are
systematically different from included trials then bias can result. It is important to consider methods of
detecting such bias and remedying the situation.

5. DETECTING PUBLICATION BIAS
Once the review has been completed, researchers should attempt to detect publication bias retrospectively
and, if found to be present in a review, attempt to correct for it. If publication bias is found to be present

in a systematic review, researchers can attempt a sensitivity analysis to assess the potential impact of
missing studies on their results.
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Methods for detecting and assessing publication bias, of the kind described in this section, have a
reasonably long history. Indications of the existence of publication bias can be detected using a graphical
or statistical method. Funnel plots are a graphical method, first used in educational research (Light and
Pillemer, 1984). The effect sizes are plotted against the sample sizes (or standard errors) on a graph. The
fail-safe n test (Rosenthal, 1978; Rosenthal, 1979; Dear and Begg, 1992) is a statistical method where the
number of zero effect studies required to reduce the result to non-significance (p > 0.05) or to reduce a
large effect size to a small effect size is calculated.

Funnel plot

The simplest and most common method used to detect publication bias is through the use of a funnel plot.
In a funnel plot the point estimate from each study is plotted against some measure of the precision of the
study (usually the standard error or sample size). Those studies with the highest precision will appear
high up on the y —axis. A plot with little or no evidence of a publication bias should look like an inverted
funnel. The largest study will be at the apex of the funnel with the smaller, less precise studies fanning
out in equal measure on both sides of the large study or studies. If there is a publication bias present we
will observe one side of the funnel to be missing (usually the left hand side indicating negative or null
trials missing). Sometimes publication bias might be indicated by a hollowing out of the centre of the
funnel plot around the area of no effect. This occurs when statistically significant positive and negative
studies are published but those without significant results are not. The results of the funnel plot should
then be taken into account when interpreting the conclusions of a systematic review.

For example, a secondary analysis of only the randomized trials (i.e. excluding the controlled trials)
included in the National Reading Panel’s review of systematic versus non-systematic phonics instruction
(Ehri et al, 2001) noted that there was evidence for possible publication bias, as demonstrated by using a
funnel plot (Torgerson, 2003). In this case, small negative studies appear to be missing. This bias may
have led to an over-estimate of the benefits of systematic phonics instruction, although this interpretation
should be treated with caution because there were only thirteen randomized trials in total in the review
(see below) and asymmetry in a funnel plot is suggestive of publication bias.

Limitations of the funnel plot

Asymmetry in a funnel plot may be due to factors other than publication bias. There may be substantive
or methodological heterogeneity between the studies. An asymmetrical funnel plot may occur when
small, methodologically weak trials produce biased estimates of effect and consequently appear as
‘positive’ trials when they should be null or negative studies. Sterne et al (2000) have outlined four
possible reasons for asymmetry in funnel plots: one of these is reporting (publication) bias; the others are
true heterogeneity, data irregularities (poor methodological design) and chance. The possibility of chance
accounting for an asymmetrical funnel plot will increase with a declining sample size of trials. Therefore,
funnel plots with fewer than 20 trials should be interpreted with caution as an asymmetrical funnel plot
may have occurred simply because no trial with an extreme result has yet been conducted.

Comparisons between published and unpublished studies

As well as using funnel plots we can also look at the effect sizes between unpublished and published data.
For example, in their meta-analysis of adult literacy and numeracy trials, Torgerson et al (2003) noted
much larger effect sizes among published data (d = 0.49, p=.003) compared with unpublished studies (d =
0.26, p=.13). Similarly, Lipsey and Wilson (1993) also found that unpublished studies had an average
effect size somewhat smaller than the average effect size of the published data.

Fail-safe n test

If there is a suspicion of publication bias then the results of the systematic review can be subjected to the
fail-safe n test. This is the test that determines the number of studies not retrieved averaging an effect
size of zero that would need to exist in order to reduce the summary effect to a non-significant level or to
bring the overall probability of a Type 1 error to a stated level of significance, such as p=0.05 (Rosenthal,
1978; Rosenthal, 1979). Rosenthal (1979) indicated that the findings of a meta-analysis are probably
robust if the fail-safe » is not more than five times the number of reviewed studies plus ten. In their meta-
analysis of studies evaluating systematic phonics instruction versus non-systematic or no phonics
instruction Ehri et al (2001, p.431) calculated that, for the 43 comparisons they found (in RCTs and CTs)
with effect sizes of d = 0.20 or greater to be ‘statistical exceptions’, the existence of 860 comparisons in
the unpublished literature with effect sizes below d = 0.20 would be required, and they considered this
possibility ‘unlikely’. However, in his meta-analysis of 11 studies evaluating the effects of reading to
young children in schools, Blok (1999) found pooled effect sizes of 0.41 for reading and 0.63 for oral
language development. He calculated that the fail safe n for the oral language outcome was 22, i.e. 22
zero effect unpublished studies would be required to reduce this effect size from 0.63 to 0.2. Because this
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number is not more than five times the number of reviewed studies plus 10 (i.e. 65) it is conceivable that
there are sufficient unpublished trials to overturn the result.

Limitations of the fail-safe n test

This method is based on the assumption that the unpublished studies are a random sample of all the
studies that were undertaken (Iyengar and Greenhouse, 1988). It combines the results of the selected
studies as if they were an unselected sample and then retrospectively assesses the potential effects of
publication bias. This assumption is, of course, unlikely ever to be strictly true. The method also over-
emphasises the importance of the convention of using p=0.05 to test for statistical significance.

6. CONCLUSIONS

The problem of publication bias was first recognized in the field of psychology, although many authors
have raised the issue of publication bias over the last 40 years in other fields, in particular in healthcare
research. Much methodological work has recently been undertaken in this field (see, for example, Egger
et al, 2003) and in some areas of the psychological and the social sciences (Sterling et al 1995, Lipsey
and Wilson, 1993) to demonstrate the existence of the problem, and to illustrate ways of correcting for it
retrospectively.

Sutton et al (2000) and Egger et al (2003) have demonstrated that, in the field of healthcare research,
many meta-analyses do not consider the effect of publication bias on their results. Sutton ef al analysed
48 systematic reviews in the Cochrane Database of Systematic Reviews. 23 meta-analyses were
estimated to have some degree of publication bias (with random effects model). The authors estimated
that about half of meta-analyses may be subject to some level of publication bias and about a fifth have a
strong indication of missing trials. This analysis concluded that publication bias was common within the
sample of meta-analyses, but that in most cases the bias did not affect the conclusions. The authors
deduced that around 5-10% of meta-analyses could have been interpreted incorrectly because of
publication bias.

The issue of publication bias is an important threat to evidence informed research and policy-making. For
example, in a systematic review and meta-analysis of basic adult literacy interventions, an overall benefit
of intervention was observed. However, the funnel plot suggested that there was evidence for possible
publication bias so the authors concluded that the results should be treated with caution and ideally be
confirmed in a large RCT (Torgerson et al, 2003). ‘

Publication bias is an important threat to the validity of systematic reviews. Researchers undertaking
reviews need to be aware of the problem and investigate the possibility of publication bias in their review.
Readers of systematic reviews should always be aware that a review containing lots of small positive
trials is particularly threatened by publication bias. Many of these small trials may have false positive
results, and it is likely that small trials containing negative results (whether false or true) have been
undertaken but have not been included in the review. There are a number of ways in which the problem
can be limited prospectively. In order to attempt to prevent the problem, journal editors should encourage
the submission of good quality, but negative or null studies. A recent, even more extreme, suggested
development is to have journals dedicated to the publication of null results. Researchers have a
responsibility to ensure the timely submission of their trials for publication, whatever their results. In the
field of healthcare research it has been suggested that a way of limiting the consequences of publication
bias is to set up trial registries in all areas of research and critically assess the process of peer review
(Begg and Berlin, 1988). The process of setting up trial registries is well underway for healthcare trials.
Such a system would reduce the problem of publication bias in research in education and the social
sciences.
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Abstract

Background: Healthcare and educational trials face similar methodological challenges. Methodological
reviews of healthcare trials have shown that a significant proportion has methodological flaws. Whether
or not educational trials have a similar proportion of poor quality trials is unknown. We undertook a
methodological comparison between healthcare and educational trials published since 1990.

Aims: (1) To assess whether the quality of trial reports in education and healthcare are similar. (2) To
assess whether the quality of trial reporting is improving.

Methods, Results: The characteristics of a sample of trials, published since 1990, were taken from health
and educational journals. Trials were assessed using the following quality criteria: rationale for sample
size; concealment of allocation; blinded follow-up; use of confidence intervals; adequate sample size. We
identified 96 placebo drug trials and 54 non-drug trials published in major general journals. We
compared these with 54 trials in specialist health journals and 84 trials in educational journals. No
educational trial used concealed allocation or reported the rationale for sample size calculation and only
one trial used confidence intervals. There was a trend for the reporting of healthcare trials to improve
with time, whilst the reporting quality of educational trials declined.

Conclusion: Poor quality of trial reporting is more prevalent in educational journals than in healthcare
journals.

Background

Over the last 20 years reviews have highlighted methodological weaknesses of many randomised
controlled trials (RCTs) of healthcare interventions published in major medical journals (Pocock et al,
1987; Altman & Dore, 1990; Gore et al, 1992; Schulz et al, 1994; Moher et al, 1994; Schulz et al, 1995,
Assman et al, 2000). Partly in response to these concerns many journals have adopted the CONSORT
statement in an attempt to improve the reporting of trials (Begg et al, 1996).

Part of the need to develop the CONSORT statement arose from the widespread use of systematic review
and meta-analysis methods in healthcare. Ideally in a meta-analysis trials using similar methods need to
be identified for the purposes of ‘pooling’ the results. In order to identify a sample of homogeneous trials
the trial methods need to be clearly and correctly described. As well as allowing the identification of
similar trials CONSORT also allows meta-analysts to exclude studies that are so methodologically weak
as to be potentially fatally flawed. Similarly, researchers in education are returning to systematic review
methods and meta-analysis (Torgerson, 2003). Therefore, the issue of identifying high quality trials for
potential inclusion in a synthesis is important in this field as well.

Whilst, arguably, trials are undertaken in healthcare more often than in any other specialism there are
areas where the use of the controlied trial has a longer history. Indeed, agricultural trials pre-date
healthcare trials by many years (Oakley. 2000). Similarly, in educational research the use of trials has
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been widely used for a long period of time (Oakley, 2000). It is unknown whether or not similar
problems of trial quality affect educational research as well as healthcare trials.

The quality of educational trials is likely to become of increasing importance if, and when, educational
policy makers start to demand evidence for policy changes based on randomised data. Indeed, there are
increasing calls from some educational researchers to undertake high quality randomised trials (Boruch,
1994; Torgerson & Torgerson, 2001; Torgerson et al, 2003). Furthermore, when trials are put into a
meta-analysis it is important that their characteristics and methods are clearly described (Torgerson,
2003). It is therefore important that educational trials should be of high quality. In this paper we
compare the quality of a sample of trials undertaken in both healthcare and education since 1990.

Methods

We wanted not only to make an absolute assessment of the quality of recent educational trials but also to
undertake a relative quality assessment against ‘control’ groups. Therefore, we decided to choose trials in
healthcare as a comparator group. We felt it was important to have a ‘control’ group in order to sce
whether or not trials facing similar methodological challenges, but in a different setting, could overcome
them and improve the quality of the design and conduct of experiments. Furthermore, many healthcare
trials have an educational component, albeit related to health, and therefore we could make appropriate
comparisons. Nevertheless, many healthcare trials, such as placebo controlled drug evaluations or
surgical trials, are not directly comparable with studies in educational research we decided to choose non-
surgical and non-pharmaceutical trials for our main comparison. Such trials have some important
similarities to educational trials. First, they cannot generally be double blinded. Both the participant and
the researcher are usually aware of the allocated treatment. Second, outcome is often measured using
non-physiological measures of outcome, such as quality of life or changes or indeed, educational test
scores (albeit with a health focus). To see if our results would be influenced by the choice of open trials
we also identified a sample of placebo controlled drug trials from major medical journals to act as a
reference group. We decided also to only include trials published in the English language.

We hand searched the Lancet, the British Medical Journal, Journal of the American Medical Association
and the Archives of Internal Medicine for open pragmatic trials (12 references each). Open trials are
those that do not use a placebo or sham treatment and in which the participants are aware of their
allocated interventions. The choice of journals for these ‘open’ trials was driven by the knowledge these
high impact healthcare journals have a history of publishing ‘open’ non-drug trials. For placebo
controlled trials we searched the British Medical Journal, Lancet, New England Journal of Medicine and
the Annals of Internal Medicine (i.e. 96 papers). In order to assess the potential for selection bias in our
choice of healthcare journals we also identified a sample of open trials concerned with healthcare
educational interventions) among children (e.g. asthma management education) from either the Cochrane
database, which aims to reference all RCTs in healthcare, or by handsearching accessible journals. To
avoid a single journal dominating our results we sought only 2 placebo trials and 1 open trial from each
year in a given journal.

The number of published educational trials is substantially fewer than in the field of healthcare research.
Therefore, in order to obtain an adequate sample of trials we could not restrict ourselves to a few ‘high
profile’ journals. For relevant educational trials we used studies identified by completed systematic
reviews by some of the authors (Torgerson & Elbourne, 2002; Torgerson et al, 2002; Torgerson et al,
2003; Torgerson & Zhu, 2003). We supplemented trials identified from these systematic reviews through
hand searches of key educational journals. We included 20 references from the following hand searched
journals: The British Journal of Educational Psychology (10 references); Educational Research (3
references); Journal of Research in Science Teaching (7 references). As with the health trials we only
took one article from the same journal in any year. Initially, we looked at C2SPECTR, which is an
emerging database of controlled trials in criminal justice, social policy and education as a source of trials.
However, ai the time of our search the database did not include most recent trials and therefore, we opted
for a combination of hand searches and the results from ongoing electronic searches of other databases.

We chose the following five markers of trial analysis, methodology and reporting quality: Was the
method of randomisation concealed? Was there a justification for the sample size? Was there an adequate
sample size? Was there blinded follow up? Did the authors use confidence intervals?

Sample size

The choice of a sample size of any trial is very often an arbitrary process. One of the key issues in the use
of a sample size calculation is the potential to minimise the chances of us making a ‘Type II’ error. A
Type I error occurs when there is a true difference between the randomised groups; however, this
difference is either not statistically significant or is simply missed. The probability of a Type II error
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occurring declines with an increasing sample size: larger trials, all other things being equal, are less likely
to experience a Type II error than smaller studies. Typically we want to have a sample size that will have
a low probability of missing an educationally (or in healthcare, clinically) important difference. One of
the key problems with respect to sample size estimation is the definition of what difference is important.
For the purposes of this paper we propose that a half a standard deviation difference (i.e., 0.5 effect size)
is the largest difference that we should power our trials to detect. The justification for this is that an
overview of quasi-experimental research in the educational and psychological literature noted that most
interventions had an effect size of 0.5 or smaller (Lipsey and Wilson, 1993). Few commonly evaluated
interventions gave larger educational effects. Similarly, if the outcome is a binary variable it is unlikely
that any intervention will lead to greater than a doubling or halving of effect. The other issues that affect
sample size are: power and significance. Traditionally in health research and most of the social sciences a
significance value of 5% is generally recognised as being statistically significant. The notion that the 5%
value should be statistically significant was introduced by Fisher more than 60 years ago (Sterne and
Davey-Smith, 2001). This value is purely arbitrary as is the related phenomenon of using 95%
confidence intervals. Indeed, it has been argued recently, in the context of healthcare, that 90%
confidence intervals should be used as well as 5% p values (Sterne and Davey-Smith, 2001), although any
choice of a ‘threshold’ value will be arbitrary. However, rather than discussing this issue in detail we
propose to use the ‘traditional’ notions of power and statistical significance for setting a sample size: that
is at a 5% significance level with 80% power. Therefore, for continuous outcomes we assumed that a
difference of half a standard deviation would be required (i.e. a sample size of 126). The actual sample
size of the trial was then subtracted from the minimum sample size, which was calculated using
commercially available sofiware. For cluster trials to account for the intra cluster correlation co-efficient
we assumed that the sample size ought to be 50% larger than a similar individually randomised study.

Results
We identified 96 placebo controlled trials and 54 open trials in the major general journals. We also
identified 84 education trials published in 43 different journals and 35 open non-drug trials.

Table 1 presents the characteristics of the trials we identified. Healthcare trials were more likely than
educational trials to report all of the quality measures. Nevertheless, healthcare trials not published in
major journals did not have as high a prevalence of markers of quality as studies published in high profile
general medical journals.

To assess whether there was any association over time between the reporting quality of a trial and the
time it was published we correlated the mean number of reported items by year of publication. For
placebo controlled drug trials there was a positive (0.39) and statistically significant correlation (p<0.01).
A similar result was found for the ‘open’ trials published in the general major journals (0.39, p<0.01);
however, for the sample of trials taken from ‘other’ journals there was a slight, not statistically significant
decline in quality (-0.02, p=0.91). For trials published in the educational literature there appeared to be a
decline in quality (-0.21, p=0.06) of trials published over time.

In table 2 we explore the relationship between year of publication and the presence or absence of our
quality criteria. The table shows that for healthcare trials there is a tendency for all markers of quality to
improve with time, the exception being underpowered trials in specialist journals where there was a
tendency for a decline in appropriately powered studies. In contrast, however, educational trials showed a
significant decline in the numbers of trials reporting blinded follow-up and a tendency for trials to decline
in statistical power. For two of the quality criteria (concealed allocation and sample size justification) it
was not possible to look at changes over time as no study reported these. Only one educational trial used
confidence intervals in the reporting of the results.

Discussion

Trials published in the health literature appear to be of higher quality than studies taken from education.
The stronger performance of health trials in this comparison is partly explained by the fact that the studies
we chose were published in the higher quality journals. Nevertheless, even when we sought trials from
specialist journals the quality differential, although weakened, still persisted.

Trials published in the major healthcare journals also seemed to be improving over time, which was not
the case with educational trials. These actually appeared to be declining in quality. However, we did not
notice an improvement among the reporting quality of healthcare trials that were published in specialist
healthcare journals. This may be because fewer specialist journals are CONSORT members than general
journals. In placebo controlled drug trials all our markers of quality appear to be improving with time
with the exception of blinded follow-up. This latter finding is probably due to fact that it is relatively
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easy to blind follow up due to the nature of the trial, indeed, this is one of justifications for using
placebos.

It is interesting to note among educational trials a significant reduction in the use of blinded follow-up
with time. Blinding or masking assessors is important because this avoids reporting or ascertainment bias
and has been the hallmark of good trial design, including non-health studies, for many years (Cook &
Campbell, 1979).

Very few educational trials met our pre-specified sample size. Sample size is an important consideration
when designing a study. Small trials can and will miss important effects. Whilst meta-analysis can and
does go some way to addressing the problem of small sample sizes by pooling together similar trials this
is an imperfect solution for a number of reasons. One important problem with small trials is that those,
which by chance, produce a negative or null result are less likely to be published than those that are
positive. This in turn will bias the results of a meta-analysis by either overestimating a positive effect or,
worse, erroneously concluding an intervention has a positive effect when it does not. Larger trials, on the
other hand, whatever their results are more likely to be published. They are also more likely to give an
estimate that is closest to the ‘correct’ answer than smaller studies. The finding that 85% of educational
trials did not have adequate power to show as statistically significant (albeit at the arbitrary 5% value) is a
cause for concern. It may be better for educational researchers, rather than undertaking a series of small
trials, to collaborate more closely and undertake a large, multi-centred study, which with similar
inclusion/exclusion criteria will produce much more powerful results than a meta-analysis of a series of
disparate small studies.

It is important to take into consideration that, apart from sample size and the use of confidence intervals,
the other markers of trial quality are dependent on the authors’ reporting. It is possible that in some trials,
for both health and education, important aspects of trial quality such as blinded outcome assessment could
have been undertaken but not reported by the authors. This may have led to some bias in our results.
Because general medical journals, since 1996, insist that important markers of trial quality are reported in
the published article this may have lea to an over-estimate of the quality of trials published in these
journals compared with specialist health journals and educational journals, both of which do not, at
present, adopt a policy of trial reporting. This problem of under-reporting of trial quality could be
addressed by specialist health journals adopting the CONSORT statement and by editors of educational
journals developing a similar checklist to quality assure the publication of educational trials. This would
not only help those who review trials in education but also act as an incentive for future educational trials
to be more rigorously designed and executed.
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Recapitulation

This portfolio has outlined the rationale and methods of systematic review (Item 1). It
has systematically examined the use of systematic reviews of randomized controlled
trials to inform policy, practice and scholarship, in the field of literacy learning (Item 2).
Finally, it has used a systematically assembled dataset of meta-analyses and their
included RCTs to undertake methodological work in areas that pose potential threats to
the validity of both trials and systematic reviews of trials (Item 3). The three main

research questions of the portfolio were:

(1) Are systematic reviews of randomized controlled trials in literacy research of
high quality?

(2) Is the quality of the randomized controlled trials in literacy research fit for
purpose?

(3) Are indicators of the quality of randomized controlled trials associated with

measures of effectiveness?

The portfolio has addressed the three research questions posed. Specifically, it has
found that systematic reviews that include RCTs in literacy research are of generally
good quality, that many RCTs in literacy research are, however, not fit for purpose, and
finally that, despite this, there is little evidence to show an association between quality

of RCTs and outcome.

There are some apparent contradictions in the conclusions to this portfolio. Applying
the QUORUM criteria to systematic reviews in literacy research in Item 2 appeared to

show that these are of good quality. Nevertheless, further in the portfolio (Item 3,
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Chapter 4) replication of one of the reviews lead to a reduced confidence in the quality
of this review. This may be because QUORUM is a set of guidelines that reflects
reporting quality and not necessarily the quality of the review itself. Only replication of
a review by an independent research group can achieve the ‘gold-standard’ of quality

assurance.

The trials tended to be of poor quality, yet no statistically significant association was
found between observable measures of quality (e.g., sample size, attrition rates) and
effect size. This may be due to the relatively small sample of trials involved in the
comparisons leading to possible Type II errors. Some aspects of trial quality, such as
allocation methods, were unobservable variables because they were simply not reported
by the trialists. For example, during the replication of the National Reading Panel
phonics review it was found that, in one of the trials, not only was it impossible to tell
from the published article whether or not the participants had been allocated to
intervention or control groups by randomization, the lead author herself was unsure
until she revisited her records. It may be that trialists have simply misreported aspects
of their trial methodology, which will have masked any associations between quality

and outcome.

In summary, therefore, the QUORUM statement showed that literacy systematic
reviews were reported well, but replication of a single review casts doubt on the validity
of at least one of the reviews. Trial quality was poor but this did not seem to be

associated with effect size.
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Conclusions

This portfolio is the first body of work which, to the best of my knowledge,
systematically examines the quality of systematic reviews of randomized trials, and the

quality of the included trials themselves, in the field of literacy learning.

The methodological work undertaken in Item 3, Chapters 3 and 4 is unique. To the best
of my knowledge it has not been demonstrated previously that there is little evidence of
publication bias in literacy research. Item 3, Chapter 2 reviewed the literature on
publication bias and found no evidence of previous methodological work in the field of

literacy learning.

The methodological work undertaken in Item 3, Chapters 6 and 7 makes an important
contribution to the topic of trial quality in the field of educational research in general
and of literacy learning in particular. [ have demonstrated that one set of criteria
adopted for critical appraisal of RCTs is insufficient and that, when modified criteria
based upon the CONSORT statement are applied to trials in phonological awareness
training, these show that many of those trials are methodologically weak. I have
applied a subset of these CONSORT criteria to a sample of 84 trials sampled from the
educational literature over a 12-year period. I have shown that these trials, like those in
the field of phonological awareness instruction, are methodologically weak. I have also
shown that there has been a decline in methodological rigour over the time period.
However, I have demonstrated that the modified CONSORT criteria are adequate for
the quality appraisal of the internal validity of randomized controlled trials in literacy

learning. Trials in literacy learning are, in general, poorly reported. Most do not report
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the key aspects of a study design and conduct. Therefore, it is difficult to quality

appraise such trials. Because quality appraisal is so difficult, it is problematic to rely

too heavily on current evidence to support different approaches to literacy learning.

Summary of conclusions from each item of the portfolio:

Item 1:

In the UK and at the beginning of the 21* century there is an increasingly high
profile of ‘evidence-based’ research in education to inform policy, practice and
scholarship. A key element of this movement is a renewed focus in education
on systematic reviews, to limit potential selection, publication and other biases
in the synthesis of evidence.

The most robust methods for probing effectiveness questions in educational
research are randomized controlled trials and systematic reviews of randomized
controlled trials.

The most important aspects of trial design relate to internal validity. The quality
of randomized controlled trials should, amongst other things, be assessed on
their internal validity. The CONSORT statement (Altman, 1996) for the quality
appraisal of RCTs is a useful tool for this purpose.

Publication bias can threaten the validity of systematic reviews; therefore it is
important that its presence is detected and discussed, as part of a detailed quality
assessment of systematic reviews in any given field. The QUORUM statement
(Moher et al, 1999; Shea et al, 2001) is a useful tool for the quality appraisal of

systematic reviews.
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Item 2:

Item 2:

Quality of studies included in the tertiary review

In terms of the first research question, most of the reviews in the tertiary review
seem to be of high quality, according to their quality appraisal using the
modified QUORUM statement. All the reviews clearly stated their research
question, and their methods of searching and selecting included studies. Most
studies described their data extraction and used some form of quality assessment
of included studies.

On the other hand, some reviews did have notable methodological weaknesses.
Six of the 14 studies did not make an assessment of publication bias, which is
potentially a major threat to the validity of any systematic review. In addition,
six studies did not provide evidence for reviewer agreement when synthesising
the data. There is, therefore, some room for improvement in the methodological
quality of systematic reviews in literacy learning.

Some reviews included both RCTs and CTs. When examining the effect sizes
of RCTs and CTs separately there was no clear pattern as to whether the RCTs

produced larger or smaller effect sizes than the CTs.

Pedagogical findings of studies included in the tertiary review

Because the reviews were judged to be of generally high quality according to the
QUORUM guidelines, the pedagogical findings of the reviews were considered
to be reliable.

There was little evidence of benefit from the use of information and
communication technology (ICT) in spelling or reading instruction.

However, the use of word-processing for improving the quality of writing seems

to be a promising intervention, particularly for weaker writers.
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Item 3:

There was some evidence to support the use of interventions invblving the use of
adults reading aloud to children in both home and school settings.

There was sound evidence of benefit of structured approaches to phonemic
awareness instruction and systematic phonics instruction in early literacy,
particularly in populations of children at risk of reading failure.

There was some evidence that whole language instruction in reading was not
beneficial, compared with ‘basal instruction’ (initial teaching using reading
schemes).

The evidence for the use of volunteers in early reading development was
equivocal: one review found a benefit of the use of one-to-one volunteers for
helping ‘struggling’ readers; a second review, by contrast, found a small positive
effect, but the difference between the groups was not statistically significant.
The use of writing instruction in narrative and expository text was found to be
beneficial in one review.

There was a substantial benefit of meta-cognitive instruction on reading
comprehension. Awareness of textual consistency and the use of self-
questioning for monitoring and regulating were found to be the most beneficial
strategies (based on a single review, however).

A single review of peer-tutoring found a positive effect on reading outcomes.

Publication bias

Contrary to other reviews, mainly in healthcare research and psychology, there
is no evidence that unpublished (but in the public domain) trials in the field of
literacy learning are either smaller or have different effect sizes from published
studies. However, this still does not tell us whether unpublished studies (not in

the public domain) are materially different from those that are publicly available.
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No single review contained large enough numbers of trials to éllow confidence
in existing techniques for identifying publication bias.

An important finding of this methodological review is that, because of problems
with the presentation of data in most of the reviews, it was possible to draw
funnel plots for only three out of a total of 14 systematic reviews.

Normal quantile plots contributed important information to interpretation of two
of the reviews (Ehri et al, 2001b; Bus and van IJzendoorn, 1999), which was
extra to that obtained from the funnel plots. In both of these studies the normal
quantile plot was suggestive of heterogeneity of included studies. This finding
is important. If studies with educational heterogeneity are inappropriately
placed into a meta-analysis this can produce misleading results. We may
erroneously conclude, for example, that an educational intervention is beneficial
for a wider population of learners when, in fact, it is only really effective among
a subgroup of learners. The use of this simple graphical technique can signal
caution to the policy maker that it may be wise to invest in more research before
a policy is widely implemented.

The reappraisal of the US National Reading Panel review (Ehri et al, 2001b)
found that systematic phonics instruction is associated with an increased
improvement in reading accuracy. The effect size was 0.27, which translates
into an approximate 12% absolute improvement in a reading accuracy test that is
standardised to have a score with a mean of 50% for children not receiving
systematic phonics instruction (see Torgerson, 2003, Item 1, p.86). However,
this finding still needs to be treated with caution. There was significant
heterogeneity within the meta-analysis, which could not be explained by the
observable (or reported) design characteristics of the included trials or by the

educational characteristics of the children included in the studies. Therefore, it
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is unclear whether systematic phonics teaching is beneficial to all children with
different learner characteristics. Only one of the included trials was undertaken
in a UK context, which raises concerns about the applicability of the results to a
UK setting. In addition, there is the issue of publication bias. The strong
possibility of publication bias affecting the results cannot be excluded. Whilst
one strength of systematic reviews is their transparency, which should permit
easy replication, it was found that this was not a straightforward process. Some
of the trials included within the original phonics review did not present data such
as the numbers of children randomized to each condition. Therefore, in order to
obtain these data authors had to be contacted. One source of heterogeneity was
explained by inappropriate pooling of studies. Despite an exhaustive search for
unpublished studies, however, there still appeared to be publication bias, and
there was significant statistical heterogeneity, which could not easily be
explained. Overall, the updated review, whilst broadly confirming the
effectiveness of systematic phonics instruction, still requires caution about
whether it should be widely implemented. The revised estimated effect size was
substantially smaller than that estimated by Ehri er al (2001b). Because there
was still an issue with publication bias even this estimate of effectiveness may

be an overestimate.

Item 3: Design bias
e In terms of the second research question, the individual RCTs that were

identified in this portfolio tended to be small and methodologically weak.

e With regard to the third research question, although there were some

associations between methodological quality and effect size, and these
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differences were at times large, no statistically significant asSociations were
found.

Although it is considered ‘good practice’ to undertake blinded follow-up and
intention to teach analysis, among other factors affecting internal validity, there
was no statistically significant relationship between these methodological factors
and effect sizes. This may be because the final sample size of included trials
was relatively small, and therefore there was a lack of statistical power.

Therefore, there was a real danger of a Type II error.

Item 3: Quality appraisal of systematic reviews

Replication of a high quality review (Ehri ef al, 2001b) was not straightforward
and led to some discordant results. The search strategy did not seem to exactly
replicate the original results. Including some identified trials was difficult as
data were missing from the publication. This suggests, therefore, that the
measure of assessing quality, i.e., the modified QUORUM guidelines (Shea et
al, 2001), may not be sufficiently detailed to identify quality issues in reviews
that may require a more cautious interpretation of their substantive findings.
The more in-depth detailed methodological work in Item 3 modifies the
conclusions generated in the earlier part of the portfolio, i.c., Items 1 and 2. A
revised conclusion is that although QUORUM is an important first step in
evaluating the quality of systematic reviews it is not a ‘gold standard’ measure

of systematic review quality.

In the following section, recommendations flowing from the findings of this portfolio

are made.
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Recommendations

Design and conduct of randomized trials in literacy learning

As a general observation, the reporting of RCTs in literacy learning is variable,
but generally weak. In the first instance researchers should report sufficient data
to allow confirmation and recalculation of the main effect sizes and
corresponding confidence intervals. = Some trials do not report such basic
information as the sample size in each group, how many participants were lost
between allocation and follow-up, and the standard deviations of the mean
scores at post-test. Journal editors and referees should insist that these minimal
data should be included within any report of a RCT.

In the medium term, educational journals should adopt common guidelines for
the reporting of trials, similar to the CONSORT statement used by many
healthcare journals. |

In the longer term, the quality of RCTs in literacy learning in particular, and in
educational research more generally, needs to be improved. Many trials are too
small and may be subject to a Type Il error. Many trialists do not explain how
sample sizes were derived or how random allocation was undertaken.
Furthermore, many trialists either do not use, or do not report the use of, blinded
follow-up at post-test. Reporting of confidence intervals is virtually absent.

In short, the quality of the design, conduct and reporting of randomized
controlled trials in literacy research needs to be radically improved. The need
for high quality randomized trials is crucial for systematic reviews in this area.
Even the best-designed and -conducted systematic review cannot remedy the

deficiencies of poorly reported RCTs. Therefore, systematic reviews containing
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flawed RCTs may themselves produce biased findings and mislead policy and
practice.

e It would seem sensible that work using a larger sample of trials that would give
adequate power to see if statistically significant relationships between

methodological factors and effect sizes do exist should be carried out.

Conduct of systematic reviews of randomized trials
Most of the systematic reviews identified in this thesis appeared to be of high
quality, as judged by the modified QUORUM criteria (although subsequent analysis
modified this judgement). One aspect of review quality was the focus of attention in
this portfolio, namely publication bias. Few systematic reviews used graphical
approaches to assess the potential existence of publication bias. Two graphical
methods, funnel and normal quantile plots, were applied to a sample of systematic
reviews in literacy learning. None of the systematic reviews had sufficient numbers
of trials for funnel plots to be robust. At best they could only be suggestiile of
publication bias. The normal quantile plots did not appear to add any benefit for the
detection of publication bias; nevertheless, their use did point to another potential
problem within systematic reviews: potential heterogeneity of the included
population of trials.
o [t is therefore important that, in future, systematic reviewers in literacy research
present data in their reviews to enable others to appraise the individual studies

contained in their review.

Future research
e The whole field of literacy learning requires large, rigorous trials to be

conducted as a matter of urgency.
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e With regard to whether or not the exclusive widespread use of systematic
phonics in early literacy development, as recommended in the UK by many
stakeholders (policy makers, politicians, teachers), should be implemented, my
conclusion is that a more cautious approach is justified. The adoption of this
approach could only be fully justified by positive evidence from a largé
pragmatic RCT within a UK setting. Such a trial would probably be of a cluster
design, with schools being allocated to either maintain current adherence to the
Primary National Strategy (the control group), or to receive additional
systematic phonics instruction or replacement of the PNS by exclusive
systematic phonics teaching (the intervention groups).

e An area of further research might be to replicate a sample of systematic reviews.
In the present portfolio only one review was replicated, due to resource and time
constraints. Therefore, it was not possible to ascertain whether the discordant
results from this particular review would be applicable more widely. Therefore,
replication of a sample of systematic reviews would be warranted. ‘In the
meantime one key recommendation is that, for any review that could potentially
induce a change in educational policy, replication by an independent research

team is warranted before any such change is initiated.
Key messages
Systematic reviews need to be perceived as an objective guide to decision making. The

possibility of meta-analysis being misleading should always be considered, given the

possibility of the introduction of bias in the process of including the studies.
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e Quality appraisal of systematic reviews using a checklist lie the QUORUM
guidelines may not reveal significant weaknesses in a review. Therefore, the
data extraction and quality appraisal of systematic reviews should be extremely
detailed before their conclusions can be relied upon for policy and practice
decisions. Replication of some stages of the review is recommended, including
as a minimum the replication of data extraction of a sample of included studies
and the recalculation of effect sizes. For systematic reviews that have major
educational implications, a replication of the review by a second independent
research team is warranted, and should be considered as the ‘gold standard’ for
quality appraisal of the review.

e As a minimum, high quality systematic reviews should routinely report the
following: detailed search strategy; search for grey literature; effect sizes and
means, standard deviations of means and numbers in each condition for each
included trial to enable recalculation of effect sizes.

e Examination of systematic reviews for publication bias should be undertaken
routinely. An analysis of funnel plots is a useful test for the possible presence of
publication bias in a meta-analysis. However, the capacity to detect publication
bias is limited when meta-analyses contain small numbers of trials; and
interpretation of funnel plots is difficult. Both of these factors should be
acknowledged as limitations. The results from normal quantile plots should be
used in conjunction with funnel plots to detect possible publication bias.

e For topics of important policy interest, two independent reviewers or teams of

researchers should undertake a meta-analysis.
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Series Editor’s Introduction

The Continuum Research Mecthods series aims to provide
undergraduate, Masters and rescarch students with acces-
sible and authoritative guides to particular aspccts of
research methodology. Each title looks specifically at one
topic and gives it in-depth treatment, very much in the
tradition of the Rediguide series of the 1960s and 1970s.

Such an approach allows students to choose the books
that arc most appropriate to their own projects, whether
they arc working on a short dissertation, a medium-length
work (15-40 000 words) or a fully-fledged thesis at MPhil or
PhD Ievel. Each title includes examples of students’ work,
clear explication of the principles and practices involved,
and summaries of how best to check that your research is on
course.

In duc course, individual titles will be combined into
larger books and, subsequently, into encyclopacdic works
for reference.

The series will also be of use to researchers designing
funded projects, and to supervisors who wish to recommend
in-depth help to their research students.

Richard Andrews
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Scope of the Book

The focus of this book is on systematic reviews and meta-
analyses of randomized controlled trials in educational
research. Systematic reviews can be used to synthesize
studies of other designs, such as longitudinal studics, non-
randomized controlled trials or qualitative research (Gough
and Elbourne 2002). However, the randomized controlled
trial (RCT) 1s widely acknowledged to be the ‘gold
standard’ of cffectiveness research, and systematic reviews
of RCTs the gold standard in eflfectiveness research
synthesis. In effectiveness research in education, the
randomized controlled trial is the most robust method of
establishing ‘what works’. Systematic reviews can facilitate
the definition of a future research agenda, and inform the
evidence-base for policy-making and effective professional
practice. This book is aimed at students and researchers who
wish to undertake a systematic review for the first time. It
includes a step-by-step description of the rationale for and
the processes involved in undertaking systematic reviews
and meta-analyscs.



Glossary

Attrition — Often participants are lost during a trial and cannot be
included in the analysis. This is termed attrition or is sometimes
known as mortality.

Bias - A term denoting that a known or unknown variable (rather
than the intervention) is, or may be, responsible for an observed
cffect.

Concealed allocation - This is where the researchers, participants and
teachers are prevented from knowing in advance the allocation of
an individual. Random allocation can be undermined by selection
of participants to be in a desired group. Fair randomization will,
on average, produce equivalent groups. Using ‘open’ randomiza-
tion methods such as random number tables means that the
researcher will know the next allocation in advance of it
happening. Therefore, in theory the next participant could be
‘excluded’ from the study if hefshe does not possess certain
‘desirable’ characteristics. This can then lead to bias, which
undermines the whole basis of random allocation. It is important,
therefore, that the ‘mechanics’ of randomization are clearly
described to assess whether or not the study is susceptible to
‘subversion’ bias.

Confidence intervals The point estimate of effect of any
intervention will always be imprecise. The level of the imprecision
is dependent upon the sample size and event rate in the treatment
groups. The use of confidence intervals (usually 95%, but
sometimes 99% or 90%) reflects this imprecision in the study
results. Thus, for example, a treatment that has an effect size of
- 0.50, but a confidence interval of 0.1 to 1.2 is not statistically
significant but will indicate to the reader that there is a relatively
high possibility that there is a beneficial effect of treatment in
excess of 1 standard deviation. In this instance, one might
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consider doing a further, larger randomized trial. In contrast, if
the point effect is 0.05 and the confidence interval 1s 0.1 to 0.12
then the reader might consider that it is unlikely even with a
bigger trial that this intervention would show an educationally
significant effect (assuming the conduct of the trial in question is
of high quality).

CONSORT - Consolidated Standards lor Reporting Trials is the
methodological standard adopted by many medical journals for
publication of randomized controlled trials.

Controlled trial (CT) - 'This usually means a study with a control
group that has been formed by means other than randomization.
Consequently the validity of the study using this design is
potentially threatened by selection bias.

Co-variates or confounders These are variables that are associated
with outcome. Randomization is the only method that ensures
that both known and unknown co-variates are equally distributed
among treatment groups.

Effect size When an outcome variable is measured on a
continuous scale (¢.g. changes in a test score) the improvement or
decrement is described in standard deviation units, which is
termed the effect size.

Funnel plot A method of assessing whether there is any
publication bias. The cffect size of cach study is plotted against
its sample size. Small studies will have large random variations in
their effect sizes, which will be scattered along the x-axis close to
the bottom of the y-axis. Larger studies will be higher up on the y-
axis and less scattered along the x-axis. A review with no
publication bias will show a plot in the shape of an inverted
funnel.

ITT analysis - Intention to Teach - This is where all participants are
analysed in their original randomized groups; it is the most robust
analytical method. Once participants have been allocated to their
respective groups it is important that they remain in those groups
for analysis, to avoid bias. A common, but incorrect, method is to
exclude some participants after randomization for a variety of
rcasons. One approach is to do what is termed ‘an on-treatment
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analysis’ — this 1s where only those participants who demonstrate
treatment fidelity are included in the analysis. Unfortunately, this
can lead to bias, as those participants who complete treatment are
likely to be different from those who do not. Intervention-received
analysis can thercfore produce a biased result.

Paired randomization - This is a commonly used method in
cducational research. Participants are formed into matched pairs
on the basis of important co-variates (c.g. gender andjor pre-test
scores). Once the study group has been formed into pairs a
random member of each pair is allocated to the intervention. The
consequence of pairing is that there should be exactly equal
numbers in each group and the group should be exactly balanced
in terms of the characteristics on which the pairing took place. If
the co-variate used for pairing (e.g. age) has an unusual
relationship with outcome this cannot be explored in the analysis
as the pairing eliminates all variation duc to that co-variate.

Publication bias — Not all RCTs are published. There is a well-
established tendency for trials that produce negative effects or null
effects to be less likely to be published than positive trials. Unless a
systematic review includes these negative trials it can give a
mislcading optimistic assessment of the intervention. Existence of
publication bias can be detected by using funnel plots.

Randomized Controlled Trial (RCT) — This is where two or more
groups have been formed through random allocation (or a similar
method). This is the only method that ensures that selection bias is
climinated at bascline.

Regression to the mean - This statistical phenomenon occurs when
test results are, by chance, some distance away from the mean.
Consequently at post-testing the ‘extreme’ results will tend to
regress to the mean. When selecting participants on extreme test
results (e.g. very poor pre-tests) there will be an apparent
dramatic improvement on post-test because of this effect
(irrespective of the teaching method). Randomization automati-

_cally controls for regression to the mean effects. Nevertheless, it
can still have an influence if the groups are unbalanced at baseline
on pre-test scores. This imbalance can be adjusted for by a
multivariate analysis.
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Sample size calculations — Trials in educational research commonly
exhibit a Type II error. This is where the sample size is insufficient
to show, as statistically significant, a difference that is education-
ally important. Reviews of educational interventions have shown
that most interventions will, at best, only lead to an improvement
in the region of half a standard deviation and quite often
somewhat less. Statistical theory shows that to reliably detect
(with 80% power) half a standard deviation difference as
statistically significant (p = 0.05) for a normally distributed
variable requires a minimum sample size of 126 participants.
Studies that are smaller than this risk erroneously concluding that
there was not a significant difference when actually there was.
Therefore, a good-quality study ought to describe the rcasoning
behind the choice of sample size.

Selection bias — This occurs when groups are formed by a process
other than randomization and means that important factors that
are associated with outcome differ between the groups before they
are exposed to the intervention.

Standard deviation — A measure of spread or dispersion of continuous
data. A high standard deviation implies that the values are widely
scattered relative to the mean value, while a small value implies
the converse.
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Background: Evidence-based
Education

Evidence-based policy-making

Since the late 1990s an increasingly high profile of
‘evidence-based’ policy-making in education and the social
sciences has emerged in the UK (Davies 1999, Davies 2000,
Constable and Coe 2000, Davies, Laycock et al. 2000, Evans
and Benefield 2001, Young et al. 2002, Gough and Elbourne
2002). The movement towards evidence-based education
clearly derives, in part, from similar, earlier developments in
health care research. In the early 1990s health care research
became dominated by the need to inform policy-making
through the use of rigorous evidence from rescarch synthesis.
For example, the Cochrane Collaboration was established
in Oxford in 1993 (http://www.cochrane.org). Its remit was
to undertake systematic reviews of health care interventions
through the work of 50 ‘review groups’ in various fields of
health care. The National Health Service Centre for
Reviews and Dissemination at the University of York
(NHS CRD) (http://www.york.ac.uk/inst/crd/srinfo/htm)
was established at around the same time to undertake
systematic reviews in health care policy. A key element in
the recent development of evidence-based education is a
renewed focus on systematic review methodology and
methods in this field.

A number of reasons have been suggested for the rise of
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evidence-based policy, including developments in informa-
tion technology in general and in electronic databases in
particular (Davies, Nutley, Smith 2000). The impctus
towards evidence-based education occurred at around the
same time as the debate about the value and methods of
educational research in the late 1990s (see for example,
Hargreaves 1996, Hargreaves 1997, Hammersley 1997,
Tooley and Darby 1998). Various criticisms were levelled
at the educational research community, most notably for its
lack of scientific rigour, quality and relevance. A detailed
analysis of the debate is beyond the scope of this book. It has
been well documented elsewhere (Sebba in Davies, Laycock
el al. 2000, Davies 2000, Pring 2000, Evans and Beneficld
2001, Pirrie 2001, Oakley 2002). However, links between
the debate and the rise of the evidence-based education
movement have been suggested (Pirrie 2001, Oakley 2002).
The trend towards ‘evidence-based’ and then ‘evidence-
informed’ policy extended to spheres in the social sciences,
including health promotion in the early 1990s, and
education in the late 1990s and into the beginning of the
twenty-first century. Recent significant national and inter-
national developments in cvidence-based educational and
social research have raised the profile of the movement.

In 1997 a scries of biennial conferences cntitled ‘Evi-
dence-based Policies and Indicator Systems’ (http://cem.-
dur.ac.uk/ebeuk) was established at the University of
Durham. At the time of the first conference in 1997 the
concept of ‘evidence-based’ policy outside the field of health
care was still fairly ‘marginal’ (Constable and Coe 2000).

Recently, two evidence-based initiatives have been
established in the UK to play prominent roles in the
‘evidence-based policy’ (EBP) debate. The Centre for
Evidence-Based Policy and Practice was established in
December 2000 (funded by the Economic and Social
Research Council) at Queen Mary, University of London
(http://www.evidencenctwork.org), to ‘advance’ the debate
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about evidence-based policy and practice (see Young et al.
2002). :

The Evidence for Policy and Practice Information and
Co-ordinating Centre (EPPI-Centre) (http://www.ioe.a-
c.uk/projects.html) within the Social Science Research Unit
at the Institute of Education, University of London, began
undertaking systematic reviews in health promotion (funded
by the Department of Health) in 1993. In 2000 the
Department for Education and Skills (DfES) funded the
Centre to support a series of systematic reviews in
educational research (http://eppi.ioe.ac.uk/EPPIWeb/
home.aspx), to inform policy, practice and ‘democratic
debate’ (Gough and Elbourne 2002). This initiative is based
on the Cochrane Collaboration model: a number of
collaborative review groups have been set up to undertake
systematic reviews in various arcas of educational research.
(For detailed analyses of the work of the EPPI-Centre see
Sebba in Davies, Laycock et al. 2000, Evans and Benefield
2001, Gough and Elbourne 2002, Oakley 2002.) Another
UK initiative occurred in 2003: the Teacher Training
Agency commissioned a series of systematic reviews,
relevant to initial teacher training and supported by the
EPPI-Centre.

Another important recent development in social and
educational research has been the establishing of the
Campbell Collaboration Social, Psychological, Educational
and Criminological Trials Register (C2-SPECTR) in
February 2000 in the USA. Its aims are to identify all the
experimental research of educational, social policy and
criminal justice interventions (http://campbell.gse.upenn.e-
du/), and to undertake, update and make accessible
systematic reviews of social and educational interventions
(Petrosino et al. 2000). The Campbell Collaboration
mirrors the earlier Cochrane Collaboration. Indeed, the
C2-SPECTR initiative arose directly out of the work of the
Cochrane Developmental, Psychosocial and Learning
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Problems Group, and was influenced by the methodology
and methods developed in the Cochrane Collaboration
(Petrosino et al. 2000).

The need for reviews

These initiatives and others developed from the realization
that a single experiment seeking to investigate the effective-
ness of an educational policy, no matter how well
conducted, is limited by ‘time-, sample- and context-
specificity’ (Davies 2000). A single study should not be
considered in isolation, but positioned within the ‘totality’ of
research in a field to give a more complete picture (Mulrow
1994, Chalmers et al. 2002).

Government policy in the UK has not always taken
cognizance of systematic reviews, sometimes preferring the
results of single studies. In 2000 the government introduced
a ‘driver education’ programme on the basis of positive
results from a single study (Clayton et al. 1998). Yet a
systematic review of trials found that the introduction of
driver education into schools actually led to an increase in
injurics and road traffic accidents among younger drivers
(Cochrane Injuries Group Driver Education Review 2001).
This counter-intuitive finding was explained by the fact that
young people who had participated in the driver education
programmes tended to start to learn to drive earlier
compared with young people who had attended control
schools and therefore not participated in the programme.

There are other problems with single studies. The results
of an educational experiment undertaken in the USA might
not be generalizable to the UK educational context.
However, if a series of high-quality experiments have been
undertaken recently in the USA, Canada, Australia and
New Zcaland and if they are sufficiently similar in terms of
sample and context, and are found to yield similar results in

4



Background: Evidence-based Education

a systematic research synthesis, one might, in the absence of
any UK evidence, be confident that the effects could
transfer to a UK setting.

Traditional narrative literature review

The traditional literature review often forms the basis of -
‘opinion’ pieces, ‘expert’ reviews or students’ theses, but is
less helpful for guiding policy or contributing to an informed
debate of the issues. This is due to a number of factors. The
research literature included in traditional narrative reviews
tends to be a ‘biased’ sample of the full range of the
literature on the subject. It is usually undertaken through
the perspective of the reviewer who gathers and interprets
the literature in a given field. The reasons for including
some studies and excluding others are often not made
explicit, and may reflect the biases of the author. Included
references may be used to support the ‘expert opinion’
whilst other references that contradict this opinion may be
excluded from the review. If the search strategy and
inclusion criteria have not been made explicit it will not
be possible for the review to be replicated by a third party.
Because a ‘systematic, rigorous and exhaustive’ search of all
the relevant literature (Davies 2000) has not been under-
taken, relevant studies could have been excluded from the
review, leading to potential selection and/or publication
bias. Failure to include all the appropriate studies may lead
to incorrect interpretations of the evidence. Finally, usually
in traditional literature reviews the individual studies are
not quality assessed before inclusion in the review, and
therefore there may be no differentiation between metho-
dologically ‘sound’ and ‘unsound’ studies (Young et al.
2002). The shortcomings of the ‘expert’ review are well
recognized in evidence-based health care, where in the
hierarchy of evidence ‘expert opinion’ constitutes the lowest
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grade of evidence. Nevertheless, they remain influential in
all areas of social research.

Systematic review

A more rigorous alternative to the ‘narrative’ review is the
systematic review. A systematic review differs from a
traditional narrative review in that its methods are explicit
and open to scrutiny. It seeks to identify all the available
evidence with respect to a given theme. Systematic reviews
have the advantage of including all the studies in a field
(sometimes positive and negative studies), so the reader can
judge using the fotality of evidence whether the evidence
supports or refutes a given hypothesis. This evidence is
collected, screened for quality and synthesized into an
overall summary of the research in the field. Because all the
evidence pertaining to a given topic is included in the
systematic review, with rejected evidence catalogued and
the reasons for rejection made explicit, the resulting findings
are often less susceptible to selection, publication and other
biases than those of a traditional or ‘non-systematic’ review.

Rationale for systematic reviews

The rationale for undertaking a systematic review has been
well rehearsed in the fields of health care (for example, Egger
et al. 2001, Chalmers et al. 2002), social and educational
research (for example, Evans and Benefield 2001, Oakley
2002). It is a scientifically rigorous method for summarizing
the results of primary research and for checking consistency
among such studies (Petticrew 2001). The rationale for
systematic reviews in medicine is firmly embedded in the
‘positivist’ or ‘scientific’ tradition or paradigm (Mulrow
1994). Systematic reviews are traditionally associated with
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meta-analyses of research based on quantitative epistemolo-
gical traditions and mecthodologies (Badger et al. 2000,
Hammersley 2001). The most important aspect of the
scientific paradigm is that a study must be replicable as well
as reliable and credible. Judgements and assumptions are
made explicit to allow exposure to scrutiny and comment. In
education (and health) the methodology is currently being
extended to encompass studies using a broad range of
methods including qualitative research (Petticrew 2001).

Mulrow (1994), writing about systcmatic reviews and
meta-analyses in the field of health care, has outlined some
assumptions on which this rationale is based. Systematic
review mcthodology has the ability to manage potentially
‘unmanageable amounts of information’, and rationalize
existing evidence efficiently by establishing whether research
findings are consistent and generalizable, and to explain
why if they are not. Often similar studics can be put
together, statistically, in a meta-analysis. Meta-analyses can
be used to increase power and precision in the measurement
of effect sizes. Finally, systematic reviews use scientific
methods that reduce ‘random and systematic errors of bias’
(Mulrow 1994). Clearly such a rationale does not apply
exclusively to rescarch in health care.

Aims of a systematic review

The aims of a systematic review are well documented in the
health care (Mulrow, 1994, Egger e/ al. 2001, Petticrew
2001, Chalmers et al. 2002) and social policy literature
(Davies 1999, Davies 2000, Badger et al. 2000, Gough and
Elbourne 2002, Young et al. 2002). They are:

(i)  -to address a specific (well focused, relevant) question;
(i1)  to search for, locate and collate the results of the
research in a systematic way;
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(ii1) to reduce bias at all stages of the review (publication,
selection and other forms of bias);

(iv) to appraise the quality of the research in the light of
the research question;

(v)  to synthesize the results of the review in an explicit
way;

(vi) to make the knowledge base more accessible;

(vil) to identify gaps; to place new proposals in the context
of existing knowledge;

(viii) to propose a future research agenda; to make
recommendations;

(ix) to present all stages of the review in the final report to
enable critical appraisal and replication.

N

Definition and origin of systematic reviews

Research synthesis is secondary research. It involves techniques
and strategies to accumulate the findings of primary research
(Davies, Nutley, Smith 2000). Systematic reviews and meta-
analyses are key features of research synthesis. They involve
the search for, location, quality appraisal and narrative
synthesis of all the relevant studies in a field. Meta-analysis
involves the computation of a combined ‘effect size’ across
the studies in a given field (Davies, Nutley, Smith 2000).
Useful definitions of ‘systematic review’ and ‘meta-analysis’
are quoted in Chalmers et al. 2002:

SYSTEMATIC REVIEW The application of strategies that
limit bias in the assembly, critical appraisal, and synthesis of
all relevant studies on a specific topic. Meta-analysis may be,
but is not necessarily, used as part of this process. (pp. 176-7)

META-ANALYSIS The statistical synthesis of the data from
separate but similar, i.e. comparable studies, leading to a
quantitative summary of the pooled results. (p. 14) (Last,
2001, Dictionary of Epidemiology, quoted in Chalmers et al. 2002)
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There is a long history of the usc of systematic review
techniques in educational research to scarch for, retrieve and
synthesize literature in a number of different contexts (Slavin
1986, Lipsey and Wilson 1993, Davies 2000, Petrosino ef al.
2000). Educational researchers were among the carly users of
systematic reviews, although astronomers claim to be the
first group of researchers to use the method (Slavin 1986,
Petticrew 2001). Recently, Chalmers et al. (2002) have
described a ‘long history’ of research synthesis in various
disciplines and diverse subjects: medicine (i.c. treatments for
scurvy in the eighteenth century), agriculture (also the
eighteenth century), astronomy, and the ‘psychology of time’
(nineteenth century). The ‘science of rescarch synthesis’
emerged in the twentieth century with Pearson’s 1904 review
of evidence on the effects of a vaccine against typhoid and
some early reviews in the field of educational research
(Chalmers et al. 2002). Educational researchers started
combining the results of educational experiments in the first
half of the twentieth century. In the 1950s and 1960s social
science researchers explored different statistical approaches
for undertaking meta-analyses. This was particularly so in
the fields of education and psychology (Chalmers et al. 2002).
Social scientists published many texts in the 1970s and 1980s
on statistical approaches to meta-analysis and data synthesis
(Glass 1976, Lipsey and Wilson 2001). It was only in
relatively recent times that ‘modern’ health care researchers
realized the merits of undertaking systematic reviews —
although, as Chalmers et a/. (2000) point out, James Lind
performed a systematic review on treatments for scurvy in
the eighteenth century. Certainly, it is only since the mid-
1980s that there has been an explosion of systematic
reviewing in health care.

Although cducational researchers have undertaken ‘re-
search synthesis’ for some considerable time (Slavin 1986)
the term ‘systematic review’, however, is a relatively recent
one and was initially used in hecalth care research.
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Traditionally, educational reviewers have used terms such
as ‘meta-analysis’ and/or ‘research synthesis’ (Slavin 1986).
The term ‘meta-analysis’ has a specific statistical meaning.
It is a method of combining a number of quantitative
studies in order to produce a more precise estimate of effect
than can be achieved by any single study. It is not always
the case that meta-analyses arc undertaken on studies that
have been identified using systematic review methods. Often
it is not possible to combine studies statistically, and the
synthesis of the findings of a range of quantitative studies
can be done in other ways. Even when studies can be
statistically combined this may not be appropriate. Slavin
(1986) criticized educational researchers for sombining all
guantitative studies into a meta-analysis without due regard
to their quality or context. He argued for a ‘best-evidence
synthesis’ approach, whereby studies of certain quality and
or contextual criteria are included within a meta-analysis.
While the term ‘research synthesis’ moves the reviewer away
from the requirement to undertake a meta-analysis of all
identified studies it still implies some form of ‘pooling’ or
meta-analysis of the data extracted from identified studies.
Often this is simply not possible. Some studies, for example,
may report no outcome data, which precludes their
inclusion within a meta-analysis. Nevertheless, identification
and reporting of the cxistence of these studies can be
valuable, even if their results cannot be synthesized in
quantitative ways. The systematic review process differs
from meta-analysis and resecarch synthesis in that it
describes the whole process of identifying all the relevant
literature within a given arca.

Criticisms of systematic reviews

There have been a number of attacks on the rationale of
systematic reviews (see for example, Pirrie 2001). The
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methodology of systematic reviews has been criticized
because it is founded on ‘questionable’ premises about the
nature of reviewing and ideas about rescarch (see in
particular, Hammersley 2001). Eysenck (1995) has criticized
the ‘mechanical’ naturc of the review process without
sufficient regard to the quality and interpretation of the data.

There has been scepticism about the utility of systematic
review methodology outside reviews of health care inter-
ventions using quantitative research designs. Conversely the
relevance of the ‘medical model’ of research synthesis (based
on the randomized controlled trial) to education has been
questioned (Constable and Coe 2000, Pring 2000, Evans
and Bencfield 2001, Hammersley 2001).

Whilst many of the criticisms of systematic reviews have
some merit, the alternative to a systematic review is bleaker:
a narrative review with selection of studies based on the
possible biases of the author. A more helpful approach to
criticizing the conduct of systematic reviews is provided by
Slavin (1986). Slavin has made similar points to Eysenck, in
suggesting that some meta-analyses include all manner of
quantitative studies — the ‘good, bad and indifferent’
(Eysenck 1995). Nevertheless, Slavin argues that the best-
evidence synthesis approach  (systematic revicw) that
includes some aspect of quality appraisal moves us away
from the unthinking mechanical nature of meta-analysis
criticized by Eysenck, although this approach does reintro-
duce an clement of ‘subjectivity’.

Systematic reviewing is not ‘value free’

Although the methods of a systematic review are firmly
based within the “positivist’ tradition it is not a ‘valuc free’
approach. Early educational meta-analyses sought to avoid
imposing the values of the researcher on the evidence by
including all quantitative data in the review on the basis
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that bias can be introduced through the process of choosing
to exclude certain studies (Slavin 1986). This procedure,
however, can introduce bias by allowing poor-quality
studies to influence the outcome. Slavin (1986) cogently
argued that some form of judgement must be used to avoid
introducing bias into the review from irrelevant or poor-
quality studies. Thus, fcatures of the systematic review
method include value judgements throughout the process.
These values include an explicit statement of the nature of
the data that will be extracted from the included papers
and details of the assumptions underpinning the basis on
which the reviewer will interpret the included papers. The
reviewer’s values arc implicit at cach stage of the review,
from the initial searches until the final synthesis. They are
implicit in the choice of key terms employed in the
searches, in the inclusion and exclusion criteria selected by
the reviewer, and they are present in the interpretation of
the included papers. Because the procedures in a systema-
tic review are explicit and transparent the values used to
inform the review are open to criticism, comment and
consequent change by other reviewers. A systematic review
of trials in health care suggested that routine administra-
tion of human albumin after large amounts of fluid loss,
usually due to burn injuries, was associated with ncreased
mortality (Cochrane Injuries Group Albumin Reviewers
1998, Roberts 2000). The findings of this review were
contested by Wilkes and Navickis, who researched the
literature using different inclusion criteria and did not find
the alarming increase in mortality observed by Roberts
and colleagues (Wilkes and Navickis 2001). Gough and
Elbourne (2002) have characterized the process of under-
taking a review as ‘interpretive’ rather than ‘mechanical’.
Whilst a systematic review approach can reduce some
biases it is not, therefore, a value-frec enterprise.



Background: Evidence-based Education

Systematic reviews for an ‘evidence-informed
society’ '

It is important that policy-makers, teachers and other
educational stakeholders have access to the full range of
‘evidence’ on a subject in order to engage in the ‘democratic
debate’ (Gough and Elbourne 2002) or participate in an
‘evidence-informed society’ (Young et al. 2002). This is the
crux of the significance of systematic reviews: they can
inform the development of a dynamic relationship between
research, policy and practice. Research synthesis can also
illuminate the field for future researchers by highlighting the
problems of undertaking a study in a particular context. A
systematic review may identify any cxisting relevant high-
quality research, which might render redundant the
requirement for more primary research (although some-
times research may be required to define the optimum
dissemination and implementation strategies). A systematic
review can help to inform the design of proposed research
studies by giving estimates of eflect sizes, which can be used
to inform design issues such as sample size calculations. For
example, a recent trial randomized 145 students on the basis
that this would detect a difference of 0.43 of an cffect size
(Fukkink 2002); this difference was based on the findings of
a previous systematic review. A systematic review can also
help to inform the research question.

An interesting example of how systematic reviews
informed both research and policy relates to the effect of
class sizes on educational outcome. Meta-analyses of early
experimental studies on the effect of class sizes on
educational achievement indicated a small, but beneficial,
effect of reducing class size on measures of achievement
(Hedgés 2000). These data, however, were criticized from a
number of aspects. The studies tended to be small, localized
and short-term, and whether the beneficial elfect of
reducing class size could be sustained to the general school

13



Systematic Reviews

population remained in doubt. In the 1990s a very large
randomized trial undertaken in the state of Tennessee
(USA) finally resolved the issue of class size. Children and
teachers from 79 clementary schools were randomized to
either be taught in or teach classes with a size of about
fifteen children compared with classes of 25. The results of
the trial confirmed both the beneficial effect of reducing
class size and also that this benefit was sustained for several
years (Hedges 2000). The results from this very large
experiment were very similar to the earlier meta-analyses of
small trials. This is an unusual example, in education, of the
results of a systematic review of small trials being confirmed
by the ‘gold-standard’ method: the large or mega trial.

Systematic reviews can also examine the external validity
or generalizability of randomized trials. Many trials are
undertaken in settings that are unlike ‘normal’ educational
practice, for example within a university psychology depart-
ment with psychologists or educational researchers delivering
the intervention. Whether the effectiveness of such an
intervention is applicable to a routine educational setting is
open to debate. Fukkink (2002) observed, in a re-analysis of a
systematic review, that an intervention delivered by
researchers tended to have larger effects than when it was
delivered in an ordinary school setting. By identifying all the
relevant studies a systematic review can compensate for the
poor external validity of a single experiment.

Effectiveness research

Both the Cochrane and Campbell Collaborations focus
their attention, primarily, on identifying and synthesizing
experimental and quasi-experimental research (Petrosino
et al. 2000) because their priority is on issues of ‘effective-
ness’, i.e. what works in interventions in health care, social
policy, criminal justice and education. Experimental

14



Background: Evidence-based Education

rescarch is the most appropriate evidence of effectiveness in
social research (Oakley 2000), and systematic reviews of
randomized controlled trials and controlled trials are
necessary in order to establish the eflectiveness of an
cducational intervention (Petrosino ef al. 2000, Gough and
Elbourne 2002). In Chapter 2, the importance of experi-
mental methods in educational research and the develop-
ment of what has become by consensus the ‘gold-standard’
experimental method, the randomized controlled trial

RCT), are considered.
3

Summary

e There is an increasingly high profile of ‘cvidence-based’
policy in education and the social sciences.

e A key element of this development is a renewed focus on
the rationale and techniques of systematic reviewing.

e The stages of a systematic review aim to limit potential
sclection, publication and other biases.

e Systematic reviews can inform policy, practice and
research.



2

The Nature of Evidence in
Effectiveness Research

Educational research in the UK in the last 30 years has been
dominated by the qualitative paradigm. Whilst qualitative
research can give us important clues as to how and why
something may or may not work, can prefigure and clarify
issues in a particular field of enquiry and, on occasions, be a
useful supplement to quantitative research, it cannot tell us
whether or not an educational intervention is actually
effective. This requires testing using an experimental or
quasi-experimental rescarch design where at least two
groups are compared: one recetving the educational
intervention under evaluation, the other acting as a control.

Controlled evaluations have been used, intermittently,
for many centurics. Chalmers reports several examples of
controlled trials of medical treatments, including the famous
Lind study of citrus fruits for the treatment of scurvy in the
mid-eighteenth century and an evaluation of bleeding
among sick soldiers in the Peninsular War at the beginning
of the nineteenth century (Chalmers et al. 2002). Controlled
evaluations increased substantially in the twentieth century.
The medical community celebrates the 1948 MRC Strep-
tomycin trial that is generally believed to be the first ‘true’
randomized trial. Oakley claims that educational and
psychological randomized trials pre-date the Streptomycin
trial by up to 50 years (1998, 2000). Chalmers, however,
whilst acknowledging the cxistence of relatively robust
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quasi-randomized experiments, has found no strong cvi-
dence that a ‘true’ controlled trial using random allocation
was performed before the 1948 MRC Streptomycin trial
(Chalmers, personal communication, 2001). Nevertheless,
there are some important ‘classical’ quasi-cxperimental
studies undertaken before 1948 that underpin the need for
rigorous experimental methodology.

The Cambridge-Somerfield experiment (Oakley 2000)
undertaken in 1937 allocated 160 ‘delinquent’ boys to either
reccive social worker support or to act as controls. Teachers
were asked to identify boys at risk, and about 160 boys were
randomized to be controls or to receive extended pastoral
care. The results indicated no evidence of benefit of the
intervention; indeced, there was evidence of harm. In the last
follow-up in 1975 42 per cent of the boys in the intervention
group had had an undesirable outcome (c.g. criminal
conviction, early death, ctc.) compared with 32 per cent of
the boys in the control group. This was a statistically
significant difference. The results of this trial appcared to
demonstrate a harmful effect of social workers for such boys.
In this instance, an cxperiment demonstrated that an
intervention that was widely believed to ‘help’ children was
actually harmful.

More recently a systematic review of experimental studies
of ‘scared straight’, a method used widely in the USA and,
occasionally, in the UK, showed that this intervention to
prevent adolescents from turning to crime actually increased
criminal activity (Petrosino et al. 2002). The disscmination
of ‘scared straight’ was based upon anccdotal evidence that
taking juvenile petty offenders to be ‘scared’ by hardened
incarcerated criminals would persuade them not to reoffend.
A systematic review of randomized controlled trials,
however, showed it had the opposite effect.

In the early 1970s US cducational researchers persuaded
head teachers and the Federal Government to allow schools
with large numbers of African-American pupils, from poor
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areas, to be randomized to either receive an added financial
injection or to act as a control (Crain and York 1976).
There was opposition to the experiment, partly to enable
grounds that the amount of money was too small in order a
difference to be demonstrated. However, because randomi-
zation controlled for confounding factors, the experiment did
show that the children’s test scores significantly improved
compared with similar children in control schools. This
result persuaded policy-makers to offer similar financial
packages to other schools in deprived areas.

In the 1990s a large field trial of small class size was
undertaken in Tennessee (costing approximately $12 million)
showing the benefit of smaller class sizes (Hedges 2000).

Many of the early educational experiments did not use
‘true’ randomization. Rather, they used quasi-random
methods to form groups. A common method is alternation.
Alternation might take the form of allocating all children
with a surname starting with A to one group whilst all
children with a surname beginning with B are allocated to
another group. This method, however, can lead to the
formation of hiased groups and is generally now being
replaced by true random allocation. ‘

There have been numerous RCTs in social and educa-
tional research (Petrosino et al. 2000), but this research
paradigm has received less attention in the past 30 years
partly as it has appeared to be the ‘loser’ in the 30-year
paradigm war (Oakley 1998). Recently it has come to the
attention of policy-makers that inferences about what does
and does not work in education cannot be drawn either
from qualitative research or quantitative research of an
observational nature. Boruch (1994) notes, in the USA at
least, an increase in the use of RCTs in the social sciences,
and looks forward to the day when, if at all possible, social
science interventions will be evaluated using the RCT.
Absence of controlled tests in an area leads to a debate
among the ‘ignorant’ (Boruch 1994).
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Randomized controlled trials

The most robust method of assessing whether something is
effective or not is the randomized controlled trial (RCT).
Cook (2002) has argued that in health and social policy the
RCT has long been recognized as the most rigorous method
of estimating eflectiveness. As far back as the 1920s
educational researchers were describing how to experiment
in education using a randomly formed control group
(Oakley 1998). As with systematic reviews, cducational
researchers were in the forefront of the design of controlled
experiments. More recently, many educational rescarchers
have viewed the RCT as a design that is either not possible
to undertake in educational research, or 1s from an
inappropriate paradigm. It is not the intention to explore
these issues in this book: they have been well documented
elsewhere (sce for example, Oakley 2000).

In an RCT participants are randomly allocated to the
interventions being evaluated. Typically, a participant will
be allocated either to the new intervention (the so-called
experimental group) or allocated to whatever is the usual
practice (the control group). There are many variants to
this design, for example allocating the participants to
receive the new intervention either straight away or later
(a waiting list design), or to receive both the new and the
old intervention but in different randomized scquences
(reversal or cross-over design), or allocating groups (in
educational research this is usually intact classes or schools)
in a cluster design. However, the essence of this design and
all its variants is the random allocation. If participants are
allocated on any other hasis, one cannot be sure whether
(except for chance differences) the experimental and control
groups were similar before receiving (or not receiving) the
intervention, and therefore it becomes impossible to
disentangle the effects of the intervention from the
characteristics of the pcople being allocated to the
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intervention. Techniques can be used to attempt to control
for the potential confounding from known variables, but
they cannot adjust for unknown variables.

Why randomization?

There are 2 number of methods of assembling two or more
groups for the purposes of comparing whether an inter-
vention is cffective or not. The benefits of using random
allocation have been described previously (c.g. Cook and
Campbell 1979, Torgerson and Torgerson 2001, Torgerson
and Torgerson 2003a). It is not proposed to detail the
design and strengths of RCTs; however, it is important to
discuss their main features in order to be able to distinguish
between high- and low-quality RCTs. The two main
reasons for using random allocation are to avoid regression
to the mean eflects and selection bias. Randomization
avoids both of these problems; however, selection bias in
particular can be introduced after random allocation in
poor-quality trials.

Regression to the mean

Regression to the mean (RTM) is a highly prevalent
problem that affects most arcas of human endeavour. In
education it is a particularly severe problem affecting areas
such as students’ test scores and school league tables. The
phenomenon occurs when a variable is measured on one
occasion and then is remeasured subsequently. This
phenomenon explains why rescarchers consider the pre-
and post-test ‘quasi-experiment’ the weakest rescarch design
(Cook and Campbell 1979). In a pre- and post-test
cvaluation typically students are selected who have scores
that arc below some threshold: that is they are scoring
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badly. If we retest such students then the ‘average’ mark
will move upwards irrespective of any intervention. If there
1s an intervention the improvement due to the regression to
the mean phenomenon may be erroneously ascribed to the
intervention. A review of pre- and post-test studies by
Lipsey and Wilson (1993) showed that such studies produce
effect sizes with an average 61 per cent greater improvement
than studies that use a control group. Part of this
exaggerated benefit is almost certainly due to regression to
the mean. Forming comparison groups using random
allocation deals with regression to the mean as it affects
both groups equally and the effect is ‘cancelled out’ in the
comparison between the post-test means.

Selection bias

Selection bias occurs when the groups formed for compar-
ison have not been created through random allocation and
are different in some way that can affect outcome. Schools
who volunteer to pilot a change in the curriculum will often
be different from schools that do not voluntceer. Comparing
these two groups of schools will be susceptible 1o ‘confound-
Ing’ as there is likely to be some characteristic present in one
group of schools that could explain differences in outcomes.
Similarly, individuals who volunteer or ask to take part in
an intervention are likely to differ in some way from those
who do not. Such diflerences could again explain any
differences in outcome.

Systematic reviews of randomized trials
In an ideal world, evidence-based policy and practice in
education for questions of effectivencss should be in-

formed through systematic reviews of the results of large,
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well-conducted, randomized controlled trials. In areas where
there are RCTs these often tend to be relatively small. Which
reduces the possibility of an individual trial giving a clear and
unambiguous answer. Systematic review methods are parti-
cularly valuable when the field of inquiry contains large
numbers of relatively small randomized trials as is so often the
case in educational research. When small randomized trials
are cxamined on an individual basis they can give misleading
results. This is because they have relatively low statistical
power to detect modest but important differences in
educationally important outcomes. By using mecta-analyti-
cal methods similar trials can be pooled to enable the
analyst to observe, as statistically significant, worthwhile
effect sizes that individual trials may have missed.

Whilst meta-analysis can go some way towards addres-
sing the problem of underpowered trials, it will not produce
a true estimate of effectiveness if the trials contained within
the analysis are methodologically flawed. In addition, meta-
analyses may give unduly optimistic results if there is
substantial publication bias, that is if studies that show
either a null or negative cffect remain unpublished and
therefore cannot be included in any form of review. The
issue of trials with poor or flawed methodology can be
addressed in a systematic review through the use of inclusion
and or exclusion criteria. In terms of the problems of
publication bias, if the studies cannot be identified then they
cannot be included, no matter how exhaustive the review.
There are techniques, however, that can be used to identify
whether or not for a given review there is a danger of
publication bias. This problem and the issue of trial quality
will be addressed later.

Because the need to know whether something works or
not should be the overarching aim of any body of research,
this book makes no apology for the decision to focus solely
on procedures for undertaking systematic reviews of
randomized controlled trials.
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Summary

® Experimental rescarch is essential in questions of effec-
tiveness.

® There is a ‘long history’ of cxperimental research in
cducation and the social sciences.

® The most robust method of assessing effectiveness is the
randomized controlled trial (RCT).

® Systematic reviews and mcta-analyses of RCTs arc
valuable research tools.
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The Stages of a Systematic
Review

The stages of a systematic review are well established in
health care (for example, Egger and Davey-Smith 2001,
NHS Centre for Reviews and Dissemination 2001), in social
policy (Oakley 2002) and in education (for example, Badger
et al. 2000, Evans and Benefield 2001):

(1)

(i11)

24

A protocol or plan of the research is written to establish:
the theoretical, empirical and conceptual background
to the review; the research question(s); the ohjectives;
the scope of the review and the methods for searching,
screening, data cxtraction, quality appraisal and
synthesis.

Within the protocol a sct of predetermined written
inclusion and exclusion criteria arc specified. For example,
the protocol may specify that only studics employing a
‘true experimental’ design and written in the English
language will be included.

Once the protocol has been developed and, ideally,
peer reviewed, the literature search can commence,
starting with an electronic scarch. The literature
scarch may also include hand searching of key
journals and other methods of retricval. The results
of the search are then screened by at least two
independent reviewers, firstly on the basis of titles
and abstracts (first stage screening), and secondly on
the basis of full papers (second stage screening).
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At the ‘scoping’ or ‘mapping’ stage the studics retrieved
for the review are described and classified. At this
stage all of these studies may be data cextracted for
inclusion in the in-depth review, or it may be decided to
further refine the research question and inclusion
criteria and select a more narrowly focused area for
the full systematic review.

Once relevant papers have been identified their data
need to be extracted, using a standard data extraction
sheet, again using at least two independent rescarch-
crs (double data extraction). Also the studics are assessed
to determine their quality (quality appraisal). This is
usually based on internal validity, but includes some
analysis of external validity.

Extracted data are then summarized in a synthesis.
This can be donc as a ‘qualitative’ overview if the data
are not in a form that permits a statistical summary. If
the data arc numerical and are of sufficient homo-
gencity then they can be combined within a meta-
analysis, which will give an overall figure for the effect
of an intervention.

(vii) Finally, the synthesized data will be interpreted
within a report, which should be exposed to peer-
review before publication.

Sllmmary

® The seven main stages of a systematic review arc well
established in health care, social policy and educational
rescarch.

® The stages include: writing the protocol (including the
inclusion and exclusion criteria); searching and screening;;
‘scoping’ or ‘mapping’ the research; extracting data from
the included studies and quality appraising them;
synthesizing the studies in a narrative, and sometimes
in a meta-analysis; writing and disseminating the report.
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Developing a Protocol;
Searching and Screening; Data
Extraction

Developing a protocol

The first stage in a systematic review is the development of
the review protocol. The protocol is an a priori statement of
the aims and methods of the review. The idea bchind
writing a review protocol is that the research question(s),
the aims and the methods of the review are considered in
advance of identifying the relevant literature. This allows
the reviewer to conduct the review with minimal bias, and
ensures greater cfficiency in the review process. Stating a
clear research question before the literature scarch is
undertaken will prevent unnecessary cffort and cost in
identifying and retrieving irrelevant papers. The criteria for
including papers in the systematic review are established a
priori, in order to reduce the possibility of reviewer sclection
and inclusion bias, by avoiding the situation where criteria
are changed as the review progresses or decisions are made
to include studies on the basis of their results. If the decisions
arc cxplicit this enables them to be justified. The rationale
for developing the protocol as independently as possible
from the literature is that this avoids the rescarch question
and the inclusion/exclusion criteria being unduly influenced
by onc or two studies, which can lead to bias. For example,
if reviewers arc aware of the existence of ‘seminal’ studies in
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the area, they may develop their research question and
inclusion criteria to ensure that these particular studies are
included. The known studics, for example, may have used
non-random allocation processes and would have heen
excluded if the inclusion criteria specified randomized trials.
The reviewers, however, may be tempted to specify
inclusion criteria that include ‘quasi-random’ and con-
trolled trials as well as randomized trials, simply in order to
include the known studies.

Previous guidance for systematic reviews in health care
can be contradictory. For example, Egger and Davey-Smith
(2001), whilst recommending the writing of an a priori
review protocol, also state that:

The review protocol should ideally be conceived by a group
of reviewers with expertise both in the content area and the
science of research synthesis. (Egger and Davey-Smith 2001,
cmphasis added)

Involving content experts in the review will necessarily
include viewpoints already ‘influenced’ by non-systematic
knowledge of existing rescarch studies. Therefore, it is often
not possible for a rescarcher to be truly unfamiliar with all
the relevant studies. Knowledge of at least some of the
existing studies is almost certainly going to influence the
protocol. Indeed, it could be argued that a preliminary
literature review should be used to influence and refine the
protocol. A cursory clectronic search (rapid scope) can be
used to estimate the size of the relevant literature. For
instance, a rapid scope of the literature on the cffects on
reading and spelling of interventions to increase phonemic
awareness would reveal large numbers (50 to 60) of
experimental studies conducted in the USA in the last 20
to 30 ycars (Ehri, Nunes, Stahl, Willows 2001). If the review
resources arc scarce (c.g. a student undertaking a review for

a thesis) then it might not be possible to review all the
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relevant literature in this vast ficld. An alternative approach
might be to develop a protocol that defines a very narrow
rescarch question (e.g. the effect of phonemic awareness
training on the development of beginning reading, in
‘normally achieving’ children aged 4 to 6: this is a relatively
small literature).

A scoping review is also important in order to identify
existing systematic reviews in the arca. If the scoping review
uncovers a recent, rigorous review within the area that
already addresses the proposed rescarch question it would
be unnccessary to repeat the review. In this situation the
research question could be refined to address another policy
relevant question.

Expert knowledge of a number of existing studices,
particularly if they tend to be obscure references, may be
helpful in developing the electronic search strategy. An
exhaustive strategy ought to identify all known, relevant,
papers as well as ones that are unknown. Prior knowledge of
an arca, thercfore, can aid the review process, although the
reviewer must be aware that it can also introduce bias to the
review. The latter problem can be reduced if clear,
consistent and logical justifications are made for the
inclusion criteria.

Conceptual issues central to the review should be firmly
cmbedded in the protocol. For example, in systematic
reviews of literacy learning the relevant conceptual issucs
might include the nature of literacy, learner characteristics,
literacy outcomes or mecasures and the nature of the
interventions. The conceptual issues will help the reviewers
to refine their research question for the review to make 1t
well focused and relevant.

In a high-quality systematic review the inclusion and
exclusion criteria are rigorously and transparently reported.
The inclusion and exclusion criteria will include the time
span of publications, the type of research to be reviewed
(study design) and the relevance to the research question.
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The protocol will also include criteria for quality appraising
the included studies (c.g. CONSORT guidelines, Altman
1996), and the categories for data extraction will be
specified. In addition, it can be stated that in the eventual
synthesis of the research, more weight will be given to the
studies assessed as being of ‘higher quality’.

The key features of the application of the inclusion and
exclusion criteria are:

they arc established a priori;

they are explicit;

they are applied stringently;

all studies retrieved {rom the searches are listed in tables
at the end of the report (together with reasons justifying
inclusion and cxclusion).

It is helpful to sct out the review protocol in a consistent
format, which will aid peer reviewers. As an cxample, a
protocol for a systematic review of randomized trials
cvaluating interventions in the teaching of spelling is shown

in Box 4.1.

Box 4.1 Example of a review protocol

What is the title?

A systematic review and meta-analysis of randomized con-
trolled trials evaluating interventions in the tcaching of
spelling.

What is the context and whal are the conceptual issues?

There is a widespread consensus that spelling is a diflicule skill.
Indeed, some believe it to be more difficult than reading,
because 1t requires the formation of an exact sequence of letters
without any contextual clues (Fulk and Stormont-Spurgin
1995). Poor spelling skills are a widespread problem. Many
children find spelling difficult, particularly those who experi-
ence learning difficulties (Fulk and Stormont-Spurgin 1995),
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but including those who are high attainers in other areas
(McClurg and Kasakow 1989). Many children continue to rely
on phonetic strategies into their later years, and there is still
controversy among teachers and rescarchers about the appro-
priate strategies for spelling instruction (McClurg and Kasa-
kow 1989). Whilst spelling is often secn as a ‘lower order’
literacy skill based on memory, this view is simplistic: it 1s a
highly complex ability.

Spelling acquisition, like other aspects of literacy, is
developmental. Teachers use a variety of methods and
instructional techniques to teach spelling skills, for example
systematic study or structured study conditions, multisensory
training, and spelling within the context of written composi-
tion. It is often unclear which 1s the most effective method of
teaching spelling. Consequently most teachers use a variety of
methods.

What is the policy context?

In the UK, The National Literacy Strategy for England and
Wales gives detailed guidance for teaching and lcarning
spelling (DIEE 1998). In the early years and throughout Key
Stage [ the emphasis is on phonological awareness, phonemic
awareness and phonics teaching. At Key Stage 2 the emphasis
for spelling 1s on individual self-correction strategies, indepen-
dent spelling strategies (for example, phonics-based strategics,
dictionaries and I'T spell-checks), learning spelling conventions
and rules (for example, patterns, prefixes and suffixes),
practising spelling (using ‘look, say, cover, write, check’) and
investigating the spelling of words (for example, word origins
and derivations). Although the strategy is still highly contested,
clearly it follows the now uncontested developmental model of
spelling abilities. At Key Stage 1 the influence of international
research synthesis on phonological awareness training, phone-
mic awarcness training and systematic phonics teaching is
evident {Troia 1999, Ehri, Nunes, Stahl, Willows 2001, Ehri,
Nunes, Willows ef al. 2001}.

Has a scoping review been undertaken (if yes, what were the results)?

A scoping review was undertaken which found six relevant
systematic reviews (Fulk and Stormont-Spurgin 1995, Troia
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1999, MacArthur et al. 2001, Ehri, Nunes, Stahl, Willows 2001,
Ehri, Nunes, Willows ¢/ al. 2001, Torgerson and Elbourne
2002). Two examined the effect of ICT on spelling acquisition
{(MacArthur e al. 2001, Torgerson and Elbourne 2002). The
third review investigated phonological awareness training
{Troia 1999); the fourth examined the effect of phonemic
awareness training (Ehri, Nunes, Stahl, Willows 2001}; the fifth
systematically reviewed the experimental research on systema-
tic phonics teaching versus non-systematic phonics teaching
and the sixth reviewed published rescarch on spelling inter-
ventions designed for pupils experiencing learning disabilities
(Fulk and Stormont-Spurgin 1995).

What is the aim?
This aim of this review is to help fill the gap in the knowledge
hase of what does and does not work in the teaching of spelling.

What ts the research question?

The research question for the scoping stage of the review is:
which interventions or strategies are effective in the teaching of
spelling for pupils aged between 5 and 167 The rescarch
question for the in-depth stage of the review is: which
interventions or strategies arc effective in the teaching of
spelling for ‘normally achieving’ pupils aged between 7 and 14
(in the UK, Key Stage 2). The reason for limiting the review in
this way at the in-depth stage is because of the existence of
previous systematic reviews in early literacy development
(Troia 1999, Ehri, Nunes, Stahl, Willows 2001, Ehri, Nunes,
Willows ef al. 2001} and spelling development with children
experiencing learning disabilities (Fulk and Stormont-Spurgin
1995), and the lack of a systematic review focusing on
interventions to improve the spelling abilities of ‘normally
achieving’ children and young people aged between 7 and 14
(in the UK, Key Stage 2).

What ts the search strategy?

The Educational Resources Information Center (ERICH;
PsycINFO; and The Campbell Collaboration Social, Psycho-
logical, Educational Criminological Trals Register (G2
SPECTR) will be searched. All the scarches will be for the
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period 1980-2002. As the topic focus will be the teaching of the
spelling of English, the search will be restricted to the English
language research literature. In a previous review of ICT and
spelling (Torgerson and Elbourne 2002) it was found that the
key words of allocat* experiment* and random* was the most
sensitive search strategy for the identification of trials. These
key words combined with spell*, should be the most sensitive
scarch strategy for this review.

What are the inclusionfexclusion criteria?

As the research question is looking at ‘effectiveness’, papers
using rigorous methods to assess cffectiveness will be required.
In essence, this implies randomized controlled trials (RCTs).
Therefore, only randomized controlled trials (or systematic
reviews containing at least one RCT) will be eligible for
inclusion. For a paper to be included it will have to be a trial
comparing two or more methods or strategies for the teaching
and/or learning of spelling in a school setting. RCTs will only
be included if they are undertaken in English-speaking
countries, and written in the English language. Trials will be
included if they arc published (or unpublished but in the public
domain) in the years 1980 2003 and if all of the participants
arc aged between 5 and 16. To be included in the review a trial
will have to report at least one spelling outcome measure.

How will the data be extracted and analysed?

Data about participants, interventions, outcomes and quality of
the studies will be extracted from all the included papers, using a
standard format. Included studies will be tabulated, and effect
sizes for the main and secondary outcomes will be calculated.
Standardized effect sizes will be estimated by dividing the mean
differences between the groups by a pooled standard deviation
using a commercially available software package.

The educational validity of pooling two or more of the trials
in a meta-analysis will be estimated using expert opinion. If
appropriate, trials with a similar contextual framework will be
pooled in a meta-analysis. Statistical and educational sources of
heterogeneity will be investigated and possible reasons
described. Sensitivity analyses of the results will include
country specific analysis as well as cross-national pooling,
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high- versus low-quality trials. Potential publication bias will
he explored using a funnel plot and also comparing cffect sizes
from published and unpublished reports.

How will the quality of studies be assessed?

The trials will be quality appraised using a checklist derived from
the CONSORT guidelines (Altman 1996). These guidelines are
used by the major medical journals when publishing randomized
controlled trials and include, for example, the following internal
validity criteria: are groups comparable at baschne? was
‘intention to teach” used? were post-tests undertaken ‘blind™
The external validity of included trials will also be examined.
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The review protocol i1s an important first step when
undertaking a systematic review. It helps to focus and
structure the review; it limits the scope for bias occurring in
the review and enables an independent third party to
critically appraisc the finished review in relation to the
initial proposal.

Literature search

The main thrust of the search should be in the electronic
databases, as being the most efficient method of retrieval
{(NHS Centre for Reviews and Dissemination 2001). This is
mainly due to the technological explosion in the last ten to
fiftcen years and the subsequent availability of educational
and other relevant clectronic databases that can be system-
atically scarched. However, there are many other sources of
educational studics: key journals; the bibliographies of
systematic and other reviews; wcbsites; personal contact
with content specialists. Whilst using all of the above
methods for retrieval may make the search more exhaustive,
some of the mecthods can increase the risk of potential
selection bias. This problem is discussed below.

The three methods that are least liable to selection bias
are scarching electronic databases, hand searching of key
journals and searching the bibliographies of previous
systematic reviews, because all of these methods employ a
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‘systematic’ approach. Therefore this book will confine itself
to an overview of how randomized trials might be identified
using these three methods.

Ideally before undertaking a search of clectronic data-
bases it is extremely helpful to enlist the aid of a librarian or
information specialist who will know how to access the most
relevant databases and will be able to advise on the
appropriate scarch strategy for each database.

Electronic searching

A preliminary search of the main clectronic databases often
takes place to aid the development of the review protocol
(rapid scope). Health care reviewers, who are focusing only
on randomized controlled trials, are in the fortunate position
of being able to scarch a single database (the Cochrane
Library) that contains all RCTs relating to health. Presently,
educational and other non-health care reviewers are less
fortunate. In future the Campbell Library may rival the
Cochrane Library in its completeness but this is not the case
at present. In addition, the EPPI-Centre is devcloping an
clectronic database of reviews in educational research. At
present, however, the educational rescarcher must search
across a number of clectronic databases to cnsure that the
majority of RCTs within a given area are identified.

For any scarch strategy there is a tradc-off hetween
‘sensitivity’ and ‘specificity’. A scarch strategy that is
extremely sensitive is likely to include as many of the relevant
studies as possible that are present on a database. Clearly the
most sensitive strategy is a search of the entire databasc.
Specificity relates to the concept of ‘homing’ in on the most
relevant papers. Any scarch strategy that does not ivolve
screening  the entire database introduces specificity. The
trade-off between sensitivity and specificity begins as soon as
terms are introduced that start to exclude studies. It is
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absolutely essential to introduce search terms to reduce the
huge volume of literature within the educational databases.
However, even the most specific search strategy will reveal
many papers that could be RCTs and the only way to
ascertain whether they are or not is to retricve them and check
in the methods section what the researchers actually did.

Designing the search strategy

The use of the ‘wildcard’ characters * and $ is important
for devising appropriate research terms. Studies using
random allocation may keyword this in numerous ways in
the title or abstract. For example, a study might state: ‘we
undertook a randomized trial’ (with cither ‘s’ or ‘2’); or ‘we
randomly placed’; or ‘we performed random allocation’; or
‘groups were formed by using random number tables’.
Rather than trying all the different methods of using the
word ‘random’ a search term with random* will identify
all the words with the stem random. Educational and
psychological databases actually do not often use the term
random* when describing randomized controlled trials. A
widely used word is ‘ecxperiment’ or ‘experimental’ with
the term experiment* being appropriate for the search.
Many rescarchers in the educational ficld seem to be rather
hesitant about describing their study as a trial or an
experiment and sometimes they will state in the abstract
that participants were ‘allocated into two groups’. Often in
such studies true randomization has occurred but this is
only apparent when the full paper is retrieved and the
methods section scrutinized. Therefore, the term allocat*
should also be used to identify studics which contain
‘allocate’, ‘allocation’ and ‘allocated’ in their title and
abstract. A search term using the phrase ‘allocat* or
experiment* or random*’ should include most of the
experimental studies from an educational database.
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The Campbell Collaboration has developed a search
strategy that helps identify controlled trials within the
cducational databases (see Petrosino ef al. 2000, Appendix 1).

Where are the randomized controlled trials in
educational research?

There are a number of electronic databases that can be used
to scarch for randomized controlled trials. These include
PsycINFO (a databasc of psychological literature); ERIC
(Educational Resources Information Center); BEI (British
Educational Index); C2-SPECTR (Campbell Collabora-
tion Social, Psychological, Educational and Criminal Trials
Register) and SSCI (Social Sciences Citation Index). In
addition, the database of ‘grey’ literature (i.c. unpublished
literature in the public domain, e.g. reports, theses) can be
searched (System for Information on Grey Literature in
Europe: SIGLE), although ERIC is also a good source for
this kind of literature.

With respect to scarching for randomized controlled trials
PsycINFO and ERIC are, at present, the richest sources of
controlled studies for most educational reviews. However, as
stated previously, the establishment of the Campbell
Collaboration may change this situation in the future.

As an cxample, consider the findings of two recent
systematic reviews: one reviewing rescarch on the effective-
ness of information and communication technology on
literacy (Torgerson and Zhu 2003), and a systematic review
of interventions to increase adult literacy and numeracy
(Torgerson, Porthouse, Brooks 2003). Thesc two reviews
contained a total of 51 RCTs: 42 RCTs in the review of 1CT
and literacy and nine in the adult literacy and numeracy
review. Table 4.1 shows the origin, by method of retrieval
(clectronic database or hand search) of all these RCTs.
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Table 4.1 Origin of identified RCTs

Electronic databasc/hand scarch ~ Number of RCTs

PsycINFO 29
ERIC 16
SSCI 2
BEI 2
Hand search 2

Fifty-seven per cent of the RCTs were retrieved from
PsycINFO with a further 31 per cent identified from ERIC.
Together these two databases contained 88 per cent of all
the RCTs identified for these two reviews. The other
databases produced only a few additional references, as did
hand searching of key journals. Nevertheless, if the scarch
had been confined to PsycINFO and ERIC this would have
led to the loss of more than a tenth of the relevant trials.

Hand searching

Because trials in educational research tend not to be
specifically ‘tagged’ in educational databases, unlike their
health cquivalents, hand searching may be helpful in
identifying some papers. The choice of journals to hand
scarch should be based on which journals are most likely to
yicld the relevant trials. Sometimes the clectronic searches
can aid this decision by indicating which journals are the
sources for most of the trials. Additionally, some journals,
especially the newer ones, have not yet been indexed on the
clectronic databases and therefore the only way that
relevant articles can be retricved from these journals is
through hand searching. Searching obscure journals can be
challenging. If university libraries do not hold them,
sometimes the only option 1s to spend time at a national
library (e.g. in the UK the British Library in London or its
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lending division at Boston Spa in Yorkshire; in the US the
Smithsonian Institute in Washington).

Searching reference lists of systematic reviews

Previous systematic reviews can be helpful in identifying
relevant papers. Reviews that address similar rescarch
(uestions or include questions that overlap with the
systematic review being undertaken may contain relevant
references.

Sources of search bias

The searching process can be prone to bias. Many reviewers,
for example, use ‘personal knowledge’ or ‘personal contacts’
to identify relevant studies. In theory this can result in bias if
the same studies arc not identified by clectronic or hand
searching. The problem with personal knowledge is that
studies favouring a particular viewpoint are more likely to
have been noted and retained whilst other studies not
favouring this perspective may have been discarded. On the
other hand, personal knowledge may reveal key unpublished
trials, which if not included, could result in the review coming
to erroneous conclusions. Therefore, it is not immediately
clear whether such references should be included or not. A
useful compromisc is to include them but examine the results
of the review when they are excluded (i.c. by undertaking a
sensitivity analysis).

Some reviewers also search the bibliographies of non-
systematic reviews as a means of identifying relevant studies.
The problem with this is that non-systematic reviews may
include a biased sample of the literaturce and this bias could
then be introduced into the systematic review.
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Screening

Once the search strategy has been determined, and
potentially relevant titles and abstracts identified, the next
step is to filter out the irrelevant papers and screen in
possibly relevant articles. The first step in this process is to
‘de-duplicate’ the references by importing them into a
reference management software package (e.g. EndNote;
Pro-Cite; Reference Manager). Establishing a database of
references enables a record to be kept of every step of the
review, which if necessary can be rerun by a third party.

Potentially relevant studies are identified from titles and
abstracts {(first stage screening). Irrclevant papers are
filtered out and potentially relevant papers are sent for.
These are then recad and identified as cither being relevant
or not (second stage screening). These processes are, ideally,
undertaken by two independent researchers to ensure that
only a minimal number of relevant studies are ‘missed’. If
reviewers agree on references these can be either discarded
or retrieved. If there is disagreement the references can be
examined by both reviewers and discussed, at which stage
they can either be included or rejected. Double screening,
however, is resource intensive. An alternative strategy is for
the database to be screened by one reviewer only. A sccond
reviewer can then screen a random sample of the databasc
(e.g. 10 per cent). This random sample of citations can be
used to measure the inter-rater reliability assessment of the
agreement between the reviewers. The statistic, Cohen’s
Kappa, can then be calculated to measure how well the two
raters agree. This takes into account the agreement that
would have occurred by chance. The values range between
+1 (perfect agreement) and 0. A value of 0 indicates that
the observed agreement could have occurred by chance.
This process describes how well the decisions could be
reproduced.
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Table 4.2 A worked example of inter-rater reliability assessment
using Cohen’s Kappa

Screener B
Screener A Include Exclude Total
Include 85 60 145
Exclude h9 4320 1379
Total 144 4380 4524

If the level of agreement, as measured by Cohen’s Kappa,
is high (for cxample 0.90) then the results of the single
reviewer can be relied upon. However, if agreement is low
(for example 0.25), then it would be necessary for the second
person to double screen all of the citations.

The process of calculating Cohen’s Kappa is undertaken
with reference to Table 4.2 as follows. An clectronic
screening strategy identified 4524 potential articles and
two reviewers screened this database. To find out how well
they agree the exact number of agreements is calculated,
which in Table 4.2 is 85 + 4320 = 4405. From a total of
4524 articles this is 0.97 or 97 per cent (i.c. 4405/4524). This
overall agreement figure, however, takes no account of the
fact that some of the agreement will occur by chance. The
next step is to take this chance effect into account.

Include 144 x 145/4524 = 4.62
Exclude 4379 x 4380/4524 = 4239.61
Total 4244.22

The number of agreements that is expected by chance,
therefore, is 4244.22, which as a proportion of the total
articles is 4244.22/4524 = 0.938. The maximum agrcement
is 1.0, therefore, we can calculate the inter-rater reliability
agrecment as:
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0.97 - 0.938
1.00 - 0.938

which results in a Kappa value of 0.52 (modcrate).

Table 4.3 presents the results of screening a search for
relevant randomized controlled trials, controlled trials and
reviews for a systematic review of interventions to increase
adult literacy and/or numeracy (Torgerson, Porthouse,
Brooks 2003). The number of relevant studies can be
extremely small: about one-third of 1 per cent for RCTs in
the case of this review. In this instance the database of
‘Criminal Justice Abstracts’ was searched because, although
it is not an educational database, it was known that
controlled trials had been undertaken in prison settings.
Five CTs and reviews were rctrieved from this database
although none of these was a randomized controlled trial.

Table 4.4 is a ‘scoping’ or ‘mapping’ table, which shows
the numbers of studies that were retrieved after screening of
the electronic scarches, and the reasons why only twelve of

Table 4.3 Origin of all included studies

Found Included RCTs, Number of
CTs and systematic RCTs
and other reviews

ERIC 2628 40 9 (0.34%)
PsycINFO 971 3 2 (0.21%)
CJA 736 5 0
SSCI 15 2 2 (13%)
C2-SPECTR 8 1 0
SIGLE 172 1 0
Website 11 2 1 (9%)
Bibliography 13 4 1 (8%)
search
Contact 1 1 0
Total 4555 59 15 (0.33%)
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Table 4.4 Mapping of relevant RCTs, CTs and reviews

RCTs 12 papers (containing
9 trials)

RCTs (no results) 3

CTs 34

Reviews 10

Total 39

the 59 papers were deemed relevant for the in-depth review.
Because the requircments of this review were to identify
primarily RCTs but also controlled trials (C'T's) both are
listed in the mapping table, along with relevant review
articles. However, because the inclusion criteria for this
review specified including only RCTs in the in-depth review
only nine RCTs (reported in twelve papers) were data
extracted and quality appraised. The other papers {(con-
trolled trials and reviews) were used to provide conceptual
background information.

In Tables 4.5 to 4.7 the process of screening and mapping
the literature within a given field, in this casc a systematic

Table 4.5 Screening and mapping of the literature in a
systematic review on spelling

Found Ex- Sent Ex- Not Included Included
and first  for second received in in
screened stage* stage** map*** in-depth
ERIC 178 131 47 31 1 15 3
PsycINFO 311 265 46 27 1 18 7
Expert 6 1 5 0 0 5 0
contact
Bibliographic 3 0 3 0 1 2 1
searches
Total 498 397 101 58 3 40 11
*  Screening on the basis of titles and abstracts; all “includes’ sent for
Aok

Screening on the basis of full papers received
*%% Description of thegresearch in the field
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Table 4.6 Recasons for first and second stage exclusions

First stage  Second stage

exclusions exclusions
Not spelling 106 0
Not spelling intervention 27 8
Not English 52 ]
Not trial 140 8
Age 1 (not 5-16)*** 14 1
Not randomized controlled trial 58 32
{or systematic review containing
at least one RCT)
Not spelling only 0~ 4
Total 397 58

*** For scoping stage RCTs evaluating interventions in pupils aged
between 5 and 16 were included

Table 4.7 Third stage exclusions (29 papers in the ‘map’ of the
rescarch, but excluded from the in-depth review)

Learning disabilities 10
Age 2 (not 7 14)** 12*
Reading disabilities C2
Reading |
Systematic review 4
Total 29

¥ 'I'wo of these papers contain the same study

% %

For in-depth review only RCTs evaluating interventions in pupils
aged between 7 and 14 (Key Stage 2) were included. This was
because the in-depth review excluded early literacy interventions
(phonological awarcness and phonemic awareness training)

review of spelling interventions, is described. Table 4.5
shows the origin of the studies that were identified in the
original electronic search. The original number of studies,
498, is reduced through a scries of predefined exclusion
criteria until only eleven relevant studies are left for the in-
depth systematic review. Tables 4.5 and 4.6 describe the
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reasons for excluding studies. Most studies were excluded at
the first stage because they were not studies about spelling or
because they were not trials. It is quite usual to exclude a
large percentage of studies at the first stage because they are
outside the scope of the review. Most studies were excluded
at the second stage of screening because they were not
randomized controlled trials.

All of the papers in the ‘map’ were randomized controlled
trials. However, for the in-depth review only RCTs evaluat-
ing interventions to improve spelling in ‘normally achieving’
children aged 7-14 were included. The remaining eleven
papers in the in-depth review fulfilled these criteria.

Data extraction

Once screening has been completed and potentially relevant
studies identified, the relevant data for the review are
extracted onto a standardized data extraction form. Box 4.2
gives an outline of a minimum data extraction sheet that
can be used to extract the key data from randomized trials.

Box 4.2 Example of data extraction sheet

Author:

Year:

Country: Country where the research was carried out.

Publication lype:  Journal article; book chapter; unpublished
dissertation; report.

Reference: Full reference including title of journal,
volume, page numbers.

Source: Where the reference was identified (e.g.,

; PsycINFO, hand search).

Setting: Setting where study was carried out (e.g.,
elementary school).

Objective: Objective of the study as stated by the
authors.
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Design:

Participants:

Intervention:
Control:
Results (as
reported by
authors):
Effect size (as
reported by
authors):
Effect size {as
calculated by
reviewers):
Comments:

Outcome measures: All outcome measures as stated by the authors

in the methods section.

Type of RCT (e.g., cluster or individual or
Ccross-over).

Detailed description of participants involved
in study (e.g., age, gender, cthnicity, socio-
cconomic factors, learner characteristics).
Detailed description of the intervention.
Detailed description of control treatment.
All results including those in narrative and
in tables.

If authors report effect size(s) include.
If authors do not include effect size
reviewers need to calculate.

Details about study quality (e.g., attrition

rate); if the RCT is reported elsewhere give
reference.

Data extraction shects should be piloted on several trials
and amended if necessary before extracting data on all the
trials. As part of its methodological work in research
synthesis the EPPI-Centre has developed detailed data
extraction guidelines and tools for use with the DfES-funded
EPPI-Centre review groups (see http://eppi.ioe.ac.uk/EP-
PIWeb/home.aspx). It has been suggested that data
extraction should be undertaken by the reviewer ‘blind’ to
the article’s authors and the journal to reduce the risk of bias
(Egger and Davey-Smith 2001). The reasoning behind this
is that reviewers might be more favourable in their
Judgement towards a paper that they know has been
published in a prestigious journal or has originated from a
highly respected research group. However, masking re-
viewers to the identity of papers is extremely time-
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consuming as all papers need to be photocopied with the
authors and identifying features of the journal removed by
an independent person. However, a randomized trial
comparing blinded with unblinded data extraction found
no significant difference in results between the approaches
(Berlin 1997).

Box 4.3 is an example of a completed data extraction
sheet from a systematic review of randomized controlled
trials cvaluating interventions in adult literacy and numer-
acy (Torgerson, Porthouse, Brooks 2003}. Data were
extracted using the data extraction sheet in Box 4.2, The
paper was double data extracted by two reviewers who then
discussed the data extraction and resolved any diflerences.
The shcet summarizes the key aspects of the trial, for
example bibliographic details and information about the
aims of the study, the intervention and the outcomes
measured, characteristics of the participants and a summary
of the results of the trial.

Box 4.3 Example of completed data extraction sheet

Author: Batchelder and Rachal

Year: 2000

Country: USA

Publication type:  Journal article

Setting: Maximum sccurity prison

Objective: To examine the efficacy of using computer-

assisted instruction (CAI) with inmates parti-
cipating in a prison cducation programme
compared with inmates participating in a
traditional instruction programme using an
experimental design.

Study topic: Literacy and numeracy
CAI
Incarcerated population
Outcome measures: Comprehensive Adult Student Assessment Sys-

tem (CASAS) maths and reading post-tests.
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Design:
Participants:

Intervention: 1:

Control:

Results: (as
reported by

Effect size:

Effect size (as
calculated by
reviewers):
Comments:

RCT (individual), digit table.

n = 75 male inmates in maximum security
prison.

Two ethnic groups: African-American in-
mates (n = 56) and Caucasians (n = 15).
Participants received GED instructional ma-
terial for 1 hour per day on computers for a
total of 80 hours over a 4-weck period in
mathematics or language. Also traditional
instruction for 3 hours per day in English,
maths, history and science.

Participants received traditional instruction
in English, maths, history and science for 4
hours per day for a total of 80 hours over a 4-
week period.

Achievement scores of inmates in the
intervention group were not significantly

authors): higher than those in the control group.

Group Mecan SD n
CASAS maths post-test

Group 1: Experimental 221.9 12.3 36
Group 2: Control 217.0 17.9 35
CASAS reading post-test

Group 1: Experimental 227.4 13.5 36
Group 2: Control 223.4 17.5 35

CASAS maths: No significant difference
Unadjusted effect size = 0.16

CASA reading: No significant difference
Unadjusted cffect size = 0.26

No difference between I and C

Study also reported as: Batchelder 2000
Attrition: n = 4
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A key issue with respect to data extraction is the reviewer
decision about whether a study is actually a randomized trial
or not. Slavin (1986) has noted that some mecta-analyses of
‘randomized controlled trials’ in education included non-
randomized controlled trials. The reviewers were unclear of
the difference. In a randomized controlled trial participants
are randomly assigned to their instructional group (intervention
or control). Unfortunately, randomization as a procedure for
allocating individuals or clusters to an intervention or control
group is not always well understood by educational rescarchers
(Fitz-Gibbon 2000) and often not clearly described.

Phrases that are often used to describe random allocation
in educational trials include:

‘Children were paired on the basis of gender and age and
allocated randomly using random number tables or coin toss to
the treatment’

‘Using random number tables or coin toss children were
assigned to their groups’

‘Using restricted or stratified or blocked allocation schedule
participants were assigned to. their groups’

‘Intact classrooms or schools were matched on class size and a
member of each pair was randomly assigned to the
mtervention’

In contrast the following do not describe random allocation:

‘We took a random sample of children from schools that were
not implementing the curriculum and compared them with a
random sample of children in the intervention schools’

‘After the schools/children/students had been randomly
assigned we asked teachers to identify, for post-test, those
children who they felt had benefited most from the
intervention’
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“T'wo schools were chosen to take part and one school was
randomly allocated to receive the new curriculum’

The last statement may appear to be a ‘cluster randomized
trial’ but it is not. Randomizing schools is a perfectly
legitimate method of performing a randomized controlled
trial; however, if there 1s only one cluster in each arm of the
trial this cannot control for school effects, whether random
allocation was used or not. It is recommended that two-armed
cluster trials should have at least eight clusters (i.e. four in
cach arm) and preferably more to allow randomization to
halance out any school level confounders (Ukoumunne ef «f.
1998). '

Even knowing whether to describe a trial as being
randomized or not can sometimes be difficult to ascertain.
For example, it is not clear from the published report of a
trial evaluating phonological awareness training by Hatcher
and colleagues (1994) whether or not it is a randomized
controlled trial. Therefore, if one relied solely on the
published report such a study would probably be classified
as a controlled study, not the more rigorous randomized
trial. However, the children in that study were actually
allocated to their treatment groups in a randomized fashion
(Hatcher, personal communication, 2001). In some reviews,
therefore, it may be nccessary to contact the authors for
more dctails about their studies to facilitate both data
extraction and quality appraisal.

Sometimes studies claim to have produced matched pairs
of children or students and then randomly allocated one
member of a pair to the intervention. This process should
produce exactly equal numbers in each group. The presence
of uneven numbers in intervention and control groups when
using a matched-pair design gives cause for concern about
the quality of the study. In contrast, when small studies use
simple allocation it is perfectly possible to have exactly equal
numbers but this is unlikely. Neverthcless many small
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studies using ‘simple’ randomization or random number
tables have suspiciously good numerical equivalence.
Numerical balance, in small trials, is only likely if some
form of stratified allocation mechanism is used. In contrast,
large trials, whilst unlikely to have exact numerical balance,
should have an approximate 50:50 split. An interesting
example of inconsistent allocation occurred in a study of an
adult cducation programme in six countics in California.
Altogcther 20,000 participants were randomized (by simple
allocation methods). There were approximately equal
numbers of participants in only one county; in the
remaining five counties the percentage allocated to the
experimental group ranged from 68 per cent to 86 per cent
(Martinson and Friedlander 1994, cited in Torgerson,
Porthouse, Brooks 2003). This disparity in group-size was
never satisfactorily explained.

Summary

® The protocol is an a priori statement of the research
question, aims and methods. of the review. It includes the
procedures for secarching and screening, data extraction,
quality appraisal and synthesis.

® The literature scarch should focus on the clectronic
databases, but may include other methods of retrieval, for
example hand searching of key journals, scarching
bibliographies of other reviews, personal contacts.

® Ideally, screening, data extraction and quality appraisal
should be undertaken by two researchers, working
independently.
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Quality Appraisal

The main reason for undertaking a randomized controlled
trial is to obtain evidence with a high degree of internal
validity. Although RCTs are widely regarded as the ‘gold
standard’ of effectiveness rescarch, clearly their results are
more reliable when the trials are of high quality. Over the
last decade trial methodologists working in the health ficld
have developed a set of guidelines that trialists should
adhere to if they wish to report a good-quality trial — these
have been published as the Consolidated Standards for
Reporting Trials (CONSORT statement) (Altman 1996).
The motivation for CONSOR'T was the poor quality of so
many of the RCTs that have been published in the health
care field, which may misinform policy. Many major
medical journals now insist that reports of RCTs conform
to the CONSORT guidelines (Altman 1996).

Low-quality trials have also been undertaken and
published in the field of educational research. In a
systematic review of the effects of information and commu-
nication technology (ICT) on the teaching and learning of
spelling it was noted that the quality of trials included in
that review was generally low (Torgerson and Elbourne
2002). At present in the field of educational research there is
no equivalent of the CONSORT statement. However,
educational researchers have long recognized the need to
‘quality-appraise’ RCTs in cducation (Slavin 1986, Troia
1999, Torgerson and Elbourne 2002).

The issue of trial quality has increased in importance in
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the field of health care research. Methodological reviews
have described a relatively high prevalence of poor-quality
trials, which can mislead health care practice and policy
(Schulz et al. 1995, Kjaergard et al. 2001). Indeed, recently a
large methodological analysis sought to explain the puzzling
phenomenon of larger trials yielding smaller effect sizes, on
average, than smaller trials, even when they are attempting
to address the same question. Kjaergard and colleagues
(2001) examined the quality of large and small trials and
found that large trials tended to be of better quality than
small studies. After they had taken quality of trial
methodology into account the difference in observed effect
sizes between large and small studies disappeared. This
indicates, therefore, that poor-quality studics, rather than
small trials, could be a source of hias when included in a
mcta-analysis. This problem is likely to affect educational
trials as well as health care studies. For example, Lipsey and
Wilson (1993) noted that educational and psychological
trials with sample sizcs of more than 100 yielded smaller
average effect sizes compared with smaller trials. More
recently, in a systematic review of phonemic awareness
training Ehri, Nunes, Stahl, Willows (2001) found cffect size
was inversely related to sample size in reading and spelling
outcomes. It is possible that size may be a marker for poor
trial quality in education just as it is in health care.

Educational researchers are aware of the potential
problems of poor-quality trials and many have produced
sets of quality criteria in order to classify studies as being
rigorous or not. For example the EPPI-Centre has
developed detailed guidelines and tools for quality appraisal
of randomized controlled trials and all other study types.
Table 5.1 contains an example of quality criteria that were
developed to assess the quality of controlled trials in
Phonological awareness training (Troia 1999). As well as
listing the various criteria, often a ‘scoring’ system is used so
that a summary score can be given to a trial.
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Table 5.1 Troia’s study quality criteria relating to internal

validity
Validity criteria Weighting
Random assignment 3

Control group received alternative
intervention to control for Hawthorne

effect 3
Exposure to similar materials for

control group 1
Counterbalancing of teachers 2

Treatment explicitly described
Criterion-based intervention

Equivalent instructional time

—_— W = N

Equivalent mortality rates

Mecasurement of study quality, however, is not necessarily
an objective exercise. The use of any quality score can be
fraught with difficulty. For example, Juni and collcagues
quality appraised scventcen health care trials, from a meta-
analysis, with 25 different quality scales (Juni et al. 1999).
They found that, for twelve scales, the cffect sizes were the
same when trials were rated as high or low quality. However,
for six scales, high-quality trials showed little or no benefit of
treatment compared with low-quality studies, whilst the
remaining seven scales showed the opposite. Thus, quality
assurance scales can give very different results depending on
the items included and the weights given to individual items.

If quality criteria use a system of ‘weighting” or ‘adding up’
there 1s a risk of classifying a trial as being of ‘good’ quality
simply because it performs well on many of the criteria.
However, if the trial has a fatal flaw in one of the most
important aspects of trial design, the results of the trial may
be unreliable. On some scales studics can score highly if they
are well reported rather than well conducted (Juni et al.
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2001). Juni and colleagues (2001) explain how a trial can be
defined as being of ‘high’ quality on one widely used scale in
assessing the quality of health care trials even if the authors
report that they did not use random allocation because the
scale emphasizes reporting rather than actual performance.

Many aspects of study or trial design can affect the
outcome of a study. The most important design criteria
relate to its internal validity. If a study is not internally
valid, then the obscrved eflect sizes from a study may be
incorrect. Clearly the study design with the greatest internal
validity is the experimental method using randomization to
assemble comparable groups (Cook and Campbell 1979).
Despite randomization, however, forms of selection bias can
be introduced during the trial (see Torgerson, and
Torgerson, 2003b for a full discussion). If researchers
subvert the allocation schedule this can introduce a source
of bias. This phenomenon has been documented both in
health care trials (Schulz ef al. 1995) and criminal justice
studies (Boruch 1997). Ideally, trial allocation should be
undertaken by an independent person, as this will reduce
the risk of the allocation being subverted. A symptom of a
problem with randomization is if the ‘bascline’ variables
differ between the groups (i.c. there is baseline imbalance).

Once randomization has occurred bias can still be
introduced if outcomes are not measured blindly at post-
test. If the researchers or assessors are awarc of the allocated
group they may, consciously or unconsciously, give higher
marks to those students in one group. Outcome assessment
should be undertaken by someone who is ‘masked’ or
‘blinded’ to group assignment (Cook and Campbell 1979).

Two other important aspects of trial design include
attrition and intention to teach. Attrition, often referred to
as ‘mortality’ in educational papers (Troia 1999), is when
participants drop out of the study between randomization
and post-test. If the drop-out rate is either high or unequal
between the groups then this can introduce selection bias.
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Those who drop out from one group may be different from
those who remain in the comparison group. Another
analytical problem occurs when not all participants are
included in the final analysis. Some researchers undertake
‘active treatment’ analysis, that is only analysing partici-
pants if they rcceive the intervention to which they were
allocated. The most rigorous way to analyse the data is to
undertake ‘intention to teach’ analysis. This is where all
participants are analysed in the groups into which they were
originally allocated. This may be difficult to achicve in
practice as some participants usually ‘drop out’ and
therefore they cannot be included in post-sests.

In summary, to ensure a robust and valid trial one should
look for concealed randomization; similar attrition rates; no
baseline imbalance; blinded or masked follow-up. Table 5.2
contains a modified version of the CONSORT criteria,
widely used in health care, which can be used to describe
the quality of trials identified in education.

The most important aspects of quality relate to the
internal validity of the trial and these are highlighted in
italics in Table 5.2. There are, however, other important
aspects of trial quality that are included in the CONSORT
quality check. Threc of these relate to the issue of sample
size or the possibility of a Type II error. A Type II error
occurs when there is a ‘true’ diflerence between groups, but
the sample size is insufficient to demonstrate this difference
as being statistically significant. The larger the study, the
less likely it is to suffer a Type II error.

Sample size

In the field of education, as in health care, most effective

experimental innovations yield small to moderate positive
effects (Kulik and Kulik 1989, Lipsey and Wilson 1993).
Therefore, researchers seeking statistical significance must
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Table 5.2 Modified CONSORT quality criteria

Was the study population adequately described? (i.e. were the
important characteristics of the randomized participants de-
scribed, c.g. age, gender?)

Was the minimum important difference described? (i.e. was the
smallest educationally important effect size described?)

Was the target sample size adequately determined?

Was intention to treal analysis used? (i.e. were all participants who were
randomized included in the follow-up and analysis?)

Was the unit of randomization described (i.c. individual
participants or groups of participants)?

Were the participants allocated using random number tables, coin flip,

computer generation?

Was the randomization process concealed from the investigators? ( i.e. were the
researchers who were recruiting participants to the trial blind to the
barticipant’s allocation uniil afler that participani had been included in the
trial?)

Were follow-up measures administered blind? (i.e. were the researchers who
administered the outcome measures blind to treatment allocation?)

Was estimated effect on primary and secondary outcome
measures stated?

Was precision of effect size estimated (confidence intervals)?

Were summary data presented in sufficient detail to permit
alternative analyses or replication?

Was the discussion of the study findings consistent with the data?

—

use large sample sizes. The probability of an ‘educationally
significant’ difference being also statistically significant is
partly a function of sample size. Small sample sizes can miss
important differences between the treatment groups.
Importantly for systematic reviewers, small sample sizes
often lead to null or non-significant negative results, which
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can lead to the study not being published. Such trials will be
excluded from any review and only positive, statistically
significant, trials will be included. This will lead to an over-
optimistic assessment of the benefit of a given intervention.
In order to ascertain whether or not a study is large
enough, an educationally significant difference needs to be
calculated. In their review of educational and psychological
experiments, Lipsey and Wilson (1993) found that for
effective interventions the effect sizes ranged, on average,
from about 0.25 to 0.50. If it is assumed that, as a minimum,
a trial ought to be large enough to detect at least half an
effect size then, statistically it can be demonstrated that to
have an 80 per cent chance of detecting half a standard
deviation difference between two groups with a significance
level of 5 per cent, a trial requires 63 children in each group
(i.e. 126 in total). Trials smaller than this run a high risk of
missing an important difference in outcome between the
experimental and control groups. Indeed, even a sample size
of several hundred would be too small to detect the benefit
observed in the Tennessee experiment of class sizes. To
observe the modest benefit of smaller class sizes would
require several thousand children. Whether this small
benefit is educationally ‘significant’ or ‘worthwhile’ is a
matter for teachers, parents and policy-makers to debate.

Confidence intervals

The point estimate of an effect from any trial is bounded by
uncertainty. For instance, a large effect can he statistically
insignificant because the sample size is too small. One way of
representing the boundaries of uncertainty around an
estimate of effect is to use confidence intervals (usually
95%). The confidence interval represents (given the con-
straints of the sample size) where 95 per cent of the results
would lie, if the experiment were repeated 100 times.
Confidence intervals are important because they show the
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uncertainty that surrounds the point estimate of effect. For
example, Weiner (1994) showed an effect of phonemic
awareness training that was not statistically significant with
an effect size of about 0.3 among 30 pupils, which is considered
a reasonable effect size in educational rescarch. The upper
confidence limit included an even larger effect size of about
1.0, indicating that the trial was too small to exclude a very
large difference in effect. There was a real danger, thercfore,
that this trial experienced a Type I1 error: that is erroncously
concluding therc was no effect when in fact there was one.

In Table 5.3 the CONSORT quality criteria are applied
to a sample of RCTs from a systematic review of interven-
tions in adult education. This table is fairly representative of
the reporting quality of educational trials. No trial report, for
example, outlines the reasoning behind sample size calcula-
tion or reports confidence intervals. For internal validity
criteria no trial reports whether the randomization process
was undertaken independently and few trials report blinded
outcome assessment and intention to tecach analysis.

Note in this table (Table 5.3) for quality assurance, quality
criteria are not given a weight or simply added up. It may be
advisable for the reviewer to make a judgement relating to
individual trials as to whether a given quality criterion that
has not been fulfilled represents a ‘fatal flaw” and undermines
that study’s results. In other words, undertaking a systematic
review 1s not a mechanistic exercise: it requires skill and
experience to interpret the results.

Summary

® The most important aspects of trial design relate to
internal validity. If a RCT is not internally valid, the
observed effect sizes may be incorrect.

® The quality of randomized trials included in systematic
reviews should be assessed on their internal validity.

® Various sets of quality criteria to appraise RCTs have
been developed.
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6

Publication Bias

A systematic review of randomized controlled trials provides
an unbiased estimate of the effect of an intervention if one of
two conditions is fulfilled: firstly, if all the relevant trials are
included in the review; or, secondly, if a random sample of all
the trials ever undertaken is included in the review. In many
reviews it is unlikely that the first condition will be fulfilled. If
the literature is particularly large then it is likely that some
trials will be overlooked. As long as the trials that are missed
do not depart in any significant or systematic way from the
trials that are included, then the estimate of the intervention
effect will not be bhiased. In a meta-analysis, a statistically
non-significant estimate of effect could be due to missing
trials. This is because the greater the number of trials
included in the meta-analysis the more precise will be the
estimate of cffect. Trials ‘missing at random’ will not, on
average, alter the direction of the effect size, but their non-
inclusion will reduce precision.

A more serious problem occurs, however, when trials that
are not included in the review are missing because they are
unpublished, and have characteristics that make them
different from published studies. Unpublished studies tend
to demonstrate negative or null effects. Thercfore, a systematic
review will tend to retrieve a sample of trials that are positive,
which will give an inflated estimate of any cffect of the
intervention. If the scarch strategy for a systematic review
includes searching bibliographies of non-systematic reviews
these will tend to cite the positive trials more often than the
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ncgative studies. It is perfectly possible, therefore, by
excluding trials ‘not missing at random’ to either overcstimate
the effectiveness of an intervention or, more seriously, to
reverse the direction of cffect. This may result in a review
concluding that a harmful intervention is actually beneficial.

Historically, some journals have not published trials that
do not produce Ssignificant’ or different findings. Some
journal editors and referees, therefore, will reject as heing
‘uninteresting’ a trial that reports no difference between an
intervention and control group. Rejection of a paper by
Journals and referees may be accompanied by a ‘scientific
rationale’ justifying the refusal to publish. For example,
consider two small trials both containing 30 participants.
One trial shows a large positive cffect size of 0.75, which is
statistically significant, whilst the other shows an effect size
of 0.30, which is not significant. The first trial might be
accepted for publication on the basis that it has shown a
large and potentially relevant benefit, whilst the other might
be rejected because its sample size is too small. Because both
trials have tiny sample sizes their point estimate of effect is
likely to be in error. Let us assume the ‘true’ effect lies
somewhere in between: this can be estimated through using
a meta-analysis. If we combine these two small trials in a
meta-analysis we can show that the ‘average’ cffect size is
0.50, but this cflect is not quite statistically significant (95%
confidence interval = -0.01 to 1.02, p = 0.055). Therefore,
the trial that was accepted for publication ‘overestimates’
the true effect, whilst the second trial that undercstimates
the true effect remains unpublished. On the basis of the two
trials we might, therefore, call for another large and well-
conducted study to confirm the suggestion of a benefit.

If publication bias were particularly severe we might
identify a dozen small trials all producing ‘over-estimated’
effect sizes. Performing a meta-analysis of these might lead
us to conclude that the large benefit justifies the cost of
implementing the intervention, whereas the actual effect of
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the intervention could be so small as not to jusufy
implementation.,

Because publication bias can produce misleading results
it is important that its presence is detected and discussed in
the review. One relatively simple way of looking for
publication bias is through the use of a ‘funncl plot’.

Funnel plot

A funnel plot graphically displays the eflfect sizes from
identified trials along with some estimate of their sampling
error (e.g. sample size). All trials only produce an estimate of
the effect of the intervention, which is bounded by
uncertainty. The effect of chance underpins the design
and interpretation of trials. A small trial can produce some
surprisingly good or poor results, merely by chance. The
larger the trial the less likely is the effect of chance on the
outcome. Combining small trials that have positive and
negative findings has a similar effect to undertaking a single
large trial, and these chance cffects for positive and negative
findings will balance cach other out.

We can use the increased variability of small trials
compared with large trials to establish whether or not
there is evidence for publication bias. As the larger trials
produce cffect sizes closest to the ‘true’ value compared
with small trials we can show the relationship between size
and effect in a funnel plot. In a funnel plot the effect size of
a trial is plotted on the x-axis against its sample size on the
y. The smaller and less precise trials will be scattered
along the x-axis whilst the larger and more precise studics
will ‘be clustered together. Where there is no publication
bias the trials will form an inverted funnel shape, hence,
the term ‘funnel plot’. In Figure 6.1 a hypothetical funnel
plot is shown where there is no evidence of publication
bias.
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Hypothetical funnel plot showing
little publication bias

Sample size

A

Lo TN B R [RERE S U - e R [ S

Effect size

Figure 6.1 Funnel plot showing no evidence for publication
bias

The figure shows a hypothetical review of a subject area
where there is little evidence for any difference between the
groups in terms of an overall benefit. Note how the small
trials show a large variation in effect with some showing a
large positive effect size of 1 or more but with others showing
a similarly large negative effect size. If all of these trials were
combined in a meta-analysis it is likely that it would show
no overall effect.

In contrast, Figure 6.2 shows a funnel plot, taken from a
recent systematic review, where there is evidence of
publication bias (Torgerson, Porthouse, Brooks 2003). Note
that all the trials, including the very small ones, demon-
strate a positive effect. It is very unlikely, given the tiny
sample sizes, that all eight trials would, by chance, have
shown a positive and mostly quite large effect size. There-
fore, it is likely that there are other trials that have either
not been published or are only available as obscure reports,
and which were not identified by the search strategy. These
other trials would have either negative or null effects.
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Funnel plot of effect size agalnst'
sample size

Sample Size

2 5 91 P 0--08 1 5% 2
Effect size

Figure 6.2 Funnel plot of RCTs in adult literacy showing
publication bias

In Figure 6.3 another funnel plot shows evidence of
publication bias. The data to construct the plot were taken
from a systematic review by Ehri, Nunes, Willows and
colleagues (2001). In the Ehri review of systematic phonics
instruction interventions, one of the inclusion criteria was
journal articles that had been peer-refereed. Including this
criterion will potentially increase the risk of overestimating
the effect size of the intervention, as it is more likely that
negative studies will have been excluded. As Figure 6.3
shows, there were no studies reporting a negative effect of
systematic phonics instruction compared with all forms of
control despite the small sample sizes of the included studies.

Therefore, any results of a meta-analysis from trials
present in the funnel plot should be treated with a high
degree of caution, as they are likely to overestimate the
effectiveness of the interventions.

A problem with funnel plots is that they become more
unreliable at detecting the existence of publication bias in
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Sample size

-2.5 -1.5 -0.5 05 15 25
Effect size

Figure 6.3 Funnel plot of randomized trials from a systematic
review of systematic phonics instruction showing
presence of publication bias

the presence of very few trials. For example, if in the review
of studies in Figure 6.2 the two largest trials had not been
undertaken or had been missed on the search strategy, the
funnel plot would indicate little publication bias.

Another way of examining publication bias is to compare
the effect sizes of reports published in peer review journals
with those in unpublished reports or theses. Because
authors, referees and journal editors are less likely to write
up and publish negative trials, it is likely that trials that
have been written up as a report to the funding body of the
research or as a thesis for the requirements of a degree will
demonstrate different effect sizes, if publication bias exists.
Again, in the field of adult literacy education this appears to
be the case. When the mean effect sizes of the studies that
have been published (that is, formally, for example in
refereed journals) are compared with those that are
‘unpublished’ (that is, published informally, for example
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as in-house reports or mimeographs, or in the so-called
‘grey’ literature) we may observe a different estimate. The
six published studies show a pooled effect size of 0.49 (95%
CI 0.17 to 0.82, p = 0.003), whereas the threc ‘unpub-
lished’ studies show a lower effect size of 0.26 (95% CI -0.07
to 0.59, p = 0.13). Clearly, the unpublished studies arc
‘published’ in the sense that their reports are obtainable and
are in the public domain. Nevertheless, these reports tend to
show an effect size approximately half the size of the effect
sizes of the studies that are published in journals. Studies
that have never been published in any form are likely to
have even smaller eflect sizes. These data coupled with the
funnel plot indicate that there are probably significant
numbers of ‘missing’ studies with either negative, null or
very small positive effect sizes. Again this kind of result
indicates that the results should be treated cautiously.

If publication bias is detected, what should be done?
There are a number of methods for attempting to ‘weight’
the results of the review to take into account publication
bias, nonc of which is completely satisfactory. One method,
‘trim and fill’ is basically to remove ‘outlying’ trials from the
funnel plot until we have a symmetrical plot and then
reintroduce the trials with a corresponding hypothetical
trial with the opposite effect (Sterne et al. 2001). This
approach, assumes however, that the missing studies have
the inverse values of the outlying identified trials, which
may not be the case. Another approach is to only under-
take a meta-analysis on trials with large sample sizes (e.g.
> 100). The reasoning behind this is that usually only small
triais tend not to be published and that these missing small
trials will all be negative, which may not be a realistic
assumption. This approach will, however, negate an
Important rationale of meta-analysis: combining small
studies to yield a more precise estimate of effect (Lipsey
and Wilson 2001). Indeed, in the author’s meta-analysis of
RCTs evaluating the effectiveness of information and
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communication technology on spelling, this approach would
have resulted in the rejection of all of the identified studies
(Torgerson and Elbourne 2002).

Sometimes studies are published with missing data. If no
effect is found, authors may report that ‘there were no
significant differences between the groups’ but may not
report the mean values to allow their inclusion in a meta-
analysis. Writing directly to the authors may yield the
necessary data in some instances. Published studies with
missing data can be included in a meta-analysis with
simulated data to show no effect, which may be better than
not including them at all (Lipsey and Wilson 2001).

Publication bias is a real threat to the validity of any
systematic review. It is important that the reviewer should
examine the data for evidence of such bias. It is also
important to note that absence of evidence for such hias does
not nccessarily mean absence of bias. If there seems to be
bias this should be highlighted in the discussion of the
review and some steps can be taken to examine its influence,
such as the use of sensitivity analysis, which is discussed
later. It is important that all randomized controlled trials
(even small underpowered trials) should be published
whatever their results. Given the wide availability of
electronic or web-based publishing it will be less likely in
the future that articles will disappear without trace in
obscure paper journals.

Quality assessment of systematic reviews

Systematic reviews can, clearly, vary in their quality. As
with quality assessment of randomized trials, there have
been a number of attempts to derive quality assurance scales
in order to quality appraise systematic reviews (Shea e/ al.
2001). Recently a quality checklist of systematic reviews —
the Quality of Reporting of Meta-Analyses (QUORUM) ~
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checklist has been developed, which has been compared
against a number of other quality assurance scales (Shea ef
al. 2001). It may be helpful before commencing a systematic
review to check that the review broadly follows the
QUORUM checklist, which seems to be more comprehen-

sive than other quality assurancc scales.

Box 6.1 Key features of QUORUM statement (adapted for
cducational studices)

Dala abstraction;
Study
characterisiics:

Data synthesis:

Results
Trial flow:

Study
characteristics:
Quantitative data
synthesis:

—
Introduction: ixplicitly state educational problem and
rationale for review.
Methods
Searching: State sources of information (c.g., names of
databases; hand searching of key journals),
search restrictions (e.g., year, publication
language, published and or unpublished).
Selection: Inclusion and exclusion criteria.
Validity Quality assessment (c.g., blinded follow-up).
assessment .

Process used (e.g., double data extraction).
Type of study design, student characteristics,
details of intervention, outcomes, how was
educational heterogencity assessed?

How were data combined? Measures of effect,
statistical testing and confidence intervals,
handling of missing data, sensitivity and
subgroup analyses, assessment of publication
bias.

Provide a profile of trials identified and
reasons for inclusion/exclusion.

Provide descriptive data for cach trial (e.g.,
age, setting, class size, intervention).

Report agreement between reviewers on
selection and validity assessment; present
summary results; report data needed to
calculate effect sizes and confidence intervals
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(i.e., number; mean; standard deviations by
group).

Discussion: Summarize key findings and ecducational

inferences. Interpret results in light of all the
evidence; acknowledge potential biases in
review and suggest areas for future research.

Source: Shea et al. (2001)

Summary
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Publication bias can occur in a systematic review if
studies ‘not missing at random’ are excluded: this can
overestimate the effect or reverse the direction of effect.
Publication bias can threaten the validity of a systematic
review. Therefore it is important that its presence is
detected and discussed.

One relatively simple way of looking for publication bias
is through the use of a ‘funnel plot’.

As with quality assessment of randomized trials, there
have been a number of attempts to derive quality
assurance scales in order to quality appraise systematic
reviews.

Before undertaking a review it may be helpful to check
that it broadly follows the QUORUM checklist.



7

Data Synthesis and Meta-
analysis

Data from randomized trials can be synthesized in a
number of different ways. Firstly, a ‘qualitative’ overview
of the studies can be undertaken. The basic characteristics of
the studies are described, including their methodological
strengths and weaknesses. This aspect of the review requires
a good understanding of the methodology of trial design and
execution. Subject specialism 1s also important when
understanding the intervention. I'or example, a study might
compare an intervention delivered through information and
communication technology with the same intervention
delivered through ‘conventional’ teaching. However, it is
possible that the ICT intervention is quite different from the
‘treatment’ delivered in the control condition. Therefore, in
such circumstances one could not disentangle the cffects of
ICT from the effects of the different teaching strategies.
Another way of synthesizing the identified studies is
through the use of ‘vote’ counting (sce Davies 2000 for a full
discussion). For example, if ten trials were identified in a
review, this method would state that six showed a positive
effect (three of which were statistically significant), three
showed a negative eflect and one showed no effect. Vote
counting may be useful in describing the overall effects of
the trials, especially when a meta-analysis is not possible.
However, this method should be treated with caution. 1f] for
example, one of the ten trials that showed no effect
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contained 1000 participants and was a rigorously designed
and executed RCT, this study would carry more weight
than the ninc remaining trials (particularly if they were
small and poorly designed and conducted). On the other
hand, if all the trials were of similar quality and size, and
there was no cvidence of publication bias, vote counting
may give some indication as to whether or not there could
be an overall effect.

Table 7.1 is an example of a summary data synthesis
table for a systematic review of the effect of unpaid
classroom assistants on children’s reading. It presents
information about the aims of cach RCT), the setting, the
participants, the intervention and control ‘treatments’ and
the outcome measurements.

Table 7.2 shows a ‘qualitative’ synthesis of RCTs
identified in a systematic review of the effect of unpaid
‘volunteers’ on children’s reading. Four RCTs indicated a
positive effect of the intervention on outcomes, onc of which
was statistically significant. Three RCTs indicated a
negative effect, and one was equivocal. These data suggest
no evidence of a benefit of volunteer classroom assistants on
reading outcomes. This finding was supported by a meta-
analysis of the four most homogeneous trials (sce Figure 7.1,
p. 84). This indicated a small, pooled effect size of 0.19,
which was not statistically significant (95% confidence
interval -0.31 to 0.68, p = 0.54). The descriptive tables,
however, show that one trial was of reasonably high quality
and appeared to show consistent positive effects (Baker
2000). For the rescarcher proposing to undertake another
trial in this area, replication of a study similar to Baker’s
could be worthwhile.

Meta-analysis is a statistical technique of ‘pooling’ data
from two or more randomized trials. The value of a meta-
analysis lics in the fact that it reduces the random errors
experienced by a single study and can lead to a more precise
estimate of the overall effect. There are a number of
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commercially available software packages that can perform
a mecta-analysis.

Before a meta-analysis is undertaken a decision needs to
be made about whether or not the trials are educationally
homogeneous. Lack of homogeneity can sometimes be
obvious, such as diflerences between trials in adult versus
child learners. Other sources of ‘heterogeneity” may he less
obvious, except to the content specialist. Some interven-
tions, whilst appearing to be superficially similar, may have
completely different psychological underpinnings and de-
livery mechanisms. If heterogeneous trials are pooled then
the resulting point estimate will not apply to any of the
interventions. In the meta-analysis that was undertaken of
randomized trials evaluating volunteers, homogeneity was
assessed in two ways: the amount of volunteer training, and
learner characteristics of the participants. Two trials,
therefore, were excluded from the meta-analysis: one
because it used volunteers with little training, and the other
because it included children who experienced learning
disabilities. The reasoning behind such exclusions were as
follows. Volunteering is likely to be most cffective if
volunteers receive training. Including a trial in a meta-
analysis of ‘untrained’ volunteers is likely to dilute any
intervention eflect and introduce a source of heterogeneity.
Similarly, volunteering may have different effects in relation
to whether or not the children experience disabilities in
learning. Thercfore it would not seem sensible to meta-
analyse trials including participants with different learner
characteristics.

Assuming two or more trials have been identified,
therefore, and have used similar interventions in similar
contexts, what is the process? Most educational meta-
analyses will involve calculating a pooled effect size. There
are a number of different statistical approaches to meta-
analysis, which are described in more detail within
statistical texts specifically devoted to aspects of meta-
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analysis (e.g. Lipscy and Wilson 2001). In this chapter only
an overview of the main approach is described.

As described previously, an effect size is the difference in
means between the two groups divided by cither the pooled
standard deviation or the standard deviation of the control
group, to give a common metric that can be applied to
studies using different forms of post-test. The standard
deviation is a measure of dispersion for a continuous
variable like a test score. A large valuc for the standard
deviation indicates that there is a large spread of values
around the mean value. The method for deriving the
standard deviation is available from all basic statistical
textbooks, and is routinely calculated for statistical output
from software packages.

The advantage of calculating a standardized cflect size is
that it enables comparisons to be made between studies that
use very different measures of outcome. For example, two
spelling trials were undertaken by MacArthur ef af. (1990)
and McClurg and Kasakow (1989). The study by
MacArthur et al. used a spelling test out of 20 for the
outcome measure, whilst the McClurg and Kasakow trial
used a spelling test out of 36. The diflerence between the
groups in the McClurg and Kasakow study was an average
of six spellings compared with only two spellings in the
McArthur et al. trial. However, these differences are not
directly comparable as the spelling tests were quite different.
By calculating a standardized eflect size Torgerson and
Elbourne (2002) could show that the MacArthur trial had
an cffect size of 0.35, whilst the McClurg and Kasakow
study had an effect size of 1.15.

Once the effect sizes of cach study, with their associated
95% confidence intervals, have been calculated, the next
step is to pool all the data in a meta-analysis. We cannot,
however, simply average the standardized effect sizes and
generate an average as this gives equal weight to all the
trials, when in fact the trials with the bigger sample sizes
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should be given most weight as their results arc closer to
the ‘true’ value. Therefore, in the meta-analysis the effect
sizes from each trial is ‘weighted’ by the trial’s size. Larger
trials receive a greater weight to reflect their greater
importance.

Usually the software program that produces the meta-
analysis will also produce a graphical display of the eflect
size of each individual randomized trial with 95%
confidence intervals. This is known as a ‘forest plot’. A
forest plot is a helpful graphical aid when examining all the
effect sizes of the identified trials. It can be used to describe
all the identified studies even when there is no intention to
pool or meta-analyse them.

In Figure 7.1 a typical forest plot shows a mcta-analysis of
four trials evaluating the effects of using unpaid classroom
assistants (volunteers) to help children learn to read. The
effect size of cach trial is calculated with the appropriate

Cochrane effect size plot (random effects)

Loeme ‘
Lee +
Rimm-Kaufman *

Morris *

08 =03 02 07 12
I ™ T T T T T T T T T T Y T T T L

DL pooled effect size = 0.1859 (5% Cl = —0.31 to 0.68)

Figure 7.1 Forest plot of randomized trials of the effect of
unpaid volunteers on literacy outcomes
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95% confidence intervals. Small trials have very wide
confidence intervals. This particular meta-analysis is
suggestive of an overall benefit of about a fifth of an effect
size. The ‘pooled’ confidence interval, however, 1s wide
(reflecting the small trials that were included), and the
overall effect size is not statistically significant. In this
instance the use of volunteer assistants is suggestive of
benefit but is not conclusive. Indeed, because the confidence
interval passes through zero, the use of volunteers could
actually worsen educational outcomes. Therefore, this meta-
analysis is a powerful pointer towards the nced for a large
well-conducted trial of volunteer helpers in schools.

If trials use cluster or group randomization (that is the
class or school is the unit of randomization) then these
cannot be included in a meta-analysis with individually
randomized trials.

Meaning of effect sizes

An effect size is a statistical device that facilitates a
comparison of the effectiveness of different studies that usc
disparate measurces of effect. It is important, however, to
consider what an effect size means in educational practice.
In Table 7.3 different effect sizes arc translated into
proportions passing a test.

If we apply some of these effect sizes at a population level
we can see how important even quite small effect sizes can
be. If for example, class sizes were reduced from 25 pupils to
15 this would result in an effect size of about 0.15. Applying
this to a national school population of say 700,000 taking a
particular public exam, this would imply that about 40,000
more children would cross the 50 per cent threshold if
smaller class sizes were implemented. Small effect sizes can
be worthwhile; however, to detect these modest but
important differences requires either a very large trial, like
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Table 7.3 Translating effect sizes into pass rates

Mean effect size Percentage of extra
students passing a
50% test threshold

0 0
0.1 4
0.2 8
0.3 12
0.4 16
0.5 19
0.6 23
0.7 26
0.8 29
0.9 32
1.0 34

the Tennessee trial of class sizes, or a systematic review
combined with a meta-analysis.

Sensitivity analysis

Sensitivity analyses can be undertaken to test the robustness
of the review results. One way of testing the results 1s to
undertake separate analyses on subgroups of trials. For
example, do trials that use blinding or masking of post-tests
generate similar effect sizes to trials that do not state that
blinding was used? Are the results from large trials different
from the results from small trials?

Summary

e Data from randomized trials can be synthesized in a
number of different ways: ‘qualitative’ overviews, ‘vote-
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counting’ methods, meta-analyses, all of which have their
strengths and limitations. '

® Meta-analysis allows the detection of small and possibly
educationally important effect sizes.

® Whether or not small effect sizes are ‘worthwhile’
depends upon the nature of the intervention and its cost.
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Conclusions

Systematic reviews of randomized controlled trials are very
important policy tools. If reviews show little evidence of an
effect this is an extremely important result. Large amounts
of resources are often directed toward interventions where
there is little or no evidence of effectiveness. For example,
non-randomized data from both the UK and Israel indicate
that the large investment in ICT in education may be
counter-productive. Israeli data suggest ICT is actually
harmful in the learning of mathematics and has no effect in
the learning of Hebrew. Systematic reviews of randomized
trials of ICT and literacy from the English-speaking world
show little evidence of benefit of ICT on the acquisition of
literacy, supporting the worrying findings from the non-
randomized data (Torgerson and Zhu 2003).

Negative reviews also sound cautionary notes about the
need to base policy-making on robust trial data. Whilst
undertaking a large rigorous trial of the effectiveness of ICT
on literacy would be a relatively expensive piece of research,
the cost pales into insignificance compared with the cost of
not doing the research.

Similarly, a systematic review of programmes for adult
literacy and numeracy uncovered little evidence for any
single cffective method of improving literacy and numeracy
skills among adults (Torgerson, Porthouse, Brooks 2003).
Again such a finding is extremely important in terms of the
needs for research.

On a positive note, systematic reviews have been
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instrumental in showing smaller class sizes are related to
improved performance in educational outcomes. Also
systematic reviews have shown that phonological awarencss
training and phonics teaching are effective for improving
literacy acquisition among young children (Ehri, Nunes,
Stahl, Willows 2001, Ehri, Nunes, Willows ¢/ al. 2001).

For primary researchers meta-analyses and systematic
reviews are important. Ideally, a positive finding of an
intervention that is observed in a meta-analysis ought to be
confirmed by an appropriately designed trial. Whilst a
‘follow-up’ trial can confirm the findings of a meta-analysis
(Hedges 2000), this is not always the case (Fukkink 2002).

Although systematic reviews ought to be an important
tool for the policy-maker, even very persuasive findings are
not always implemented. The UK government insists on
implementing driver ceducation despite strong evidence
showing its lack of effectiveness. Nevertheless, one of the
aims of rescarch is to reduce uncertainty, and whilst some
policy-makers may wish to operate in an evidence-free
environment this will not always be the case.

This book has described the first steps that will enable a
student or researcher to undertake a systematic review. An
important aspect of systematic reviewing, which perhaps
has not been emphasized sufficiently, is its collaborative
nature. Whilst a systematic review can be undertaken by a
single reviewer, and described as such, the quality of the
review process is undoubtedly improved by collaboration
with various specialists, including information and content
specialists, trial methodologists and statisticians.

Systematic reviews will inevitably be ‘good, bad and
indifferent’. What sets a systematic review apart from the
other research tool - the narrative review — is that a
systematic review can be re-examined because its methods
are explicit and replicable. Controversial findings from a
systematic review can be tested using cither the same criteria
as described by the authors to check for errors or,
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alternatively, different criteria can be used to include,
exclude or combine studies. Often valid criticisms of
systematic reviews can be made because they are so explicit.
This is in contrast to non-systematic reviews, where the
methods can often be opaque.

Systematic review techniques were pioneered by educa-
tional researchers, but have, to an extent, fallen out of
fashion. There is a welcome increased interest in the
technique by newer generations of educational researchers.
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