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Abstract

This thesis aimed to investigate the effect of visual speech cues on auditory-visual integration during speech perception in Arabic. Four experiments were conducted two of which were cross-linguistic studies using Arabic and English listeners. To compare the influence of visual speech in Arabic and English listeners chapter 3 investigated the use of visual components of auditory-visual stimuli in native versus non-native speech using the McGurk effect. The experiment suggested that Arabic listeners’ speech perception was influenced by visual components of speech to a lesser degree compared to English listeners. Furthermore, auditory and visual assimilation was observed for non-native speech cues. Additionally when the visual cue was an emphatic phoneme the Arabic listeners incorporated the emphatic visual cue in their McGurk response.

Chapter 4, investigated whether the lower McGurk effect response in Arabic listeners found in chapter 3 was due to a bottom-up mechanism of visual processing speed. Chapter 4, using auditory-visual temporal asynchronous conditions, concluded that the differences in McGurk response percentage was not due to bottom-up mechanism of visual processing speed. This led to the question of whether the difference in auditory-visual integration of speech could be due to more ambiguous visual cues in Arabic compared to English. To explore this question it was first necessary to identify visemes in Arabic. Chapter 5 identified 13 viseme categories in Arabic, some emphatic visemes were visually distinct from their non-emphatic counterparts and a greater number of phonemes within the guttural viseme category were found compared to English.
Chapter 6 evaluated the visual speech influence across the 13 viseme categories in Arabic measured by the McGurk effect. It was concluded that the predictive power of visual cues and the contrast between visual and auditory speech components will lead to an increase in the McGurk response percentage in Arabic.
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Chapter 1

Auditory-Visual Integration

1.1 Introduction

The main rationale for conducting this research is that the literature on auditory-visual speech perception has shown differences in the use of visual speech cues across language (Hazan et al., 2006, Massaro et al., 1995, Sekiyama, 1997, Sekiyama and Burnham, 2008, Sekiyama and Tohkura, 1991, Sekiyama and Tohkura, 1993). Therefore, this research is aimed at investigating the influence of visual cues on speech perception in Arabic. This thesis attempts to make a step forward in the testing and practical exploration of auditory-visual integration during speech perception in Arabic. The findings of this research will make new contributions to the literature on auditory-visual speech perception.

The reason why the topic related to auditory-visual integration of speech is relatively new is because there was a historical bias toward an auditory only speech perception process due to the seemingly distinct perceptual systems. Until 1976, when the experiment of McGurk and Macdonald took place (see section 1.4.1), the predominant trend in the research on visual cues in speech perception was that vision had only a complementary role in speech perception when the auditory signal was degraded (Schwartz et al., 2004). The McGurk effect was a compelling example of the effect of visual cues on the perception of speech in optimal listening conditions.

Vision was then found to be more than a supplementary modality in the process of speech perception and even in optimal listening conditions visual speech cues
produced an advantage in speech perception, producing a faster and more accurate response (Buchwald et al., 2009). Further research has demonstrated that the brain has the ability to integrate speech information from both the auditory and visual modality into a unified percept which may not exactly match either auditory-only or visual-only percept (Baart and Vroomen, 2010). It has now been established with a considerable amount of behavioural and neurological research that even with optimal auditory input the visual modality is involved in the perception of face to face speech (Baart and Vroomen, 2010, Burnham and Dodd, 2004, Campbell, 2008).

Research has shown that there are differences cross-linguistically in the use of visual cues during speech perception (Hazan et al., 2006, Massaro et al., 1995, Sekiyama, 1997, Sekiyama and Burnham, 2008, Sekiyama and Tohkura, 1991, Sekiyama and Tohkura, 1993). However, the majority of languages investigated have been Indo-European languages which were found to be similar in their use of visual cues. To better understand the process of speech perception it is essential to evaluate the visual cue features that are incorporated during auditory-visual integration across different languages. Cross-linguistic investigation allows a comparison of different visual speech features to enable us to define which visual features are incorporated in the integration process.

In this thesis, a series of experiments were conducted to investigate auditory-visual integration in Arabic during speech perception and comparing it to English. The aim is to examine whether the use of visual cues during auditory-visual integration of speech in Arabic is different to that of English. Furthermore, the characteristics of Arabic that may lead to the different use of visual cues during auditory-visual integration compared to English are evaluated. Additionally, whether auditory-visual
Auditory-Visual Integration

The integration of speech can be shaped by native language visual speech cues in Arabic was examined. The influence of native language visual cues during speech perception in Arabic is the focus of this thesis.

The aim of this chapter is to introduce the main terminology and processes involved in this research. Consequently, the chapter is structured as follows. First of all, auditory and visual cues are explained. Secondly, advantages of auditory-visual speech, including such aspects as confusion within auditory and visual speech cues, dichotic listening paradigm, speech in noise, coarse visual speech and complex speech are examined. Next, evidence of auditory-visual integration are outlined, such as the McGurk effect, the effect of auditory stimulus on visual perception, and auditory-visual neurophysiological studies. The chapter then proceeds with the influence of native language on the development of auditory and visual cues. In this regard, auditory speech development, visual speech development, auditory-visual development of speech and auditory-visual neural development are explained. Then, cross-linguistic studies of auditory-visual integration are analysed, followed by explanation of Arabic in the context of auditory-visual speech. Finally, a detailed summary is given at the end of this chapter.

1.2 Introduction to Auditory and Visual Cues

1.2.1 Auditory Cues

In order to understand the processes by which visual and auditory speech information are combined, it is first necessary to have some understanding of the nature of speech processing within each of the two modalities separately. The basic
aural unit of auditory speech is the phoneme. Phonemes are the smallest segment of sound for which, if that segment is replaced with another, the meaning of the word changes (International Phonetics Association, 1999). The study of phonetics and speech has a long history. In 1887 development was started on a phonetic alphabet, known as the International Phonetic Alphabet. The phonetic alphabet established by the Association rapidly developed, and demonstrates an agreement on a set of phonemes for use in describing speech in various languages (Table 1.1). Phonemes are split into two groups vowels and consonants. Vowels are phonemes produced without obstructing air flow out of the mouth. Consonants are phonemes produced by obstructing the flow of air out of the mouth (International Phonetics Association, 1999).

This thesis is not an investigation of auditory cues, which is why in this section only the main auditory cues relevant for the distinction between consonants are discussed.

The main auditory cues that differentiate consonants are place of articulation,

<table>
<thead>
<tr>
<th>Table 1.1 IPA chart showing consonants grouped by the place of articulation (International Phonetic Association, 2005)</th>
</tr>
</thead>
<tbody>
<tr>
<td>THE INTERNATIONAL PHONETIC ALPHABET (2005)</td>
</tr>
</tbody>
</table>

### CONSONANTS (PULMONIC)

<table>
<thead>
<tr>
<th>Place of Articulation</th>
<th>Bilabial</th>
<th>Labio-dental</th>
<th>Dental</th>
<th>Alveolar</th>
<th>Post- alveolar</th>
<th>Retroflex</th>
<th>Palatal</th>
<th>Velar</th>
<th>Uvular</th>
<th>Pharyngeal</th>
<th>Epiglottal</th>
<th>Glottal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nasal</td>
<td>m</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>N</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Plosive</td>
<td>p b</td>
<td>t d</td>
<td>d</td>
<td>t d</td>
<td>c j</td>
<td>k q</td>
<td>g q</td>
<td>g</td>
<td>?</td>
<td>?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fricative</td>
<td>f v</td>
<td>θ δ</td>
<td>s z</td>
<td>s z</td>
<td>s z</td>
<td>η</td>
<td>η</td>
<td>η</td>
<td>η</td>
<td>η</td>
<td>η</td>
<td></td>
</tr>
<tr>
<td>Approximant</td>
<td>v</td>
<td>j</td>
<td>j</td>
<td>j</td>
<td>j</td>
<td>j</td>
<td>j</td>
<td>j</td>
<td>j</td>
<td>j</td>
<td>j</td>
<td>j</td>
</tr>
<tr>
<td>Trill</td>
<td>b r</td>
<td>r</td>
<td>r</td>
<td>r</td>
<td>r</td>
<td>r</td>
<td>r</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tap, Flap</td>
<td>v</td>
<td>r</td>
<td>r</td>
<td>r</td>
<td>r</td>
<td>r</td>
<td>r</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lateral Fricative</td>
<td>l</td>
<td>l</td>
<td>l</td>
<td>l</td>
<td>l</td>
<td>l</td>
<td>l</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lateral Approximant</td>
<td>l</td>
<td>l</td>
<td>l</td>
<td>l</td>
<td>l</td>
<td>l</td>
<td>l</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lateral Flap</td>
<td>l</td>
<td>l</td>
<td>l</td>
<td>l</td>
<td>l</td>
<td>l</td>
<td>l</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Where symbols appear in pairs, the one to the right represents a modally voiced consonant, except for murmured /r/.

Shaded areas denote articulations judged to be impossible. Light grey letters are identical extensions of the IPA.

The study of phonetics and speech has a long history. In 1887 development was started on a phonetic alphabet, known as the International Phonetic Alphabet. The phonetic alphabet established by the Association rapidly developed, and demonstrates an agreement on a set of phonemes for use in describing speech in various languages (Table 1.1). Phonemes are split into two groups vowels and consonants. Vowels are phonemes produced without obstructing air flow out of the mouth. Consonants are phonemes produced by obstructing the flow of air out of the mouth (International Phonetics Association, 1999).

This thesis is not an investigation of auditory cues, which is why in this section only the main auditory cues relevant for the distinction between consonants are discussed. The main auditory cues that differentiate consonants are place of articulation,
manner of articulation, voicing, voice onset time (VOT), formants and formant transitions. The place of articulation is the point of contact where the articulation is being produced; i.e., places where the obstruction occurs in the mouth where articulators such as the tongue move relative to the roof of the mouth. Articulation can be produced by forming bilabials (on the lips), labiodentals (lower lip against the upper teeth), dentals (teeth and the tongue), alveolar (tongue tip and alveolar ridge), palatal-alveolar (tongue blade and alveolar ridge), palatals (body of tongue and hard palate), velars (back part of tongue and soft palate), uvular (back part of tongue and uvula), pharyngeal (root of the tongue against the uvula), glottal (obstructing airflow at the glottis) and emphatic (back of the tongue approaching the pharynx) (see Figure 1.1).

Figure 1.1 Section of the vocal tract, with places of articulation labelled.
The manner of articulation describes how the articulators interact to produce the phoneme. The different categories of manner are nasal (the air passes through the nose), stop (the vocal tract is blocked so that all airflow ceases), fricative (partial occlusion hinders but does not block airflow in the vocal tract), affricate (begin as stops but are released as fricatives), and approximant (the articulators approaching each other but not narrowly enough to create turbulent airflow).

Phonemes are either voiced or voiceless, voicing occurs at the larynx which houses the vocal folds. Voiced phonemes are produced when the vocal folds are close together loosely so they can vibrate, for example the phoneme /b/. Most vowels and nasal stops are voiced. Voiceless phonemes are produced when the vocal folds are wide apart so that air passes freely and the vocal folds are not vibrating, for example the phoneme /p/.

Another auditory cue is VOT; it refers to the time interval between the release of an occlusion and the beginning of voicing. The existence of this interval is caused by the fact that the voicing and closure frameworks are distinct. The oral occlusion occurs at the region that is above the larynx, while voicing occurs at the larynx that houses the vocal folds. Since the occlusion and voicing frameworks are distinct; therefore, their operations may have a temporal mismatch measured in milliseconds (ms).

Formants for vowels and formant transitions for consonants are also another type of auditory cue. Formants are regions of frequency space on a spectrogram where phonemes carry a lot of energy. Formants are produced due to resonances in the vocal tract. The place of articulation and manner will change the dimensions of the resonance cavities in the vocal tract and therefore change the formant frequencies.
Therefore, different vowels will have different formant frequencies which can be used as an auditory cue to identify them. Usually, the first two formants (F1 and F2) are sufficient to distinguish between two vowels (see Figure 1.2). F1 varies as a consequence of vertical tongue movement, therefore the lower the tongue the higher the value of F1. While, F2 reflects the horizontal movement of the tongue and it is also influenced by the rounding of the lips.

![Figure 1.2 Formants for different vowels (Liberman, 1957).](image)

Consonants also have formants but they are not as easily recognizable as compared to vowels. This is due to the constriction in the oral cavity when producing a consonant the resonance is reduced. Formant transitions are auditory cues that can better help to identify stop constants. The movement of the formant transition whether upward or downward for each formant in the spectrogram helps in discriminating which stop constant preceded or followed the vowel. The formant transition for F1 reflects manner of articulation and place of articulation is reflected by F2 and F3. In Figure 1.3, the formants after the initial transition shifts are the same indicating that all the speech samples have the same vowel phoneme. However, they are all preceded by different formant transitions which would assist the listener in differentiating auditorily between them.
1.2.2 Visual Cues

This part of the chapter addresses the aspects of visual speech which are the most relevant for this research. The main connection between visual cues and actual speech is that the mouth changes its shape depending on the basal structure of the word being spoken (Holden and Owens, 2000). The main function of visual cues is thought to be in complementation and cross-verification of the auditory information (Altieri et al., 2011, Peelle and Sommers, 2015). In this regard, it is considered to have three fundamental roles in speech perception. First, it helps to localise a speaker, which gives an opportunity to accommodate listening according to the location of the speaker (Carlyon et al., 2001). Secondly, it provides additional, environmental and contextual information about the place of articulation (Peelle and Sommers, 2015). Finally, it provides temporal information about the speech signal which increases the precision of predicting the acoustic signal (Peelle and Davis, 2012).
One of the examples of how visual cues can provide additional information is that they help to identify the place of articulation of phonemes such as /b/ versus /d/ (Munhall et al., 2004). While auditory recognition might be unclear, visual speech cues assist in distinguishing some phonemes such as /b/ versus /w/ articulation (Jiang and Bernstein, 2011). When phonemes are spoken, they correspond to a specific change in mouth shape including movement of the lips, tongue and appearance of teeth. Thus, motion of speech articulators like lips, tongue and jaws create visual cues. According to the similarity of visual movements that produce phonemes, they are grouped together. These groups are known as visemes (Fisher, 1968). Consequently, different groups of visemes are visually distinguishable, while separate phonemes within a group are not (Jackson, 1988). One of the sources of information distortion is the fact that there can be more than one phoneme in a viseme group. For example, in English /p, b, m/ are all bilabial consonants; although they are acoustically and phonetically different visually they look the same and the same is the case for /d, t/ or /f, v/ (Bozkurt et al., 2007).

Viseme groups are often established through the ability of observers to recognise consonant phonemes in sequences of consonant vowels (CV). Furthermore, these clusters are distinguished in confusion matrices and then they are labelled as visemes (Chen, 1998, Goldschen et al., 1994, Owens and Blazek, 1985). Table 1.2 shows one of the most recent categorization of all the English consonants corresponded to 10 viseme categories (Bozkurt et al., 2007). Since every language consists of different phonemes and thus have different phonetics; visemes have to be identified for each language separately. Visemes have been investigated in many languages.
Table 1.2 Viseme categories for consonants (Bozkurt et al., 2007).

<table>
<thead>
<tr>
<th>Viseme Category</th>
<th>Consonants</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>/p, b, m/</td>
</tr>
<tr>
<td>2</td>
<td>/f, v/</td>
</tr>
<tr>
<td>3</td>
<td>/w/</td>
</tr>
<tr>
<td>4</td>
<td>/θ, ð/</td>
</tr>
<tr>
<td>5</td>
<td>/t, d, n, l/</td>
</tr>
<tr>
<td>6</td>
<td>/s, z/</td>
</tr>
<tr>
<td>7</td>
<td>/ʃ, dʒ/</td>
</tr>
<tr>
<td>8</td>
<td>/ɾ/</td>
</tr>
<tr>
<td>9</td>
<td>/j/</td>
</tr>
<tr>
<td>10</td>
<td>/k, ɡ/</td>
</tr>
</tbody>
</table>

such as German (Aschenberner and Weiss, 2005), French (Werda et al., 2007), Swedish (Engström, 2003), and Italian (Magno Caldognetto et al., 1997). However viseme classification of all Arabic consonants by speechreading has not been performed.

1.3 Advantages of Auditory-Visual Speech

In this section the advantages of auditory-visual speech will be discussed. The benefits of using both modalities has been examined under different experimental conditions such as confusion within auditory and visual speech cues, dichotic listening paradigm, speech in noise, coarse visual speech and complex speech. There is one consistent factor found for all of the different experimental conditions which is that there is a clear advantage of auditory-visual speech compared to auditory only. These experiments highlight the importance of visual speech in the process of speech perception.
1.3.1 Confusion within Auditory and Visual Speech Cues

The following two experiments analysed CV syllables to determine which phonemes are most confused in auditory only (Miller and Nicely, 1955) and visual only condition (Walden et al., 1977). Both experiments used hierarchical cluster analysis that expresses similarities between the consonants by a measure based on correlation. In the first experiment the auditory identification of all the English consonants was measured at different signal to noise ratios under the condition of white noise (Miller and Nicely, 1955). In Figure 1.4 the horizontal lines demonstrate the range of signal to noise ratios from -18 dB to +18 dB, which is calculated in terms of the peak level of the vowel. The results demonstrated that below -18 dB, no syllable was identified. Then, in the interval of -15 to -12 dB the first branching can be seen between consonants indicating a distinction between voiceless, voiced and nasal consonants.

Figure 1.4 Auditory confusions between consonants presented as CV syllables in white noise (Kryter, 1970, from Miller & Nicely, 1955).
For example at the signal to noise ratio of -15 dB /d/ and /t/ were easy to distinguish since /d/ is voiced and /t/ is voiceless. However, to distinguish between the voiced consonants /d/ and /ɡ/ a signal to noise ratio of +15 dB was needed. The increase in signal to noise ratio is linear to the improvement of distinguishability between consonant groups. At the signal to noise ratio of +15 dB all the consonants were distinguished from one another. It can be concluded that in the auditory modality the most salient cue is voicing. This can be observed by the initial separation of consonants into voiced and voiceless groups which means that they are the easiest to differentiate in terms of the auditory modality.

On the other hand, the second experiment demonstrates visual confusion for the CV syllables (Walden et al., 1977). In Figure 1.5 the horizontal lines correspond to visual correlation between syllables from level 15 at 0% correlation to level 1 at 100% correlation. For example, eight groups of visemes were distinguishable on the 11\textsuperscript{th} level this corresponded to 75% correlation. The lowest visual confusion is among consonants that are created as a result of different external mouth shapes. For instance, /b/ and /ɡ/ are visually distinct at level 15 which means there is 0% visual correlation between these phonemes. There is no visual confusion between these two phonemes because /b/ is produced by the closure of lips and /ɡ/ is produced by an open mouth, and so this makes it easy to differentiate between them visually.
Figure 1.5 Visual confusion among consonants presented as CV syllables (Walden et al., 1977).

The main outcome of this observation is that confusion among English consonants largely differs between auditory and visual perception. For instance, /b/ and /v/ phonemes were auditorily highly confused since they are both voiced phonemes. However, they were easily distinguished visually since /b/ is a bilabial phoneme and /v/ is a labiodental phoneme. In contrast, /p/ and /b/ phonemes had the opposite characterisation. They were difficult to identify visually because they are both bilabial phonemes. However, they were easily discriminated in the auditory modality since /b/ is voiced and /p/ is voiceless.

Figure 1.4 and Figure 1.5 demonstrated the primary advantage of auditory-visual integration, meaning mutual complementation of the information gained. In this regard, auditory information is complemented by visual information. To a certain extent, the process of cross-verification of information is taking place (Khalil, 2013).
What is not clearly identified in the auditory modality can be clarified through the visual modality. The main outcome is that auditory-visual perception of speech can result in a more accurate identification of speech rather than auditory only modality (Chen and Rao, 1998, Potamianos et al., 2004, Hazan et al., 2005).

1.3.2 Speech in Noise

The advantage of visual speech cues during speech perception can be clearly observed in noisy surroundings or with more than one person speaking simultaneously. This occurs in everyday situations such as being in traffic, at a restaurant, or attending a meeting. The importance of the visual element in auditory-visual speech perception is demonstrated in many studies by the fact that the presence of visual face movement information significantly improves speech perception, which reduces the signal-to-noise ratio required for participants to identify speech against a background noise mask (Bernstein et al., 2004b, Tye-Murray et al., 2007). Signal to noise ratio is a measure used to compare the level of a signal to the level of background noise and it is measured in decibels (dB).

Sumby and Pollack (1954) were the first to establish that visual speech cues improve the perception of speech presented in noise. In their experiment, speech was presented in background noise at one of seven signal to noise ratios through a headphone and the participants were asked to report what they heard. Half of the presentations had the speaker’s face visible to the participant and the other half the speaker was facing away from the participant. The participants consistently performed better when they received visual speech information in addition to the auditory information for all the signal to noise ratios. The greatest improvement
found by the addition of visual speech information was for low signal to noise ratios where the noise was louder than the speech (Sumby and Pollack, 1954).

MacLeod and Summerfield (1987) also compared speech perception thresholds in auditory only and auditory-visual conditions. They found that visual speech cues improved speech perception thresholds by an average of 11 dB. Figure 1.6 shows results obtained by Chen (2001) illustrating the effect of auditory noise. It can be seen that as the signal to noise ratio decreases, the auditory recognition accuracy decreases. However when the recognition is auditory-visual there is a statistically significant improvement in recognition ratio compared to auditory only (Chen, 2001). These findings are highly relevant to everyday speech perception since in normal listening situations speech is usually accompanied by background noise.

![Recognition ratio versus signal to noise ratio (SNR) of the auditory signal (Chen, 2001).](image)
1.3.3 Coarse Visual Speech

Another aspect of how visual information can improve speech perception in contrast to auditory stimulus alone was presented in the research of Rosenblum et al., (1996). They studied the influence of coarse visual input on auditory-visual integration. In their experiment, instead of using natural face, they created a point-light display to correspond for the visual input. Their findings suggested that a coarse visual stimulus was more productive in information perception and argued in favour of auditory-visual integration rather than an auditory stimulus only (Rosenblum et al., 1996). As it is demonstrated in Figure 1.7, point light display consisted of reflective dots that were situated on the places of articulators meaning lips, teeth, mouth, and chin.

![Figure 1.7 Schematic reflection of point-light display used by Rosenblum & Saldana (1996), aimed at de-contextualisation of speech perception.](image)

In order to create systematic video stimuli of motion, special lighting was used. The main rationale for using this display instead of a natural face is to explore participants’ perception of speech without the context of facial identity. Thus, the secondary aim of the experiment was also to see the importance of the facial context
for speech perception. The fact that participants could perceive speech in its auditory-visual integration without actual special details of the face suggests that in order to perceive speech, viewing the face is not necessary (Rosenblum et al., 1996).

Rosenblum’s research (1996) demonstrated that comprehension increased linearly in accordance with the increase in the number of reflective points detailed on the face. Although comprehension was achieved by highlighting 14 points on the lips and mouth, the increase of highlighted points improved understanding. The final part of the experiment demonstrated that fully highlighted display resulted in the best threshold. The conclusion of this research is that coarse visual stimuli can improve speech perception; however, the best comprehension is achieved through auditory-visual integration based on the observation of a natural face. The implications of these findings are that since even coarse visual stimuli can improve speech perception then it is not only the visual movement of the mouth that matters but also a mental representation of these movements. Visual mental representation is the realisation of key details of predicting a potential word visually through past experience (Barnard et al., 2002).

1.3.4 Complex Speech

Arnold & Hill (2001) used an alternative method to evaluate the effect of visual cues on speech perception. In this study the quality of the auditory signal was not degraded but there was an increase in the cognitive load by presenting speech that was semantically and syntactically complex. The participants’ comprehension was measured both in auditory only and auditory-visual condition. The comprehension
performance was scored by a judge blind to the condition of presentation (auditory or auditory-visual). Speech perception was significantly better when speech was presented auditory-visual rather than auditory-only. The authors concluded that perceiving intact auditory input can also be aided by visual cues (Arnold and Hill, 2001).

One might argue that this advantage is solely due to there being two separate sources of information available by which to identify speech. However, Reisberg et al., (1987) found that for the same stimuli, auditory-alone presentation produced 6% word identification and visual-alone presentation 1%, while auditory-visual presentation produced performance of 45%. If the advantage of visual cues was simply a complementary one, we would then expect to see a combined improvement of 7%. However, the results showed a combined improvement of 45%, which is much larger than the sum of the individual modalities speech identification scores. This result suggests that speech perception by the auditory and visual modalities is integrated rather than independently sampled (Reisberg et al., 1987). The above studies strongly suggest that visual speech cues play an essential role in the process of speech perception. More recent research on auditory-visual speech perception has mainly focused on using the McGurk effect to evaluate the influence of visual speech.
1.4 Evidence of Auditory-Visual Integration

1.4.1 The McGurk Effect

For speech perception research studies it has been challenging to produce a behavioural test to evaluate the process of auditory-visual integration during speech perception. In the previous section behavioural studies were reviewed which tested participants in auditory alone and then in auditory and visual condition to measure the effect of visual cues on speech perception. These studies have shown that our ability to understand speech is better when we can hear and see the speaker under many different conditions such as noise and complex speech (Grant et al., 1998, Sommers et al., 2005, Arnold and Hill, 2001, Chen, 2001). There have also been equations created to try to quantify the amount of improvement in auditory-visual condition when compared to auditory alone (Sumby and Pollack, 1954, Rabinowitz et al., 1992, Grant and Seitz, 1998). Although the previous section has clearly shown that there is a great benefit from the addition of visual cues during speech perception these tests cannot assist us in understanding a framework underpinning auditory-visual integration of speech.

However one test that has been used to evaluate a framework of auditory-visual speech is the McGurk effect (McGurk and MacDonald, 1976). The perception of clear unambiguous speech has been shown by the McGurk effect to depend on both the auditory and visual modality. McGurk and MacDonald (1976) demonstrated this by dubbing incongruent auditory and visual stimuli which differed in place of articulation. For example auditory /ɡa/ velar consonant is superimposed over the video of /ba/ bilabial consonant. Surprisingly, the participant perceives a new
response that differs from both the auditory and visual stimuli. When the participant looks away from the video screen, the auditory stimulus is heard correctly. The integration of the visual and auditory modalities is called the McGurk effect.

The effect occurs when there is a mismatch between the visual and auditory speech stimuli. The syllable /ga/ is produced by air being pushed up through the glottis stopping at the velum. It is made at the back of the mouth therefore it is difficult for an observer to see. The syllable /ba/ is produced similarly but the place of articulation is the lips. The outcome of the two conflicting places of articulation is the perception of a new syllable for example /da/, which is made between the lips and the velum at the alveolar ridge (see Figure 1.8). When this occurs it is considered a fusion of the auditory and visual stimuli because the place of articulation for the /d/ alveolar consonant lies between velar /ɡ/ consonant and bilabial /b/ consonant.

McGurk and McDonald also reported a second type of response which is called a combination response. This occurs when both the auditory and visual stimuli are perceived. For example when the visual stimulus is /ba/ and the auditory stimulus
is \(/\text{ga}/\), the observer perceived the sound to be \(/\text{bga}/\), a combination of both stimuli. The reason for this variation in integration is thought to be due to the fact that visual bilabial information is clearly seen because of its highly visible place of formation at the lips, in comparison to a velar placement at the back of the oral cavity. However, only fusion is considered to be a McGurk effect, because the response is different from the visual and auditory stimulus. This provides evidence that speech perception is multimodal and not just auditory. The McGurk effect demonstrates that visual speech cues even in optimal listening conditions cannot be ignored during the speech perception process.

The explanation given for the McGurk effect is during the process of speech perception when there is conflicting information coming from the visual modality and the auditory modality the listener perceives an alternative sound. This alternative sound is a compromise between the incompatible cues perceived from the visual modality and the auditory modality (McGurk and MacDonald, 1976). The McGurk stimuli can be perceived according to the auditory stimulus, visual stimulus or a combination of both. Speech perception seems to be a flexible process which depends on the relative weighting between the auditory and visual stimuli (Jiang and Bernstein, 2011).

The McGurk effect has been perceived in many different conditions. Even when participants are informed of the mismatch between the auditory and visual cues the McGurk effect is still perceived (McGurk and MacDonald, 1976). Likewise, when participants are instructed to only report what they hear the McGurk effect still occurs (Summerfield and McGrath, 1984). Furthermore, when the visual stimulus was reduced to only three frames the McGurk effect was still present. Therefore,
even with degraded visual input the effect occurs (Whalen et al., 1996). Easton and Basala (1982) proposed that only nonsense syllables would elicit the McGurk effect, but the effect was also elicited when real words were used as stimuli (Dekle et al., 1992).

Functional Magnetic Resonance Imaging (fMRI) has been used to study the McGurk effect. The fMRI permits identification of brain areas that show task related cerebro-vascular responses (Ogawa et al., 1990). fMRI is used to evaluate changes in the levels of haemoglobin in the different brain areas activated by speech and other cognitive events. van Wassenhove et al. (2007) fMRI study provided thought provoking insights into the McGurk effect. In this experiment, a visual /ka/ was dubbed onto an auditory /pa/. The resulting brain activation of the fused perception of /ta/ correlated more closely with the activation of the perception of a true /ta/ than with either the visual /ka/ or the auditory /pa/ stimuli (van Wassenhove et al., 2007). Moreover the McGurk effect is not a measure of speech reading ability as there is no correlation between the two (Munhall et al., 2004).

The McGurk effect is a striking revelation of the powerful role visual speech cues can play during auditory-visual speech perception. Even a degraded visual input and a conscious awareness of the mismatch between the visual and auditory speech does not diminish the strength of the effect. The McGurk effect has clearly demonstrated that visual speech cues have an integrative role during speech perception and not simply a complementary one. The McGurk effect is a powerful method to investigate the complementary nature of the separate auditory and visual information sources and this can be subsequently applied to understand the integration stage of auditory-visual speech perception. Furthermore, the strength of the McGurk effect can be
taken to reflect the strength of auditory-visual integration (Altieri, 2014, Jiang and Bernstein, 2011). In this thesis three experiments using the McGurk effect were performed to investigate auditory-visual speech perception in Arabic.

1.4.2 Auditory-Visual Neurophysiological Studies

Neural correlates of auditory-visual speech perception have also indicated that the integration of visual cues enhances speech perception. Studies using fMRI show that visual (silent) speech has been shown to activate the auditory cortex, which is involved in processing auditory speech (Besle et al., 2008, Kauramäki et al., 2010). Additionally, the auditory cortex was not activated by non-linguistic lip movements (Calvert et al., 1997). These findings suggest that cortical regions traditionally believed to be auditory processing areas for language are also accessed by visual speech; this is possibly due to neural networks involved in auditory-visual integration. Thus because visual and auditory speech seems to be processed in the same cortical areas, this would assist in the process of speech integration (Campbell, 2008, Okada and Hickok, 2009).

Sams et al. (1991) performed an electro-encephalography study to compare auditory only and auditory-visual speech processing. They found modification of the characteristic response of the auditory cortex by the inclusion of visual speech stimuli. The change in response by the addition of visual cues produced a change in the waveform pattern to appear in the primary auditory cortex (Sams et al., 1991). Additionally, cortical auditory evoked potentials have been used to evaluate the effect visual cues have on auditory-visual speech perception. Cortical auditory
evoked potentials are composed of a series of negative and positive peaks. The neural activity generated from different locations in the brain produces different peaks in the waveform. These average waveforms reflect electroencephalogram activity in response to specific stimuli. The main components for the auditory stimuli are N1 and P2 which occur between 60 and 200 ms after stimulus onset. A reduction in N1/P2 latency has been observed for auditory-visual speech compared to auditory only speech in native English listeners (van Wassenhove et al., 2005). This indicates that visual speech cues cause an increase in the speed of cortical speech processing of auditory information. These neurophysiologic results provide evidence that visual speech cues modify the functioning of the auditory cortex and processing of speech and suggest a strong association between auditory and visual speech.

Additionally many sub-cortical and cortical areas demonstrate multimodality to visual and auditory speech (Wallace and Stein, 2001, Campbell, 2008, Erickson et al., 2014). These studies propose that information from both visual and auditory modalities is integrated together at a sub-cortical and cortical level and that there are neurons and brain regions that respond maximally to auditory-visual stimuli. The existence of multisensory convergence sites suggests a regular maintenance of crosstalk between sensory specific streams, in what would create a multisensory mode of information processing. However, multisensory integration seems to occur after a certain amount of information has been extracted in the sensory specific streams that is late integration of the auditory-visual integration (Altieri et al., 2011).
1.5 The Role of Native Language on the Development of Auditory and Visual Cues

While behavioural and neurophysiological studies clearly show a strong association between auditory and visual speech input, this association is also dependent on the auditory and visual mental representations of the native language. For this statement to be true, one must find evidence of auditory and visual perceptual mental representations based on the internal mental representations corresponding to native language. There is evidence from developmental studies both from behavioural and neurological studies that suggests that infants’ speech perception becomes fine-tuned to auditory and visual cues within the native language and reduction in sensitivity occurs for auditory and visual cues that are not present in the native language. This section will review studies on auditory and visual speech development.

1.5.1 Auditory Speech Development

Studies on speech perception in infants have led to the agreement that infants can discriminate between different sounds within the repertoire of the world’s languages. This excellent ability of infants to discriminate between speech sounds provides them with the capacity for learning the different sound categories within their native language (Jusczyk et al., 1993). Initially infants can discriminate between any speech sounds whether native or non-native. Yet, gradually infants’ auditory discrimination abilities become more tuned into speech sounds within their native language. Starting at six months of age, this universal perceptual phoneme ability in infants
begins to decrease because of increased exposure to their native language (Best, 1994).

For instance, Werker and Tees (2002) compared the ability of Salish (Native Indian) adults, Hindi adults, English adults, and English infants in discriminating between non native place distinction contrasts within the Salish language. The infants’ ability to discriminate between the contrasts was evaluated by using a common preferential looking procedure called the head turn procedure. The procedure involved the infant sitting on a parent’s lap while facing an assistant, who uses silent toys to attract the infant’s attention. The infant is trained to respond to a change in the speech sound category by turning their heads away from the assistant and toward a loud speaker. Only correct head turn responses were reinforced with the presentation of a moving toy (e.g. monkey tapping on a drum). They found that the 6 to 8 month old English infants could discriminate between the Salish and Hindi contrasts. However, the 10 to 12 month old infants as well as the adults were not able to distinguish between the Salish and Hindi contrasts (Werker and Tess, 2002).

Furthermore, speech perception studies on infants have investigated prosodic features such as intonation, stress and tones. They found that infants in the first year of life demonstrate sensitivity to native prosodic properties (Gervain and Mehler, 2010). Kuhl et al. (2006) investigated the reduction in discrimination of non-native contrasts as well as the improvement in discrimination of native contrasts for the first year of life. They compared the ability of United States and Japanese infants in their ability to discriminate between the American English contrast /r-ι/. They showed that by the age of 10 to 12 months the Japanese infants were not able to discriminate the non-native contrast. On the other hand the 10 to 12 month old American infants’
ability to discriminate between the native contrasts improved significantly (Kuhl et al., 2006). These results show that within the first year of life infants are beginning to demonstrate sensitivity to the organization and structure of the sound patterns within the native language. The developmental loss of speech perception abilities of non-native phonemes in the first year of life is not a loss but a reorganization of the speech perception framework to be finely tuned to the infant’s native language. This fine tuning by infants might be the starting point for the construction of perceptual auditory speech mental representations based on the native language.

1.5.2 Visual Speech Development

A significant amount of evidence suggests that the development of visual speech perception begins during infancy. The majority of studies on visual speech perception in infants use the matching technique. The visual speech matching technique is where the infants are presented with two video screens and a single auditory source equidistant from the video screens. One video screen has a speaker producing matching speech while the other video is of a speaker producing mismatched speech. A child’s preference is measured by the amount of sucking or the amount of time he/she spends watching a given stimulus (Burnham and Dodd, 2004, Kuhl et al., 2006).

Studies on visual face perception have evaluated at what age an infant can discriminate between the mother’s and a stranger’s face on visual information alone. At the age of 4 to 5 months infants can consistently discriminate between the mother’s face and a stranger’s face (Burnham, 1993). When the mother’s face is
coupled with her voice, the infant can discriminate between the mother’s face and a stranger’s face by the age of 1 month. The use of auditory-visual information enables the infant to discriminate faces at an age well below that of visual information alone (Burnham, 1993).

Patterson and Werker (2003) investigated whether infants at 2 months of age could match visual speech to auditory speech. Infants were shown two video images in synchrony on computer screens, side by side. One video screen had a face articulating the vowel /i/ while the other was articulating the vowel /a/. A soundtrack played one of the vowel sounds through a speaker placed between the two computer screens. They found that infants as young as 2 months of age have the ability to match heard vowels with the appropriate lip movements (Patterson and Werker, 2003). The ability to match consonants comes later at the age of 6 months (MacKain et al., 1983). Burnham (1988) found that infants at the age of 4.5 months preferred matching native speech compared to non-native speech. Furthermore, Weikum et al. (2007) found that 4 to 6 month old infants could distinguish native language visual speech cues from non-native visual speech cues, but this ability was not present in 8 month old infants (Weikum et al., 2007).

Other studies investigated how visual cues influence learning of speech. Legerstee (1990) explored the role of visual speech in eliciting imitation of speech sounds. They presented the vowel sounds /u/ and /a/ to infants 3 to 4 months of age via speaker. Infants were divided into two groups. The first group of infants was represented with an adult who articulated the same vowels silently. An adult in the second group was articulating the opposite vowels, once again silently. The result of this experiment was that children in the first group who were exposed to matching
auditory and visual stimuli were able to reproduce these vowels. The results were taken to suggest that visual speech is useful in stimulating learning and the acquisition of speech (Legerstee, 1990). More recently, Teinonen et al. (2008) investigated the influence of visual cues on learning phonetic discrimination. They tested two groups of 6-month-old infants on a /ba/~/da/ auditory continuum. One group of infants was simultaneously presented with visual cues for /ba/~/da/. The second group of infants was exposed to the same /ba/~/da/ auditory continuum, but they were only given one visual speech cue either /ba/ or /da/. The results showed that the infants, who were presented with two visual cues, were able to discriminate between the auditory continuum. However, the infants who only had one visual speech cue were not able to discriminate between the auditory continuum. The results were taken to show that the visual speech cues enhance phoneme discrimination and thereby might contribute to the learning of phoneme parameters (Teinonen et al., 2008).

The afore mentioned research demonstrates infants’ ability to match auditory-visual speech at a very young age, and their preference to native language visual cues. The meaning of these findings is that visual and auditory speech stimuli are interconnected from a very young age and are crucial in infant’s development of speech.

1.5.3 Auditory-Visual Development of Speech

The McGurk effect has been used to evaluate whether auditory-visual integration occurs in infants and to study the development of auditory-visual integration in
children. Burnham and Dodd (2004) investigated the McGurk effect in infants 4 months of age. To assess the presence of the McGurk effect they used a habituation test paradigm. The infants were divided into two groups, an experimental group and a control group. Each group was habituated similarly but to different stimuli. The experimental group was habituated to the McGurk stimuli, which are an auditory /ba/ and a visual /ga/. On the other hand, the control group was habituated to an auditory /ba/ and a visual /ba/. After the habituation phase the test phase began. The test included auditory only stimuli /ba/ or /da/. The auditory stimuli /ba/ was chosen, because it was the auditory sound presented both to the control and experimental group. The auditory stimuli /da/ was chosen, because it is the perceived auditory response for the McGurk stimuli. Familiarity to the sound was scored based on the infant’s visual fixation on a motionless face during the presentation of the auditory stimulus. The results showed that the experimental group showed longer fixation for the /da/ that is the McGurk response compared to the control group. These results were interpreted as evidence of the McGurk effect occurring in infants.

Although auditory-visual integration of speech occurs at a young age, there is an abundant amount of evidence for developmental change due to maturation and experience with the native language. Auditory-visual integration as measured by the McGurk effect in English speaking children up to the age of 8 years occurred only half as often as adults (McGurk and MacDonald, 1976). Massaro et al. (1986) showed that children up to the age of 10 years were less affected by visual speech cues compared to adults. From the ages of 5 to 11 years, the effect of visual speech cues on speech perception gradually increased in English speaking children (Hockley and Polka, 1994). This development of auditory-visual integration must be due to an
increased advantage in bimodal speech perception learned over time (Jerger et al., 2009).

However, the susceptibility to the McGurk effect increased with age depended on the native language. Sekiyama and Burnham (2008) evaluated the development of the McGurk effect in a group of Japanese and English speaking children in three age groups (6, 8, and 11 years). They found that visual influence during auditory-visual speech perception improved significantly more for English speaking children compared to the Japanese speaking children. Furthermore, Mugitani et al., (2009) found that the development of auditory-visual matching of vowels was slower in Japanese speaking infants compared to English speaking infants. Their results showed that lip–voice vowel matching in Japanese speaking infants is slower at 8 to 11 months of age compared to English speaking infants at 2 to 4 months of age (Mugitani et al., 2009).

Another method of evaluating auditory-visual integration in children has been the visual fill-in effect. In this method the initial consonant of a word or syllable and the formant transition cues would be removed from the auditory stimuli while the entire word would remain intact in the visual stimuli. For example, the auditory stimulus for the word ‘bag’ would be /ag/ while the simultaneous visual stimulus would be the complete word ‘bag’. If auditory-visual integration occurred, then the participant would report hearing the word ‘bag’ that is the visual stimulus would fill in the gap in the auditory stimulus. Jerger et al., (2014) found that children’s auditory-visual integration ability measured by the visual fill-in effect increased between the ages of 4 to 14 years. The reduced ability in younger children to use visual speech cues has
been attributed to linguistic developmental experience and the utilization of sensory information (Jerger et al., 2014).

Maidment et al. (2015) evaluated the benefit that children gained from visual cues in identifying speech in noise. They tested children from the ages of 4 to 11 years in auditory only and auditory-visual conditions. Their results showed that young children compared to older children have lower identification ability for speech in noise. Also, children below the age of 6 years did not gain any significant benefit from visual speech cues (Maidment et al., 2015). Thus, it can be concluded that the children’s ability to benefit from visual cues in identifying speech in noise increased with age.

It has been proposed that this preference in children for auditory cues over visual cues might not be specific to speech development. Thus, it can be argued that this preference for auditory cues might be due to a later developmental period for the visual system compared to the auditory system. The auditory system begins to respond to sound between the 25th and 27th week of gestation (Bimholz and Benaceraff, 1983), but the visual system does not reach a similar level of functioning until 6 months post natal (Banks and Salapatek, 1981). To evaluate auditory-visual integration depending on stages of child development Tremblay et al. (2007) tested children aged from 5 to 19 years on both the McGurk effect (auditory-visual speech task) and the Illusory Flash effect (auditory-visual non-speech task). They found that as children got older the percentage of the McGurk effect increased, however the results for the Illusory Flash effect were the same across the age groups (Tremblay et al., 2007). This suggests that the increase of reliance on visual speech cues seen in the development is not due to the maturation of the peripheral visual system. This
implies that the developmental increase in auditory-visual integration of speech is due to increased experience with the native language, which enables the perceptual system to create visual speech mental representations specific to the native language.

The above studies show clearly that the influence of visual speech cues on speech perception while certainly present in infants’ auditory-visual integration does not reach maturity until over the age of 10 years. As children mature due to increased experience with the native language, their visual and auditory speech cues become more developed and fine tuned to the native language. This might be represented perceptually as development of auditory and visual native language mental representations. It can be seen that there is a shift in weight between auditory and visual cues in speech perception of children that is to say as children get older their reliance on visual cues during speech perception increases (Jerger et al., 2014, Maidment et al., 2015, Tremblay et al., 2007, Hockley and Polka, 1994, Massaro et al., 1986). The increase in dependency on visual speech cues suggests that the internal process of auditory-visual integration is flexible, and the weight or relevance given to the visual modality is contingent on the development of the visual speech mental representations. This has also been examined in chapter 3 where it was found that the reliance on visual cues was dependent on the native language of the listener (see chapter 3 section 3.5.1).

Children’s auditory-visual integration ability reaches maturity during adolescence (Jerger et al., 2014, Maidment et al., 2015, Tremblay et al., 2007), which is much later in life compared to their early ability by 12 months to tune into their native language both for auditory and visual cues separately (Best, 1994, Weikum et al., 2007, Werker and Tess, 2002). This implies that the auditory-visual integration of
speech perception will rely on the linguistics of the native language. Perhaps, even more relevant is that auditory-visual integration develops after the ability to discriminate non-native speech sounds has decreased in children, which would further suggest that auditory-visual integration would develop based on the auditory and visual cues of the native language.

1.5.4 Auditory-Visual Neural Development

The above behavioural studies suggest that auditory-visual development is gradual and based on experience with the native language. Similar results have also been found in the neurophysiological research. For instance the peripheral auditory system is mature at birth however the maturation of the auditory cortex proceeds relatively slowly. Myelinisation of the primary auditory cortex begins around 3 months but is not complete until around 11 years of age (Moore and Guan, 2001). The peripheral visual system is immature at birth and reaches maturity at 5 months of age (Abramov et al., 1982). Auditory and visual peripheral maturity occurs early in development, however higher cortical maturation takes significantly more time to develop.

To better understand cross-modal interactions, multisensory neurons (e.g. auditory-visual) have been studied. Wallace and Stein (2001) have found multisensory neurons in new born monkeys, yet the adult monkey has double the number of multisensory neurons. The integrative abilities of multisensory neurons in adults are more refined compared to infants (Stein and Rowland, 2011). The development of modality specific neurons, such as visual neurones, progresses in an identical manner
to the development of multisensory neurons (Wallace and Stein, 2001). Postnatal experience shapes the development of visual and auditory cortical systems (Bavelier et al., 2001). The existence of neurons that respond to combined auditory-visual input provides evidence that the brain integrates information from the auditory and visual modality.

A recent electrophysiological study using the McGurk effect has shown effects in event-related potentials around 290 ms post-stimulus onset to combination stimuli (auditory /ga/ + visual /ba/ = /gba/) in five-month-old infants, but not for fusion responses (auditory /ba/ + visual /ga/ = /da/) (Kushnerenko et al., 2008). This suggests that neural response profiles in the developing infant are indeed sensitive to the most salient auditory-visual discrepancies, but not tuned into more complex auditory-visual integration processes. The maturation of cognitive functions has been investigated using neuroimaging technology. It has been found that the perisylvian language areas in the cortex show a fairly long developmental course, from childhood to adolescence (Sowell et al., 2004). This lengthy maturation period of the perisylvian language areas might be related to the lengthy period for language development. Shaw et al., 2008, suggest that the developmental period for neural cortical areas responsible for auditory-visual speech integration develop late into adolescence, similar to higher order language cortical areas (Shaw et al., 2008).

MacSweeney et al. (2002) tested the effect of auditory-visual experience on the activation of auditory cortex by visual speech by comparing normal hearing participants with deaf individuals (profound hearing loss from birth) and found significantly less auditory cortex activation for visual silent speech for the deaf group than the normal hearing group, suggesting that the development of the auditory-
visual network involved in this response is affected by experience (MacSweeney et al., 2002).

The above neurophysiology studies indicate that even though multisensory neurons are present at birth, the maturation of neural integrating circuits follows a long developmental course postnatally. This implicates the possible role of sensory experience in shaping the final state of these multisensory systems. These neurophysiological studies support the behavioural studies that auditory-visual integration is a process that develops gradually from infancy to adolescence. This development would then be influenced by exposure and experience with the native language.

1.6 Cross-linguistic Studies of Auditory-Visual Integration

Auditory-visual integration has been tested frequently in English; it has only been tested in a few other languages such as Italian, Dutch, Spanish, Chinese, and Japanese (Bovo et al., 2009, Massaro et al., 1995, Sekiyama, 1997). Languages differ in their phonemes and phonotactics. Therefore, it is beneficial to look at auditory-visual integration in different languages to analyse the possible differences in results, which may help in further understanding the processing framework of auditory-visual integration during speech perception.

The McGurk effect in Italian, Dutch and Spanish native listeners was found to be similar in frequency to that of native English listeners (Massaro et al., 1993, Bovo et al., 2009, Massaro et al., 1995). However, this was not the case for Japanese native listeners where the frequency of auditory-visual integration as measured by the
McGurk effect occurrence was lower than English native listeners (Massaro et al., 1993, Sekiyama and Tohkura, 1993). Japanese and English syllables were presented to both Japanese and English listeners. The order of the McGurk effect from largest to smallest was as follows: 1) American English listeners listening to Japanese syllables, 2) American English listeners listening to English syllables, 3) Japanese participants listening to English syllables, and 4) Japanese participants listening to Japanese syllables. These results suggest that the use of visual cues during auditory-visual speech perception might depend upon the native language of the listener. Yet, when auditory masking noise was added to the stimuli the Japanese native listeners showed a high increase in the percentage of the McGurk effect (Sekiyama and Tohkura, 1991). This implies that Japanese native listeners use visual cues in a complementary nature but are less likely to use visual cues for auditory-visual integration compared to English listeners.

Sekiyama (1997) in a later study examined the McGurk effect in Chinese (Cantonese) participants who had lived in Japan from 4 months to 6 years. The stimuli were 10 syllables (/pa/, /ba/, /ma/, /na/, /da/, /ta/, /ga/, /ka/, /ra/, /wa/) spoken by two speakers, one American English speaker and one Japanese speaker. The Chinese native listeners had a lower percentage of McGurk effect compared to the Japanese native listeners (Sekiyama, 1997). In another study de Gelder and Vroomen (1992) found that Chinese listeners had poorer visual perception of /da/ and /ba/ compared to Dutch listeners (De Gelder et al., 1995). Additionally, Hazan et al. (2006) found that Spanish listeners show a much greater sensitivity to visual cues than Japanese listeners when differentiating between a non-native labial/labiodental consonant contrasts (Hazan et al., 2006).
These studies suggest that linguistic factors in the native language might assist in explaining the reduction in the use of visual speech cues during auditory-visual speech perception seen in both the Japanese and Chinese native listeners (Massaro et al., 1993, Sekiyama, 1995, Sekiyama, 1997). Chinese is a tonal language, there are four tones that are used to change the meaning of the word. For example, mā with a flat tone means "mother", mà with a rising tone means "hemp", mǎ with a falling then rising tone means "horse", mà with a falling tone means "scold". Since tones are more effectively identified by auditory speech cues than visual speech cues (Chen, 2000) this may lead to a reduction in reliance of visual cues and an increased reliance on auditory speech cues by Chinese listeners (De Gelder et al., 1995, Sekiyama, 1997).

Furthermore, a distinct feature of Japanese is the use of pitch accents. That is in Japanese some syllables can have a high or low pitch, which would change the meaning of the word. For example, the word ‘hashi’ can either be ‘hashi\textsuperscript{L}’ meaning "chopsticks" or ‘hashi\textsuperscript{H}’ meaning "bridge". Since pitch accent is more readily perceptible in the auditory modality than in the visual modality (Sekiyama and Tohkura, 1991) this may be why Japanese listeners rely less on visual cues compared to English listeners.

Thus, the differences in speech features across languages are relevant to the extent in which visual speech cues are used in the perception of auditory-visual speech. However, Sekiyama reported that the reduction in the McGurk effect percentage seen in Japanese and Chinese might also be due to cultural differences. In the Japanese and Chinese culture direct eye contact is disrespectful and therefore this may lead to a reduction in the use of visual cues during speech perception.
(Sekiyama, 1997, Sekiyama and Tohkura, 1991). These discrepancies suggest the need for further cross-linguistic research to further investigate the effect of native language on auditory-visual integration of speech (Rosenblum, 2007).

1.7 Arabic and Auditory-Visual Speech

The choice of Arabic for this research was based on the following analysis of the literature. To evaluate what the parameters of visual speech cues are, some studies evaluated auditory-visual integration of speech across different languages. Comparing results from different languages would assist in determining what is universal in the process of auditory-visual integration of speech and what relies on the visual cue features of the native language.

Auditory-visual integration has been studied mostly in Indo-European languages such as English, Spanish, Dutch, and Italian (Massaro et al., 1993, Bovo et al., 2009, Massaro et al., 1995). These studies have shown similar results, arguing that visual cues in Indo-European languages have a strong influence on speech perception. On the other hand, studies on Chinese and Japanese have shown that there is a reduced reliance on visual cues during speech perception (Massaro et al., 1993, Sekiyama, 1995). Unfortunately, Sekiyama et al. 2008 were unable to determine whether this reduction in use of visual cues during speech perception was due to the visual cues of the language or the admonishment of eye gaze within the culture. This uncertainty in whether the culture is affecting the results is because in Chinese and Japanese cultures, looking directly at the speaker is considered disrespectful (Sekiyama and Tohkura, 1993).
To evaluate novel features of visual cues within the native language which influence speech perception, it is necessary to use a non-European language, which has a culture that does not admonish eye contact and which has ambiguous visual cues that might lead to a reduced reliance on the visual modality during auditory-visual integration of speech. Arabic is a language which fulfils these three requirements. Arabic is a Semitic language; therefore, it does not belong to Indo-European language family. Unlike the Chinese and Japanese culture, in Arabic culture eye contact shows interest and truthfulness during communication (Feghali, 1997). Therefore, any differences found in auditory-visual integration of speech for Arabic individuals as compared to English individuals can be attributed to the visual cues within the native language without any influence of cultural differences in visual contact.

The degree to which visual information is integrated in speech perception might depend on the degree to which visual information is useful in disambiguating close phonetic neighbours. There are certain linguistic features in Arabic which may lead to a reduced use of visual speech cues. Arabic is a Semitic language and, like most modern Semitic languages, it has a series of emphatic phonemes which contrast with plain phonemes. In the case of Arabic there are four emphatic phonemes they are; /ðˤ/, /tˤ/, /dˤ/, and /sˤ/. Their corresponding non-emphatic counterparts are /ð/, /t/, /d/, and /s/ respectively. However, in the Saudi dialect the emphatic phoneme /dˤ/ is not produced as a plosive but instead as an emphatic fricative /ðˤ/ (Alhammad, 2014, Al-Raba’a, 2015). Emphatic consonants in Arabic are produced with a primary coronal articulation and a secondary articulation in such a manner that the back of the tongue retracts into the pharynx. There is also a sulcalisation of the tongue,
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which causes the tongue to be depressed in the centre and lowering of the jaw which helps enlarge the oral cavity. It is the secondary articulation which differentiates between emphatic phonemes and their non-emphatic counterparts. To indicate that a phoneme is emphatic a subscript /ˤ/ is placed after the emphatic phoneme.

For example, /t/ and /tˤ/ are both alveolar, stop, voiceless consonants, but /tˤ/ is an emphatic phoneme. In addition the phoneme /q/ is also considered by some as the emphatic counterpart of /k/ (Watson, 2002, Heselwood, 1992). The emphatic phoneme /tˤ/ and /q/ are considered to have the most emphasis (Laufer and Baer, 1988). Another difference between emphatic and non-emphatic phonemes is the effect they have on the vowels next to them. Vowels next to an emphatic phoneme have a higher F1, and lower F2, than when they are next to non-emphatic phonemes. These differences are caused by the oral cavity enlarging which causes F2 to lower its frequency (larger spaces resonate with lower frequencies). While the pharyngeal cavity becomes smaller causing the F1 to increase its frequency (smaller spaces resonate with higher frequencies). The visual similarity between plain and emphatic phonemes might lead to an increase in visual ambiguity of speech sounds in Arabic.

Additionally, a distinct feature of Arabic is the presence of many guttural phonemes (Heselwood and Al-Tamimi, 2011, Watson, 2002).

Guttural phonemes are phonemes produced in the rear of the oral cavity from the uvula to the glottis. In Arabic there are 7 guttural phonemes /q, χ, h, ʕ, ʔ/ (see Table 1.3). The 3 guttural uvular phonemes /q, χ, ʔ/ are produced by a retracted and raised tongue body. For the phoneme /q/ and /ʔ/ there is also a raising and flattening of the soft palate, while for the /ʕ/ the soft palate is lowered which causes a constriction in the uppermost pharynx. The pharyngeal phonemes /h, ʕ/ are both
produced by a retraction of the tongue root, the anterior wall of the pharynx, and the epiglottis towards the posterior wall of the pharynx. The phonemes /h,ʔ/ are both produced at the glottis, /h/ is produced with an open glottis while /ʔ/ is produced with a constricted glottis. Consequently, visual cues would probably not be very beneficial for differentiating between guttural phonemes. Having many ambiguous visual cues in Arabic may lead to a reduced reliance on the visual modality during auditory-visual integration of speech for Arabic listeners compared to English listeners.

Auditory-visual integration in Arabic native listeners was investigated in one study; (Ali et al., 2005) the participants were ten native bilingual Arabic listeners residing in the United Kingdom. Ali and colleagues found that the percentage of auditory-visual integration in these Arabic native listeners was similar to that of English
native listeners. However, they used Arabic bilingual listeners, and this may have influenced their findings. There is evidence of cross-linguistic influence between the two languages of bilingual individuals in sound perception, word meaning, word formation, and sentence structure (Kohnert et al., 1999, Kovelman et al., 2008, Paradis and Navarro, 2003). Furthermore, it has been found that during speech processing of the same native language a bilingual’s brain has a significantly greater increase in activation in the classic language area (i.e. left inferior frontal cortex) compared to a monolingual’s brain (Kovelman et al., 2008). In addition, percentage of auditory-visual integration is different when comparing a monolingual and a bilingual (Wang et al., 2008). Sekiyama (1997) found that, the longer Chinese native listeners lived in Japan, the higher the McGurk percentage (Sekiyama, 1997). Sekiyami (1997) suggested that when Chinese native listeners learn a foreign language their reliance on visual speech cues increases. Therefore, it is likely that experience with a second language may influence the process of auditory-visual integration for the first language.

Additionally, there was a difference of auditory-visual integration percentage between participants from the Gulf compared to other Arab countries (Ali et al., 2005). This could be due to the fact that people from Gulf countries usually live in their own country and travel just for a period of study, but Arab people from non-Gulf countries are more likely to immigrate to other countries. Therefore, the non-Gulf participants might have had more experience with English compared to the Gulf participants, which may have led to the non-Gulf participants having a higher percentage of auditory-visual integration compared to the Gulf participants. Furthermore, one of the ten participants in Ali’s 2005 study was found to have poor
auditory-visual integration, he was an Arabic teacher. Consequently, his linguistic experience was more focused on Arabic and not English which may have led to his poor auditory-visual integration ability as measured by the McGurk effect (Ali et al., 2005). Therefore, it is essential when investigating auditory-visual integration in a certain language that the participants be monolingual to ensure that the second language does not affect the auditory-visual integration process.

The cross-language differences found in auditory-visual integration (De Gelder et al., 1995, Hazan et al., 2006, Massaro et al., 1995, Sekiyama, 1997, Sekiyama and Tohkura, 1991) imply that speech perception is dependent on mental representations of visual cues within the native language. Although the features of visual cues which shape auditory-visual integration of speech are still under investigation, the influence of native language on the development of auditory and visual cues has been well established (Best et al., 1988, Kuhl et al., 2006, Patterson and Werker, 2003). The inventory of visual mental representations within the native language will influence auditory-visual integration of speech. It is therefore hypothesized that since Arabic has many phonemes which are produced in the back of the oral cavity compared to English this would suggest that during speech perception Arabic listeners will be less reliant on visual cues compared to English listeners.

1.8 Summary

Auditory-visual integration of speech refers to the processing of auditory and visual information to form a unified percept based on mental representations of the native language. Visual lip, jaw, tongue, cheek and facial cues are used in addition to
auditory cues in order to process speech (McGurk and MacDonald, 1976, Desjardins and Werker, 2004). The presentation of auditory-visual speech has been found to be more intelligible than auditory speech only. The improvement gained in the intelligibility of speech perception by the addition of visual speech cues is greatest when the auditory signal is degraded, for example in a noisy environment (MacLeod and Summerfield, 1987). Even in optimal listening environments, a speech perception advantage is observed if accompanied by visual speech (Davis and Kim, 2004). During face to face speech, visual cues influence our perception of speech which helps to enhance our understanding of the listener.

Most studies on the development of speech perception conclude that infants up to the age of six months have the ability to perceive speech sounds in a language-independent manner. However by the end of the first year there is a decrease in infants’ ability to perceive sounds in a language-general manner due to increased experience with the native language (Best, 1994, Polka and Bohn, 1996, Polka et al., 2009). The native language shapes the way we categorize speech sounds in a phonologically relevant way. Combining information from auditory and visual cues can affect speech perception even in early postnatal life (Burnham and Dodd, 2004, Rosenblum et al., 1997, Woodhouse et al., 2009). Behavioural studies report age-related differences in multisensory processing (Desjardins and Werker, 2004, Flom and Bahrick, 2007), and neurophysiology studies provide compelling evidence of the role of experience in the development of multisensory processing (Bavelier et al., 2001, Desjardins and Werker, 2004, Flom and Bahrick, 2007, Kushnerenko et al., 2008, Wallace and Stein, 2001). There is also a great deal of evidence that listeners’ native language experience may determine the way certain visual cues are

Thus, speech perception theories must account for both auditory and visual speech cues. These theories must try to explain the interaction between the auditory and visual modality. However, it is still not clear how these very different sensory experiences are integrated to form a unitary speech percept. Some speech perception theories propose that auditory and visual signals are integrated automatically as a function of the ability to extract non-modality specific (amodal) cues across the senses at early stages of speech processing (Burnham and Dodd, 2004, Dodd et al., 2008, Green et al., 1990, Rosenblum, 2007). Other theories propose that we analyse the auditory and visual signals and then match them to phonetic templates (mental representations) stored through learned associations in our memory at late stages of speech processing (Altieri et al., 2011, Bernstein et al., 2004a, Massaro et al., 1993). These theories argue that speech should be viewed as a form of pattern recognition in which stimuli are identified and categorized on the basis of previous experience. In order to have a complete theory of speech perception, it is essential to include the weighted function of visual speech cues and how they are integrated with auditory speech cues.

A framework suggested in this thesis is that basic auditory-visual multisensory responses may be present at birth, but that processing matures only after a period of postnatal sensory experience with the native language. Different native languages would have different visual cues and therefore this would lead to a difference in the process of auditory-visual integration during speech perception. In chapter 2 the
literature will be explored further and a framework for auditory-visual speech perception suggested.
Chapter 2

Theories of Auditory-Visual Speech Perception

2.1 Introduction

In this chapter the literature related to auditory-visual speech perception is discussed in order to hypothesize a framework by which auditory and visual cues integrate. For over half a century various speech perception theories have been developed to help understand the process behind perceiving different components of speech. Classic speech perception theories for example the TRACE Model (McClelland and Elman, 1986) and the Cohort Theory (Marslen-Wilson and Tyler, 1980) only include the auditory modality; however, more recently the evidence of the effect of visual cues on speech perception has influenced the development of speech perception theory to include the visual modality. Studies of how auditory-visual integration of speech might operate have helped in understanding the process of speech perception.

Although the literature supports the idea of speech perception as a multimodal process, the underlying framework is still under debate. An important division in the literature identifies two possible classes of theory to explain auditory-visual affects on speech perception; early theories (amodal) and late theories (modal) of auditory-visual speech perception. Researchers have debated whether auditory and visual information is combined early on into a unified code (early integration theories), or instead is processed in separate independent channels before final determination of the linguistic context (late integration theories).
Early integration theories are considered amodal theories, that is auditory-visual integration of speech is a property of the input information itself (Rosenblum, 2008). Hence early integration theories (amodal theories) do not depend on the auditory and visual mental representations of the native language. On the other hand late integration theories are considered modal theories, that is auditory-visual integration of speech depends on the auditory and visual mental representations within the native language (Altieri et al., 2011, Bernstein et al., 2004a, Rosenblum, 2008). In this chapter both early and late integration theories of speech perception are discussed. Furthermore, a framework for auditory-visual integration in speech perception that is dependent on the visual cues of the native language proposed in this thesis is explained.

2.2 Early Integration Theories of Auditory-Visual Speech Perception

Some researchers (Green et al., 1990, Rosenblum, 2007) suggest that the automatic and total integration of auditory-visual speech occurs due to the processing of speech cues without the need for learned mental representations (Campbell and Dodd, 1984). From an early viewpoint, this framework of auditory-visual speech perception does not differentiate between these different modalities and holds that there is a common representation of speech. Thus, supporters of early integration of speech suggest that each auditory and visual unimodal source of information contains inherently amodal information at the most basic level. When the input activates the speech processing regions of the brain, the underlying amodal information from each source is extracted and combined because both sources share a common means of transfer, a “common currency”. The information from the two
modalities could be combined into a single channel before the process of phonetic recognition in which the decision process considers only the totality of the information and not the auditory and visual parameters in the separate modalities (Rosenblum, 2007).

The theoretical basis for some of the theories founded on early speech perception is based on the gestural theories of speech perception. These theories make the assumption that the linguistic representations extracted from the signal are gestures. The most famous, of course, is the first gesture theory by Liberman, which is also known as the motor theory of speech perception. In essence Liberman suggests that the object of speech perception is not the auditory signal, but the representation of the articulatory gesture. By articulatory gesture Liberman meant the invariant configurations of the teeth, tongue, lips, jaw etc. that make up a phonetic segment. In the motor theory visible speech cues are important since they are the vessel through which the articulation gestures of the speaker are reflected (Liberman et al., 1967).

Liberman and his colleagues explored the auditory cues of perception with the means of the sound spectrograph and also pattern playback (Liberman et al., 1967). One of the significant findings of their experiment was that auditory cues for consonants were incredibly sensitive to context, which was conditioned by coarticulation. Liberman found that in the identification of the synthetic syllables /di/ and /du/ the transition of the second formant was crucial. Although in the case of /di/ transition is high and rising, and in the case of /du/ is falling and low, in the context of each syllable, the consonants sounded alike to listeners (Liberman et al., 1967). On the other hand, taken out of context, they sound different. Liberman’s conclusion was that except for contextual sensitivity, both syllables were produced identically a
constriction of the tongue tip behind the teeth. Consequently, listeners’ perception was based on speaker’s articulation (Altieri et al., 2011). Further research demonstrated that stop consonants can be recognised through their formant transitions or “based on a burst of energy that, in the natural speech, precedes the transitions and occurs as the stop constriction is released” (Weiner & Freedheim, 2003, p. 255). Based on these findings, Lieberman questioned which stimulus becomes primary in perception articulation or sound. His conclusion was that “the perception always goes with articulation” (Lieberman, 1957, p. 121).

Another representative of this school is Fowler and her Direct Realism theory (Fowler and Smith, 1986). This theory holds that speech perception is not mediated by representations, but it is a property of the input information itself; that is speech is perceived by the signals, for example for visual cues it is the light patterns and for auditory cues it is the patterns of changing air pressure. Like motor theorists, Fowler claimed that the objects of speech perception are not auditory but articulatory phenomena; however, she denied the specific processes necessary for speech perception. Instead, she argued that speech signals contain rich information that listeners can detect irrespective of cognitive processes of inference. The realist nature of this theory is conditioned by the belief that listeners recover the physical properties of the articulated phonetic gestures from the auditory signal (Altieri et al., 2011). Thus, the central idea in early integration theories is that both visual and auditory speech cues carry gestural information in its most elementary level. The input from both the auditory and visual modality is transformed into a common code prior to integration.
The main difference between these two theories is that the motor theory relies on accessing one’s own gestural representations as triggered by exposure to someone else’s speech, whereas direct realism relies on direct perception of the speaker’s gestures through a ‘transparent’ auditory signal. In other words, the central difference between Lieberman’s motor theory and Fowler’s direct realism is that while the first one argues that the listener’s own vocal gestures are the objects of perception, the second theory suggests that the speaker’s gestures that are perceived directly are the objects of perception (Heselwood, 2013).

The main criticism of direct realism theory is that it seems to assume that the perceptual systems have no effect on the representation of the stimulus and that perceptual objects are identical to external objects. In this regard, it is criticised for ignoring the filtering function of the auditory system that is aimed at reshaping the properties of pressure-waves into psychoauditory objects, meaning cognitive images are based on processing of the given information (Heselwood, 2013). Another criticism of direct realism and its immediate perception premise is that perception involves numerous causal series and physical processes which occur with different speed and add different aspects of information for the formation of the final speech perception (Le Morvan, 2004). Thus, direct realism cannot explain the entire spectrum of processes and factors influencing speech perception.

On the other hand, there are other researchers that support early integration but not gestural theories of speech (Burnham and Dodd, 1996). Dodd et al., (2008) compared the percentage of McGurk effect between children with phonological delays and those with phonological disorders. It was suggested that since both groups have the ability to extract gestural information from articulation, any
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difference found between the two groups could only be due to deficits in phonological processing. The group with phonological disorders perceived the McGurk effect less than the group with phonological delays. The difference was taken as evidence that speech perception is based on phonological information and not gestural information (Dodd et al., 2008). The Phonetic Plus Post-Categorical Model (Burnham, 1998) proposes an early model of speech perception which is based on phonological information integrated from both modalities at early stages of processing (Burnham and Dodd, 2004, Dodd et al., 2008).

Burnham (1998) proposes that auditory-visual integration of speech occurs initially without any influence of phonological prototypes of the native language. He supports this by evidence of auditory-visual integration being present in young infants. He proposes that any cross-linguistic differences occur due to post-categorical effects based on the native language (Burnham and Dodd, 2004, Dodd et al., 2008). Infants at 10 weeks of age have been found to match auditory-visual speech at a similar percentage for native versus non-native speech. However, by the age of 20 weeks infants have a preference in matching auditory-visual native speech compared to non-native speech (Dodd, 1979, Dodd and Burnham, 1988). These results suggest that we begin with a universal auditory-visual speech perception process. Yet, as we become more experienced with the native language auditory-visual speech perception becomes dependent on the visual mental representations within the native language.

Irrespective of the difference in their explanation of the process of auditory-visual integration, early speech perception theories propose that speech is perceived by deciphering modality independent speech information (a common metric whether
gestural or phonetic) and this occurs at the early stages of speech perception. In the next section behavioural studies supporting early integration of speech are reviewed.

2.3 Support for Early Integration Theories of Speech Perception

The support for early integration theories comes from speech science where it has been suggested that there is no one-to-one association between a phonetic segment and a set of auditory cues, while articulation gestures can more effectively describe phonetic segments (Rosenblum, 2007). The early integration theories are often supported by behavioural studies. One example is the research by Green and Miller (1985), showing that visual cues for percentage of articulation influences the perception of voice onset time (VOT). During the experiment, the participants were shown auditory-visual clips of a speaker saying a syllable in the continuum from /bi/ to /pi/. The visual information corresponding to this continuum was played at a different pace, either fast or slow. The outcome demonstrated that syllables being articulated rapidly increased the probability of /bi/ being perceived as /pi/. In terms of the support of early integration theories, the authors suggest that this is evidence of the integration of auditory and visual information in the early stages of phonetic perception (Green and Miller, 1985). However, Bernstein (2005) argues that this is due to a learned predictable association between auditory and visual speech input and that integration occurs later in the process of speech perception (see section 2.4).

Some auditory-visual studies have been used to support early integration theories of speech perception. For example, the McGurk effect has been found to occur even when the sound being dubbed is produced by a man and the visual speech cues is
produced by a woman or vice versa (Green et al., 1990). That is a reduction in cognitive congruency does not reduce the strength of the McGurk effect. This was taken as evidence that higher cognitive properties do not reduce auditory-visual integration, which would support the early integration of speech. In other words, the fact that cognitive differentiation of genders had no impact on the strength of McGurk effect suggests that cognition was not a crucial component in speech perception. Conversely, recent findings have shown that auditory-visual integration of speech is influenced by higher cognitive, semantic, and lexical processes, which will be discussed in detail in section 2.5.

Further evidence for early integration comes from studies on speech perception in infants. Research has demonstrated that infants can match auditory speech to the appropriate visual lip movements at 2 months of age for vowels (Patterson and Werker, 2003) and 6 months of age for consonants (MacKain et al., 1983). These studies on infants demonstrated that the auditory and visual speech streams are entwined in the earliest stage of perception, which precedes even word recognition (see chapter 1 section 1.5.2). The presence of the McGurk effect in young infants (Burnham and Dodd, 2004) was seen as further support for the early and immediate auditory-visual integration of speech (see chapter 1 section 1.5.3). In other words, it is argued that this demonstrates that auditory-visual integration occurs before the development of clear mental representations of speech. In the next section theories based on late auditory-visual integration of speech will be discussed which oppose early auditory-visual integration theories.
2.4 Late Integration Theories of Auditory-Visual Speech Perception

Late integration of speech states that auditory and visual speech processing result in separate modality specific representations. Late integration theories of auditory-visual speech perception propose that we deconstruct the auditory and visual signals into segments. Then these perceptual segments are matched with templates or mental representations stored through learned associations in our memory (Bernstein et al., 2004a, Massaro, 1987). These theories suggest that speech is categorized based on language specific mental representations for the auditory and visual inputs.

The Fuzzy Logical Model of Speech Perception (Massaro, 1987) is one example of a late integration theory of auditory-visual speech perception. This theory is based on the idea that speech stimuli arriving via the auditory or visual modality are processed separately prior to the integration process. This initial processing creates a summary description for the auditory and visual information individually. These summary descriptions are compared separately to mental representations within the memory in order to define how well these auditory and visual speech cues align with mental representations stored in the memory. The evaluation of speech cues is described as a process in which the sensory systems compare modality specific stimulus features with ideal features that make up category mental representations in the memory. That is integration occurs after labelling occurs, which is referred to as a post-labelling model of speech (Seldran et al., 2011). At the final stage of the Fuzzy Logical Model of Speech Perception the auditory and visual stimuli are integrated together. For example, to explain the McGurk effect, the Fuzzy Logical Model of Speech Perception states that the mental representation /da/ is selected based on the phonetic features that the auditory /ba/ and visual /ga/ signals have in common.
Overall, the main assumptions of the model are that there are four stages: (1) the features of the auditory and visual modality are first evaluated independently (2) the features from both modalities are integrated (3) the result of the integration is compared to the mental representations available in memory (4) perceptual identification is based on the most reliable mental representation to produce a general measure of best fit (Massaro, 1998). In other words, in the Fuzzy Logical Model of Speech Perception the selection of a particular perceptual category is chosen based on the mental representation in memory that best matches the phonetic information afforded by the auditory and/or visual signals. The Fuzzy Logical Model of Speech Perception has been able to reliably model human data obtained in many speech perception studies (Massaro and Light, 2004).

Similarly, Braida (1991) proposed a Pre-labelling Model which is a modality specific model. In this model, the auditory and visual speech cues are processed separately which then leads to a multi dimensional vector that characterizes the speech sound. This vector is then mapped to a category label and speech is perceived, that is integration occurs prior to labelling. The Pre-labelling Model suggests that that auditory-visual speech perception optimizes the use of modality specific speech input (Braida, 1991).

The main difference between the Pre-labelling Model and the Fuzzy Logical Model of Speech Perception is their assumption about whether speech integration is continuous or categorical. The pre-labelling model suggests that continuous sensory data is combined across modalities before response labels are assigned (Seldran et al., 2011). Hence integration occurs before a response decision is made for each modality. On the other hand the Fuzzy Logic Model (post-labelling) categorizes the
input from each modality separately before integration occurs. This model suggests that integration occurs after summary descriptions for speech information from each modality has been made.

However, both of these models suggest that auditory and visual inputs are processed separately initially and the features are compared to mental representations which are specific to the native language. Next there is a weighting of the auditory and visual input based on how well they match mental representations within the native language. In other words the greater the predictive power of the auditory or visual input is the greater its influence on the perceived speech. Therefore, auditory-visual integration is suggested to occur at late stages of the process of speech perception.

2.5 Support for Late Integration of Speech Perception

This section will review the research supporting late integration of auditory-visual speech. That is, the following studies suggest that auditory and visual speech cues are integrated not at the initial input level but at a later level in the speech perception process. In order to find out whether there is a late influence on auditory-visual integration of speech, Walker et al. (1995) presented McGurk stimuli to participants who were familiar or unfamiliar with the faces of recorded talkers. The participants who were familiar with the talkers were significantly less susceptible to the McGurk effect then in cases when faces and voices were unknown (Walker et al., 1995). This suggests that there is a cognitive or top-down influence on auditory-visual integration for familiar speakers.
The authors argue that the McGurk stimuli contradict the perceiver’s expectations more readily with familiar speakers. The relevance of this research is that familiarity or experience changes the relative importance of different dimensions of visual mental representations, placing emphasis on the recognition of familiarity rather than only early input or amodal information perception of auditory-visual speech. Consequently, in terms of late integration models where mental representations and experience are crucial, Walker’s (1995) experiment demonstrates that auditory-visual integration is conditioned by cognitive mental representations of familiarity. Therefore, these findings argue against the notion of auditory-visual integration occurring automatically at an early stage which is not influenced by auditory and visual speech mental representations. This supports the notion that speech perception depends on experience with the native language which forms specific auditory and visual mental representations.

Recently, there has been some research on the lexical modulation of auditory-visual speech perception (Barutchua et al., 2008). It was found that the McGurk effect was elicited in real words when the auditory-visual discrepancy was placed at the beginning of the word. However, when the auditory-visual discrepancy was placed at the end of the word the McGurk effect was not elicited (Barutchua et al., 2008). The explanation given was that at the offset of the word the perception of the word has already been formed; therefore, the auditory-visual discrepancy will not be able to elicit the McGurk effect. Whereas, when the auditory-visual discrepancy was placed at the onset of the word the perception of the word had not yet been formed; thus, the McGurk effect was elicited. In another study, it was found that the McGurk responses were elicited less frequently when the auditory input formed a real word.
and the McGurk input was a pseudo-word (Brancazio, 2004). For example, for an auditory input /bat/, and a visual input /ɡat/ they predicted that the McGurk effect would elicit /dat/, however the participant reported /bat/. There seems to be a lexical modulation of speech perception before auditory-visual integration occurs (Brancazio, 2004, Barutchua et al., 2008). Therefore, this is further evidence that auditory-visual integration occurs at a later stage of speech and that it is not automatic.

There also has been research conducted on the effect of semantic cueing on the McGurk effect. The Encyclopaedia of Clinical Neuropsychology gives the following definition of semantic cue: “is a prompt that contains semantic information, and is given to facilitate word retrieval. Semantic information is knowledge that is related to the meaning of the word. This may include a formal description or definition, word/phrase associations, sentence completion and perceptual information” (Kreutzer, 2011, p. 2241). Depending on the amount of the provided semantic information, semantic cue can be either strong or weak. Its most common use is in standardized naming tests that focus on one’s naming capacity. The relevance of semantic cuing for a working framework of auditory-visual speech perception is in its cognitive function. In other words, semantic cuing is based on one’s ability to contextualise a certain word and meaning within the existing language system. Therefore, it is based on mental representations which one acquires learning words and the context associated with it within the native language.

Sharma (1989) conducted an experiment of a positive semantic cueing, meaning that understanding of the word was conditioned by favourable lexicological or contextual information. In other words, the sentence context was structured to favour the
expected fusion this lead to an increase in the McGurk response (Sharma, 1989). For example, with the sentence “Letters are stamped with today’s [bait (auditory) - gate (visual)]” the expected McGurk response, (date) was more prevalent. Following Sharma’s experiment, further researchers used negative semantic cueing where the sentence context was structured to favour either the auditory input or the visual input, but not the expected McGurk effect (Windmann, 2004). For example, in the sentence ‘Two peas in a [pod (auditory) - Todd (visual)]’ and the expected McGurk response was (cod), the fusion percentage is likely to be reduced because the sentence context brings semantic bias in favour of the word in the auditory channel (pod) (Ali, 2007).

This type of negative semantic cueing did decrease the McGurk effect percentage compared to isolated words, but in a few sentences the McGurk response actually increased. For example, the sentence ‘Where the tongue [slips (auditory) - slicks (visual)] it speaks the truth’ the expected McGurk response is (slits), it was found that the McGurk response increased to 63% when compared to isolated words of 40% (Ali, 2007). This suggests that negative semantic cueing can lower the percentage of the McGurk effect, but that it does not block the McGurk effect completely even when the negative semantic cueing is strong. It was also found that semantic cueing was strongest when the McGurk effect word was placed at the end of the sentence than at the beginning of the sentence. The semantic studies highlight that the semantic context and word meaning can influence auditory-visual integration (Windmann, 2004, Sharma, 1989, Ali, 2007). Overall, these speech perception studies suggests that while auditory-visual integration occurs prior to word
identification, there also seems to be a cognitive, lexical, and semantic top-down modulation at this stage of speech perception.

Additional support for late integration of auditory-visual speech comes from developmental studies. It has been found that the ability to integrate auditory-visual speech does not mature until 11 years of age (Hockley and Polka, 1994). That is to say that while the perception of auditory speech signals matures at an early age of 6 years, visual speech cues development matures at 12 years of age (Sekiyama and Burnham, 2008). This implies a separate development process for auditory speech compared to visual speech. These findings are evidence in support of late integration theories where the maturation of each modality might be different due to different cues and developmental characteristics of mental representations of speech.

Furthermore, cross-linguistic studies on auditory-visual speech support the late integration model of speech. For example, children with different native languages have shown a difference in auditory-visual integration development (Sekiyama and Burnham, 2008). The study showed that Japanese children’s auditory-visual integration abilities as measured by the McGurk effect while increasing by age were significantly lower than English speaking children. Kuhl and Melzoff (1996) suggest that the representations that combine multimodal information are largely influenced by the early linguistic environment to which an individual is exposed (Kuhl and Melzoff, 1996). These results suggest that each language has its own correlation of auditory-visual stimuli, meaning that in some languages the auditory modality can be predominant and result in weakening of McGurk effect.

Recently, Fava et al (2014) investigated auditory-visual native and non-native speech for children from the ages of 3 to 14 months. They used an infrared spectroscope to
measure changes in blood flow in the temporal cortex. They found that initially the blood flow in the temporal cortex in infants was the same for native and non-native auditory-visual speech. However, by the age of 12 months the amount of blood flow to the temporal cortex was significantly greater for native speech compared to non-native speech. This suggest that initially infants react the same to native and non-native auditory-visual speech, but by the age of 12 months the children are tuned into native auditory-visual speech compared to non-native auditory-visual speech (Fava et al., 2014). These studies suggest that the perception of auditory-visual speech relies on the native language mental representations for speech. Therefore, these results support the late integration theories of speech perception.

2.6 Factors Influencing the Auditory-Visual Integration Framework during Speech Perception

In this section four factors related to auditory-visual speech perception are discussed in order to propose a working framework by which auditory and visual cues integrate. They are:

1. The effect of native language experience and development on auditory-visual speech perception.
2. Ambiguity of visual speech cues
3. Auditory-visual weighting
4. Speech assimilation
2.6.1 Native Language Experience and Development

There are a number of speech theories that are based on the influence of the native language on mental representations of speech. For example, Kuhl’s Native Language Magnet theory (Kuhl, 1991) argues for linguistic conditionality of speech perception. This theory assumes that perceptual space is divided into phonetically conditioned categories; they are represented by category mental representations or also known as “category’s best exemplar” (Lacerda, 1995, p. 140). These mental representations function as “perceptual magnets” attracting exemplars corresponding to their area of influence. In mathematic calculation this finding corresponds to a formula in which “discrimination is proportionate to the square or the cube of the auditory distance between the mental representation and the exemplar” (Lacerda, 1995, p. 140).

In other words, the relevance of this theory is that it outlines a framework through which phonetic perception is altered by native language experience. In this regard, the magnet effect demonstrates that the impact of the native language results in the distortion of the initially perceived distances between stimuli (Thyer et al., 2000). Thus, the native language experience distorts the auditory space. It is argued that speech is perceived and processed through a distorted lens, which depends on the native language. Consequently, the difference between two sounds perceived by an individual in one native language might not even be noticed by an individual with a different native language. For example Arabic listeners find it hard to distinguish between the English phonemes /b/ and /p/ (see chapter 3, section 3.4).

Kuhl’s testing of the magnet effect in adults and infants demonstrated that it was strong both in adults and infants. However, for infants the mental representations
were still in the process of development as discrimination between sounds was not as accurate as in adults. This was further shown in the study of different age groups, with a significant increase in recognition within mental representation groups with the increase of age and correlated increase in the cognitive function of the brain (Kuhl, 1991). Thus, this model also argues in favour of the developed rather than inborn nature of speech perception.

Another relevant theory is Peter Jusczyk’s Word Recognition and Phonetic Structure Acquisition model (1997). In terms of speech perception, he argued in favour of innately guided learning. He proposed that the cognitive system of infants uses this innate predisposition in order to perceive and learn to process speech dependent on the language spoken in their environment. This is conducted through warping the perceptual space based on the features of the native language. Perceptual speech facilities gradually become tuned to perceive the native language (Jusczyk, 1997). The model argues that the preliminary speech perception level of the child’s brain is limited but can be expanded with experience.

Consequently, the multiple tokens will correspond to multiple representations. One of the components of the model is a weighting scheme that attracts attention to essential language specific features, development of which gradually stimulates the transformation of perceptual space. These language specific features are then stored in memory. These memorised components become the basis of child’s lexicon. Finally, comparing new patterns with the memorised ones (traces) takes place. He writes: “as more tokens of each utterance are collected, more traces will be activated by new tokens, so recognition of patterns will soon become more efficient and will eventually lead to extraction of words” (Jusczyk, 1997, p. 112).
Although Jusczyk argued that the ability to learn speech is innate, in terms of auditory-visual speech perception he argued for conditionality of a linguistic environment to which an infant was exposed. The research conducted by Polka and colleagues followed the path of lexical context of auditory-visual integration and took into account works of two previous researchers. The obtained findings (Polka et al., 2001, Sundara et al., 2006) proposed the existence of an early perceptual system that is capable of discriminating most contrasts of the world languages. Through the interaction with the language input, infants begin to demonstrate a higher sensitivity to the sounds particularly relevant for their native language and become more ignorant to the contrasts that are linguistically irrelevant for their native language.

Complicated learning is involved in the perception of speech sounds, one theory that tries to explain this process is the exemplar theory. Exemplar theory proposes that we have auditory representations or mental representations of speech within our cognitive space (Johnson, 2006). When we hear a sound it is compared to mental representations already stored from experience with our native language. There are parameters which are still unclear that measure the speech signal to find a match in our cognitive space. For this theory to be comprehensive it needs to incorporate visual mental representations of speech and not only auditory mental representations.

Since languages differ in their visual and auditory speech cues (Paradis and Navarro, 2003), one potential explanation for the variation of auditory-visual integration of speech observed across languages (Hazan et al., 2006, Massaro et al., 1993, Sekiyama, 1997) is that information might be extracted from auditory-visual speech dependent on the specific mental representations of the visual and auditory cues within the native language. Therefore, when a person for example sees and hears the
phoneme /t/ they will compare the visual and auditory cues to the mental representations they have within their cognitive space based on their native language repertoire. Establishing mapping from an auditory-visual input space to a perceptual space is a developmental process that depends on language experience (Kuhl et al., 2008).

Ortega-Llebaria et al. (2001) examined the identification of consonants in auditory and auditory-visual conditions among Spanish and English native listeners. They found that the Spanish listeners only benefitted from visual cues which were present in their native language (Ortega-Llebaria et al., 2001). Difficulty in perceiving non-native visual speech categories demonstrates that speech is perceived through the lens of the native language visual categories. The perceptual space changes to reflect the regularities of the native speech input (Kuhl et al., 2008). However, this still does not explain why some languages rely less on visual cues during auditory-visual speech perception compared to others.

### 2.6.2 Ambiguity of Visual Speech Cues

A bimodal perceptual speech system will increase identification of the speech signal due to redundancy. In the centre of this argument is a redundancy hypothesis, which suggests that when information is represented across two sense modalities this attracts attention and assists perceptual differentiation more productively than if the equivalent information was presented by only one modality. Furthermore, bimodal stimulation can facilitate perceptual learning (Reynolds and Lickliter, 2003).
However, for speech perception to be an efficient system it must rely on patterns or cues that are clear and unambiguous.

One of the best examples is the Cohort speech perception model developed by Marslen-Wilson (1987). According to this model, auditory and visual input corresponds or is mapped to listener’s lexicon. Mapping to the lexicon is how speech mental representations might be structured or interrogated. Every time an individual begins to hear a word it activates all elements in the lexicon that start with the same phoneme, with each phoneme added variations from the lexicon are filtered finally ending up with the correct word (see Figure 2.1 ). Consequently, in terms of this model, words compete for recognition which is determined by how many words share an onset pattern (Marslen-Wilson, 1987). Some words have many competitors,
whereas others are subject to much less competition. The moment when only one real word is consistent with all of the input received is called the uniqueness point. Research has shown that word recognition takes place sooner for words with early uniqueness points (Harley, 2009).

Another well known model that discusses ambiguity is the Neighbourhood Activation Model (Luce and Pisoni, 1998). This models spoken word recognition as the identification of a target from among a set of activated candidates. All words phonologically similar to a given word are in the word’s neighbourhood. Words that differ by only a single phoneme were considered in the same auditory neighbourhood. The difference could be due to a sound substitution like ‘bat’ and ‘cat’, a sound deletion like ‘bat’ and ‘at’, or a sound addition like ‘bat’ and ‘bait’. Auditory recognition of a word is based on the probability that the stimulus word was presented compared to the probability that other words in the neighbourhood were in fact presented. A neighbourhood can either be described as being sparse or dense. When there are only a few words that are similar to the target word the neighbourhood is described as sparse for example the word ‘song’. However, when a word has many words that sound similar to it then the neighbourhood is described as dense for example the word ‘cat’ (Grant, 2002). That is probability is influenced by lexical frequency (see Figure 2.2).
Therefore, non-ambiguous words will have a stronger and faster lexical activation, yielding stronger predicting affects (Chan and Vitevitch, 2009, Goldstein and Vitevitch, 2014). This implies that ambiguity affects speech perception negatively. Furthermore, the effect of visual lexical competition on speech perception has been investigated in a number of studies. Words that differ by only a single viseme (basic unit of visual speech) were considered in the same visual neighbourhood, for example ‘fork’ and ‘ford’. Mattys et al. (2002) showed that the accuracy for lip-reading words varied as a function of the number of words that were visually similar to the stimulus word. That is words with many visual neighbours were harder to identify than words with fewer visual neighbours (Mattys et al., 2002). Auer (2002) found similar results with identification of auditory-visual words, which suggest that speech perception is influenced by the visual neighbourhood density (Auer, 2002). Felt and Sommers (2011) also examined the influence of visual neighbourhood density on consonants and vowels in a phonemic context to minimize co-articulation effect. The results support previous research that visual speech identification is correlated with the visual mental density.

Tye-Murray et al. (2007) investigated the effect of the lexical neighbourhood for auditory, visual, and auditory-visual speech which was referred to as the intersection

**Figure 2.2 Neighbourhood Activation Model (Luce & Pisoni, 1998).**
density. Words that differ by only a single phoneme were considered in the same auditory neighbourhood. Words that differ by only a single viseme were considered in the same visual neighbourhood. They presented words in the auditory-visual condition which had similar density for auditory and visual neighbourhoods. The results showed that identification of words improved when the target word had sparse intersection neighbourhood density (see Figure 2.3). In this example the word ‘fish’ had a higher correct identification percentage compared to ‘fork’ although the auditory and visual neighbourhood densities were similar. They concluded that the difference in identification percentage was due to the difference in intersection density (Tye-Murray et al., 2007). These results show that visual neighbourhood density influences auditory-visual speech perception.

Figure 2.3 Illustrates auditory, visual, and auditory-visual lexical neighbourhood density taken from Tye-Murray et al. (2007).
These studies suggest that the influence of visual speech is determined by the amount of competition in the speech perceptual space among visually similar words within the native language. These models suggest how mental representations might be structured or interrogated and this is an account that can add to the fuzzy logic model component related to how mental representations are weighed.

### 2.6.3 Auditory-Visual Weighting

It has been proposed that auditory-visual integration of speech might rely on a weighting framework of the visual and auditory cues (Massaro et al., 1993). Hazan and colleagues (2006) also argue for the necessity of studying frameworks of relative weighting of visual and auditory cues in terms of distinctiveness of visual cues. The study explored to which extent learners of a second language are sensitive to information included in a visual stimulus, when asked to identify a non-native phonemic contrast. The study consisted of Spanish and Japanese learners of English. The authors tested the perception of labial consonant contrasts in auditory only, visual only and auditory-visual conditions. While both groups performed best in the auditory-visual condition the Spanish group performed better in general, demonstrating greater sensitivity to visual stimuli than the Japanese group. The findings demonstrate that the weight of visual cues on speech perception is dependent on the participants’ native language (Hazan et al., 2006). Similar research on how individuals from different native languages weigh auditory and visual inputs differently include Sekiyama (1997) (see chapter 1, section 1.6) and Ortega-Llebaria et al. (2001) (see section 2.6.1).
Further, evidence for the weighting framework of auditory-visual speech perception can be found in the results of MacDonald et al., (2000). They applied visual degradation filters to the McGurk effect. They presented dubbed stimuli at various visual degradation levels (videotaped images of a speaker's face were quantised by a mosaic transform). They found that coarser visual input caused a reduction in the number of McGurk effects. Interestingly, they also found that as visual degradation increased, the clarity of the auditory stimuli was reported to increase as well. In other words, when the visual stream was more degraded, participants reported the auditory stream as being perceptually clearer. It was concluded that the participants were able to modulate (or weight) their use of visual and auditory information based on whatever modality was clearer (MacDonald et al., 2000).

Support for this also comes from Huyse et al. (2013) they concluded that auditory-visual speech perception is a flexible process which is modulated by the predictive power of visual speech cues (Huyse et al., 2013). In addition, Brunellièrè et. al, (2013) compared the latency processing speed for N1 evoked potential for words that begin with strong or weak visually salient visemes. They concluded that the facilitation in processing of auditory signals appears to be directly a function of the predictive power of the visual cues (Brunellièrè et al., 2013). This is further support for the flexibility of the perceptual system, and suggests that auditory-visual speech advantage reflects a complicated interplay of both auditory and visual sensory systems.
2.6.4 Speech Assimilation

The Perceptual Assimilation Model (Best, 1994) suggests that non-native phonemes will be categorized to the closest phonological category based on their native language mental representations (Best, 1991, Harnsberger, 2001, Nagao et al., 2003). In other words, when a person is exposed to a non-native auditory sound, they will categorize the non-native auditory cues to the closest existing auditory speech category based on their mental representations of the native language. For example if an Arabic listener hears /p/ they do not have an auditory representation for that phoneme, therefore assimilation will occur to the closest category in this case /b/.

A framework hypothesized in this thesis is that this assimilation will also occur for visual speech cues. Thus when a person sees a visual speech cue which is not in their visual repertoire they will assimilate to similar visual mental representation within the native language. For example when English listeners see Arabic /qa/ they do not have this visual representation in their native language, therefore visual assimilation occurs to a similar visual phoneme within the native language which might be in this case /ka/.

These results provide support for the hypothesis that auditory-visual integration framework depends on auditory and visual native language mental representations, which was demonstrated in analysed literature above (Massaro et al., 1993, Ortega-Llebaria et al., 2001, Sekiyama and Tohkura, 1993, Hazan et al., 2006).
2.7 Working Framework of Speech Perception

Based on the results of the previously mentioned studies, a mental representation framework with late integration of auditory and visual speech signals is proposed in this thesis to explain speech perception. Models of speech perception development incorporate auditory dimensions that map onto cognitive mental representations of speech categories (e.g. phonemes) that depend on the native language (Kuhl et al., 2006, Massaro and Friedman, 1990). Based on the literature review, it is expected that auditory-visual integration of speech will also depend on the native language where visual dimensions augment the auditory mental representations of speech sounds. Furthermore, a framework suggested in this thesis for auditory-visual integration for Arabic listeners is that experience with the visual cues within the native language will fundamentally shape the mental representations of speech. These auditory and visual native language mental representations will influence the perceived auditory-visual speech. In other words, native Arabic listeners’ perceptual space will be tuned for the regularities of Arabic visual and auditory cues.

Additionally, a working framework in this thesis is that speech perception is not dominated by either the auditory or visual modality. The dominance is determined by the estimate of how reliable the information in a modality is for a specific stimulus. Therefore, the extent to which visual cues influence speech perception depends on how reliable the information is assessed to be by the perceptual system. Thus, the more ambiguous a visual cue is the less reliable or the less weight it will incur during the auditory-visual integration process of speech. By integrating speech information by this weighting framework, the predictive power of the perceived
speech signal is increased. This weighting framework yields the most reliable unbiased estimate possible.

In other words, the weighting framework of speech perception differs in Arabic compared to English. The dependency of the speech perception process on visual speech cues compared to auditory speech cues might be due to a weighting framework based on the features of the visual cues within the native language. Therefore, for some languages the perception of speech relies more on visual cues than it does for others, depending on the density of the visual neighbourhood, which is the perceptual space populated by visual cues for the phonemes within the native language.

The main hypothesized factors for the auditory-visual native language speech perception framework are that:

1. Auditory-visual integration of speech happens at a late stage in perceptual processing (see section 2.4 and 2.5).

2. Perception relies on auditory and visual native language mental representations (see section 2.6.1).

3. Visual cues are integrated depending on the predictive power and weight they provide (see section 2.6.2 and 2.6.3).

4. Non-native auditory and visual speech cues undergo assimilation to native auditory and visual mental representations of speech (see section 2.6.4).

Figure 2.4 summarizes a working framework for auditory-visual integration of speech perception. A framework includes the analysis of both auditory and visual cues. Speech is recognized in a series of three stages based on the Fuzzy Logic model of perception (Massaro, 1987). In the first stage, speech is analysed in terms
of the general parameters of auditory cues and visual cues that are present in the signal itself. Examples of auditory cues are formant frequency, VOT, and voicing. Visual cues can consist of the movement of the speech articulators such as the lip, jaw and tongue (Munhall et al., 2004).

During the first stage which is a reception stage of peripheral processing both native and non-native speech are analysed similarly. In the second stage, the visual and auditory cues are compared to the native language mental representations and integration occurs. If the speech signal is non-native then assimilation to native language mental representations occurs at this stage based on Perceptual Assimilation Model (Best, 1994). In the third stage, the overall evidence is used to classify the speech sound based on the native language mental representations.

![Figure 2.4 A working framework for auditory-visual integration (AVI) of speech for the native language (NL).](image-url)
Figure 2.5 is a depiction of the auditory-visual phonetic perceptual space during speech perception. During stage two the auditory input and the visual input which have undergone peripheral processing in stage one will now be weighed. Visual mental representations which have fewer visual phonetic neighbours within the native language perceptual space will have a greater influence during the integration process. In other words, the less dense the visual neighbourhood is the less number of invisible phonetic contrasts there are, this is based on the Neighbourhood Activation Model (Luce and Pisoni, 1998). Figure 2.5 depicts the auditory-visual perceptual space when the response is weighted towards the visual stimulus. In this case the visual mental representation has a sparse visual neighbourhood and therefore its weight on auditory-visual speech perception is great. Thus the sound perceived in the auditory-visual perceptual space (encircled) is greatly influenced by the visual stimulus input. For example, if the visual stimulus was visually salient such as a labiodental phoneme like /f/, it would be very distinct as it is very visually prominent. However, if the visual stimulus was ambiguous such as a velar sound like /k/ this would carry less weight during the integration process as it is not visually clear. In other words the more unique (Cohort speech model) the visual cue is, the more influence or weight it will have during the integration stage. Stage three is the final stage where the speech sound is identified.
The hypothesis of this thesis is that the weight that is given to the visual cues during integration is not only dependent on the basic visual parameters of speech; it is also influenced by the native language. In other words a language with more ambiguous visual cues will rely relatively more on the auditory modality than on the visual modality. Therefore auditory-visual integration during speech perception would be modulated by the visual and auditory mental representations of the native language and by the predictive power of visual speech cues within the native language. The auditory-visual integration framework hypothesised in this thesis is flexible enough to account for the different characteristics of Arabic where speech perception might rely more on auditory cues than visual cues, due to the ambiguity of visual cues in Arabic compared to English.
2.8 Purpose of Current Study

The influence of visual information on speech perception processing has been clearly established in the review of the theories within this chapter (Best, 1994, Braida, 1991, Luce and Pisoni, 1998, Marslen-Wilson, 1987, Massaro, 1987, McClelland and Elman, 1986). Thus, it is clear that in order to have a better understanding of speech perception, visual information should be considered a viable information source (Fava et al., 2014, Kushnerenko et al., 2008, Munhall et al., 2009, Shaw et al., 2008, Sommers et al., 2005, Rosenblum, 2007). This thesis aims to investigate the framework underlying the perceptual advantage provided by visual speech information in Arabic. Specific research questions were formulated in the light of the literature reviewed above.

2.8.1 Research Questions

1. Do Arabic and English listeners have a difference in their auditory-visual speech perception process measured by the McGurk effect?

2. Are these differences in auditory-visual integration measured by the McGurk effect due to early integration processing or late integration processing?

3. What are the viseme groups in Arabic and what is the degree of visual ambiguity within each group?

4. Do large viseme groups in Arabic influence the auditory-visual speech perception process less than small viseme groups?
In the next chapter a cross-linguistic experiment is conducted to compare auditory-visual integration as measured by the McGurk effect. This first experiment will investigate how native and non-native visual speech cues are perceived during auditory-visual speech perception. This experiment will explore the first two research questions mentioned above.
Chapter 3

The McGurk Effect in Arabic versus English Native Listeners

3.1 Introduction

In chapter 2 it was suggested that native language influences auditory-visual integration during speech perception. This chapter investigates whether native language influences the use of visual cues in native Arabic listeners during speech perception differently compared to native English listeners. As described in chapter 2 section 2.6, there is evidence which suggests that auditory-visual integration in speech perception might rely on boundaries based on native language visual and auditory cues (Massaro, 1998, van Wassenhove et al., 2007).

In a cross-linguistic study Lisker and Abramson, (1970) showed that when the voice onset time of initial stop consonants was manipulated, the initial stop consonants were perceived in a manner that followed the stop sounds in their native language, such that the voice onset time for the stop categorical boundaries reflected the listener’s native language values (Lisker and Abramson, 1967). Furthermore, studies investigating the category boundaries for place of articulation of speech sounds indicate that listeners’ perception of a non-native vowel is influenced by the vowel’s boundaries within the native language of the participant (Rochet, 1995). Their results showed that native English listeners assimilated the French /y/ to their /u/ vowel category while native Portuguese participants assimilated the French /y/ to their /i/ vowel category. Additionally, Best and Strange (1992) performed a study using
English and Japanese native listeners measuring their perception on /w/-/j/ continuum. Japanese native listeners shifted the boundary towards /j/ compared with English native listeners (Best and Strange, 1992). These studies suggest that the boundaries that define speech sounds are dependent on the characteristics of the inventories within the native language.

Furthermore, some researchers have suggested that auditory-visual integration of speech might also be dependent on the visual boundaries of the native language (see chapter 1 section 1.5.2 and 1.5.3). Sekiyami (1997) found that Japanese and Chinese listeners’ reliance on visual cues during auditory-visual integration was less than English listeners. As discussed in chapter 2 section 2.7, the dependency of auditory-visual speech perception on visual speech cues compared to auditory speech cues might be due to the linguistic features of the native language. Sekiyami concluded that for some languages, the perception of speech might rely more on visual cues than for others. However, do to eye gaze being disrespectful in the Japanese and Chinese culture Sekiyami (1997) was unable to determine whether these differences in auditory-visual integration during speech perception were due to the linguistics of the native language or due to the factor of eye gaze within the cultural (Rosenblum, 2007). The balance of evidence discussed in chapter 1 section 1.6, suggests an involvement of native visual speech cues features during auditory-visual speech perception.

The place of articulation for phonemes greatly affects how visually distinctive they are in the speech perception process (Jiang and Bernstein, 2011). The phonemes produced in the anterior portion of the vocal tract are more visually prominent than those produced posteriorly. As discussed in chapter 1 section 1.7, Arabic has fewer
visually prominent phonemes compared to English which might lead to a reduction in use of visual cues by Arabic listeners. A question that emerges is whether there is a difference between Arabic and English native listeners in the use of visual cues during speech perception? In this experiment the auditory-visual integration of speech for Arabic listeners was compared to that of English listeners. If auditory-visual integration in speech perception is reliant on native language visual speech cues then (since Arabic has more visually ambiguous phonemes than English), Arabic listeners should rely less on visual speech cues compared to English listeners during auditory-visual speech perception. Furthermore, if visual speech cues features are language specific; listeners would not be able to efficiently use non-native visual speech information as they are not familiar with the visual cues features specific to the non-native language.

In this chapter it is proposed to investigate this premise by using the McGurk effect to measure the influence of native language on auditory-visual integration during speech perception. The McGurk effect is an auditory illusion created by dubbing an auditory phoneme onto a visual phoneme, or viseme (McGurk and MacDonald, 1976). As discussed in chapter 1 section 1.4.1 the McGurk effect is thought to only occur through successful integration of the auditory and visual modalities, hence the McGurk effect may be used to examine factors that influence the integration of auditory-visual speech.

The percentage and response types of the McGurk effect were measured in monolingual native Arabic and English listeners. It is hypothesised that the perception of auditory-visual integration of speech is based on native language visual
speech cues. (Refer to chapter 2 section 2.7 for a discussion about an auditory-visual speech perception framework).

### 3.2 Rationale

Experiment 1 was an identification task using the McGurk effect. The percentage of the McGurk response was measured to estimate the strength of auditory-visual speech integration of the participant (McGurk and MacDonald, 1976). This experiment employed a cross linguistic design which included monolingual native Arabic and English speaking adults. The consonant vowel (CV) stimulus set used were Arabic syllables (/ba/, /qa/) and English syllables (/pa/, /ka/). Both Arabic and English stimuli sets were chosen following Summerfield’s rules of categories that are most likely to induce a McGurk effect (Summerfield, 1987). Summerfield (1987) found that the stimulus set that is mostly likely to lead to a McGurk response is a bilabial auditory sound and a velar visual sound.

A distinct feature of Arabic is the presence of many guttural phonemes (Elgendy and Pols, 2001). Guttural phonemes are sounds produced in the back of the mouth such as uvular, pharyngeal and glottal sounds. Therefore visual speech cues would not be very beneficial for identifying guttural sounds due to their perceptual dense neighbourhood of visual speech mental representations. The Arabic stimulus /qa/ was chosen because it is a uvular sound and therefore might have a perceptually dense visual neighbourhood for Arabic listeners. This could then lead to less reliance on the visual input and thus a reduced McGurk response percentage compared to the English listeners.
1. If auditory-visual integration is dependent on the linguistic structure of the native language; Arabic native listeners will have a reduced percentage of McGurk responses compared to English native listeners because Arabic has more sounds that are visually ambiguous as they are produced in the back of the mouth compared to English. Thus Arabic listeners are expected to use visual cues less for guttural phonemes during auditory-visual integration compared to English listeners as measured by the McGurk effect.

2. There will be different McGurk responses between Arabic and English native listeners because there are different visual speech mental representations in Arabic and English. The /q/ phoneme in Arabic is an emphatic sound (Heselwood, 1992, Watson, 2002). Consequently, Arabic listeners will be able to pick up on emphatic visual cues and choose a fusion response that is also an emphatic phoneme. However since English listeners do not have emphatic phonemes within their native language repertoire they will not pick up on this visual cue.

This experiment will investigate auditory-visual integration of speech in Arabic and the influence of visual cues during speech perception in native versus non-native language. Furthermore, this will enable the investigation of whether visual cues to emphatic phonemes are identified and incorporated in the perception of speech. According to the auditory-visual speech perception framework proposed in this thesis auditory-visual integration of speech is based on the auditory and visual mental representations developed due to experience with the native language (see chapter 2, section 2.7).
3.3 Method

One English stimulus set that is likely to induce a McGurk response is the bilabial auditory syllable /pa/ coupled with the velar visual syllable /ka/. From previous research the expected McGurk response for an English native listener for auditory /pa/ and visual /ka/ is /ta/ (van Wassenhove et al., 2007). An Arabic stimulus set that is likely to induce a McGurk response is the bilabial auditory syllable /ba/ coupled with the uvular visual syllable /qa/. Since experiments on the McGurk effect using these Arabic syllables have not been previously published, the response expected for this Arabic stimulus set is unknown. To investigate non-native phonemes the Arabic consonant /q/ was used because it is not used by native English listeners (Giegerich, 1992) while English consonant /p/ was used because it is not used by native Arabic listeners (Al-Ani, 1970). Also the Arabic phoneme /q/ is an emphatic sound; an emphatic sound is produced with a secondary articulation involving retraction of the root of the tongue towards the pharyngeal wall (see chapter 1, section 1.7).

3.3.1 Participants

For a power of 80% and a significance level of 5 % with a medium effect size 0.25 (Cohen, 1988) a sample size of 17 was estimated for each group. The participants ages were between 20 to 50 years, for the Arabic group the mean age was 34 years (7 male, 10 female) and for the English group the mean age was 37 years (8 male, 9 female). For these experiments monolingual participants were defined as those who do not speak, read, or write a second language. Arabic speaking participants were
recruited from Riyadh, Saudi Arabia and all English speaking participants were recruited from Leeds, United Kingdom. Participants were staff and students from King Saud University and the University of Leeds.

The participants all had normal hearing at octave frequencies and self-reported normal or corrected vision and wore correction if needed. All participants gave their written informed consent to take part in the study, and the study was approved by the School of Healthcare Research Ethics Committee, University of Leeds and by the local committee at the Department of Rehabilitation Sciences, in the Applied Medical Sciences College, King Saud University.

3.3.2 Stimuli

3.3.2.1 Stimulus Generation

Stimuli were recorded from four individuals, to control for speaker effect. Furthermore to obtain the same dialect as the listeners; materials were recorded from two native Arabic Saudi adults living in Riyadh, and two native English adults living in Leeds (one woman and one man in each group). The speakers were videotaped in a well-lit, sound proof room with a plain background. The speakers were recorded looking directly into a camera and their face filled the frame. To make the video recordings a Canon Legria-HFS200 digital video recorder was used and a directional external broadcast quality microphone (Sennheiser- K6) connected to a mixer (Phonic- MM1002a) which was connected directly to the computer. The mixer had lights which indicated the intensity level of the stimulus being recorded. All
recordings were made at an average conversational level, indicated by green lights on the mixer. The Sound Pressure Level (SPL) in A-weighting (dBA) for each stimulus was measured through the headphones using a circumaural plate coupled to an artificial ear (BrueL and Kjaer- 4153) connected to a sound level meter (BrueL and Kjaer- 2250). The mean SPL for the test stimuli was 70.44 dBA (SD=1.52 dB), a one way analysis of variance (ANOVA) indicated that there was no significant difference between the SPL values of all the stimuli spoken by the 4 speakers [F(3,12) = 0.31, p= 0.817]. A sound calibrator (BrueL and Kjaer-4231) which conforms to EN/IEC 60942 Class LS and Class 1, and ANSI S1.40-1984 was used to calibrate the measurement system.

3.3.2.2 Auditory-Visual Stimulus Alignment

Two sets of auditory-visual stimuli were generated that comprised two experimental conditions (Congruent auditory-visual and incongruent auditory-visual). Congruent auditory-visual stimuli are when the visual and auditory stimuli match. Incongruent auditory-visual stimuli are when the visual and auditory stimuli do not match (see Table 3.1). Adobe Premiere Elements 9 Software (Adobe, 2010) was used, to create all of the stimuli. All the stimuli were edited to begin and end with a neutral facial expression and each stimulus lasted about 5 seconds.
Table 3.1 Experimental Speech Stimulus Native and Non-native conditions

<table>
<thead>
<tr>
<th>Condition</th>
<th>Speech Material</th>
<th>Listener</th>
<th>Congruent Stimuli</th>
<th>Incongruent Stimuli</th>
<th>Expected McGurk Response</th>
</tr>
</thead>
<tbody>
<tr>
<td>Native</td>
<td>Arabic</td>
<td>Arabic</td>
<td>/ba/ /ba/ /ba/ /qa/</td>
<td>/qa/ /qa/ /qa/ /ba/</td>
<td>unknown</td>
</tr>
<tr>
<td></td>
<td>English</td>
<td>English</td>
<td>/pa/ /pa/ /pa/ /ka/</td>
<td>/ka/ /ka/ /ka/ /pa/</td>
<td>/ta/</td>
</tr>
<tr>
<td>Non-Native</td>
<td>Arabic</td>
<td>English</td>
<td>/ba/ /ba/ /ba/ /qa/</td>
<td>/qa/ /qa/ /qa/ /ba/</td>
<td>unknown</td>
</tr>
</tbody>
</table>

To generate the incongruent stimuli a consonant onset alignment method was adopted, which is the most commonly used method (Grant et al., 2004, Jiang and Bernstein, 2011, Munhall et al., 1996). The incongruent auditory stimulus was aligned with the original auditory signal at the start of the production of the consonant using Adobe Premiere Elements 9 Software (Adobe, 2010). After coarse alignment the original auditory signal was erased and replaced by the incongruent auditory signal. Further fine alignment was performed by visually viewing the video clip frame by frame and aligning the auditory signal to the visual signal by visual inspection of the acoustic waveform by the experimenter.

Each stimulus block consisted of 2 congruent stimuli and 2 incongruent stimuli spoken by 2 native speakers for Arabic and English. Therefore, each stimulus block contained 16 trials consisting of 8 Arabic stimuli and 8 English stimuli ([4 stimuli * 2 native speakers] * 2 languages= 16 trials). There were 20 blocks of stimuli; therefore each participant was required to respond to 320 trials in total (16 CV syllables x 20 blocks= 320 trials).
All stimuli were saved in MPEG file format with; 720 x 480 pixels, frame rate of 29.97 frames/s, and audio sampling rate of 48 kHz. The stimuli were displayed in random order using SuperLab presentation software (Version 4.5, Cedrus Corporation, 2009). For baseline measurements auditory only trials were conducted after testing in the auditory-visual condition was completed. The auditory only trials were conducted last so as not to influence the participants’ auditory-visual responses.

3.3.3 Procedure

Each participant took part in one session which lasted about one hour. Participants were given a 5 minute break after every 4 blocks (about every 10 minutes). Participants were tested individually in a sound proof audiology test room. For Arabic listeners the research was undertaken within the audiology suite situated within the School of Rehabilitation Sciences, King Saud University, Riyadh Saudi Arabia. For English listeners the research was undertaken within the audiology suite situated within the School of Healthcare, University of Leeds, United Kingdom. All participants gave their written informed consent to take part in the study. Participants were seated about 70 cm from a 15 inch laptop screen and listened to the speech stimuli through Circumaural headphones (Sennheiser HD438). The volume control of the laptop was set at a level that produced 70dB SPL that is normal conversational level. Each trial consisted of a short video clip (5 sec) of a person producing the speech stimuli described in section 3.3.2.2.

On each trial participants were asked to watch the face of the talker on the laptop screen whilst listening to the output from the headphones. The response required was
to report the CV heard. Following verbal instructions, participants were given a short practice session of 5 trials to familiarize themselves with the protocol. SuperLab presentation software (Version 4.5, Cedrus Corporation, 2009) was used to present the stimuli in a random order and record the participants’ free-form response. Both participant and experimenter were blind to stimulus presentation order. The experimenter ensured throughout the session that the participant was looking directly at the screen. After each stimulus a response box was displayed on the laptop monitor and the participant typed in his/her free-form response using the laptop keyboard, so if they heard /ba/ they would type “ba” using the keyboard in the response screen. After the participant pressed the “Enter” key a new trial was presented, the testing was self-paced.

### 3.4 Results

For baseline measurements auditory only trials were conducted in free-form response. Confusion matrices for the auditory only condition are shown in Table 3.2 and 3.3. The number in each cell is the percentage of responses for each of the four auditory signals /b, q, p, k/. There were 170 observations for each stimulus, 10 repetitions x 17 participants in each native language group. The two phonemes with the lowest correct identification percentage were the phonemes not present in the listeners native language. This finding was expected as /p/ is not present in Arabic and /q/ is not present in English and is the most likely reason for incorrect identification by non-native listeners.
Table 3.2 Confusion matrices in the auditory-only condition for Arabic Native Listeners (a) and English Native Listeners (b) using Arabic stimulus. Each number indicates the percentage of responses.

<table>
<thead>
<tr>
<th>Stimulus</th>
<th>Response</th>
<th>/b/</th>
<th>/q/</th>
</tr>
</thead>
<tbody>
<tr>
<td>/b/</td>
<td>100</td>
<td></td>
<td></td>
</tr>
<tr>
<td>/q/</td>
<td></td>
<td>100</td>
<td></td>
</tr>
</tbody>
</table>

(a)

<table>
<thead>
<tr>
<th>Stimulus</th>
<th>Response</th>
<th>/b/</th>
<th>/q/</th>
<th>/k/</th>
<th>/ɡ/</th>
</tr>
</thead>
<tbody>
<tr>
<td>/b/</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>/q/</td>
<td></td>
<td>15</td>
<td>85</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(b)

Table 3.3 Confusion matrices in the auditory-only condition for Arabic Native Listeners (a) and English Native Listeners (b) for English stimulus. Each number indicates the percentage of responses.

<table>
<thead>
<tr>
<th>Stimulus</th>
<th>Response</th>
<th>/k/</th>
<th>/b/</th>
</tr>
</thead>
<tbody>
<tr>
<td>/p/</td>
<td></td>
<td></td>
<td>100</td>
</tr>
<tr>
<td>/k/</td>
<td></td>
<td>100</td>
<td></td>
</tr>
</tbody>
</table>

(a)

<table>
<thead>
<tr>
<th>Stimulus</th>
<th>Response</th>
<th>/p/</th>
<th>/k/</th>
</tr>
</thead>
<tbody>
<tr>
<td>/p/</td>
<td></td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>/k/</td>
<td></td>
<td></td>
<td>100</td>
</tr>
</tbody>
</table>

(b)
Figures 3.1-3.4 show the responses by Arabic and English listeners for Arabic and English stimuli as proportions of four response categories; auditory (e.g., the response to $A/pa/ + V/ka/ = /pa/$), visual (e.g., the response to $A/pa/ + V/ka/ = /ka/$), fusion (e.g., the response to $A/pa/ + V/ka/ = /ta/$), and combination (e.g., the response to $A/pa/ + V/ka/ = /pka/$). Although a combination response is evidence of auditory-visual integration, it is not considered a McGurk response, as a McGurk response is a fusion of the visual and auditory stimuli producing a new response (McGurk and MacDonald, 1976) and not a combination of the two. It can be seen from Figures 3.1 and 3.3 that the stimuli with auditory bilabials /b/ and /p/ and a visual uvular or velar /q/ and /k/ were the only stimuli pairs which produced McGurk responses for Arabic and English listeners. Figures 3.2 and 3.4 illustrate that the stimuli with an auditory uvular or velar /q/ and /k/ and visual bilabials /b/ and /p/ were the only stimulus pairs which produced combination responses for Arabic and English listeners.
Figure 3.1 Categorized responses (auditory, visual, and McGurk response) for Arabic stimulus (A/ba/ + V/qa/) shown as proportions for Arabic native listeners and English native listeners.

Figure 3.2 Categorized responses (auditory, visual, and combination response) for Arabic stimulus (A/qa/ + V/ba/) shown as proportions for Arabic native listeners and English native listeners.
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Figure 3.3 Categorized responses (auditory, visual, and McGurk Response) for English stimulus (A/pa/ + V/ka/) shown as proportions for Arabic native listeners and English native listeners.

Figure 3.4 Categorized responses (auditory, visual, and combination response) for English stimulus (A/ka/ + V/pa/) shown as proportions for Arabic native listeners and English native listeners.
The effect of language of listener and stimulus type on the percentage of McGurk response (see Figure 3.1 and 3.3) was investigated using a two-way ANOVA for repeated measures. Levene’s test verified the equality of variances in the samples (homogeneity of variance) \( p > .05 \) (Martin and Bridgmon, 2012). The within group effect of stimulus type (Arabic or English) was significant \( [F(1, 32) = 29.82; p < .0001] \), that means that an Arabic stimulus \((A/ba/ + V/qa/\) produced a significant larger percentage of McGurk effect compared to an English stimulus \((A/pa/ + V/ka/\). The between group effect of native language was also significant \([F(1, 32) = 167.29; p < .0001]\) this was due to the significantly larger McGurk response percentage by English listeners compared to Arabic listeners. The interaction between stimulus and native language of listener was also significant \([F(1, 32) = 4.95; p < .03]\). This interaction occurred because for the Arabic listeners both stimulus sets sound the same. In Arabic there is no /p/ phoneme and so the phoneme is assimilated to /b/ for the Arabic listeners. As can be seen in the auditory only condition Arabic listeners perceived the /pa/ auditory stimulus as /ba/ (see Table 3.3). While for the English listeners the auditory stimulus /pa/ and /ba/ are perceived as different since they are both distinct phonemes within the English language. Therefore, for the English listeners there was a difference in the effect of stimulus type, while for the Arabic listeners there was no difference caused by the stimulus type.

The combination response percentage (see Figure 3.2 and 3.4) was also evaluated using a repeated measures two-way ANOVA. A Levene’s test verified the equality of variances in the samples (homogeneity of variance) \( p > .05 \) (Martin and Bridgmon, 2012). The within group effect of stimulus type (Arabic or English) was
not significant \( F (1, 32) = 1.29; p = .20 \)], that means that there was no statistical difference in the percentage of combination responses between an Arabic stimulus \((A/qa+/V/ba/\) and an English stimulus \((A/ka+/V/pa/\). The between group effect of native language was also not significant \( F (1, 32) = .96; p = .30 \) this was due to similar combination response rates by English and Arabic listeners. The interaction between stimulus and native language of listener was also not significant \( F (1, 32) = .11; p = .70 \).

The open–set McGurk responses for the incongruent stimulus sets Arabic \((A/ba+/V/qa/\) and English \((A/pa+/V/ka/\) were tallied. Figures 3.5 and 3.6 show the consonant identification responses by Arabic and English native listeners to the Arabic and English stimuli. These figures show that the phonetic responses varied across the different types of incongruent stimuli. For example, in Figure 3.5 the Arabic stimulus \((A/ba+/V/qa/\) resulted in /d/ and /t̠/ responses while in Figure 3.6 the English stimulus \((A/pa+/V/ka/\) resulted in only /t/ responses for both groups of listeners. Furthermore, the fusion response that occurred most frequently for the Arabic stimulus \((A/ba+/V/qa/\) was /t̠/ for Arabic listeners, while the English listeners’ response was only /d/. The visual phoneme in the Arabic stimulus was an emphatic phoneme /q/ and Arabic listeners’ McGurk response was also an emphatic phoneme /t̠/.
Figure 3.5 Shows the response proportions for consonant identification for Arabic stimuli (A/ba/+V/qa/) by Arabic and English native listeners.

Figure 3.6 Shows the response proportions for consonant identification for English stimuli (A/pa/+V/ka/) by Arabic and English native listeners.
3.5 Discussion

3.5.1 McGurk Response and Combination Response

In the present study the McGurk effect only occurred for the Arabic (A/\textipa{ba}+/V/\textipa{qa}/) and the English (A/\textipa{pa}/ +V/\textipa{ka}/) stimuli sets, which had a uvular and velar visual component respectively. The visual cues during the McGurk effect change what is perceived to something different from both the auditory and visual components. For example in the English stimulus the visual /\textipa{ka}/ changed the perception of the auditory /\textipa{pa}/ into the McGurk response /\textipa{ta}/. Van Wassenhove et al. (2005) demonstrated that the perceptual outcome of auditory-visual integration may depend on the ease of perceptual categorization of the visual stimulus. Since velar and uvular phonemes have ambiguous visual cues as they are produced in the back of the mouth they may have a weak visual weight in the auditory-visual integration process explaining why these visual cues lead to a McGurk response.

On the other hand, when the visual cues were prominent in the case of bilabials there was no McGurk fusion, but there was a combination response. The only stimulus sets that produced a combination response were the Arabic (A/\textipa{qa}/ + V/\textipa{ba}/) and the English (A/\textipa{ka}/+V/\textipa{pa}/) which both had a bilabial visual component. McGurk and MacDonald (1976) demonstrated that bilabial phonemes have very prominent visual cues as they are produced at the lips. Consequently bilabial phonemes may have a strong visual weight in auditory-visual integration process. During the combination response an individual perceives to hear both the visual component as well as the auditory component. For example in the English stimulus the visual /\textipa{pa}/ changed the perception of the auditory /\textipa{ka}/ into the combination response /\textipa{pka}/.
The percentage of use of visual cues by Arabic and English listeners for the combination response was similar; this might be due to the place of articulation of the visual cue. This suggests that when the visual phoneme is a bilabial sound Arabic listeners are facilitated by visual information when perceiving speech stimuli at a similar percentage to English listeners. For English listeners visual cues from bilabial, velar and uvular phonemes have a strong influence on auditory-visual integration of speech as measured by the McGurk effect. However, for Arabic listeners visual cues for bilabial consonants carry more influence during auditory-visual speech perception when compared to visual cues for velar and uvular phonemes.

In the present study, when the visual cue was a clearly identifiable bilabial phoneme it increased the Arabic listeners’ auditory-visual integration percentage measured by the combination response. Yet, when the visual stimulus was a velar or uvular phoneme the Arabic listeners’ auditory-visual integration ability was reduced measured by the lower percentage of the McGurk response. This lends support to the hypothesis that auditory-visual integration relies on the predictive power of visual speech cues within the native language. As there are a greater number of phonemes produced in the back of the mouth in Arabic compared to English this might lead to a difference in visual ambiguity between the two languages (see chapter 2 section 2.7).

3.5.2 Assimilation

The concept of assimilation might also explain why Arabic listeners had a similar McGurk response percentage for the Arabic (A/ba+/V/qa/) and the English
(A/\textipa{p}a+V/\textipa{k}a/). If auditory-visual integration of speech depends on the auditory and visual native language mental representations; since Arabic listeners do not have an auditory /\textipa{p}/ in their native language then the auditory-visual native language framework would predict that they frequently misidentify the phoneme /\textipa{p}/ as /\textipa{b}/ (see Table 3.2). According to Best’s (1994) Perceptual Assimilation Model, when people are exposed to non-native language, they will categorize the new non-native speech sounds to the closest existing phonological category based on their mental representations of the respective native language (Best et al., 2001, Harnsberger, 2001, Nagao et al., 2003). Consequently, Arabic listeners’ percentage of McGurk response for both stimulus sets would be similar, since Arabic listeners do not perceive a distinct difference between auditory /\textipa{b}/ and /\textipa{p}/.

On the other hand English listeners do have an auditory /\textipa{p}/ in their auditory repertoire and clearly distinguish between an auditory /\textipa{p}/ and /\textipa{b}/ (see Table 3.3). For English listeners the stimulus set with an auditory /\textipa{b}/ causes greater McGurk response percentage than an auditory /\textipa{p}/, because the auditory confusion between /\textipa{b}/ (auditory stimulus) and /\textipa{d}/ (the McGurk response) is higher than the auditory confusion between /\textipa{p}/ (auditory stimulus) and /\textipa{t}/ (the McGurk response) as noted by Summerfield, (1987). However for Arabic listeners the auditory /\textipa{b}a/ and /\textipa{p}a/ stimuli sound similar and therefore their auditory-visual integration effect is similar.

Similarly, English listeners assimilated Arabic visual /\textipa{q}/ to the /\textipa{g}/ which is the closest visual cue within their language. The results are consistent with assimilation, but in this case assimilation occurred for the visual speech stimulus instead of the traditional auditory speech assimilation. That is when English listeners were exposed to a non-native visual component of the auditory-visual stimulus, in this case
emphatic uvular /q/, they categorized the non-native visual component of the auditory-visual stimulus to the closest existing visual speech category based on their visual mental representations of the native language in this case /g/ and auditory-visual integration still occurs.

Assimilation for both auditory and visual components of auditory-visual speech has been accounted for within the hypothesized auditory-visual native language framework described in chapter 2 section 2.7. These results show that assimilation can occur for non-native visual component of the auditory-visual stimulus in the same way as assimilation occurs for non-native auditory component of the auditory-visual stimulus. This implies that auditory-visual integration of speech is a resilient process which will still occur even if the auditory or visual components of the auditory-visual stimulus are non-native.

3.5.3 Emphatic Visual Cues

The fusion response that occurred most frequently for the Arabic stimulus (A/ba/+V/qa/) was /t\textsuperscript{t}/ for Arabic listeners, while English listeners’ response was /d/. The visual phoneme in the Arabic stimulus (A/ba/+V/qa/) was the emphatic phoneme /q/ and Arabic listeners’ McGurk response was also an emphatic phoneme /t\textsuperscript{t}/ (see chapter 1 section 1.7). This implies that Arabic listeners picked up on the visual cues for an emphatic phoneme, a finding also reported by Ouni and Ouni (2008). Furthermore the results of this experiment have suggested that when the visual component of the auditory-visual stimulus is an emphatic phoneme this affects the perception of the auditory-visual speech. Thus, Arabic listeners incorporated the
emphatic category in their choice of the McGurk response. The auditory stimulus /b/ is a voiced phoneme however the McGurk response was /t/ which is not voiced. The /dˤ/ is a voiced plosive emphatic, but it was not perceived by the Saudi listeners and this could be due to dialect. In the Saudi dialect the emphatic phoneme /dˤ/ is not produced and is substituted with the emphatic fricative /ðˤ/ (Alhammad, 2014, Al-Raba’a, 2015). Therefore, the mental representation for the phoneme /t/ was the best fit for the Arabic stimulus (A/ba/+V/qa/) for Saudi listeners.

Since there are no emphatic phonemes in English, the English listeners were not able to recognize the visual cues of the auditory-visual stimulus for an emphatic phoneme. Similarly, Hazan et al. (2006) found that Japanese native listeners’ ability to contrast non-native /r/-/l/ did not improve in the auditory-visual condition compared to the auditory only condition, despite the visible differences between these sounds. Likewise, Han-Gyol Yi et al. (2013) found that English native listeners benefitted more during auditory-visual speech perception when the visual cues were native (Yi et al., 2013). These results imply that listeners reduce their reliance on non-native visual cues and that they are unable to correctly use the visual cues of the auditory-visual stimulus that are not present within their native language (Hazan et al., 2006). These results can be explained by the hypothesized auditory-visual native language framework which states that auditory-visual speech perception relies on the saliency of visual speech cues within the native language repertoire.
3.6 Conclusion

Although Arabic native listeners may be assisted by visual information when perceiving speech stimuli, they do not seem to rely on them as much as English listeners. In the literature there is a division between whether auditory-visual integration is an early or late integration process (see chapter 2 section 2.2 and 2.4). One possible explanation is that the difference in McGurk effect between Arabic and English listeners seen in this chapter is due to early integration differences. It could have been hypothesized that a framework of auditory-visual integration can be explained by early integration of speech through a process of predicting, that is visual speech primes the auditory system to what is about to happen (Buchwald et al., 2009, Kim et al., 2004, van Wassenhove et al., 2005). Could auditory-visual speech perception be an early integration process that relies on pre-phonological representations? That would mean that visual speech cues only represent low-level spatiotemporal correlations of facial movements.

In the following chapter a second experiment was conducted to investigate whether the difference of the McGurk response percentage between Arabic and English listeners could be attributed to a difference in early integration due to bottom-up visual processing speed of visual speech cues. Experiment two will help to determine whether Arabic listeners would have a slower visual processing speed compared to English listeners. That is to say that since Arabic has many phonemes produced in the back of the vocal tract that could lead to a slower visual processing speed time for Arabic listeners compared to English listeners.
Chapter 4

Temporal Constraints on the McGurk Effect in Arabic versus English Listeners

4.1 Introduction

The data reported in chapter 3 showed a significant difference in auditory-visual integration percentage, as measured by the McGurk effect, between Arabic and English native listeners. This was interpreted as meaning that auditory-visual integration of speech is assisted by the visual mental representations of the native language. This suggested that the native English listeners put more weight on visual cues than native Arabic listeners during the perception of auditory-visual speech. However, it could be argued as pointed out in the conclusion in chapter 3 this difference could have been due to early integration due to bottom-up differences in visual processing speeds. In view of this the study reported in this chapter aimed to evaluate whether the difference in McGurk percentage between the Arabic and English native listeners was caused by a difference in early integration due to visual processing speed.

In the human natural environment, the propagation speeds affect the relative timing correlation between a visual and auditory signal. In terms of a human body, the relative timing is also influenced by times of sensory transduction and neural conduction. Another relevant consideration to take into account is that conduction times of their corresponding media are different for auditory and visual signals. As a
result, in the course of an auditory-visual event the auditory component reaches observer’s sensory receptors much later than the visual component (Spence and Squire, 2003). In other words, a propagation speed of a visual signal is 300 \( \times 10^6 \) m/s, which suggest that the signal arrives almost instantly. On the other hand, a propagation speed of an auditory signal is approximately 340 m/s, which results in its delay. This difference in propagation and transduction speed causes visual cues to precede the auditory cues by 100 to 200 ms (Chandrasekaran et al., 2009). This temporal dynamic implies that visual information provides strong predictive cues for the auditory information (Besle et al., 2008, Hertrich et al., 2007, Peelle and Davis, 2012).

An experimental method used to evaluate processing speed, the relationship between auditory and visual cues, is measuring and manipulating the temporal synchrony between the two modalities. Temporal synchrony or timing is a sensory attribute critical for binding auditory-visual stimuli (Calvert, 2001). Van Wassenhove et al., (2002) investigated differences between English listeners’ ability in auditory-visual integration of speech measured by the McGurk effect. They divided the participants into two groups; one group had high McGurk response percentage and the second with average McGurk response percentage. They found that by increasing the stimuli’s visual lead time the McGurk response percentage for the average McGurk response group could increase to the levels of the high McGurk response group (van Wassenhove et al., 2002). They concluded the difference in auditory-visual integration percentage was due to a difference in bottom-up processing speed of visual speech cues.
In the research of Conrey and Pisoni (2006) it was outlined that, in terms of auditory-visual asynchrony, individuals’ capacity for estimating items as synchronous is dependent on the visual cues of the initial phonetic segment of the word. There were certain words that were demonstrated to have a lesser degree of tolerance to audio-visual asynchrony. For instance, the word *theme* was resistant to 300 ms of visual lead while *back* was resistant to only 200 ms of visual lead. The reason given for the difference in temporal tolerance was that it depends on the place of articulation and voice onset time of the initial phonetic segment. These results illustrate the notion of relative and variable cue-weighting.

In the above example *back* begins with the phoneme /b/ which is a voiced bilabial phoneme therefore very prominent visually and has a short voice onset time. Whereas in the case of the word *theme* it begins with the phoneme /θ/ which is less visually prominent compared to /b/. Also /θ/ has a longer voice onset time compared to /b/ (Conrey and Pisoni, 2006). Conrey and Pisoni (2006) demonstrated that listeners’ tolerance of auditory-visual asynchrony depends on the visual saliency of the word. This suggests that phonemes that are visually salient are processed faster since their visual processing speeds are shorter than less salient visual speech phonemes. The above studies suggest that both saliency and familiarity of visual cues can influence the temporal aspects of auditory-visual integration of speech.

It could be suggested that the McGurk response percentage difference found in chapter 3 between native English listeners and native Arabic listeners was due to early integration differences of visual processing speed. Since Arabic has more visual ambiguous phonemes than English this could lead to a slower visual processing speed for these phonemes. In order to determine whether the visual
processing speed is the cause of the difference in McGurk response percentage between Arabic and English listeners an experiment was conducted. This experiment used auditory-visual alignment in temporal asynchronous conditions. That is the temporal relationship between the auditory and visual stimuli was changed by +/- 300 msec in 30 msec steps. This enabled the measurement of a threshold (in msec) where the McGurk response was at the highest percentage for Arabic native listeners versus English native listeners.

4.2 Method

This experiment was a cross linguistic design which included monolingual native Arabic and English speaking adults. The experiment was an identification task measuring the percentage of the McGurk response in two test conditions (temporal synchronous auditory-visual and temporal asynchronous auditory-visual) using English and Arabic syllables. Synchronous auditory-visual stimuli are when the visual and auditory stimuli temporally match. Asynchronous auditory-visual stimuli are when the visual and auditory stimuli do not temporally match. The temporal alignment between the auditory and visual stimuli was manipulated to measure the temporal window which resulted in the highest McGurk response percentage.

4.2.1 Participants

For a power of 80% and a significance level of 5 % with a medium effect size 0.25 (Cohen, 1988) a sample size of 17 was estimated for each group. The participants
were 30 adults ages between 20 to 50 years, for the Arabic group the mean age was 29 years (5 male and 12 female) and for the English group the mean age was 33 (6 male and 11 female). For these experiments monolingual participants were defined as those who do not speak, read, or write a second language. All Arabic listeners were from Saudi Arabia and all English speaking participants were from the United Kingdom. Participants were staff and students from King Saud University and the University of Leeds.

Before the experiment started each participant was given a routine hearing screen in the form of a pure tone audiometric test at 20dB HL (frequencies tested were 500Hz, 1000Hz, 2000Hz, and 4000Hz). All participants reported normal vision and wore correction if needed. None of the participants had visual or hearing problems; therefore none were excluded from the experiment. All participants gave written informed consent to take part in the study, and the study was approved by the School of Healthcare Research Ethics Committee, University of Leeds and by the local committee at the Department of Rehabilitation Sciences, in the Applied Medical Sciences College, King Saud University.

4.2.2 Stimuli

4.2.2.1 Stimulus Generation

The consonant vowel (CV) stimuli set used for both the congruent and incongruent conditions were Arabic syllables auditory /ba/ and visual /qa/ and English syllables auditory /pa/ and visual /ka/. These stimuli sets were chosen, because in chapter 3
these stimuli sets were the only ones that produced a McGurk response. To enable the comparison of the effect of native versus non-native stimuli both stimuli that are native and non-native to each group were used. The Arabic consonant /q/ was used because it is not used by native English listeners, while English consonant /p/ was used because it is not used by native Arabic listeners. Therefore the participants would not have mental representations for these non-native phonemes. The stimuli were taken from the recordings made in chapter 3 (see chapter 3 section 3.3.2.1)

4.2.2.2 Auditory-Visual Alignment

Adobe Premiere Elements 9 Software (Adobe, 2010) was used to create all of the stimuli by displacing the auditory file in 30 ms increments with respect to the video file. Negative values are used for an auditory component occurring before its visual counterpart, while positive auditory delays indicate that the auditory component trails the visual component. The physical synchrony of the auditory and visual stimulus components is at 0 ms.

The temporal asynchrony ranged from (−) 300 ms of auditory lead to (+) 300 ms of auditory lag. Auditory-visual integration of speech falls within this time frame (Munhall et al., 1996, van Wassenhove et al., 2007). Thus, a total of 21 stimulus conditions (20 asynchronous conditions and 1 synchronous condition) were used in the study for each of the four speakers. Hence there were 4 video clips with synchronous conditions and 80 video clips with asynchronous conditions between the auditory and visual stimuli. There were 84 trials for English and Arabic stimuli randomized within a block. There were 6 blocks and after each block there was a 5
minute break. All stimuli were saved in MPEG file format with; 720 x 480 pixels, frame rate of 29.97 frames/s, and audio sampling rate of 48 kHz. The stimuli were displayed in random order using SuperLab presentation software (Version 4.5, Cedrus Corporation, 2009).

4.2.3 Procedure

Each participant took part in one session which lasted about an hour and a half. Participants were given a 5 minute break after each block. Participants were tested individually in a sound proof audiology test room. For Arabic listeners the research was undertaken within the audiology suite situated within the School of Rehabilitation Sciences, King Saud University, Riyadh Saudi Arabia. For English listeners the research was undertaken within the audiology suite situated within the School of Healthcare, University of Leeds, United Kingdom.

Participants were seated about 70 cm from a 15 inch laptop screen and listened to the speech stimuli through Circumaural headphones (Sennheiser HD438) at normal conversational level of 70dB SPL. Each trial consisted of a short video clip (5 sec) of a person producing the speech stimuli. There were 4 trials of video clips with temporally synchronous sounds, and 80 trials of video clips with temporally asynchronous sounds. Each of the 84 trials was repeated in 6 blocks; each participant was required to respond to 504 clips in total (84*6=504). Randomized within each of the 6 blocks there were synchronous and asynchronous Arabic and English stimuli. Both Arabic and English native listeners heard both sets of stimuli Arabic and English.
SuperLab presentation software (Version 4.5, Cedrus Corporation, 2009) was used to present the stimuli in a random order and record the participants’ free-form response. Both experimenter and participant were blind to stimulus presentation order. The experimenter ensured throughout the session that the participant was looking directly at the screen. After each stimulus a response box was displayed on the laptop monitor and the participant typed in his/her response using the laptop keyboard, so if they heard /ba/ they would type “ba” using the keyboard in the response screen. After the participant pressed the “Enter” key a new trial was presented, the testing was self-paced.

Following verbal instructions, participants were given a short practice session of 5 trials to familiarize themselves with the protocol. On each trial participants were asked to watch the face of the talker on the laptop screen whilst listening to the output from the headphones. The response required was to report the CV that was heard. Following each stimulus a response box was displayed on the laptop monitor, then the participant typed his/her response by using the laptop keyboard. After the participant pressed the “Enter” key a new trial was presented. The testing was self-paced that is there was no time restriction on responding.

4.3 Results

4.3.1 Response Categories to the Arabic stimulus (A/ba/ + V/qa/)

Figures 4.1 and 4.2 show the responses for Arabic stimulus of Arabic and English listeners as proportions of three response categories (auditory, visual, and McGurk
response). Negative numbers on the x-axis indicate that the auditory stimulus preceded the visual stimulus. Figure 4.1 illustrates that for Arabic listeners listening to the Arabic stimulus (A/ba/ + V/qa/) the McGurk response never reached 50% of the responses; consequently the temporal window could not be measured. The temporal window of integration is defined as the temporal range in ms where the McGurk response percentage is greater than 50% (van Wassenhove et al., 2002). However, the visual lead (auditory lag) of 60ms was the most favourable condition for the McGurk response at a percentage of 45%. As the visual lead increased greater than 60 ms the McGurk response percentage decreased gradually to the percentage of 25% at 300ms. The auditory lead led to a more pronounced decrease in the McGurk response at a percentage of 16% at -300ms. The percentage of decrease in the McGurk response was more pronounced for the auditory lead then for the visual
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Figure 4.1 Categorized responses (auditory, visual, and McGurk Response) for Arabic stimulus (A/ba/ + V/qa/) shown as proportions for Arabic listeners.
lead. The visual response percentage was overall low, but the range of 30-60ms of visual lead was the most favourable for visual response at a percentage of 3% (see Figure 4.1).

For English listeners listening to Arabic stimulus (A/\textipa{ba}/ + V/\textipa{qa}/) the McGurk percentage was the greatest at the visual lead of 60ms at a percentage of 81% after that the McGurk percentage gradually decreased reaching 42% at 300ms and 26% at -300ms. The temporal window of integration for English listeners listening to Arabic stimulus was -120ms to 240ms. It can be seen in Figure 4.2 that similar to Arabic listeners the visual response percentage was overall low for English listeners listening to Arabic stimulus, but there was some visual response in the visual lead range which peaked at 60ms at a percentage of 4%.
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**Figure 4.2** Categorized responses (auditory, visual, and McGurk Response) for Arabic stimulus (A/\textipa{ba}/ + V/\textipa{qa}/) shown as proportions for English listeners and the temporal window of integration.
4.3.2 Response Categories to English stimulus (A/\textipa{pa}/ + V/\textipa{ka}/)

Figures 4.3 and 4.4 show the responses for English stimulus of Arabic and English listeners as proportions of three response categories (auditory, visual, and McGurk response). For Arabic listeners listening to an English stimulus (A/\textipa{pa}/ + V/\textipa{ka}/) the McGurk response never reached 50\% of the responses. The highest McGurk response percentage 29\% was at a visual lead (auditory lag) of 30ms. As the visual lead increased greater than 30 ms the McGurk response percentage decreased gradually to 15\% of the responses at 300ms. The auditory lead led to a rapid decrease in the McGurk response and an increase in auditory response. At -300ms auditory lead McGurk response percentage was 0\% and the auditory response was at 100\%. Figure 4.3 illustrates that similar to Arabic stimulus the visual response percentage for English stimulus was overall low, but 60ms of visual lead was the most favourable for visual response at a percentage of 4\%.
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Figure 4.3 Categorized responses (auditory, visual, and McGurk Response) for English stimulus (A/\textipa{pa}/ + V/\textipa{ka}/) shown as proportions for Arabic native listeners.
For English listeners listening to an English stimulus (A/pa/ + V/ka/) the McGurk percentage was the greatest at the visual lead of 30ms at a percentage of 60%. After that the McGurk percentage gradually decreased to 34% of the responses at 300ms visual lead. The temporal window of integration for English listeners listening to English stimulus was -90ms to 210ms. Beyond the temporal window of integration range the auditory response was greater than the McGurk response and this difference was greater for the auditory lead than the visual lead. Similar to Arabic listeners the visual response percentage was overall low for English listeners listening to English stimulus, but there was some visual response in the visual lead range which peaked at 30 to 60ms at a percentage of 5% (see Figure 4.4).

Figure 4.4 Categorized responses (auditory, visual, and McGurk Response) for English stimulus (A/pa/ + V/ka/) shown as proportions for English native listeners.
4.3.3 ANOVA for Arabic and English Stimulus

The effect of language of listener and stimulus pair on the percentage of McGurk response was investigated using a two-way analysis of variance (ANOVA) for repeated measures. Levene’s test verified the equality of variances in the samples (homogeneity of variance) ($p>.05$) (Martin and Bridgmon, 2012). The within group effect of stimulus type (Arabic or English) was significant [$F (1,32)= 37.25; \ p <.0001$], that means that the Arabic stimulus ($A/ba/ + V/qa/$) produced a significant larger percentage of McGurk response compared to the English stimulus ($A/pa/ + V/ka/$). The between group effect of native language was also significant [$F (1,32)= 183.89; \ p <.0001$] this was due to the significantly larger McGurk response percentage by the English listeners compared to the Arabic listeners. The interaction between stimulus and native language of listener was not significant [$F (1,32)= 1.57; \ p=.219$].

4.3.4 Open Set Responses for Arabic and English Stimulus

The open–set McGurk responses for the asynchronous stimuli pairs ($A/ba/ + V/qa/$ and $A/pa/ + V/ka/$) were tallied and Figures 4.5 and 4.6 show the consonant identification responses by Arabic and English native listeners for Arabic and English stimuli. These figures show that the phonetic responses varied across the different types of asynchronous stimuli. It can be seen in Figure 4.5 that for Arabic stimulus ($A/ba/ + V/qa/$) the auditory response was $/ba/$ for both English and Arabic listeners. However, the visual response for Arabic listeners was $/qa/$ while for English listeners it was $/ga/$ Likewise the two groups had different responses for the
McGurk response, Arabic listeners’ response was /da/ and /ta/ while English listeners’ responses was only /da/.

Figure 4.5 Shows the response proportions for consonant identification for Arabic stimuli (A/ba/ + V/qa) by Arabic and English native listeners.

Figure 4.6 illustrates that for English stimulus (A/pa/ + V/ka/) both groups visual response was /ka/ and the McGurk response was /ta/. However, their auditory response was /ba/ for Arabic listeners and /pa/ for English listeners. These responses are similar to the results in experiment 1 (chapter 3). The responses are based on the visual and auditory native language mental representations of the listener, in other words the Arabic listeners do not have /p/ as an auditory mental representation in their native language therefore auditory assimilation occurs and they perceive /b/.

The same occurs for the visual stimuli where the English listeners do not have /q/ as
a mental representation in their visual mental repertoire therefore visual assimilation occurs and they perceive /q/.

![Figure 4.6](image)

Figure 4.6 Shows the response proportions for consonant identification for English stimuli (A/pa/ + V/ka/) by Arabic and English native listeners.

### 4.4 Discussion

The results of this experiment do not support early integration of auditory-visual speech as even at the optimal visual lead time the Arabic listeners had a significantly lower McGurk response percentage compared to English listeners. If auditory-visual integration was based on early integration then the Arabic listeners’ McGurk percentage at optimal visual lead time should have not been significantly lower than the English listeners. Therefore, these results suggest that the lower McGurk percentage found in Arabic listeners compared to English listeners demonstrated in
experiment 1 (chapter 3) is not due to bottom-up processing speed of visual speech cues. These differences in auditory-visual integration measured by the percentage of McGurk response could possibly be due to differences in the development of mental representations based on the native language. These abstract auditory and visual mental representations are organized around auditory and visual categories of the native language. This would mean that there is a difference in the predictive coding strength of visual cues during auditory-visual integration which would depend on the native language mental representations (see chapter 2 section 2.6).

Further support for dependency of auditory-visual speech on native language mental representations comes from a study by Sánchez-García et al. (2013). They evaluated visual speech lead time for Spanish and English native speakers. They found that visual lead time was more beneficial for the listener’s native language. They suggest that native visual speech cues predict native auditory speech cues faster than that for non-native visual speech cues. They concluded that auditory-visual integration is dependent on phonological mental representations (Sánchez-García et al., 2013). These results can be explained by late integration that occurs for auditory-visual speech which is dependent on native language mental representations (see chapter 2 section 2.7).

In this chapter the extent to which temporal incongruence of the visual and auditory information influences the McGurk effect across two different native languages was explored. The findings suggest that for both Arabic and English native listeners auditory-visual integration of speech tolerates temporal asynchrony in the presentation of auditory and visual events, integrating the two streams into a single synchronous event. The McGurk response for both sets of stimuli and listeners
favours a visual lead of 30 to 60ms; this finding is similar to that previously reported (Conrey and Pisoni, 2006). There is a marked asymmetry in the integration of auditory and visual information for both Arabic and English listeners. When the auditory signal leads the visual signal both Arabic and English listeners exhibit an appreciable decline in the percentage of McGurk response relative to the synchronous condition. When the visual signal leads the auditory signal, a different pattern emerges. There is first an increase in the McGurk response percentage and then a gradual decline.

This large tolerance for asynchronous auditory-visual speech stimuli for both Arabic and English stimuli sets seen in both Arabic and English native listeners implies that separate modality specific representations are maintained for the speech stimuli over long stimulus onset asynchronies. This implies that auditory-visual integration of speech probably does not occur at an early stage in the process of speech perception. Temporal overlaps of auditory and visual stimuli are important to convergence (Calvert, 2001). Convergence refers to a framework for combining diverse information in the early stages of perception. Therefore, since auditory-visual integration of speech occurs even when the stimuli are asynchronous this implies that convergence does not occur for speech perception.

The results presented in this experiment suggest that strict timing of visual and auditory speech information is not the major determinant of auditory-visual integration in speech. Participants’ perceptions were influenced by the visual stimuli even when the auditory information lagged the visual information by as much as 240 msec. When the auditory stimuli led the visual stimuli, participants showed less tolerance for the lack of synchrony. This preference for visual lead time is consistent
within the research (Munhall et al., 1996, van Wassenhove et al., 2007). This could be due to different propagation speeds of light and sound, humans are accustomed to perceiving everyday life events with auditory signals arriving later than the corresponding visual signals. Consequently, observers are more tolerant of a delay in the auditory signal than a delay in the visual signal for the integration of the auditory-visual stimuli. As such the results that the listeners had a higher McGurk percentage in the visual lead condition compared to the auditory lead condition was expected. This research, similarly, shows that temporal congruency of information from the auditory and visual modality is not essential. However, the results show that the auditory-visual stimuli do show some limits on the range over which the signals from the two modalities are treated as synchronous. The results are consistent with previous research on the temporal constraints of the McGurk effect (Munhall et al., 1996, van Wassenhove et al., 2007).

From a theoretical perspective, the delays cause further considerations on the particular conditions of auditory-visual integration in speech and at which stage the information from both modalities combine. For an early model of auditory-visual integration, perceptual unity for information from both modalities will be required. However, the research of Green et al. (1991) has demonstrated that the knowledge regarding the correspondence between the two modalities, meaning a single factor of perceptual unity, was not a prerequisite for one’s perception of the McGurk effect. In this research by Green et al., stimuli to which participants were exposed consisted of voices and faces differed by genders. That is male voices were combined with female faces and visa versa, however no decrease in the degree of the McGurk effect
was demonstrated irrespective of the fact that incompatibility of faces and voices was obvious (Green et al., 1990).

Further research in support of the variable strength of visual speech cues has been carried out by van Wassenhove et al. (2005). They have stated that components of the evoked potential N1 and P2 (see chapter 1 section 1.4.3.1) demonstrated a significant reduction in processing time or latency for auditory-visual syllable presentations compared to auditory presentations alone. Additionally, they found that the size of latency shifts demonstrated to be proportionate to the phoneme’s visual saliency. For example /p/ is more visually salient than /k/ consequently /p/ visual stimuli induced a greater latency shift in N1 and P2. This finding suggests that information received from visual speech can be of benefit in processing the consequent following auditory input. This is achieved through the application of predictive mechanisms dependent on the phonemes’ saliency or ambiguity.

Interestingly for the English listeners the temporal window of integration was larger for the Arabic stimuli (-120 to +240) compared to the English stimuli (-90 to +210). This could be interpreted using the auditory-visual native language framework which proposes that integration of speech relies on the features of native language mental representations of auditory-visual speech cues. One of the features of these mental representations would need to be the alignment of auditory and visual dimensions. This would suggest that one would be more sensitive to native auditory-visual asynchronous stimuli compared to non-native stimuli. This difference might be due to experience with the native language which increases sensitivity to temporal changes in the stimuli. Changes can occur to the temporal window of integration due
to learning and previous experience (Fujisaki et al., 2004, Navarra et al., 2010, Powers et al., 2009).

In this experiment bottom-up processing speed of visual speech cues did not account for the significant difference in the McGurk percentage between Arabic and English listeners. Even at optimal visual lead the McGurk percentage of Arabic listeners was significantly less than English listeners. This finding suggests that the reduced use of visual speech cues by Arabic listeners compared to English listeners is not due to differences in bottom-up processing. Thus top-down processing differences need to be investigated. In terms of the hypothesis of this thesis, it is argued that in the brain the information flows not only forward according to a hierarchy of processing levels, but that during certain processing stages information also meets a top-down ‘prediction’ (Altieri, 2014, Barutchua et al., 2008, Brancazio, 2004). Thus, auditory-visual native language mental representations assist in reducing the ambiguity during the process of speech perception. Visual cues add to the auditory information received during speech perception. If the visual cues of one language are more ambiguous than another language this may lead to an auditory-visual integration process that relies less on the visual cues compared to the other language. Accordingly, it is suggested that the difference between Arabic and English listeners in the percentage of McGurk response might be due to a difference in the saliency of the visual cues of the native language.

To be able to investigate the predictive power of visual speech cues in Arabic it was first necessary to identify the viseme categories in Arabic. Visemes are the basic unit of visual speech and each viseme category can have a many to one mapping. Experiment three reported in the following chapter aimed to categorize the visual
cues of consonants in Arabic into viseme categories. This will enable the comparison of the viseme categories of Arabic to published viseme categories of English. The results will permit the evaluation of whether Arabic has a greater number of ambiguous visual cues, which might then lead to a decrease in reliance on visual cues during speech perception. The classification of the Arabic visemes is essential for planning the final experiment in chapter 6 which will evaluate the weight of Arabic visual cues during speech perception.
Chapter 5

Viseme Categories in Arabic

5.1 Introduction

The data from experiment 1 in chapter 3 showed a significant difference in auditory-visual integration percentage, as measured by the McGurk effect, between monolingual Arabic and English native listeners. In a second experiment described in chapter 4 bottom-up visual processing speeds was investigated to determine whether that may influence the difference in auditory-visual integration between Arabic and English listeners. However, visual processing speed did not significantly increase the auditory-visual integration percentage as measured by the McGurk effect for Arabic native listeners compared to English native listeners. That suggests that the difference in the way the visual speech cues are used during auditory-visual integration are not due to a lower level functional change in visual processing speed.

This leads to the question of whether the cross-linguistic difference in auditory-visual integration of speech demonstrated so far could be due to increased visual speech ambiguity in Arabic which makes the predictive power of the visual cues in Arabic less than the visual speech cues in English. For example the results of experiment one and two might be that the mental representations of speech signals across the visual and auditory mental repertoire in Arabic native listeners for guttural phonemes are weighted more in favour of auditory cues rather than visual cues compared to English listeners. This would suggest that there are a greater number of ambiguous visual cues in Arabic. Thus this would cause a greater density of visual
mental representation for guttural phonemes in Arabic leading to a reduced percentage of McGurk responses in Arabic native listeners compared to English native listeners.

In experiment 1 (chapter 3) it was also found that Arabic and English listeners picked up on different visual cues which resulted in a difference in the perceived auditory-visual speech token. For example the fusion response that occurred the greatest for Arabic stimuli (A/ba/+V/qa/) was /tˤ/ for Arabic listeners, while English listeners’ response was only /d/. The visual phoneme in the Arabic stimuli was an emphatic phoneme /q/ and Arabic listeners’ McGurk response was also an emphatic phoneme /tˤ/. Emphatic consonants are pronounced with the back of the tongue approaching the pharynx. This implies that Arabic listeners picked up on the visual cues for an emphatic phoneme. The ability of Arabic listeners to visually differentiate between an emphatic and non-emphatic phoneme has also been found by Ouni and Ouni (2007). In addition the results of experiment 1 (chapter 3) have suggested that when the visual cue is an emphatic sound this can affect the perceived auditory-visual speech token.

Thus Arabic listeners incorporated the emphatic category in their choice of the McGurk response. However, since there are no emphatic phonemes in English, the English listeners were not able to recognize the visual cues for an emphatic phoneme and assimilated the visual stimulus to the closest category within their native language (see chapter 3 section 3.5.2). It has been suggested that the perceptual process might direct which auditory and/or visual features are bound to the speech stimulus (Massaro, 1987). This view is consistent with the hypothesis in this thesis that the role of the speech processing framework might be to weight speech feature
representations from both the visual and auditory modalities. The features that are integrated from the visual and auditory input depend on the predictive power of the speech stimuli provided from both modalities.

5.1.1 Visual Speech

Visual speech information has been shown to be beneficial in processing the auditory input through the means of predictive mechanisms (Bubic et al., 2010, Enns and Lleras, 2008). These predictive mechanisms are thought to depend on the saliency or ambiguity of the phoneme’s visual cues (van Wassenhove et al., 2005) (see chapter 2 section 2.6.2). One of the first studies investigating visual speech ambiguity was conducted by Massaro (1987) which demonstrated that visual information influences categorisation of heard phonemes among adults and children. His results showed that during auditory-visual speech perception as the ambiguity of the auditory syllable increased so did the reliance on the visual syllable. In terms of the Fuzzy Logical Model of Perception (Massaro, 1998), this finding was considered to be a characteristic tendency for the visual speech information with the lowest visual ambiguity, to be more influential and reliable with ambiguous auditory speech stimuli (see chapter 2 section 2.4). Therefore if the visual cues of one language are more ambiguous than another language this may influence the auditory-visual integration process so that it relies less on the visual cues compared to the other language.

A distinct feature of Arabic is the presence of many guttural phonemes (Elgendy and Pols, 2001). Guttural phonemes are sounds produced in the back of the mouth such
as uvular, pharyngeal and glottal sounds. Consequently visual speech cues would not be very beneficial for identifying guttural sounds. There are also many phonemes in Arabic which have an emphatic counterpart (see Table 5.1).

**Table 5.1 Arabic Consonants used as Visual Stimuli (ʕ emphatic)**

<table>
<thead>
<tr>
<th>Position</th>
<th>Place of Articulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bilabial</td>
<td>m</td>
</tr>
<tr>
<td>Labio-dental</td>
<td>n</td>
</tr>
<tr>
<td>dental</td>
<td>t</td>
</tr>
<tr>
<td>alveolar</td>
<td>k</td>
</tr>
<tr>
<td>palato-alveolar</td>
<td>q</td>
</tr>
<tr>
<td>velar</td>
<td>g</td>
</tr>
<tr>
<td>pharyngeal</td>
<td>ʕ</td>
</tr>
<tr>
<td>glottal</td>
<td>h</td>
</tr>
</tbody>
</table>

For example \(/t/\) and \(/tʕ/\) are both alveolar, voiceless, stop consonants, but \(/tʕ/\) is an emphatic sound. The visual similarity between phonemes and their emphatic phoneme counterpart might lead to an increase in visual ambiguity of speech sounds in Arabic. Therefore, it is suggested that the difference between Arabic and English listeners in the use of visual cues during auditory-visual integration of speech might be due to a difference in the ambiguity of the visual cues of the native language and a different repertoire of visual and auditory mental representations of the native language.
5.1.2 Visemes

Many studies of English visual speech have examined the visual discrimination of consonants. Visemes are visually based categories of contrast, similar to phonemes in the auditory modality. Table 5.2 shows the 10 viseme categories that have been defined for English (Bozkurt et al., 2007). Studies in other European languages have found essentially similar viseme groups compared to English; Welsh (Meredith et al., 1990) and Swedish (Martony, 1974).

Table 5.2 Viseme categories for English consonants (Bozkurt et al., 2007).

<table>
<thead>
<tr>
<th>Viseme Category</th>
<th>Phonemes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>/p, b, m/</td>
</tr>
<tr>
<td>2</td>
<td>/f, v/</td>
</tr>
<tr>
<td>3</td>
<td>/w/</td>
</tr>
<tr>
<td>4</td>
<td>/θ, ð/</td>
</tr>
<tr>
<td>5</td>
<td>/t, d, n, l/</td>
</tr>
<tr>
<td>6</td>
<td>/s, z/</td>
</tr>
<tr>
<td>7</td>
<td>/ʃ, ʒ/</td>
</tr>
<tr>
<td>8</td>
<td>/r/</td>
</tr>
<tr>
<td>9</td>
<td>/j/</td>
</tr>
<tr>
<td>10</td>
<td>/k, g, h/</td>
</tr>
</tbody>
</table>

However no investigation using human speech-reading has been conducted on viseme groups covering the entire range of consonants used in Arabic. This experiment was conducted to determine the confusability of all Arabic consonants grouped into their viseme classes. In this thesis it is suggested that speech perception relies on the native language mental representations for both visual and auditory cues. Depending on the visual speech cues of the native language, a different set of features may be at the focus of attention for speech processing.
This chapter reports an experiment conducted to identify viseme categories for all consonants in Arabic and to compare the results to published results for viseme categories within English. Since Arabic has many guttural phonemes (see chapter 1 section 1.7) it is hypothesised that Arabic will have more consonants represented within a viseme category compared to English. This could then lead to increased visual ambiguity during speech perception in Arabic compared to English, explaining why Arabic listeners in experiment one and two relied less on the visual cues compared to English listeners. It is also expected that Arabic listeners will at times distinguish visually emphatic from non-emphatic phonemes supporting the view that mental representation of speech are dependent on the parameters of visual cues within the native language.

The rationale behind this experiment is that by establishing the interclass confusion for Arabic phonemes in their viseme class, a better understanding can be obtained on the weighting framework of the separate auditory and visual speech cues. This can be subsequently applied to enhance our understanding of the fusion stage of auditory-visual integration during speech perception. Which will be evaluated further in chapter 6 of this thesis.

5.2 Aim and Objectives

The aim of this experiment is to determine whether Arabic has more ambiguity within viseme categories compared to published identifications of English visemes.
**Objectives**

1. To identify the number of Viseme categories for the 29 Arabic consonants

2. To identify the number of consonants within each viseme category

3. To determine if the emphatic consonant can be visually discriminated from their non-emphatic counterparts

4. To analyse whether the guttural consonants can be visually discriminated

**5.3 Method**

This third experiment was a visual only task. The stimuli included all 29 Arabic consonants spoken in consonant vowel (CV) syllables. Twenty eight of the consonants are traditional Arabic consonants that are both spoken and written, however one consonant /g/ is only spoken. In order not to direct the participants in their perception, the experiment required a free-form response.

**5.3.1 Participants**

For a power of 80% and a significance level of 5 % with a medium effect size 0.25 (Cohen, 1988) a sample size of 36 was estimated. The participants were 36 adults, ages between 20 to 50 years with a mean age of 28 years (SD= 8.6 years; 23 women and 13 men) native Arabic speakers. To control for dialect differences, all the participants were from Riyadh, Saudi Arabia. All participants reported normal or
corrected-to-normal vision. A routine hearing screening was performed on all the participants to ensure normal hearing at 20 dBHL for octave frequencies between 500Hz to 4000Hz. None of the participants had a hearing problem thus all participants were included in the analysis. All participants gave their written informed consent to take part in the study, and the study was approved by the School of Healthcare Research Ethics Committee, University of Leeds, United Kingdom and by the local committee at the Department of Rehabilitation Sciences, in the Applied Medical Sciences College, King Saud University, Saudi Arabia.

5.3.2 Stimuli

Participants were tested on the speech reading stimuli in Arabic. To control for co-articulation affects the stimuli were in the form of a CV syllable. Stimuli used were all 29 Arabic consonants (see Table 5.1). The vowel used was the /a/ vowel as it leads to the greatest visual impact in Arabic (Ouni and Ouni, 2007). To control for speaker effect, stimuli were recorded from two individuals from Riyadh (one woman and one man) to ensure consistency in dialect. The speakers were videotaped in a well-lit, sound proof room with a plain background with a Canon Legria-HFS200 video camera onto a memory card. Speakers were instructed to start and end from a neutral mouth position and to avoid blinking.

Recordings were chosen that avoided low level cues which might provide non-linguistic predictive information. The selection criteria for choosing the recordings that would be included were as follows: no blinks or other eye movements occurred during the production of the syllable, the lips were in a neutral position before
articulation began and the lips returned to a resting position after the syllable was produced. Stimuli were transferred to an Intel laptop running Windows 7 for video editing. All video editing was performed in Adobe Premiere Elements 9 Software (Adobe, 2010). The auditory signal was deleted from all stimuli using Adobe Premiere Elements 9 software. The start of each stimulus file was selected by visually inspecting each stimulus for the first visible lip movement and then placing a marker 2 seconds before that point. The end of each stimulus file was chosen by finding the frame at which the speaker’s mouth returned to a neutral lip position and then placing a marker 2 seconds after that point. The average stimulus duration was 5 seconds.

In each block there were 58 stimuli randomized within a block (29 CV x 2 speakers= 58 stimuli). There were 10 blocks therefore the session consisted of 580 trials (58 stimuli x 10 blocks). Hence each stimulus was repeated 20 times (580 trials/29 CV syllables= 20 repetitions for each CV syllable).

5.3.3 Procedure

Each participant had one session lasting approximately one hour and a half. After every two blocks the participants had a 5 minute break. The participants were tested individually in a soundproof booth within the audiology suite situated within the School of Rehabilitation Sciences, King Saud University, Riyadh Saudi Arabia. Participants were seated about 70 cm from a 15 inch laptop screen and listened to the speech stimuli through Circumaural headphones (Sennheiser HD438) at normal conversational level of 70dB SPL. Each trial consisted of a short video clip (5 sec) of
a person producing the speech stimuli. The participants were at a 0° angle to the laptop screen while the experimenter was at a 90° angle to the screen. The participants were asked to watch the face of the talker on the screen and then identify the consonant that they think the person is saying. The experimenter ensured throughout the session that the participant was looking directly at the screen. Following the presentation of verbal instructions, the participants were given a short practice session of 5 video clips to familiarize themselves with the protocol.

SuperLab software (Version 4.5, Cedrus Corporation, 2009) (Abboud et al., 2010) was used to present the stimuli in a random order and record the participants’ free-form response. Consequently, both experimenter and participant were blind to stimulus presentation order. After each stimulus a response box was displayed on the laptop monitor and the participant typed in his/her response using the laptop keyboard, so if they heard /ba/ they would type “ba” using the keyboard in the response screen. After the participant pressed the “Enter” key a new trial was presented, the testing was self-paced.

5.3.4 Analysis

The data was analysed using Hierarchical Cluster Analysis to define the viseme categories for the 29 consonants in Arabic. Hierarchical clustering has become the standard method in the literature for defining viseme categories at a correlation percentage of 75% (Chen and Rao, 1998, Goldschen et al., 1994, Owens and Blazek, 1985). Responses of all participants were combined to form a complete confusion matrix. The stimuli were then defined as variables and the data analysed using the
SPSS package (IBM SPSS). Hierarchical clustering organizes observations in a tree structure based on similarity or dissimilarity between clusters. The algorithm starts with each observation as its own cluster, and successively combines the two or more most similar objects into one cluster. This cluster is then redefined as a single object and the process is repeated until all of the objects are combined into one group. The results of hierarchical clustering are presented in a dendrogram (tree diagram). The advantage of displaying the cluster analysis in dendrogram form is that the closeness of association between the viseme groups is easily seen.

Two important properties of the algorithm are a) the distance measure and b) the linkage method. The distance between pairs is defined by the cosine method, which is a pattern similarity measure. This method was chosen because its function is to group together those variables (which in this case are consonant stimuli) that elicit the most similar responses. The function of the average linkage technique is to define the distance between two clusters as the average of the distances between all pairs of the two clusters’ members. Examples of distance and linkage are given in the results section 5.4.

These date were compared to the most recent viseme categories for all of the English consonants (Bozkurt et al., 2007) to investigate whether there are more consonants in the viseme groups of Arabic compared to English.

### 5.4 Results

The mean correct consonant identification percentage was 42.78%, ranging from 0% for /ɡ/ to 99% for /f, w/. The consonants with identification greater than 90% were
bilabial or labiodental phonemes /b, f, w/. This was expected as these phonemes are visually prominent as their place of articulation includes the lips. The phoneme /l/ had the next highest identification percentage at 80% followed by; /dʒ/ at 73%, /ʃ/ at 72% and /r/ at 70%. The phoneme /q/ had the highest identification percentage between the guttural consonants at 45%. The remainder of the phonemes had an identification percentage below 45%. Table 5.3 shows the complete confusion matrix for all participants in this experiment.
# Table 5.3 Confusion Matrix for all participants

| Stimulus | m  | b  | f  | w  | θ  | δ  | δ^\text{c} | n  | t  | t^\text{c} | d  | t^\text{d} | d^\text{c} | s  | z  | s^\text{c} | l  | r  | j  | d_3 | j  | k  | g  | q  | χ  | u  | h  | ?  | h  |
|----------|----|----|----|----|----|----|----------|----|----|----------|----|------------|--------|----|----|--------|----|----|----|-----|----|----|----|----|----|----|----|----|----|----|----|
| m        | 0.21 | 0.38 |    |    |    |    |          |    |    |          |    |            |        |    |    |        |    |    |    |     |    |    |    |    |    |    |    |    |    |    |
| b        | 0.79 | 0.62 |    |    |    |    |          |    |    |          |    |            |        |    |    |        |    |    |    |     |    |    |    |    |    |    |    |    |    |    |
| f        |      |    | 0.99 |    |    |    |          |    |    |          |    |            |        |    |    |        |    |    |    |     |    |    |    |    |    |    |    |    |    |    |
| θ        | 0.39 | 0.44 | 0.31 |    |    |    |          |    |    |          |    |            |        |    |    |        |    |    |    |     |    |    |    |    |    |    |    |    |    |    |
| δ        | 0.32 | 0.27 | 0.28 |    |    |    |          |    |    |          |    |            |        |    |    |        |    |    |    |     |    |    |    |    |    |    |    |    |    |    |
| δ^\text{c} | 0.27 | 0.25 | 0.39 | 0.01 |    |    |          |    |    |          |    |            |        |    |    |        |    |    |    |     |    |    |    |    |    |    |    |    |    |    |
| n        | 0.32 | 0.14 | 0.11 | 0.07 |    |    |          |    |    |          |    |            |        |    |    |        |    |    |    |     |    |    |    |    |    |    |    |    |    |    |
| t        | 0.29 | 0.33 | 0.27 | 0.18 | 0.12 | 0.11 | 0.04 |    |    |          |    |            |        |    |    |        |    |    |    |     |    |    |    |    |    |    |    |    |    |    |
| d        | 0.01 | 0.26 | 0.32 | 0.15 | 0.22 | 0.07 | 0.1  | 0.05 | 0.09 |    |    |          |        |    |    |        |    |    |    |     |    |    |    |    |    |    |    |    |    |    |
| t^\text{c} | 0.01 | 0.16 | 0.14 | 0.56 | 0.51 | 0.04 | 0.23 | 0.06 | 0.02 |    |    |          |        |    |    |        |    |    |    |     |    |    |    |    |    |    |    |    |    |    |
| d^\text{c} |      |    |    |    |    |    |        |    |    |          |    |            |        |    |    |        |    |    |    |     |    |    |    |    |    |    |    |    |    |    |
| s        | 0.04 | 0.35 | 0.41 | 0.25 |    |    |          |    |    |          |    |            |        |    |    |        |    |    |    |     |    |    |    |    |    |    |    |    |    |    |
| z        | 0.24 | 0.3  | 0.02 |    |    |    |          |    |    |          |    |            |        |    |    |        |    |    |    |     |    |    |    |    |    |    |    |    |    |    |
| s^\text{c} | 0.17 | 0.08 | 0.39 | 0.01 | 0.02 |    |    |          |    |    |          |    |            |        |    |    |        |    |    |    |     |    |    |    |    |    |    |    |    |    |    |
| l        | 0.01 | 0.02 | 0.05 | 0.03 | 0.06 | 0.04 | 0.81 | 0.19 | 0.01 | 0.06 | 0.02 | 0.01 |    |    |          |    |    |    |     |    |    |    |    |    |    |    |    |    |    |
| r        | 0.03 | 0.01 |    |    |    |    | 0.04 | 0.7  | 0.04 | 0.02 | 0.01 | 0.01 | 0.01 | 0.02 |    |          |    |    |    |     |    |    |    |    |    |    |    |    |    |    |
| j        |      |    |    |    |    |    | 0.33 | 0.24 |    |    |          |        |    |    |        |    |    |    |     |    |    |    |    |    |    |    |    |    |    |
| d_3      |      |    |    |    |    |    | 0.63 | 0.73 | 0.03 |    |          |        |    |    |        |    |    |    |     |    |    |    |    |    |    |    |    |    |    |    |
| j        | 0.02 |    | 0.01 |    |    |    | 0.72 | 0.34 | 0.22 | 0.01 | 0.01 |    |    |          |    |    |    |     |    |    |    |    |    |    |    |    |    |    |    |    |
| k        | 0.02 |    |    |    |    |    | 0.01 | 0.06 | 0.27 | 0.25 | 0.03 | 0.04 | 0.02 | 0.15 | 0.22 |    |          |    |    |    |     |    |    |    |    |    |    |    |    |    |    |
| q        |      |    |    |    |    |    | 0.01 | 0.06 | 0.06 | 0.45 | 0.25 | 0.18 | 0.18 | 0.08 | 0.13 | 0.15 | 0.16 | 0.12 | 0.15 | 0.07 | 0.1 |    |    |    |    |    |    |    |
| z        |      |    |    |    |    |    | 0.08 | 0.03 | 0.07 | 0.08 | 0.07 | 0.07 | 0.08 | 0.17 | 0.15 | 0.01 | 0.11 | 0.09 | 0.09 | 0.08 | 0.17 | 0.15 | 0.01 |    |    |    |    |    |    |
| k        |      |    |    |    |    |    | 0.06 | 0.06 | 0.13 | 0.06 | 0.01 | 0.15 | 0.06 | 0.22 |    |    |          |    |    |    |     |    |    |    |    |    |    |    |    |    |    |
| h        |      |    |    |    |    |    | 0.06 | 0.04 | 0.13 | 0.26 | 0.09 | 0.26 | 0.02 |    |    |          |    |    |    |     |    |    |    |    |    |    |    |    |    |    |
| ?        |      |    |    |    |    |    | 0.01 | 0.08 | 0.04 | 0.13 |    |    |          |    |    |          |    |    |    |     |    |    |    |    |    |    |    |    |    |    |
| h        |      |    |    |    |    |    | 0.02 | 0.05 | 0.1  | 0.07 | 0.18 | 0.14 | 0.16 | 0.23 | 0.29 |    |          |    |    |    |     |    |    |    |    |    |    |    |    |    |    |
Table 5.4 indicates the actual distance in correlation between the different consonants and at what stages the clusters are combining. Each consonant initially is its own cluster, for example in stage two in Table 5.4 cluster /θ/ combines with cluster /ð/ at a correlation percentage of 98.5%. The cluster at a later stage can add more consonants, but at a lower correlation percentage. So for the same cluster that appeared in stage 2 composed of /θ, ð/ at stage 6 it adds /ðˤ/ at a correlation percentage of 93.6%.

<table>
<thead>
<tr>
<th>Stage</th>
<th>Cluster Combined</th>
<th>Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cluster Combined</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Cluster 1</td>
<td>Cluster 2</td>
</tr>
<tr>
<td>1</td>
<td>/m/</td>
<td>/h/</td>
</tr>
<tr>
<td>2</td>
<td>/θ/</td>
<td>/ð/</td>
</tr>
<tr>
<td>3</td>
<td>/dʒ/</td>
<td>/ʃ/</td>
</tr>
<tr>
<td>4</td>
<td>/s/</td>
<td>/z/</td>
</tr>
<tr>
<td>5</td>
<td>/h/</td>
<td>/ʕ/</td>
</tr>
<tr>
<td>6</td>
<td>/θ, ð/</td>
<td>/ðˤ/</td>
</tr>
<tr>
<td>7</td>
<td>/tˤ/</td>
<td>/dˤ/</td>
</tr>
<tr>
<td>8</td>
<td>/ʃ/</td>
<td>/m/</td>
</tr>
<tr>
<td>9</td>
<td>/k/</td>
<td>/ɡ/</td>
</tr>
<tr>
<td>10</td>
<td>/t/</td>
<td>/d/</td>
</tr>
<tr>
<td>11</td>
<td>/χ, θ/</td>
<td>/h, ʕ/</td>
</tr>
<tr>
<td>12</td>
<td>/t, d/</td>
<td>/n/</td>
</tr>
<tr>
<td>13</td>
<td>/χ, θ, h, ʕ/</td>
<td>/q/</td>
</tr>
<tr>
<td>14</td>
<td>/q, χ, θ, h, ʕ/</td>
<td>/h, ʔ/</td>
</tr>
<tr>
<td>15</td>
<td>/k, ɡ/</td>
<td>/j/</td>
</tr>
<tr>
<td>16</td>
<td>/s, z/</td>
<td>/sˤ/</td>
</tr>
</tbody>
</table>

Figure 5.1 shows a dendrogram which is an application of the cluster analysis technique, indicating the possible viseme grouping for the 29 consonants in Arabic.
The dendrogram is a visual depiction of the correlation between the consonants. The dendrogram is read from left to right, consonants and clusters of consonants are joined together by vertical lines. The distance at which this merger takes place indicates how correlated the consonants in each category are. The distances shown in the dendrogram are 0–100%; that is the highest correlation is 100% and the lowest correlation is at 0%. The first step is at 100% correlation, at this step each consonant is its own cluster. The last merging step cluster solution takes place at 0% correlation, where all the consonants are merged into one cluster.

Figure 5.1 Dendrogram for Correlation between the 29 Arabic Consonants.
For example the correlation between /b/ and /m/ is very high the actual correlation is 0.999 between the two consonants this can be seen in stage 1 in Table 5.4. The vertical line connecting them on the dendrogram is near 100% on the correlation scale. While the /j/ consonant combines with the /g, k/ cluster at 0.716 correlation, this can be seen in stage 14 in Table 5.4.

Viseme groups are defined where the consonants in a cluster have a correlation which exceeds a given threshold, the thresholds assigned to define viseme groups in the literature is 75% correlation (Alothman, 2009, Owens and Blazek, 1985, Xue et al., 2004). Based on the data 13 viseme groups are formed at 75% or greater correlation (see Table 5.5). When analysing the viseme groups it can be seen that the emphatic phonemes, which are consonants that are pronounced in such a manner that the back of the tongue retracts into the pharynx, are not always visually differentiated from their non-emphatic counterpart.

<table>
<thead>
<tr>
<th>Viseme Category</th>
<th>Phonemes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>/b,m/</td>
</tr>
<tr>
<td>2</td>
<td>/f/</td>
</tr>
<tr>
<td>3</td>
<td>/w/</td>
</tr>
<tr>
<td>4</td>
<td>/θ, ð, ðˤ/</td>
</tr>
<tr>
<td>5</td>
<td>/t, d, n/</td>
</tr>
<tr>
<td>6</td>
<td>/tˤ, dˤ/</td>
</tr>
<tr>
<td>7</td>
<td>/s, z/</td>
</tr>
<tr>
<td>8</td>
<td>/sˤ/</td>
</tr>
<tr>
<td>9</td>
<td>/ʃ, dʒ/</td>
</tr>
<tr>
<td>10</td>
<td>/l/</td>
</tr>
<tr>
<td>11</td>
<td>/r/</td>
</tr>
<tr>
<td>12</td>
<td>/k, g, j/</td>
</tr>
<tr>
<td>13</td>
<td>/q, ɣ, ŋ, h, ṣ, h, ʔ/</td>
</tr>
</tbody>
</table>
For instance, the emphatic consonant is not distinguished from the non-emphatic counterpart in the dental place of articulation. That is the dental emphatic /ðˤ/ was not distinguished from the non-emphatic /ð/. However for the alveolar place of articulation the emphatic consonants were distinguished from the non-emphatic counterpart. That is /tˤ, dˤ/ from /t, d/ were distinguished from one another so were /sˤ/ from /s/. In the guttural place of articulation the emphatic /h, ʕ/ was not distinguished from the non-emphatic /h, ʔ/. The number of phonemes within a viseme category ranged from 1 phoneme to 7 phonemes. Viseme group 13 had the greatest number of phonemes which consisted of the guttural phonemes /q, χ, ʁ, h, ʔ, h, ʕ/, which are uvular, pharyngeal, and glottal consonants. The place of articulation of a uvular consonant is at the uvula as for the pharyngeal consonant it is in the pharynx, and the glottal consonant it is at the glottis. Since all of these articulations occur in the back of the mouth and are therefore not visible from the outside, then the visual cues are ambiguous and are not appropriate to differentiate between them, as was hypothesized.

5.5 Discussion

In this chapter the viseme categories containing the 29 consonants in Arabic were determined. This experiment is the only study that has identified viseme groups covering the entire range of Arabic consonants using human speech-reading. The phonemes in Arabic were classified into 13 viseme groups via speech reading by native Arabic speakers. In some viseme groups there are more than one phoneme in the same group. Although there is more than one phoneme within some viseme groups visual speech cues are still necessary for clarification of auditory confusion.
The additional information present in the visual modality can be applied to the improvement of speech perception. If a phoneme has high visual ambiguity with many other phonemes in the same viseme class, they provide less useful information about identification of the sound. Therefore it is not beneficial to use visual speech information since these sounds look the same in the visual domain. On the other hand, in the case a phoneme possesses very low visual ambiguity with only one or two phonemes within the same viseme class, in this case the visual modality would contain useful and additional information which would complement the auditory speech information.

The viseme category with the greatest number of phonemes was that comprised of the guttural sounds. They are produced in the back of the mouth and therefore difficult to visually distinguish from one another. Jiang et al. (2002) showed that among the different facial regions, the lip area (55%) was the most informative, although the cheeks (26%) and the chin (19%) also contributed significantly to visual intelligibility (Jiang et al., 2002). The variance accounted for in the visual perceptual results by the physical measures demonstrated that visual speech stimulus structure drives visual speech perception.

The results also suggest that Arabic emphatic consonants are sometimes distinguished from their non-emphatic counterparts based on place of articulation. When the place of articulation allows a greater sulcalisation of the tongue and lowering of the jaw then the observer can more readily visually distinguish an emphatic phoneme from its non-emphatic counterpart (see chapter 1 section 1.7). For the dental place of articulation the emphatic /ðˤ/ and non-emphatic /ð/ phoneme were not distinguished. The place of articulation for a dental phoneme requires that the
tongue remains between the teeth. Therefore, the jaw can only be lowered slightly when producing the emphatic dental phoneme /ðˤ/. Also to produce a dental phoneme the tongue has to remain flat to form a ‘slit-fricative’ rather than a ‘grooved fricative’. Dental fricatives are always slit rather than grooved, meaning that the air exits across the width of the tongue, not down a groove in the centre. Therefore since the /ðˤ/ is a dental phoneme then it cannot easily be sulcalised and the jaw can only be lowered slightly this would lead to the emphatic visual cues to not be prominent for this phoneme. However, for the emphatic alveolar phonemes /tˤ, dˤ, sˤ/ the movement of the jaw is more visually accessible and clear therefore the emphatic /tˤ, dˤ, sˤ/ and non-emphatic /t, d, s/ phonemes were distinguished from one another. Conversely, the uvular, pharyngeal, and glottal place of articulation is in the back of the mouth which is not visually clear and therefore it is difficult to distinguish between emphatic /h, sˤ/ and non-emphatic /h,ʔ/ phonemes.

Damien et al (2009 and 2011), classified Arabic phonemes into viseme categories based on computer analysis of geometric features of the lips. There were many similarities between the viseme categories found in this experiment and the ones Damien et al found. They also found that there was no visual differentiation between uvular, pharyngeal and glottal phonemes (Damien, 2011, Damien et al., 2009). However, they categorized Arabic constants into 10 viseme groups, while results of this experiment showed 13 viseme groups. The viseme groups 1, 2, 3, 4 and 9 (see Table 5.5) are identical to Damien et al (2011). Yet, Damien et al 2011, found no visual difference between emphatic and non emphatic counterparts. This might be due to Damien et al using a different type of dialect Lebanese Arabic where the participants of this study were from Saudi Arabia. Like any language; Arabic
dialect varies from one country to another. The differences in results may be explained further by their method of grouping the visemes. They did not use any listeners but instead they grouped the phonemes based on calculations using four geometric measures of the lips. Using computer analysis of the visual cues might have overlooked certain visual parameters used by humans such as the cheeks and chin (Jiang et al., 2002). Moreover in computer analysis of visual speech Abry and Boë (1986) recommend a set of eight parameters (Abry and Boë, 1986), while Damien et al (2011) only used 4. Ouni and Ouni (2007) also investigated visual speech for some Arabic consonants. They found that Arabic native speakers could visually distinguish between some pairs of emphatic and non-emphatic Arabic phonemes. Similar to the results of this experiment they found that the emphatic consonants at the alveolar place of articulation were distinguished from the non-emphatic counterpart. That is /sˤ/ from /s/ were distinguished from one another so where / tˤ/ from /t/.

5. 5.1 Developmental Issues

Teinonen et al. (2008) have explored the significance of visual speech components in speech development. They investigated whether phoneme discrimination can be enhanced by seen articulations. In other words, they examined whether seen articulations play any role in learning of phonetic categories. In their experiment, 6-month-old infants were exposed to speech sounds within the continuum between /ba/ and /da/. The first group were presented with auditory-visual articulation of a /ba/ or /da/. The second group was presented with auditory only speech sounds.
Their results showed that the infants who were presented with both auditory and visual cues were significantly better in discriminating the /ba/-/da/ contrast compared to the infants who were only presented auditory cues. Their conclusion was that visual speech cues improve phoneme discrimination and visual speech cues might also contribute to the learning of phoneme boundaries during infancy (Teinonen et al., 2008).

Additionally, some studies have shown that in Arabic emphatic and guttural phonemes are acquired later in speech development (Amayreh, 2003, Amayreh and Dyson, 1998). Since speech is auditory and visual, the phoneme with the greater number of cues would be more readily accessible to the child during speech development. The results of this experiment suggest that guttural and emphatic phonemes have visual cues that are more ambiguous and therefore this could explain why they are acquired later in development. It would seem that visual saliency of phonemes influences the age of acquisition.

5.5.2 Crosslinguistic Issues

Due to there being different phonemes in Arabic compared to English there was a different number of phonemes in some of the groups (see Table 5.6). For the viseme group 1 /b, m/ Arabic had less number of phonemes compared to English which has /b, p, m/. Also for the viseme group 2 Arabic had /f/ while English had /f, v/. However, for viseme group 4 Arabic had /θ, ð, ðˤ/ while English has only /θ, ð/. Furthermore, the largest number of phonemes within a viseme group in Arabic is 7 phonemes, while in English the largest number of phonemes within a viseme group
is only 4. When Arabic viseme categories are compared to English viseme categories at 75% correlation Arabic was found to have more categories, 13 compared to 10 in English (Bozkurt et al., 2007). These results support the hypothesis that Arabic has more visual ambiguity for guttural phonemes compared to English.

Table 5.6 Viseme categories for English consonants (Bozkurt et al., 2007) and Arabic consonants.

<table>
<thead>
<tr>
<th>Viseme Category</th>
<th>Phonemes</th>
<th>Viseme Category</th>
<th>Phonemes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>/p, b, m/</td>
<td>1</td>
<td>/b, m/</td>
</tr>
<tr>
<td>2</td>
<td>/f, v/</td>
<td>2</td>
<td>/f/</td>
</tr>
<tr>
<td>3</td>
<td>/w/</td>
<td>3</td>
<td>/w/</td>
</tr>
<tr>
<td>4</td>
<td>/θ, ð, ðˤ/</td>
<td>4</td>
<td>/θ, ð, ðˤ/</td>
</tr>
<tr>
<td>5</td>
<td>/t, d, n, l/</td>
<td>5</td>
<td>/t, d, n/</td>
</tr>
<tr>
<td>6</td>
<td>/s, z/</td>
<td>6</td>
<td>/tˤ, dˤ/</td>
</tr>
<tr>
<td>7</td>
<td>/ʃ, dʒ/</td>
<td>7</td>
<td>/s, z/</td>
</tr>
<tr>
<td>8</td>
<td>/r/</td>
<td>8</td>
<td>/ʃ, dʒ/</td>
</tr>
<tr>
<td>9</td>
<td>/j/</td>
<td>9</td>
<td>/ʃ, dʒ/</td>
</tr>
<tr>
<td>10</td>
<td>/k, ɡ, h/</td>
<td>10</td>
<td>/l/</td>
</tr>
<tr>
<td>11</td>
<td>/r/</td>
<td>11</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>/k, ɡ, j/</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>/q, ɣ, ɣˤ, h, ɣ, h, ʔ/</td>
<td>13</td>
<td></td>
</tr>
</tbody>
</table>

The results also confirm that Arabic listeners can at times detect emphatic from non-emphatic counterparts. These findings might help to explain the results from the first experiment where Arabic listeners had a decrease in auditory-visual integration as measured by the percentage of the McGurk effect compared to English listeners. The increase in visual ambiguity for guttural phonemes in Arabic might then lead to a decrease in predictive power of visual mental representations for guttural phonemes.
due to there being more phonemes within this group in Arabic compared to English. This would lead to a more difficult visual perception of guttural phonemes for Arabic listeners compared to English listeners. This decrease in auditory-visual integration might suggest a shift in weighting between Arabic and English listeners; where for Arabic listeners less weight is put on visual cues for guttural phonemes due to an increase in visual ambiguity within their native language as compared to English listeners. Furthermore some Arabic emphatic phonemes were found to be visual distinguishable from their non-emphatic counterpart; this would lead to emphatic visual cues to be a feature within the visual mental representations of Arabic listeners. This would explain why in experiment one Arabic listeners sometimes perceived an emphatic phoneme during auditory-visual integration, while English listeners never did.

The present study determined the viseme groups of Arabic consonants and that emphatic and guttural phonemes lead to an increase in the number of phonemes within some viseme groups. To further analyse this, in the following chapter a fourth experiment was conducted to compare the percentage of visual influence in a McGurk paradigm across the 13 viseme groups of Arabic. This would help to evaluate whether visual ambiguity within the viseme group leads to a decrease in visual influence during auditory-visual speech perception.
Chapter 6

Visual Speech Effect in Arabic

6.1 Introduction

In experiment 3 (chapter 5), the viseme categories for all 29 consonants in Arabic were identified (see Table 6.1). Results indicated that Arabic has 13 viseme categories compared to 10 in English and that the largest number of phonemes within a viseme group in Arabic is 7 phonemes, while in English the largest number of phonemes within a viseme group is only 4. The question that arose was whether this increase in visual ambiguity found in Arabic compared to English could assist in explaining the results found in the first experiment in chapter 3. The findings from that experiment indicated a decrease in auditory-visual integration measured by the percentage of the McGurk effect for Arabic participants compared to English participant. This reduction in the McGurk percentage in Arabic participants seemed to be due to a decrease reliance on visual speech cues compared to English participants.

Although the results of the third experiment in chapter 5 showed comparatively large viseme categories which suggest more visual ambiguity in Arabic it is now necessary to evaluate if this visual ambiguity specifically affects auditory-visual integration during speech perception. Consequently, the main rationale for conducting the next experiment is based on the following considerations. First of all, since auditory cues appear to be dominant in speech perception for Arabic, it is assumed that the weighting between auditory and visual cues in speech perception
Table 6.1 Viseme Categories for 29 Arabic Consonants

<table>
<thead>
<tr>
<th>Viseme Group</th>
<th>Phonemes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>/b, m/</td>
</tr>
<tr>
<td>2</td>
<td>/l/</td>
</tr>
<tr>
<td>3</td>
<td>/w/</td>
</tr>
<tr>
<td>4</td>
<td>/θ, ð, ðˤ/</td>
</tr>
<tr>
<td>5</td>
<td>/t, d, n/</td>
</tr>
<tr>
<td>6</td>
<td>/tˤ, dˤ/</td>
</tr>
<tr>
<td>7</td>
<td>/s, z/</td>
</tr>
<tr>
<td>8</td>
<td>/ʃ, dʒ/</td>
</tr>
<tr>
<td>9</td>
<td>/l/</td>
</tr>
<tr>
<td>10</td>
<td>/r/</td>
</tr>
<tr>
<td>11</td>
<td>/q, χ, ʁ, ħ, ʔ/</td>
</tr>
<tr>
<td>12</td>
<td>/k, q, j/</td>
</tr>
<tr>
<td>13</td>
<td>/q, χ, ʁ, h, ʕ, h, ʔ/</td>
</tr>
</tbody>
</table>

could have an effect on auditory-visual integration of speech. Since some of the visual cues have been demonstrated to be more ambiguous than others in Arabic, the consequent question was what their role in auditory-visual integration is. Thus, experiment four was conducted using the McGurk effect to investigate whether visual ambiguity of phonemes affects auditory-visual integration of speech. The hypothesis proposed in this thesis is that visual ambiguity of a phoneme will lead to less auditory-visual integration during speech perception, measured by a reduced McGurk response percentage. Resulting in greater reliance on auditory cues and auditory-visual speech perception is influenced by visual speech features specific to the native language.

The hypothesis will be tested by comparing the auditory-visual integration responses across the different viseme groups in Arabic. In this experiment the effect of visemes
with low levels of visual ambiguity (4 or less phonemes within the group) was compared to phonemes from groups with a high level of visual ambiguity (more than 4 phonemes within the group) on the McGurk effect. Additionally, emphatic visual cues in Arabic were evaluated to investigate if they influence auditory-visual speech perception. Moreover, place of the auditory stimulus were evaluated to investigate whether it affected auditory-visual integration of speech.

6.2 Aim and Objectives

The aim of this experiment is to assess the effect of visual cues of phonemes across the 13 viseme categories in Arabic on the McGurk effect.

The specific objectives are:

1. To evaluate whether the visual ambiguity of phonemes in Arabic affects the percentage of visually influenced responses (visual correct, McGurk, combination). The rationale for this is that if visual ambiguity of speech cues influences the weighting between auditory and visual cues during speech perception, then the role of highly ambiguous visemes in speech perception would be expected to be quite low, because the mental representations will be more tuned to the auditory cues rather than these highly ambiguous visual phonemes. On the other hand, viseme groups which are unambiguous have distinct visual mental representations that are more dominant during speech
perception. Consequently, it is expected that the phonemes in the largest viseme group will have the smallest visually influenced response percentage.

2. To compare the influence of the auditory stimulus bilabial /b/ and alveolar /l/ on auditory-visual integration of speech. It is expected that the place of articulation of the auditory stimulus would influence the type of response category during auditory-visual integration of speech (whether McGurk or combination response). However, it is expected that for both auditory /b/ and /l/ the more ambiguous the visual stimulus is the less impact it will have on auditory-visual speech perception.

### 6.3 Method

In this experiment the effect of visual phonemes from groups with a low level of visual ambiguity (4 or less phonemes within the group) was compared to phonemes from groups with a high level of visual ambiguity (more than 4 phonemes within the group) on auditory-visual integration during speech perception. This experiment is a within participant design with an auditory-visual identification task using the McGurk effect. The auditory consonants that were used are /b/ and /l/ as they produce the largest McGurk effect (Jiang and Bernstein, 2011). The visual consonants were all 29 consonants of Arabic (see Table 6.2). The vowel used was the /a/ vowel as it leads to the greatest visual impact in Arabic (Ouni and Ouni,
2007). The stimuli were in the form of a consonant vowel (CV) syllable to control for co-articulation affects.

Table 6.2 Arabic Consonants used as Visual Stimuli (‘emphatic)

<table>
<thead>
<tr>
<th>Consonant</th>
<th>Visual</th>
<th>Place of Articulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bilabial</td>
<td></td>
<td>Labiodental</td>
</tr>
<tr>
<td>Nasal</td>
<td>Voiced</td>
<td>Non-Emphatic</td>
</tr>
<tr>
<td>Stop</td>
<td>Voiced</td>
<td>Non-Emphatic</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Emphatic</td>
</tr>
<tr>
<td></td>
<td>Voiced</td>
<td>Non-Emphatic</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Emphatic</td>
</tr>
<tr>
<td>Fricative</td>
<td>Voiced</td>
<td>Non-Emphatic</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Emphatic</td>
</tr>
<tr>
<td></td>
<td>Voiced</td>
<td>Non-Emphatic</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Emphatic</td>
</tr>
<tr>
<td>Affricate</td>
<td>Voiced</td>
<td>Non-Emphatic</td>
</tr>
<tr>
<td>Approximant</td>
<td>Voiced</td>
<td>Central</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Labial</td>
</tr>
</tbody>
</table>

6.3.1 Participants

For a power of 80% and a significance level of 5% with a medium effect size 0.25 (Cohen, 1988) a sample size of 46 was estimated. The participants were 46 adults, ages between 20 to 50 years with a mean age of 32 years (SD= 6.8 years; 27 women and 19 men) native listeners of Arabic. To control for dialect differences, all the participants were from Riyadh, Saudi Arabia. All participants reported normal or corrected-to-normal vision. A routine hearing screening was performed on all the participants to ensure normal hearing within a 20 dBHL for octave frequencies
between 500Hz to 4000Hz. None of the participants had a hearing problem thus all participants were included in the analysis. All participants gave their written informed consent to take part in the study, and the study was approved by the School of Healthcare Research Ethics Committee, University of Leeds, United Kingdom and by the local committee at the Department of Rehabilitation Sciences, in the Applied Medical Sciences College, King Saud University, Saudi Arabia.

6.3.2 Stimuli

6.3.2.1 Stimulus Generation

To control for speaker effects, stimuli were recorded from two individuals. Furthermore, to obtain the same dialect as the participants; materials were recorded from native Arabic Saudi adults living in Riyadh (one woman and one man). The video and auditory recordings were made using the same procedure described in experiment one (see chapter 3 section 3.3.2.1). The mean SPL was 70.61 dB (SD=1.34 dB), a t-test indicated that there was no significant difference between the SPL values of all the stimuli by the 2 speakers (p= 0.86, t = .03, df = 162). A sound calibrator (Brue and Kjaer-4231) which conforms to EN/IEC 60942 Class LS and Class 1, and ANSI S1.40-1984 was used to calibrate the measurement system.
6.3.2.2 Auditory-Visual Stimulus Alignment

Adobe Premiere Elements 9 Software (Adobe, 2010) was used to generate congruent and incongruent auditory-visual stimuli following the same method as in experiment one (see chapter 3 section 3.3.2.2). For each of the two speakers 29 congruent stimuli were generated as controls and 56 incongruent stimuli (see Table 6.3-6.5); therefore there were 85 stimuli generated for each of the two speakers.

In each block there were 170 auditory-visual CV syllables ([29 congruent stimuli + 56 incongruent stimuli] x 2 native speakers = 170 stimuli). There were 3 blocks of stimuli with 170 CV syllables including both of the two speakers randomized within a block. Each session consisted of 510 trials (170 stimuli x 3 blocks) therefore there were 6 presentations for each stimulus.
Table 6.3 Congruent stimuli

<table>
<thead>
<tr>
<th>Number</th>
<th>Auditory Stimuli</th>
<th>Visual Stimuli</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>/ma/</td>
<td>/ma/</td>
</tr>
<tr>
<td>2</td>
<td>/ba/</td>
<td>/ba/</td>
</tr>
<tr>
<td>3</td>
<td>/wa/</td>
<td>/wa/</td>
</tr>
<tr>
<td>4</td>
<td>/fa/</td>
<td>/fa/</td>
</tr>
<tr>
<td>5</td>
<td>/θa/</td>
<td>/θa/</td>
</tr>
<tr>
<td>6</td>
<td>/ða/</td>
<td>/ða/</td>
</tr>
<tr>
<td>7</td>
<td>/ðˤa/</td>
<td>/ðˤa/</td>
</tr>
<tr>
<td>8</td>
<td>/na/</td>
<td>/na/</td>
</tr>
<tr>
<td>9</td>
<td>/ta/</td>
<td>/ta/</td>
</tr>
<tr>
<td>10</td>
<td>/tˤa/</td>
<td>/tˤa/</td>
</tr>
<tr>
<td>11</td>
<td>/da/</td>
<td>/da/</td>
</tr>
<tr>
<td>12</td>
<td>/dˤa/</td>
<td>/dˤa/</td>
</tr>
<tr>
<td>13</td>
<td>/sa/</td>
<td>/sa/</td>
</tr>
<tr>
<td>14</td>
<td>/sˤa/</td>
<td>/sˤa/</td>
</tr>
<tr>
<td>15</td>
<td>/za/</td>
<td>/za/</td>
</tr>
<tr>
<td>16</td>
<td>/la/</td>
<td>/la/</td>
</tr>
<tr>
<td>17</td>
<td>/ra/</td>
<td>/ra/</td>
</tr>
<tr>
<td>18</td>
<td>/fa/</td>
<td>/fa/</td>
</tr>
<tr>
<td>19</td>
<td>/dʒa/</td>
<td>/dʒa/</td>
</tr>
<tr>
<td>20</td>
<td>/ja/</td>
<td>/ja/</td>
</tr>
<tr>
<td>21</td>
<td>/ka/</td>
<td>/ka/</td>
</tr>
<tr>
<td>22</td>
<td>/qa/</td>
<td>/qa/</td>
</tr>
<tr>
<td>23</td>
<td>/qˤa/</td>
<td>/qˤa/</td>
</tr>
<tr>
<td>24</td>
<td>/χa/</td>
<td>/χa/</td>
</tr>
<tr>
<td>25</td>
<td>/ra/</td>
<td>/ra/</td>
</tr>
<tr>
<td>26</td>
<td>/ha/</td>
<td>/ha/</td>
</tr>
<tr>
<td>27</td>
<td>/ʕa/</td>
<td>/ʕa/</td>
</tr>
<tr>
<td>28</td>
<td>/ʔa/</td>
<td>/ʔa/</td>
</tr>
<tr>
<td>29</td>
<td>/ha/</td>
<td>/ha/</td>
</tr>
</tbody>
</table>
Table 6.4 Incongruent stimuli auditory /ba/

<table>
<thead>
<tr>
<th>Number</th>
<th>Auditory Stimuli</th>
<th>Visual Stimuli</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>/ba/</td>
<td>/ma/</td>
</tr>
<tr>
<td>2</td>
<td>/ba/</td>
<td>/wa/</td>
</tr>
<tr>
<td>3</td>
<td>/ba/</td>
<td>/fa/</td>
</tr>
<tr>
<td>4</td>
<td>/ba/</td>
<td>/θa/</td>
</tr>
<tr>
<td>5</td>
<td>/ba/</td>
<td>/ða/</td>
</tr>
<tr>
<td>6</td>
<td>/ba/</td>
<td>/ðˤa/</td>
</tr>
<tr>
<td>7</td>
<td>/ba/</td>
<td>/na/</td>
</tr>
<tr>
<td>8</td>
<td>/ba/</td>
<td>/ta/</td>
</tr>
<tr>
<td>9</td>
<td>/ba/</td>
<td>/tˤa/</td>
</tr>
<tr>
<td>10</td>
<td>/ba/</td>
<td>/da/</td>
</tr>
<tr>
<td>11</td>
<td>/ba/</td>
<td>/dˤa/</td>
</tr>
<tr>
<td>12</td>
<td>/ba/</td>
<td>/sa/</td>
</tr>
<tr>
<td>13</td>
<td>/ba/</td>
<td>/sˤa/</td>
</tr>
<tr>
<td>14</td>
<td>/ba/</td>
<td>/za/</td>
</tr>
<tr>
<td>15</td>
<td>/ba/</td>
<td>/la/</td>
</tr>
<tr>
<td>16</td>
<td>/ba/</td>
<td>/ra/</td>
</tr>
<tr>
<td>17</td>
<td>/ba/</td>
<td>/ʃa/</td>
</tr>
<tr>
<td>18</td>
<td>/ba/</td>
<td>/dʒa/</td>
</tr>
<tr>
<td>19</td>
<td>/ba/</td>
<td>/ja/</td>
</tr>
<tr>
<td>20</td>
<td>/ba/</td>
<td>/ka/</td>
</tr>
<tr>
<td>21</td>
<td>/ba/</td>
<td>/qa/</td>
</tr>
<tr>
<td>22</td>
<td>/ba/</td>
<td>/qˤa/</td>
</tr>
<tr>
<td>23</td>
<td>/ba/</td>
<td>/ qa/</td>
</tr>
<tr>
<td>24</td>
<td>/ba/</td>
<td>/xa/</td>
</tr>
<tr>
<td>25</td>
<td>/ba/</td>
<td>/ha/</td>
</tr>
<tr>
<td>26</td>
<td>/ba/</td>
<td>/xa/</td>
</tr>
<tr>
<td>27</td>
<td>/ba/</td>
<td>/ʔa/</td>
</tr>
<tr>
<td>28</td>
<td>/ba/</td>
<td>/ha/</td>
</tr>
</tbody>
</table>
Table 6.5 Incongruent stimuli auditory /la/

<table>
<thead>
<tr>
<th>Number</th>
<th>Auditory Stimuli</th>
<th>Visual Stimuli</th>
</tr>
</thead>
<tbody>
<tr>
<td>29</td>
<td>/la/</td>
<td>/ma/</td>
</tr>
<tr>
<td>30</td>
<td>/la/</td>
<td>/ba/</td>
</tr>
<tr>
<td>31</td>
<td>/la/</td>
<td>/wa/</td>
</tr>
<tr>
<td>32</td>
<td>/la/</td>
<td>/.ta/</td>
</tr>
<tr>
<td>33</td>
<td>/la/</td>
<td>/θa/</td>
</tr>
<tr>
<td>34</td>
<td>/la/</td>
<td>/ða/</td>
</tr>
<tr>
<td>35</td>
<td>/la/</td>
<td>/ðˤa/</td>
</tr>
<tr>
<td>36</td>
<td>/la/</td>
<td>/na/</td>
</tr>
<tr>
<td>37</td>
<td>/la/</td>
<td>/ña/</td>
</tr>
<tr>
<td>38</td>
<td>/la/</td>
<td>/tˤa/</td>
</tr>
<tr>
<td>39</td>
<td>/la/</td>
<td>/da/</td>
</tr>
<tr>
<td>40</td>
<td>/la/</td>
<td>/dˤa/</td>
</tr>
<tr>
<td>41</td>
<td>/la/</td>
<td>/sa/</td>
</tr>
<tr>
<td>42</td>
<td>/la/</td>
<td>/sˤa/</td>
</tr>
<tr>
<td>43</td>
<td>/la/</td>
<td>/za/</td>
</tr>
<tr>
<td>44</td>
<td>/la/</td>
<td>/ra/</td>
</tr>
<tr>
<td>45</td>
<td>/la/</td>
<td>/ʃa/</td>
</tr>
<tr>
<td>46</td>
<td>/la/</td>
<td>/dʒa/</td>
</tr>
<tr>
<td>47</td>
<td>/la/</td>
<td>/ja/</td>
</tr>
<tr>
<td>48</td>
<td>/la/</td>
<td>/ka/</td>
</tr>
<tr>
<td>49</td>
<td>/la/</td>
<td>/ɡa/</td>
</tr>
<tr>
<td>50</td>
<td>/la/</td>
<td>/qˤa/</td>
</tr>
<tr>
<td>51</td>
<td>/la/</td>
<td>/ʔa/</td>
</tr>
<tr>
<td>52</td>
<td>/la/</td>
<td>/wa/</td>
</tr>
<tr>
<td>53</td>
<td>/la/</td>
<td>/ka/</td>
</tr>
<tr>
<td>54</td>
<td>/la/</td>
<td>/sˤa/</td>
</tr>
<tr>
<td>55</td>
<td>/la/</td>
<td>/ʔa/</td>
</tr>
<tr>
<td>56</td>
<td>/la/</td>
<td>/ha/</td>
</tr>
</tbody>
</table>
6.3.3 Procedure

Participants were tested individually in a sound proof room situated at the School of Rehabilitation Sciences, King Saud University, Riyadh Saudi Arabia. Each participant took part in one session which lasted about one hour and a half. Participants were given a 5 minute break after each block (approximately every 15 minutes). Participants were seated about 70 cm from a 15 inch laptop screen and listened to the speech stimuli through Circumaural headphones (Sennheiser HD438) at normal conversational level of 70dB SPL. The participants were at a 0° angle to the laptop screen while the experimenter was at a 90° angle to the laptop screen. On each trial participants were asked to watch the face of the talker on the laptop screen whilst listening to the output from the headphones and then identify the consonant or consonants that were heard. The researcher ensured throughout the session that the participant was looking directly at the screen. Following the presentation of verbal instructions, the participants were given a short practice session of 5 trials to familiarize themselves with the protocol.

SuperLab presentation software (Version 4.5, Cedrus Corporation, 2009) was used to present the stimuli in a random order and record the participants’ response, so if they heard /ba/ they would type “ba” using the keyboard in the response screen. The two speakers and stimuli were randomized within each block where, neither experimenter nor participant knew which stimuli were incongruent and which were congruent. Each trial consisted of a short video clip (5 sec) of a person saying the experimental stimuli. After the participant presses the “Enter” key a new trial was presented, the testing was self-paced.
6.3.4 Analysis

In chapter 5, 13 Arabic viseme categories were identified. Phonemes within a viseme category are visually indistinguishable from one another, therefore the responses within each of the 13 Arabic viseme categories were averaged together. To evaluate the visual effect of the phoneme on speech perception the responses were categorized into four categories; auditory (e.g., the response to $A/ba/ + V/ka/$ was $/ba/$), visual (e.g., the response to $A/ba/ + V/ka/$ was $/ka/$), combination (e.g., the response to $A/ba/ + V/ka/$ was $/bka/$) and fusion (e.g., the response to $A/ba/ + V/ka/$ was $/bka/$). Any response other than auditory indicated influence of the visual phoneme. For a response to be considered a McGurk response it must be a response that is not the same as the auditory or any of the visual signals within the viseme category. For example if the response to $A/ba/ + V/ka/$ was $/ga/$ it would not be considered a McGurk response since $/g/$ and $/k/$ are within the same viseme category (i.e. they are not visually distinguishable).

The effect of viseme group on the presence of a visual influenced response during speech perception was investigated using a binary logistic multiple regression model. Visual, McGurk, and combination responses were considered a visual influenced response (Jiang and Bernstein, 2011). Only an auditory response was considered unaffected by the visual stimuli. Binary logistic multiple regression is a statistical technique which measures the relationship between a categorical dependent variable (visual influenced response) and several independent variables (13 viseme groups). The dependent variable for the model was visual influenced response (1=present and 0 not present) and predictors were the 13 Arabic viseme groups.
The odds ratio was measured for each of the 13 viseme groups. The odds ratio in logistic regression can be interpreted as the measure of a ratio of effect size of the predictor on an outcome compared to the effect size of the other predictors. In this experiment, odds ratio is measuring the ratio of effect size of each viseme group on the percentage of visual influenced responses compared to the effect size of the other viseme groups. The odds ratio can range from 0 to infinity, the higher the odds ratio is for a viseme group the greater the effect of the visual stimuli is in that group on auditory-visual speech perception. Therefore if one viseme group has an odds ratio of 3 and the other of 2, then the phonemes in the latter viseme group has less visual effect during auditory-visual speech perception compared to the phonemes in the other viseme group.

6.4 Results

6.4.1 Auditory /ba/

Tables 6.6, 6.7 and 6.8 show the proportion of responses for auditory /ba/ across the 13 viseme categories. The mean response category proportions for auditory /ba/ were auditory correct 0.4, visual correct 0.24, and McGurk response 0.36. For the auditory /ba/ stimulus set there were no combination responses. The guttural viseme group /q, ʁ, χ, h, ʕ, h,ʔ/ had the largest auditory response (64%) and viseme group /f/ had the smallest auditory response (26%).
Table 6.6 Viseme groups ordered from largest to smallest for Auditory responses for Auditory /ba/.

<table>
<thead>
<tr>
<th>Viseme Group</th>
<th>Auditory Response</th>
</tr>
</thead>
<tbody>
<tr>
<td>/q, ʁ, h, ḫ, h, ʔ/</td>
<td>0.64</td>
</tr>
<tr>
<td>/w/</td>
<td>0.58</td>
</tr>
<tr>
<td>/k, q, j/</td>
<td>0.54</td>
</tr>
<tr>
<td>/ʃ, dʒ/</td>
<td>0.47</td>
</tr>
<tr>
<td>/r/</td>
<td>0.46</td>
</tr>
<tr>
<td>/s/</td>
<td>0.37</td>
</tr>
<tr>
<td>/s, z/</td>
<td>0.35</td>
</tr>
<tr>
<td>/tˤ, dˤ/</td>
<td>0.32</td>
</tr>
<tr>
<td>/l/</td>
<td>0.31</td>
</tr>
<tr>
<td>/θ, ð, ðˤ/</td>
<td>0.28</td>
</tr>
<tr>
<td>/t, d, n/</td>
<td>0.27</td>
</tr>
<tr>
<td>/ʃ/</td>
<td>0.26</td>
</tr>
<tr>
<td>Average</td>
<td>0.4</td>
</tr>
</tbody>
</table>

Table 6.7 Viseme groups ordered from largest to smallest for Visual responses for Auditory /ba/.

<table>
<thead>
<tr>
<th>Viseme Group</th>
<th>Visual Response</th>
</tr>
</thead>
<tbody>
<tr>
<td>/ʃ/</td>
<td>0.74</td>
</tr>
<tr>
<td>/t, d, n/</td>
<td>0.63</td>
</tr>
<tr>
<td>/tˤ, dˤ/</td>
<td>0.54</td>
</tr>
<tr>
<td>/θ, ð, ðˤ/</td>
<td>0.33</td>
</tr>
<tr>
<td>/w/</td>
<td>0.19</td>
</tr>
<tr>
<td>/ʃ, dʒ/</td>
<td>0.13</td>
</tr>
<tr>
<td>/l/</td>
<td>0.11</td>
</tr>
<tr>
<td>/r/</td>
<td>0.09</td>
</tr>
<tr>
<td>/q, ʁ, h, ḫ, h, ʔ/</td>
<td>0.06</td>
</tr>
<tr>
<td>/s, z/</td>
<td>0</td>
</tr>
<tr>
<td>/sˤ/</td>
<td>0</td>
</tr>
<tr>
<td>/k, q, j/</td>
<td>0</td>
</tr>
</tbody>
</table>
Table 6.8 Viseme groups ordered from largest to smallest for McGurk responses for Auditory /ba/.

<table>
<thead>
<tr>
<th>Viseme Group</th>
<th>McGurk Response</th>
</tr>
</thead>
<tbody>
<tr>
<td>/s, z/</td>
<td>0.65</td>
</tr>
<tr>
<td>/ sˤ/</td>
<td>0.63</td>
</tr>
<tr>
<td>/l/</td>
<td>0.58</td>
</tr>
<tr>
<td>/k, g, j/</td>
<td>0.46</td>
</tr>
<tr>
<td>/r/</td>
<td>0.45</td>
</tr>
<tr>
<td>/θ, ð, ðˤ/</td>
<td>0.39</td>
</tr>
<tr>
<td>/ʃ, dʒ/</td>
<td>0.4</td>
</tr>
<tr>
<td>/q, χ, ʁ, h, s, h, ʔ/</td>
<td>0.3</td>
</tr>
<tr>
<td>/w/</td>
<td>0.23</td>
</tr>
<tr>
<td>/tˤ, dˤ/</td>
<td>0.14</td>
</tr>
<tr>
<td>/t, d, n/</td>
<td>0.1</td>
</tr>
<tr>
<td>/l/</td>
<td>0</td>
</tr>
<tr>
<td>Average</td>
<td>0.36</td>
</tr>
</tbody>
</table>

On inspection it can be seen that in Figure 6.1 and 6.2 that the viseme group /l/ had the greatest visual responses (74%) and the greatest number of McGurk responses was the viseme group /s,z/ (65%). The McGurk responses were /da/ at 84%, /ða/ at 8.7% and /tˤa/ at 7.3%. Only four viseme groups had McGurk responses other than /da/ they are viseme groups /t, d, n/, /z/ /ʃ, dʒ/ and /q, χ, ʁ, h, s, h, ʔ/ (see Figure 6.3).
Figure 6.1 Categorized responses (auditory correct, visual correct, and McGurk) shown proportions by Arabic viseme groups 2-7 (y-axis) for Auditory /ba/.

Figure 6.2 Categorized responses (auditory correct, visual correct, and McGurk) shown proportions by Arabic viseme groups 8-13 (y-axis) for Auditory /ba/.
Figure 6.3 Categorized McGurk responses (/da/, /dˤa/, and /ða/) shown as proportions by viseme group (y-axis) for Auditory /ba/.

Table 6.9 displays the odds ratio for each of the viseme groups with the significance level. For auditory /ba/, the visual influence of the viseme groups was significant (p<0.001). The largest odds ratio (6.64) for producing a visual influenced response, that is sum of visual and McGurk responses, was for viseme group /f/ and the smallest odds ratio (1.00) for producing a visual response was for viseme group /q, χ, ν, h, ʕ, h, ʔ/. This means the phoneme in viseme group /f/ is 6.64 times more likely to influence a visual response during auditory-visual speech perception than phonemes in viseme group /q, χ, ν, h, ʕ, h, ʔ/.
Table 6.9 Odds Ratio for the Viseme groups with auditory /ba/.

<table>
<thead>
<tr>
<th>Viseme</th>
<th>Phonemes</th>
<th>Significance</th>
<th>Odds Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>/f/</td>
<td>&lt;0.001</td>
<td>6.64</td>
</tr>
<tr>
<td>3</td>
<td>/w/</td>
<td>0.02</td>
<td>1.99</td>
</tr>
<tr>
<td>4</td>
<td>/θ, ð, ðˤ/</td>
<td>&lt;0.001</td>
<td>6.2</td>
</tr>
<tr>
<td>5</td>
<td>/t, d, n/</td>
<td>&lt;0.001</td>
<td>6.5</td>
</tr>
<tr>
<td>6</td>
<td>/tˤ, dˤ/</td>
<td>&lt;0.001</td>
<td>4.52</td>
</tr>
<tr>
<td>7</td>
<td>/s, z/</td>
<td>&lt;0.001</td>
<td>4.19</td>
</tr>
<tr>
<td>8</td>
<td>/sˤ/</td>
<td>&lt;0.001</td>
<td>4.01</td>
</tr>
<tr>
<td>9</td>
<td>/ʃ, j/</td>
<td>&lt;0.001</td>
<td>3.37</td>
</tr>
<tr>
<td>10</td>
<td>/l/</td>
<td>&lt;0.001</td>
<td>5.97</td>
</tr>
<tr>
<td>11</td>
<td>/ɾ/</td>
<td>&lt;0.001</td>
<td>3.43</td>
</tr>
<tr>
<td>12</td>
<td>/k, ɡ, j/</td>
<td>0.001</td>
<td>2.74</td>
</tr>
<tr>
<td>13</td>
<td>/q, ŋ, ɡ, h, ʃ, h, ʔ/</td>
<td>&lt;0.001</td>
<td>1</td>
</tr>
</tbody>
</table>

6.4.2 Auditory /la/

Table 6.10 shows the proportion of responses for auditory /la/ across the 13 viseme categories. The overall response category proportions for auditory /la/ were auditory correct 0.75 and combination 0.25. For the auditory /la/ stimulus set there were no visual or McGurk responses. The guttural viseme group /q, ŋ, ɡ, h, ʃ, h, ʔ/ had the largest auditory response percentage (96%) and viseme group /ʃ/ had the smallest auditory response percentage (49%).
Table 6.10 Viseme groups ordered from largest to smallest for Auditory and Combination responses for Auditory /a/.

<table>
<thead>
<tr>
<th>Viseme Group</th>
<th>Auditory Response</th>
<th>Viseme Group</th>
<th>Combination Response</th>
</tr>
</thead>
<tbody>
<tr>
<td>/q, ɣ, ʁ, h, ʕ, h,ʔ/</td>
<td>0.96</td>
<td>/b,m/</td>
<td>0.47</td>
</tr>
<tr>
<td>/k, ɣ, j/</td>
<td>0.88</td>
<td>/f/</td>
<td>0.51</td>
</tr>
<tr>
<td>/r/</td>
<td>0.88</td>
<td>/w/</td>
<td>0.43</td>
</tr>
<tr>
<td>/t, d, n/</td>
<td>0.87</td>
<td>/ʃ, dʒ/</td>
<td>0.39</td>
</tr>
<tr>
<td>/tˤ, dˤ/</td>
<td>0.86</td>
<td>/0, ə, əˤ/</td>
<td>0.28</td>
</tr>
<tr>
<td>/sˤ/</td>
<td>0.85</td>
<td>/s, z/</td>
<td>0.17</td>
</tr>
<tr>
<td>/s, z/</td>
<td>0.83</td>
<td>/ʃ, dʒ/</td>
<td>0.15</td>
</tr>
<tr>
<td>/0, ə, əˤ/</td>
<td>0.72</td>
<td>/r, dˤ/</td>
<td>0.14</td>
</tr>
<tr>
<td>/ʃ, dʒ/</td>
<td>0.61</td>
<td>/t, d, n/</td>
<td>0.13</td>
</tr>
<tr>
<td>/w/</td>
<td>0.57</td>
<td>/r/</td>
<td>0.12</td>
</tr>
<tr>
<td>/b,m/</td>
<td>0.53</td>
<td>/k, ɣ, j/</td>
<td>0.12</td>
</tr>
<tr>
<td>/f/</td>
<td>0.49</td>
<td>/q, ɣ, ʁ, h, ʕ, h,ʔ/</td>
<td>0.04</td>
</tr>
<tr>
<td>Average</td>
<td>0.75</td>
<td>Average</td>
<td>0.25</td>
</tr>
</tbody>
</table>

On inspection it can be seen that in Figure 6.4 and 6.5 viseme group /fi/ had the smallest auditory response percentage at 49% while viseme group /q, ɣ, ʁ, h, ʕ, h,ʔ/ had the largest auditory response percentage at 96%. The largest combination response rates were for viseme group /fi/ at 51%, group /b,m/ at 47% and group /w/ at 43%. The smallest combination response percentage was for viseme group /q, ɣ, ʁ, h, ʕ, h,ʔ/ at 4%. 
Figure 6.4 Categorized responses (auditory correct and combination) shown as proportions by Arabic viseme groups 1-6 (y-axis) for Auditory /la/.

Figure 6.5 Categorized responses (auditory correct and combination) shown as proportions by Arabic viseme groups 7-13 (y-axis) for Auditory /la/.
For auditory /la/, the visual influence of the viseme groups was significant (p<0.001). Table 6.11 displays the odds ratio for each of the viseme groups. The greatest odds ratio (25) for producing a combination response was for viseme group /f/. The least odds ratio (1.00) for producing a combination response was for viseme group /q, ɣ, h, c, h, ʔ/. This means that when the stimulus was auditory /la/ a combination response is 25 times more likely to occur when the visual stimulus is the phoneme /f/ rather than the phonemes /q, ɣ, h, c, h, ʔ/.

<table>
<thead>
<tr>
<th>Viseme</th>
<th>Phonemes</th>
<th>Significance</th>
<th>Odds Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>/b,m/</td>
<td>&lt;0.001</td>
<td>23.06</td>
</tr>
<tr>
<td>2</td>
<td>/l/</td>
<td>&lt;0.001</td>
<td>25</td>
</tr>
<tr>
<td>3</td>
<td>/w/</td>
<td>&lt;0.001</td>
<td>18.1</td>
</tr>
<tr>
<td>4</td>
<td>/θ, ð, ðˤ/</td>
<td>&lt;0.001</td>
<td>9.33</td>
</tr>
<tr>
<td>5</td>
<td>/t, d, n/</td>
<td>&lt;0.001</td>
<td>3.59</td>
</tr>
<tr>
<td>6</td>
<td>/tˤ, dˤ/</td>
<td>&lt;0.001</td>
<td>3.98</td>
</tr>
<tr>
<td>7</td>
<td>/s, z/</td>
<td>&lt;0.001</td>
<td>4.92</td>
</tr>
<tr>
<td>8</td>
<td>/sˤ/</td>
<td>&lt;0.001</td>
<td>4.24</td>
</tr>
<tr>
<td>9</td>
<td>/ʃ, dʒ/</td>
<td>&lt;0.001</td>
<td>15.34</td>
</tr>
<tr>
<td>11</td>
<td>/r/</td>
<td>0.02</td>
<td>2.97</td>
</tr>
<tr>
<td>12</td>
<td>/k, g, j/</td>
<td>0.02</td>
<td>2.67</td>
</tr>
<tr>
<td>13</td>
<td>/q, ɣ, h, c, h, ʔ/</td>
<td>&lt;0.001</td>
<td>1</td>
</tr>
</tbody>
</table>

6.5 Discussion

Experiment 4 was performed to evaluate the visual influence of different viseme categories on auditory-visual speech perception. To test the hypothesis that greater visual ambiguity leads to a reduced visual effect, the auditory-visual responses (auditory correct, visual correct, McGurk, and combination) across all 13 viseme categories in Arabic were compared (see chapter 5). In this regard, this experiment
has demonstrated that the objectives outlined above were fulfilled (see section 6.2). The objectives were to evaluate whether the number of phonemes within a viseme group influenced the percentage of visually influenced responses (visual correct, McGurk, and combination). Second the influence of place of articulation for the auditory stimulus on the type of auditory-visual influenced response was evaluated. This was achieved by comparing the auditory stimulus bilabial /b/ to the alveolar /l/.

First of all, it was shown that phonemes belonging to large viseme groups had a reduced percentage of visually influenced responses (visual correct, McGurk, and combination) than phonemes in smaller viseme groups. Phonemes in larger viseme groups would have a larger visual phonetic density which would increase the number of invisible phonetic contrasts. Visual phonetic density depends on the density of the visual neighbourhood, which is the perceptual space populated by visual cues for the phonemes within the native language (see chapter 2 section 2.6.2.). Thus the density of the visual neighbourhood probably increased the importance of auditory cues compared to highly ambiguous visual cues for speech perception. Secondly, the results suggest that emphatic visual cues influenced auditory-visual speech perception. Arabic listeners picked up on the visual cues for an emphatic phoneme and incorporated the emphatic category in their choice of the McGurk response. Furthermore the results of this experiment have suggested that when the visual component of the auditory-visual stimulus is an emphatic phoneme this affects the perception of the auditory-visual speech. Moreover, the perception of an emphatic phoneme when the visual cue was an emphatic phoneme and the auditory stimulus a non-emphatic phoneme is suggested to be due to the specifics of visual mental representations particular to Arabic.
Finally, in terms of the McGurk paradigm, two auditory speech tokens were paired with each of 28 visual tokens across all 13 viseme categories in Arabic in order to confirm that the effect was conditioned by the ambiguity of the viseme categories and not due to the specific auditory stimulus. The auditory stimuli /ba/ and /la/ were used, because they are the most likely to induce a visual influenced response (Jiang and Bernstein, 2011). Responses were categorized as either being visually influenced which included visual, McGurk and combination response or not visually influenced that is to say an auditory response.

The results indicate that the auditory stimulus differentially influences the proportion of responses in each of the four response categories of auditory, visual, combination or McGurk. Place of articulation of the auditory stimulus influences the type of visually induced phoneme that is being perceived. Overall, the responses to the stimuli with auditory /ba/ were more susceptible to visual influences than those with auditory /la/. 60% of the responses to auditory /ba/ were visually influenced (i.e. a visual, combination or McGurk response was produced), while auditory /la/ produced only 25% visually influenced responses.

Bilabial phonemes in McGurk experiments have been found to be the auditory stimulus most likely to produce a visually induced response (Jiang and Bernstein, 2011). The place of articulation for the /b/ phoneme is bilabial, produced by the closure of the lips; therefore the visual cue is very visually distinct. As a result when the auditory /b/ phoneme is combined with a visual speech stimulus of a phoneme without closure of the lips there is a clear contradiction to the visual mental representation or mental representation of what the articulation of a /b/ phoneme should appear like. Hence, identification of the auditory-visual speech token was
more likely to be influenced by the visual stimulus, resulting in a McGurk response or a visual response. This might explain why the McGurk response at 36% and the visual response at 24% were the visually influenced responses for the auditory /ba/.

In the case of the /l/ phoneme, the place of articulation is alveolar that is it is produced with the tip of the tongue touching the alveolar ridge. The visual stimuli for the articulation of an alveolar phoneme is not as easily distinguished as a bilabial phoneme (Jiang and Bernstein, 2011, McGurk and MacDonald, 1976). Therefore, the visual mental representation for the /l/ phoneme is more ambiguous compared to the /b/ phoneme. Consequently the majority of responses to the /la/ stimulus were auditory responses. The only visually influenced responses for auditory /la/ were the combination responses at a percentage of 25%. In a combination response both the auditory stimuli and visual stimuli are perceived, for example auditory /la/ and visual /fa/ would be perceived as /fla/. A combination response is considered the weakest visually influenced category as the auditory stimulus is still perceived. These results suggest that place of articulation of the auditory stimulus influences the type of visually influenced response (visual correct, McGurk, and combination).

Through this experiment, the influence of visemes in Arabic on auditory-visual integration was analysed. Phonemes from large viseme groups demonstrated a lesser degree of impact on auditory-visual integration because visual mental representations are tuned to auditory cues rather than phonemes belonging to viseme groups with many invisible phonetic contrasts. In other words, phonemes with a visually dense phonetic neighbourhood carry less information and thus are less relevant in auditory-visual integration of speech perception. Finally, the ambiguity of
the visual mental representations influences the weighting frameworks of auditory-visual integration.

The response type depended on the auditory and visual stimuli presented. In the following sections, the four response categories visual, McGurk, combination and auditory will be discussed.

6.5.1 Visual Response

The viseme groups which had the greatest visual response percentage for auditory /ba/ was viseme group /f/. That is to say, when the participants were presented with auditory /ba/ and visually the phoneme /f/ 74% of the time their response was the phoneme /f/ (visual stimulus). For auditory /ba/ the following viseme groups also had high visual response rates; viseme group /t,d,n/ at 63%, viseme group /tˤ, dˤ/ at 54%, and viseme group /θ, ð, ðˤ/ at 33%. The reason why viseme group /f/ had the highest percentage of visual responses could be due to low visual ambiguity. There is only one phoneme in this group, additionally in experiment 3 (chapter 5) the phoneme /f/ had a 99% visually correct identification percentage. However, this is also true for viseme group /w/ it only has one phoneme in the group and had 99% correct visual identification (see chapter 5 section 5.4), but it only had 19% visual response percentage for auditory /ba/. Therefore, there must be an additional factor other than the visual ambiguity of the phoneme that influences the percentage of visual response such as auditory-visual confusion discussed below.

First, the contradiction between the visual mental representations for the auditory and visual components of the presented stimuli must be considered. For example,
when the stimulus was an auditory /b/ and a visual /f/ the visual mental representations of these two phonemes are very distinct. A /b/ phoneme is a bilabial which requires a closure of the lips while the /f/ phoneme is a labiodental which is articulated by the lower lip against the upper teeth. This is also true for the dental phonemes in viseme group /θ, ð, ðˤ/ and the alveolar phonemes in viseme group /t, d, n/ and /tˤ, dˤ/ they are visually distinct from the bilabial /b/ phoneme. However, the phoneme /w/ is a bilabial and therefore the visual mental representation would then be similar to that of bilabial /b/.

Second, the similarity between the auditory-visual mental representations for the auditory and visual components of the presented stimuli must be evaluated. Mesgarani et al., (2008) compared the confusion of English consonants in auditory-visual condition to the auditory only condition (see Figure 6.6). The grey scale demonstrates the probability of reporting a certain phoneme (in a column) for a certain input phoneme (in a row). Consequently, the colour demonstrates the intensity or confusion percentage. The stimuli were congruent phonemes that is when the auditory stimulus was /b/ the visual stimulus was also /b/. They found that in the auditory-visual condition the phoneme /b/ was most likely to be confused with /v/. In English /v/ and /f/ are in the same viseme group that is they are not distinguished visually from one another.
Consistent with the results of Mesgarani et al., (2008), the results in experiment 4 (chapter 6) showed that the viseme group with the highest visual response was viseme group /f/ when the auditory stimulus was /ba/. As can be seen in Figure 6.5 the phonemes /d/ and /ð/ have a high auditory confusion percentage with the phoneme /b/, in other words the boundaries of the auditory mental representations are close. That can help in explaining why the viseme groups /t,d,n/ and /θ, ð, ðˤ/ had high visual response rates. Since visually they are distinct to the auditory stimulus /b/ and they have a high auditory confusion percentage with the /b/ phoneme, therefore their visual influence during speech perception of an auditory /b/ would be strong. Interestingly Mesgarani et al., (2008) found a low confusion percentage between phoneme /b/ and /v/ in the auditory only condition. This
indicates that visual input can alter speech perception when compared to the auditory only condition.

A framework proposed in this thesis is based on the processing of visual and auditory cues and then predicting which native language mental representations match these features. At this final step the prediction value between the auditory and visual mental representations are compared or weighed. Depending on these prediction values between the two modalities a decision is made on the perceived speech (see Figure 6.7).

Figure 6.7 A working framework for auditory-visual integration (AVI) of speech for the native language (NL).
Thus, for a visual stimulus to have a greater influence or weight during auditory-visual speech perception it must be visually unambiguous and have a high auditory or auditory-visual confusion percentage with the auditory stimulus. Also the visual mental representations of the visual and auditory components must contrast. In other words the phoneme /f/ is visually unambiguous, and visually distinct from the phoneme /b/. Furthermore, in the auditory-visual condition it has a high confusion percentage with /b/ (Jiang and Bernstein, 2011, Mesgarani et al., 2008) therefore its visual influence on auditory /b/ during auditory-visual speech perception is strong (see Figure 6.8).

Figure 6.8 An example of the hypothesized auditory-visual native language framework for auditory-visual integration with a highly predictive visual speech cue /f/.
For a visual response to be perceived, the mental representation of the visual stimulus needs to be visually distinct. The above outlined analysis of visual response data provides a substantial argument in favour of the posed hypothesis. Further evidence that supports the hypothesis is provided in the following section describing the McGurk response data.

6.5.2 McGurk Response

Stimulus sets with auditory /ba/ were the only ones which led to McGurk responses and the majority of the McGurk responses were /da/. When the auditory stimulus is /ba/ the phoneme that is most likely to be perceived during a McGurk response is /da/ (Rosenblum, 2008). Mesgarani et al., (2008) found that in the auditory only condition the highest confusability with phoneme /b/ is the phoneme /d/. Consequently, the more similar the visual stimulus is to the perceived /da/ response the more likely that a fusion response will occur. The viseme group which had the greatest McGurk response percentage for auditory /ba/ was viseme group 7 /s, z/ at 65%. The main information that the visual stimulus carries is place of articulation and both /d/ and /s, z/ are alveolar phonemes, this might be why the viseme group 7 /s, z/ had the highest McGurk response percentage. Jiang and Bernstein (2011) also found that auditory /ba/ paired visually with an alveolar phoneme produced high McGurk response rates. A framework proposed here includes a weighting mechanism between the auditory and visual mental representations. Hence, when the visual stimulus for example /s, z/ has a visual mental representation that is similar to
the perceived auditory response, in this case /d/ this will increase its influence or weight during the auditory-visual integration process and thus fusion may occur.

Figure 6.9 depicts the auditory-visual phonetic perceptual space when both the auditory stimulus and visual stimulus have a similar influence on the perceived speech. In this case the visual stimulus has a medium density visual phonetic neighbourhood. Also the visual stimulus mental representation must contrast that of the auditory stimulus therefore neither the auditory or visual stimulus is perceived, instead a fusion of the two stimuli is perceived.

Figure 6.9 Auditory-visual phonetic perceptual space during a McGurk response.

The second viseme group with the highest McGurk response percentage was group 8 /sˤ/ at 63%. Interestingly this viseme group was the only group to have the majority of the perceived fusion response as /tˤa/. Both the visual cue /sˤ/ and the fusion response /tˤa/ are emphatic phonemes. As was reported in experiment 1 (chapter 3),
for Arabic listeners the emphatic visual cues are features that are sometimes incorporated into the McGurk response when the visual stimulus is an emphatic phoneme. This is evidence that auditory-visual integration of speech depends not only on the auditory mental representations but also on the visual mental representations in the native language. In the following section combination responses will be discussed.

6.5.3 Combination Response

Stimulus sets with auditory /la/ were the only ones which had combination responses. A combination response is when the participant perceives both the auditory and visual stimulus (e.g., the response to A/la/ + V/ka/ was /lka/). The viseme groups with the highest combination responses were; group 2 /l/ at 51%, group 1 /b, m/ at 47%, group 3 /w/ at 43%, and group /ʃ, dʒ/ at 39%. These viseme groups all involve the movement of the lips to produce the phoneme, therefore they are visually prominent and unambiguous. Furthermore, in experiment 3 (chapter 5) the correct visual identification within these viseme groups was very high group 2 /l/ at 99%, group 1 /b, m/ at 99%, group 3 /w/ at 99%, and group /ʃ, dʒ/ at 96%. On the other hand viseme group 13 /q, x, ϱ, h, ʕ, h, ϱ/ had the least combination response percentage at 4%. This viseme group is the largest viseme group in Arabic therefore it is highly ambiguous compared to the others. These findings may be explained by the proposed framework, the viseme groups that are clearly distinguishable visually would lead to them having more weight or influence during auditory-visual integration of speech leading to a higher probability of a combination response.
Conversely those viseme groups which are ambiguous will have less weight during the auditory-visual integration process as can be seen in the above data.

However, viseme group 11 /r/ had a low percentage of combination responses of 12%. This group has only one phoneme but in experiment 3 (chapter 5) visual /r/ and /l/ were visually similar (See chapter 5 section 5.4). For a combination response to occur the visual stimulus must contradict the visual mental representation of the auditory stimulus. These results are similar to the results found above for the influence on a visual response when the stimulus was auditory /ba/.

Figure 6.10 depicts the auditory-visual perceptual phonetic space when a combination response is made. In this case the visual stimulus is in a medium density visual perceptual neighbourhood (see chapter 2 section 2.6.2) and it is in contrast to the auditory stimulus. These are similar conditions to producing a McGurk response, however a combination response is perceived. The reason is not due to the visual stimulus, but the auditory stimulus. In the above data an auditory /la/ produced the combination responses but not an auditory /ba/.

![Diagram](image)

*Figure 6.10 Auditory-visual phonetic perceptual space during combination response.*
To explain these results the visual mental representations of the auditory stimulus must be evaluated. In the case of the phoneme /b/ it is very visual distinct and therefore the listener can clearly perceive if it was presented or not. However, in the case of the phoneme /l/ since it is an alveolar phoneme it is less visually distinct compared to the phoneme /b/. When the visual stimulus is a visually distinct phoneme like /f/, the listener perceives /f/ however since the auditory stimulus is /la/ the listener also perceives /la/. The auditory-visual phonetic perceptual space allow for the perception of /f/ since it is not visually distinct, so in the perceptual process A /la/ + V /fa/ can be perceived as /fla/. The visual stimulus was always perceived first followed by the auditory stimulus. This can be explained by the processing speed of vision and hearing, it is well established in temporal experiments that there is a preference for visual speech stimuli preceding auditory speech stimuli (Grant et al., 2004, Munhall et al., 1996, Navarra et al., 2010, van Wassenhove et al., 2007). In the following section auditory responses will be reviewed.

6.5.4 Auditory Response

Although the auditory stimuli /ba/ and /la/ differed in the amount of influence the visual stimuli had during auditory-visual speech perception, the viseme group that produced the greatest proportion of auditory responses or the least visually influenced responses was the guttural viseme group for both the auditory /ba/ and /la/ stimuli. Massaro (2005) reported that visual cues provide information mostly for phonemes produced in the front of the mouth rather than the back of the mouth. The guttural viseme group includes 7 phonemes (viseme group 13 /q, ʁ, h, s, h, ?/).
This viseme group had the greatest number of phonemes compared to the other 12 viseme groups in Arabic; therefore it has the greatest amount of visual ambiguity. These results support the hypothesis that greater visual ambiguity will lead to a reduction in the predictive value of the visual cues during speech perception. The predictive value will influence the weight of these visual cues during the process of auditory-visual speech integration (see Figure 6.11). In this case the visual stimulus has a highly dense visual neighbourhood (large viseme group) with many invisible contrasts. Hence, the visual stimulus has little perceptual influence and the auditory stimulus is perceived.

Figure 6.11 An example of the hypothesized auditory-visual native language framework for auditory-visual integration with an ambiguous visual speech cue /qa/.
Arnal (2009) found that the facilitation in processing of auditory signals appears to be directly a function of the predictability of visual cues (Arnal et al., 2009, Vroomen and Stekelenburg, 2010). Furthermore the results of van Wassenhove et al. (2005) support the findings of experiment four; they reported that the speed of processing auditory-visual speech is influenced by the ambiguity of visual speech cues. That is when the visual cue was unambiguous for example /b/ the speed of processing measured by the latency of N1/P2 was less compared to an ambiguous visual speech cue for example /k/ (see chapter 1 section 1.4.3.1). van Wassenhove et al. (2005) results also showed that speech processing is faster when the stimuli are auditory-visual compared to auditory only. They measured a reduction in N1/P2 latencies for native English listeners when the speech stimuli were auditory-visual (van Wassenhove et al., 2005). On the other hand, Hisanaga et al. (2009) only found a reduction for N1 latencies but not for P2 latencies in native Japanese listeners (Hisanaga et al., 2009). This suggests that the influence or the weight of visual speech cues on auditory-visual speech perception for native Japanese listeners is less than that for native English listeners.

These studies are consistent with the current findings that due to the increased visual ambiguity of guttural phonemes in Arabic the information value of the mental representations of these visual cues for Arabic listeners might be less than for English listeners. Therefore the perceptual space of Arabic listeners for guttural phonemes might be tuned into the mental representations for auditory cues more than the mental representations for visual cues compared to English listeners. These results can be explained by the working framework which proposes that auditory-
visual integration of speech is modulated by visual and auditory mental representations of the native language and by the degree of the predictive value of visual cues within the native language.
Chapter 7

Discussion and Conclusions

7.1 Introduction

In this chapter, the results obtained from experiments reported in chapters 3, 4, 5 and 6 are discussed in relation to the research questions posed in chapter 1 and 2. The implications for the research in advancing our understanding of auditory-visual speech perception are also discussed. Finally, the limitations of the research are discussed and recommendations made regarding the direction of future research.

7.2 What is the cross-linguistic difference in the McGurk effect between Arabic and English Listeners?

To investigate this question, auditory-visual speech perception was examined using the McGurk technique for Arabic and English listeners using native and non-native stimuli. Previous work has suggested that the process of speech perception seems to rely on the prediction value between the auditory and visual mental representations within the native language (Hazan et al., 2006, Massaro et al., 1995). Depending on these prediction values between the two modalities a decision is made on the perceived speech. The native language mental representation which best matches the auditory-visual speech input is the one which is perceived.

An important finding in experiment 1 and 2 (chapter 3 and 4) was that the influence of visual speech information reflected by the McGurk response percentage was found to be significantly lower in the Arabic listeners in comparison to English
listeners. This was observed when the visual cues were velar /k/ and uvular /q/ which are produced in the back of the mouth. However when the visual speech cues were /b/ and /p/ (both bilabial phonemes), the Arabic listeners incorporated the visual cues in their perception of speech at the same percentage as the English listeners measured by the percentage of combination responses. This is new evidence for the influence of native visual cues in the perception of speech. This suggests that Arabic listeners rely less on visual speech cues compared to English listeners during the perception of speech when the visual speech cues have reduced saliency due to being produced in the rear of the oral cavity. An explanation for this cross-linguistic difference was suggested in experiment 1 (chapter 3), that for guttural phonemes the perceptual space of Arabic listeners might be tuned into the mental representations for auditory cues more than the mental representations for visual cues compared to English listeners.

These results are consistent with research evaluating native language differences in the use of visual cues during speech perception that found differences in the percentage of the McGurk effect between Chinese (Cantonese), Japanese and English listeners (Sekiyama, 1997, Sekiyama and Burnham, 2008, Sekiyama and Tohkura, 1993). Massaro et al. (1993) also found differences in the McGurk effect between Japanese, Spanish, and English listeners (Massaro et al., 1993). Similarly, Hazan et al. (2006) found that Japanese listeners relied less on visual cues compared to Spanish listeners. The explanation given by Sekiyama (1997) for the reduced reliance on visual cues in Chinese is because it relies on tones and for Japanese it uses pitch accents (see chapter 1 section 1.6). However, these reasons can not be applied to Arabic since it neither relies on tones nor pitch accents. Therefore there
must be a novel feature in Arabic which reduces the reliance on visual cues during speech perception.

The findings in Arabic noted above raised the question that one of the factors influencing the reliance on visual speech cues is the ambiguity of the visual speech gestures within the native language. To investigate the visual ambiguity of Arabic phonemes, the visemes in Arabic were identified in experiment 3 (chapter 5). The results showed that the guttural phonemes comprised the largest viseme category which included 7 phonemes (see chapter 5 section 5.4). It has also been reported in previous research (Damien, 2011, Damien et al., 2009) that the guttural phonemes in Arabic are visually ambiguous. Novel evidence was found in experiment 4 (chapter 6) which showed that the viseme category with the smallest percentage of McGurk response and combination response was the guttural viseme group /q, χ, h, s, h, ʔ/. These findings suggest that the mental representations of speech signals across the visual and auditory mental repertoire in Arabic native listeners for guttural phonemes is more tuned into auditory cues rather than visual cues. This seems to be due to the large number of guttural phonemes within the viseme group in Arabic.

These data could be explained by the Fuzzy Logical Model of Perception suggested by Massaro (1998) in terms of a perceptual bias which is dependent on the visual mental representation of the native language. The speech perception process seems to be flexible where there is a shift in weighting from auditory or visual input depending on the relevant information obtained from both modalities. Additionally the Neighbourhood Activation Model (Luce and Pisoni, 1998) implies that the perception of auditory-visual speech is reliant on the predictive power of the native
language visual cues and the density of the phonetic visual neighbourhood (see chapter 2 section 2.6.2). The results in experiment 2 and 4 (chapter 3 and 6) can be explained by a native language framework of auditory-visual speech perception. As the predictive power of a visual speech cue increases so does the visual weight it will incur during the auditory-visual integration process of speech (see chapter 2 section 2.7). This is new evidence to explain the cross-linguistic differences in the percentage of McGurk response between Arabic and English listeners.

7.3 What are some cross-linguistic differences in visual speech cues between Arabic and English Listeners?

It was hypothesized in chapter 3 that experience with native visual cues fundamentally alters auditory-visual speech perception as measured by the McGurk effect. This was evidenced by different McGurk responses found for native Arabic and English listeners (see chapter 3 section 3.5.3) for the same speech stimuli. This can be explained by the ideas represented in a working framework which predicts, based on Kuhl et al. (2006), that there are different visual speech mental representations in Arabic and English this leads to different McGurk responses (see chapter 2 section 2.7). For example when the visual stimulus was /qa/ and the auditory stimulus was /ba/ the majority of McGurk responses for the Arabic listeners was /tˤa/. These results add support to the concept that the phoneme /qa/ is an emphatic phoneme (Watson, 2002, Heselwood, 1992). The Arabic listeners were able to recognize the emphatic visual cues and chose a fusion response that is also an emphatic sound. However, since English listeners do not have emphatic phonemes
within their native language repertoire they were not able to pick up on the emphatic visual cues and their McGurk response was always /da/ a non-emphatic phoneme. This is new evidence of the influence of emphatic visual cues in Arabic on auditory-visual speech perception. This suggests that for Arabic listeners there are mental representations for visual emphatic cues based on their native language which English listeners do not have.

The results of experiment 3 and 4 (chapter 5 and 6) also confirm that Arabic listeners can visually distinguish emphatic phonemes from non-emphatic counterparts. Ouni and Ouni (2009) also found in a group of ten participants that emphatic phonemes in Arabic can be visually distinguished from non-emphatic phonemes. However, Damien (2009) investigated the visual cues for the emphatic Arabic consonants. He did not find them to be visually distinct from their non-emphatic counterpart. Damien evaluated the visual cues by using an algorithm computer analysis of lip movement. This suggests that the distinguishing visual cue for emphatic phonemes is not the movement of the lips, it could be the lowering of the jaw. The results of experiment 3 (chapter 5) provide some support for this notion, for example it was found that when the place of articulation allows a greater visual component in identifying the emphatic movement then the participants could distinguish an emphatic phoneme from the non-emphatic counterpart. A distinct visual feature for emphatic phonemes seems to be sulcalisation of the tongue and the lowering of the jaw which assists in increasing the size of the oral cavity compared to the non-emphatic counterpart. For example in the alveolar place of articulation the movement of the jaw is more visually accessible and clear therefore the emphatic /tˤ, dˤ,sˤ/ and non-emphatic /t, d,s/ phonemes were distinguished from one another. Also there
was a distinction between the non-emphatic /k/ and the emphatic /q/. Although the /q/ is a uvular phoneme the cue for an emphatic phoneme seems to be the lowering of the jaw so this can still be observed even for a guttural phoneme. These results show that emphatic visual cues are used in speech perception by Arabic listeners however these visual cues are not available to listeners who do not speak Arabic.

Another example of the importance of visual native language mental representations is that English listeners in experiment 1 (chapter 3) assimilated Arabic visual /q/ to the /ɡ/ being a close visual cue within their language. It was also found that Arabic listeners assimilated the auditory cue /p/ which is not present in Arabic to the auditory /b/ (see chapter 3 section 3.5.2). The findings in experiment 1 and 2 (chapter 3 and 4) support the notion that assimilation occurs for the visual characteristics of internal mental representations as well as auditory ones. That is when English listeners were exposed to a non-native visual category, in this case emphatic, they categorized the non-native visual cues to the closest existing visual speech category based on their visual mental representations of their native language and auditory-visual integration still occurred. Assimilation for both auditory and visual speech cues has been accounted for within this framework and it seems to occur for non-native visual speech cues in the same way as assimilation occurs for non-native auditory cues.

Evidence in the literature consistent with this idea was reported by Werker and Tees (1992) who found that for the McGurk effect the stimuli A/ба/ + V/δа/ produced a /δа/ response for English listeners but not for French listeners (Werker et al., 1992). The phoneme /δ/ is not used in French therefore they substituted /да/ for /δа/. Burnham and Keane (1997) also found that Japanese participants substituted /да/ for
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/ða/ because /ða/ is not present in Japanese. In both studies the French and Japanese listeners’ /ða/ response increased as a function of experience with the English language.

In summary the results from experiment 1 and 2 (chapter 3 and 4) are consistent with the notion that the auditory-visual integration process accesses phonemic mental representations of sounds, the form and relative weighting of which are dependent on the phonological features of the native language. Due to a different repertoire of visual and auditory cues in Arabic compared to English the net result of auditory-visual integration produces a different response in Arabic listeners compared to English listeners.

7.4 Can bottom-up visual processing speed explain the difference found in McGurk response percentage between Arabic and English listeners?

An experimental method used in experiment 2 (chapter 4) to evaluate the relationship between auditory and visual cues was measuring and manipulating the temporal synchrony between the auditory-visual stimuli. Consistent with the literature it was found that the highest percentage of McGurk effect occurred when the visual speech input led the auditory speech input (Conrey and Pisoni, 2006, van Wassenhove et al., 2007). However, the percentage of the McGurk effect at optimal visual lead time was still significantly greater for English listeners compared to Arabic listeners. Hence visual processing speed did not account for the differences in auditory-visual integration found between native Arabic and English listeners. This
suggests that the difference between Arabic and English listeners in auditory-visual integration of speech is not due to differences in visual processing speed. Also the results of this experiment suggest that integration does not occur at a pre-phonetic stage as processing speed did not explain the cross-linguistic differences in the McGurk response percentage. These results are consistent with findings from other chapters that can be explained by a native language framework of auditory-visual speech perception.

7.5 *Does predictive power of native visual speech cues affect the percentage of auditory-visual integration of speech?*

It is proposed that the difference between the Arabic and English listeners in their use of visual speech cues might be due to the density of the phonetic visual neighbourhood within the native language (see chapter 2 section 2.6.2). This can be explained by a framework of auditory-visual speech perception described in chapter 2 section 2.7. That is to say that the use of visual speech cues during speech perception is dependent on how useful these visual cues are in disambiguating close phonetic visual neighbours within the native language. Therefore, if the visual speech cues are unambiguous this will yield strong auditory-visual integration. However, when visual speech cues are ambiguous more weight or reliance is then focused on the auditory domain during the speech perception process. Hence phonemes that have a large viseme group, in other words many invisible phonetic contrasts, are less effective for speech discrimination and would not be expected to have a large influence on auditory-visual speech perception.
To examine this question it was first necessary to quantify Arabic visemes. Visemes are visually based categories of contrast, similar to phonemes in the auditory modality. Many studies of English visemes have examined the visual discrimination of consonants. However no investigation has been conducted on viseme groups covering the entire range of the 29 consonants used in Arabic. In experiment 3 (chapter 5) the confusability of all Arabic consonants grouped into their viseme classes was determined. The rationale behind this approach is that by establishing the interclass confusion for a group of phonemes in their viseme class, a better understanding can be obtained of the complementary nature of the separate auditory and visual information sources and this can be subsequently applied to understand the fusion stage of auditory-visual speech perception, explained in chapter 6.

This enabled a comparison of the viseme categories of Arabic with the published viseme groups of English. A distinct feature of Arabic is the presence of emphatic and guttural phonemes (Elgendy and Pols, 2001). Guttural sounds are produced in the back of the mouth; consequently visual cues are not very beneficial for identifying guttural phonemes. Also in Arabic, there are four emphatic phonemes; they are /tˤ/, /dˤ/, /sˤ/and /ðˤ/. Emphatic consonants are pronounced in such a manner that the back of the tongue retracts into the pharynx (see chapter 1 section 1.7). For example, /d/ and /dˤ/ are both voiced, alveolar, stop consonants, but /dˤ/ is an emphatic sound. The visual similarity between plain and emphatic phonemes might lead to an increase in visual ambiguity of speech sounds in Arabic. Visual cues add to the auditory information received during speech perception. If the visual cues of one language are less reliable compared to another language this may lead to an auditory-visual integration process that relies less on the visual cues. The results
permitted an evaluation of whether Arabic has more ambiguous visual cues, which might then lead to a difference in predictive coding of the visual cues across the native language. The results showed that Arabic consonants were grouped into 13 viseme categories. The viseme category with the greatest number of phonemes was the guttural phonemes. This viseme category has high visual ambiguity since it has many phonemes in the same viseme category. This is new evidence which confirms that Arabic has more visually ambiguous phonemes compared to English.

In experiment 4 (chapter 6) the influence of visual cues across the 13 viseme categories in Arabic was investigated. It was found that predictive power of visual cues is a factor which influences the degree in which visual cues are integrated into the process of speech perception as shown by the McGurk results. For example the /qal/ visual cue had less visual influence than /Fal/. In experiment 3 (chapter 5) it was shown that the /Fal/ phoneme was in a viseme category on its own; however /qal/ was in a viseme category with six other phonemes. It would then not be beneficial to use visual speech information when many of the phonemes look the same in the visual domain. As a result, these visually ambiguous phonemes would provide very little useful information about identification of those phonemes. This suggests that visual bias is influenced by the lack of visible phonetic contrasts within the native language.

Support for this finding comes from developmental studies in Arabic which have shown that emphatic and guttural phonemes are acquired at a later age during speech development (Amayreh, 2003, Amayreh and Dyson, 1998). Since speech is auditory and visual it would be expected that phonemes with a greater number of cues would be more readily accessible to the child during speech development. Conversely
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visually ambiguous phonemes do not have many visual cues therefore they develop at a later age compared to visually salient phonemes. Experiment 3 (chapter 5) determined the viseme groups of Arabic consonants and that emphatic and guttural phonemes lead to an increase in the number of phonemes within some viseme groups. Experiment 4 (chapter 6) determined that guttural phonemes in Arabic have a decreased influence on speech perception which would help to explain why these phonemes would have a later age of acquisition compared to the visually salient phonemes in Arabic.

The findings noted above help to explain the results in experiment 1 and 2 (chapter 3 and 4) where Arabic listeners had a decrease in auditory-visual integration as measured by the percentage of the McGurk effect compared to English listeners. The results in experiment 4 (chapter 6) suggest that the increase in invisible phonetic contrasts among the guttural phonemes in Arabic led to a decrease in visual bias elicited by these phonemes. This decrease in auditory-visual integration suggests a shift in weighting between Arabic and English listeners; where for Arabic listeners less weight is put on visual cues within the guttural viseme group due to an decrease in the predictive power of visual speech cues within the native language as compared to English listeners. Therefore, the density of phonetic visual neighbourhood within the native language influences the weight given to visual cues during the process of speech perception.

A number of studies suggest that ambiguity of visual cues affects speech perception negatively (Brunellière et al., 2013, Nielsen, 2002, Huyse et al., 2013, Kawase et al., 2014). Brunellière et al (2013) showed that the greater the predictive power of visual
cues the greater the influence on auditory-visual speech processing. Nielsen (2004) showed that although visual information improves speech perception, the amount of visual contribution to the perception of speech was unequal between consonants. Huyse et al (2013) found that the auditory modality influence on the process of speech perception increases when visual information is degraded (see chapter 2 section 2.6.2).

The results within this thesis provide evidence for the importance of ambiguity of visual cues dependent on native language. Experiment 3 and 4 (chapters 5 and 6) suggest that auditory-visual integration of speech perception relies on the predictive power of visual phonetic mental representations of sounds, which are dependent on the visible contrasts within the native language.

### 7.6 Relevance within the literature

The thesis contributes to our understanding of auditory-visual speech processing in Arabic. An important finding was the reduced percentage of McGurk effect in Arabic listeners compared to English listeners for guttural phonemes. This is suggested to be due to a larger proportion of invisible phonetic contrasts in Arabic compared to English, which leads to a decrease in importance of visual information during speech perception for Arabic listeners compared to English listeners.

Auditory-visual integration in Arabic appears to depend on the characteristics of the language where visual dimensions augment the development of mental representations of speech sounds. In other words, native Arabic listeners’ speech perceptual space will be tuned for the regularities of Arabic visual speech cues.
Novel findings were seen in experiment 1 (chapter 3) where the Arabic listeners incorporated the visual stimulus’s emphatic cues in their auditory-visual response and reported hearing an emphatic phoneme. This was also supported by the findings in chapter 5 where in the visual only condition emphatic phonemes where visually distinguished from their non-emphatic counterparts for alveolar and velar/guttural place of articulation. Additionally, in experiment 1 (chapter 3) assimilation of non-native visual and auditory speech stimuli occurred during the McGurk effect.

In experiment 4 (chapter 6) it was shown that the perception of auditory-visual speech is a complex process that is dependent on an interaction between the auditory and visual speech cues. Based on the suggested framework the mental representation matching process is proposed to be dependent on the native language auditory and visual mental representations. If there is a clear match between the auditory and visual speech input then the matching native language mental representation will be robust (Peelle and Sommers, 2015). However, when the input between the visual and auditory speech cues do not match, as in the case of the McGurk effect, then the speech input which has greater predictive power will dominate the perception process. The matching mental representation will be perceived regardless of modality. This weighting process for the auditory and visual speech input is dependent on the auditory and visual speech mental representations within the native language.

Additionally, an important finding was that visemes had a variable influence that was not only dependent on predictive power of the visual cues. For there to be a McGurk effect there needs to be a clear conflict between the visual mental
representations of the stimuli presented in the visual modality compared to the
stimuli presented in the auditory modality. This suggests that the weighting system is
more complex than initially supposed and there seems to be a more complex analysis
of the predictive power of the information received from both modalities (chapter 6
section 6.6). These findings can be explained by the framework which suggests that
the speech perception process seems to analyse the auditory and visual input and
compare it to the visual and auditory native language mental representations. In other
words a hypothesis is formed on what was most likely said based on the auditory and
visual native language mental representations. By integrating speech information by
this weighting framework, the predictive power of the perceived speech signal is
increased. The weighting framework yields the most reliable speech estimate
possible. The findings in experiment 4 (chapter 6) support speech perception as a
flexible system that reflects a complicated interplay of both auditory and visual
native language mental representations (MacDonald et al., 2000, Massaro, 1998,
Kuhl et al., 2008, Kuhl et al., 2006).

New evidence in this thesis has shown cross-linguistic differences on the influence
of visual speech cues during auditory-visual integration of speech between Arabic
and English native speakers. Additionally, in experiment 3 (chapter 5) it was found
that the Arabic consonants can be categorized into 13 viseme groups. The largest
viseme group in Arabic was found to be for the guttural phonemes /q, χ, h, c, h,
ʔ/. Also the results of this thesis support the finding that the alveolar emphatic
phonemes are visually distinguished from their non-emphatic counterpart (Ouni and
Ouni, 2007). Furthermore, the /q/ phoneme was found to be visually identified as an
emphatic phoneme supporting the concept that it should be categorized as the
emphatic form of /k/ (Watson, 2002, Heselwood, 1992). Finally, it can be concluded that this thesis provides support for the notion that auditory-visual integration of spoken Arabic is conditioned by the consequent level of predictive power of the visual cues characteristic in Arabic and the assessment and comparison of the mental representations between the auditory and visual speech cues.

7.7 Future research

Based on the findings of this thesis, suggested future research includes investigating the development of auditory-visual integration during the first-language acquisition of Arabic. This will allow a more systemic investigation of the role of visual cues in the development of speech, thus allowing a more detailed evaluation of whether the later development of emphatic and guttural phonemes is due to the increase in visual ambiguity of these phonemes.

One important finding was that emphatic visual cues had a reduced visual bias compared to their non-emphatic counterparts. Therefore a more detailed investigation of the influence of emphatic phonemes on auditory-visual speech perception can be performed. An experiment can be conducted which uses emphatic auditory cues to evaluate whether emphatic visual cues have a similar visual influence to their non-emphatic counterpart. It would also be beneficial to investigate auditory-visual integration in an Arabic dialect that produces the /dˤ/ phoneme in order to investigate if there are differences in the auditory-visual integration compared to those found in this thesis for Saudi native speakers.
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