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AbstractThis thesis investigates logical representations for describing and reasoning about spatial situations.Previously proposed theories of spatial regions are investigated in some detail | especially the1st-order theory of Randell, Cui and Cohn (1992). The di�culty of achieving e�ective automatedreasoning with these systems is observed.A new approach is presented, based on encoding spatial relations in formulae of 0-order (`pro-positional') logics. It is proved that entailment, which is valid according to the standard semanticsfor these logics, is also valid with respect to the spatial interpretation. Consequently, well-knownmechanisms for propositional reasoning can be applied to spatial reasoning. Speci�c encodingsof topological relations into both the modal logic S4 and the intuitionistic propositional calculusare given. The complexity of reasoning using the intuitionistic representation is examined anda procedure is presented which is shown to be of O(n3) complexity in the number of relationsinvolved.In order to make this kind of representation su�ciently expressive the concepts of model con-straint and entailment constraint are introduced. By means of this distinction a 0-order formulamay be used either to assert or to deny that a certain spatial constraint holds of some situation. Itis shown how the proof theory of a 0-order logical language can be extended by a simple meta-levelgeneralisation to accommodate a representation involving these two types of formula.A number of other topics are dealt with: a decision procedure based on quanti�er eliminationis given for a large class of formulae within a 1st-order topological language; reasoning mechanismsbased on the composition of spatial relations are studied; the non-topological property of convexityis examined both from the point of view of its 1st-order characterisation and its incorporation intoa 0-order spatial logic. It is suggested that 0-order representations could be employed in a similarmanner to encode other spatial concepts.
There is no branch of mathematics, however abstract, that will not eventually be appliedto the phenomena of the real world.|Lobachevsky, quoted in the American Mathematical Monthly, Feb 1984.
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Chapter 1IntroductionAlthough spatial relationships pervade our comprehension of the world, we are almost completelyunaware of how we manipulate spatial information. Our familiarity with spatial properties andarrangements of everyday objects makes the logical connections between di�erent spatial relation-ships so transparent that it is extremely di�cult to apprehend and make explicit the structure ofthis conceptual framework.Spatial reasoning has a key role to play in a wide variety of computer applications. For example,it is of crucial importance in the following areas:� geographical information systems (GIS)� robot control� computer aided design and manufacturing (CAD/CAM)� virtual world modelling and animation� medical analysis and diagnosis systemsIn current computer systems representation of spatial information is based almost entirelyon numerical coordinates and parameters. However, to specify the behaviour of the system aprogrammer will often need to evaluate high-level, qualitative relationships holding between dataobjects (e.g. to test whether one region overlaps another). Such information can be extracted whenneeded fromnumerical data-structures by special purpose algorithms. Writing such algorithmsmayoften be quite straightforward for a competent programmer, but as large systems are developedproblems are likely to emerge. There is potentially in�nite variety in the form that spatial datacan take, so a large number of similar algorithms operating on slightly di�erent types of data mustbe written.1 More seriously, the heterogeneity of data objects means that apparently equivalentproperties of di�erent data-types may diverge in extreme cases and this can lead to coding errorswhich are di�cult to identify.The primary cause of these problems is that current programming systems provide no general1The object-oriented paradigm of computer programming can help overcome this problem but only if great careis taken in establishing a hierarchical organisation of data-types | even then it may be di�cult to integrate new,unforeseen data-types neatly into an existing structure. 9



CHAPTER 1. INTRODUCTION 10framework for manipulating high-level qualitative spatial information. In order to test whether aparticular qualitative relationship holds (e.g. `the sensor is in contact with the block') the pro-grammer must �rst know about the details of how objects and their locations are represented andthen formulate some test involving values contained in the relevant data-structures. This test willgenerally take the form of an equation or inequality (or perhaps some Boolean combination ofequations and/or inequalities). Such tests determine qualitative (spatial) relationships accordingto the intended interpretation of data structures in the database. If a programmer could directlyemploy qualitative spatial vocabulary in place of complex test operations, many coding tasks wouldbe greatly simpli�ed; but providing such a facility is very far from straightforward. It requires theformulation of an adequate theory of spatial relations together with an e�ective means of computinginferences according to the theory.In addition to its application in the context of well established kinds of computer system, spa-tial reasoning is of crucial importance to the �eld of Arti�cial Intelligence (AI). In attemptingto construct computer programs that simulate `intelligent' behaviour, many researchers have con-cluded that, as well as needing general purpose reasoning mechanisms, such systems must possessa large amount of background knowledge and, furthermore, in order to draw consequences fromthis information, detailed theories characterising the logical properties of the concepts and rela-tions involved will be required. Spatial relations clearly form an extremely important conceptualdomain | they are involved in a very high proportion of facts about the real world. Hence, in thedevelopment of this (logicist) approach to AI, theories of spatial relations will play a central role.AI research into spatial reasoning is at the present largely dissociated from related branchesof mathematics | geometry, topology and logic. This is partly because mathematical formalismsin these areas do not naturally lend themselves to e�ective automated computation of inferences.Another factor is the di�culty of assimilating these highly developed and complex disciplines intothe relatively young and, as yet, rather fragmented �eld of AI. From the standpoint of AI, spatialreasoning is often seen as closely associated with the cognitive processing capabilities of humansand other animals. Mathematical theories on the other hand give a very abstract characterisationof reasoning, which is independent from biological or psychological processes. However, consid-erations of the cognitive plausibility of representations and algorithms employed in a computerprogram to provide reasoning capabilities are closely connected to considerations of the computa-tional complexity of formal deductive systems.In this thesis I shall adopt a mathematical view of the problem. However we shall see thatcertain conceptual frameworks which were in fact motivated by arguments of cognitive plausibilitydo lead to formal systems which are computationally manageable. Thus for example the ideaof taking certain sets of relations as being of special signi�cance in the classi�cation of spatialsituations and of taking the composition2 of two relations as a primary mode of deduction appearsto be both cognitively plausible and to lead to formal systems in which many useful inferences can2Given two relations R1 and R2, their composition, `R1;R2' is the strongest relation such that for any threeobjects, a, b, c, if R1(a; b) and R2(b; c) hold, then R3(a; c) must hold. The nature and signi�cance of relationalcomposition will be studied in chapter 9.



CHAPTER 1. INTRODUCTION 11be computed e�ectively (see for example (Freksa 1992b) and (Hern�andez 1994)).The rest of this introductory chapter will be structured as follows: First I motivate the enterpriseof automating spatial reasoning by exhibiting some of the more signi�cant of the wide variety ofspatial concepts and suggesting reasoning tasks and applications for which these concepts aresigni�cant. I then give a brief history of spatial reasoning in which I outline the major approachesto the subject that have been developed by mathematicians and philosophers. This is followed bya consideration of the relationships between di�erent conceptual frameworks and formal systemsfor representing and reasoning about space. I then survey work on spatial reasoning in computerscience, particularly from the perspective of AI. We shall see that (in addition to problems ofadequate formal representation) automated reasoning about spatial information faces considerableproblems of computational complexity. Finally I give a brief overview of each of the subsequentchapters of the thesis.1.1 The Domain of Spatial Reasoning1.1.1 Spatial Concepts and InformationSpatial information is presented to us by means of two very di�erent modes: sensory perceptionand linguistic description. We acquire knowledge of spatial relationships either by some (moreor less unconscious) processing or transformation of states produced in our sensory organs inresponse to bombardment by particles from the outside world, or by being told (or reading) aboutthe spatial arrangement of parts of the world. The former, sensory, kind of information has beenintensively studied by researchers in computer vision and robotics with some success; but it isthe latter, propositional form of spatial information that will be the concern of this thesis. I shallpursue representations which can express information such as is contained in the following Englishsentences:� Yorkshire is part of England.� The hip bone is connected to the thigh bone.� The 
y is in the bottle.I shall not, however, be concerned with the particular ways in which a natural language ex-presses spatial information but with precisely speci�ed formal representations with de�nite rulesof logical inference. Nevertheless, it will be seen that these formal expressions can be interpretedin terms of certain natural language expressions and, moreover, that logically valid deductionscorrespond to arguments which are intuitively sound under this interpretation.1.1.2 Geometry of Points and Lines and its Primitive ConceptsThe geometry of points and lines is the most ancient branch of spatial reasoning. Here the abstractdimensionless point is the basic element and all other spatial entities must be constructed out ofpoints. One of the oldest theories of this mode of geometry is that of Euclid, whose axiomatic



CHAPTER 1. INTRODUCTION 12system is still used today.
b)a)

c) d)Figure 1.1: Some signi�cant relations among pointsFigure 1.1 presents four diagrams showing simple but very signi�cant relationships which canhold between points. The �gures are of course two dimensional but analogous relations can holdin 3 (or more) dimensions. Diagram a) shows the betweenness relation holding among three points(if order is disregarded one has the collinearity relation). b) depicts the equidistance of two pairsof points. Betweenness and equidistance are the two primitives in Tarski's (1959) formalisation ofelementary geometry (see appendix A). c) shows the relation of equidistance of two points froma third (a situation easily constructed on paper using a compass). In fact, in Euclidean geometryboth the relations a) and b) (and hence all relations of elementary Euclidean geometry) can bede�ned in terms of relation c). The ternary relation of equilaterality, d), can also serve as the soleprimitive for Euclidean geometry of three or more dimensions (Tarski and Beth 1956).If a coordinate frame and metric are speci�ed for a Euclidean space algebraic methods canbe applied to geometrical problems. Points, lines and surfaces are then represented by meansof equations and inequalities relating the coordinates of points. This analytic geometry is themost widely used representation for spatial information; it forms the basis of almost all spatialrepresentation and reasoning mechanisms employed in current computer systems.1.1.3 TopologyTopology may be regarded as a sub-�eld of geometry but it is far more abstract than the geometry ofpoints and lines. The topological properties of a spatial object are those that do not vary dependingon scale or orientation. A good illustration of such invariance is provided by considering a drawingon a rubber sheet: the topological properties of the drawing are those which are preserved whilethe sheet is arbitrarily stretched and deformed.3Figure 1.2 illustrates 8 particularly signi�cant topological relations which can hold between tworegions (although the diagram shows 2D regions, analogues of these relations apply to 1, 3 or higher3By virtue of the very abstract way in which the theory of topology has been developed, `topological' conceptshave also been applied to areas of mathematics which are very far removed from this rubber-sheet interpretation.



CHAPTER 1. INTRODUCTION 13dimensional regions). All of these relations are de�nable in the RCC (for Randell, Cohn and Cui| or alternatively Region Connection Calculus) theory of spatial regions (Randell, Cui and Cohn1992) which will be investigated in detail in chapter 2. Essentially, the same set of relations hasbeen independently identi�ed as signi�cant in the context of Geographical Information Systems(Egenhofer and Franzosa 1991, Egenhofer 1991, Clementini, Sharma and Egenhofer 1994).The 8 relations form a jointly exhaustive and pairwise disjoint (JEPD) set, which means thatany two regions stand to each other in exactly one of these relations. (JEPD sets are importantin the composition-based approach to reasoning about binary relations, which will be explored inchapter 9.) This classi�cation can be re�ned to introduce additional distinctions between relations.For instance amongst pairs of EC (externally connected) regions we could distinguish those con-nected at a boundary segment from those connected at a single point. Many such relations arealso de�nable in the RCC theory.Topological relationships are of a very general character and can be used to give a high-leveldescription of all manner of spatial situations. For example, useful geographical information con-cerning countries, provinces and counties and the relationships between them can be expressed interms of these relations. Non-spatial information can also often be represented metaphorically interms of topological properties | e.g. the range of application of colour terms might be describedin terms of regions in a `colour space'.
a

ab
b

a

b

DC(a,b)

b

a

a b

TPP(a,b)EC(a,b) TPPi(a,b)

a

ba

NTPP(a,b)PO(a,b)

b

EQ(a,b) NTPPi(a,b)

a bFigure 1.2: Basic relations in the RCC theoryRepresentation and e�ective automated reasoning about topological relations will be the mainconcern of this thesis. However, we shall see that representations and algorithms developed primar-ily for e�cient topological reasoning can be extended to handle other aspects of spatial information.Formal characterisation of topological relationships has traditionally been carried out by axiomat-ising certain properties of sets of points. However, such an axiomatisation assumes a theory of sets.The resulting theory is extremely complex and consequently impractical as a basis for an automatedreasoning system. An alternative approach to formalising topological notions is that of algebraictopology, in which the objects of the theory are n-dimensional polygons and polyhedra. This may
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Cylinder-surfaceLoopDouble doughnut Block minus block

Doughnut (or Solid Torus) Torus Doughnut with gap

(topologically, a solid block)

Three doughnuts with degenerate holes

Four doughnuts with degenerate hole-surroundsFigure 1.3: Shapes distinguished by Gotts using the RCC theoryprove to be more suitable for computational reasoning than the point-set representation but in itspresent form it is also far too complex. In view of the importance of topological concepts andthe di�culty of carrying out automated reasoning using standard mathematical notations, muchof this thesis will be concerned with the development of alternative representations for topologicalrelationships.1.1.4 ShapeCharacterising the shape of objects or regions seems to involve a wide spectrum of spatial concepts.Although the shape of a region may be regarded as independent of its size and orientation, therelative proportions and positions of the parts of a region are essential to its shape, so size andorientation are in this way aspects of shape. In fact, if in describing any spatial situation we areonly interested in distinguishing occupied regions from free space and are not concerned with theoverall scale, then this can be accomplished by characterising the shape of the occupied (or free)space. Thus representing and reasoning about arbitrary shapes encompasses a very large part |if not the whole | of the domain of spatial reasoning.Nevertheless a number of formalisms for describing shape have been developed. These can bedivided into two broad classes: �rstly there are the constructive representations in which complexshapes are described by structured combinations of primitive components; and secondly, thereare approaches which might be called constraining, since shapes are characterised in terms of



CHAPTER 1. INTRODUCTION 15properties holding of a region and these properties are constrained to conform to some theory.A well-known form of the constructive approach which is based on numerical/vector repres-entations of objects is Constructive Solid Geometry (Requicha and Tilove 1978, Requicha 1980).More abstract examples of the approach include the many kinds of shape grammar that have beendeveloped. A rather di�erent method of shape construction is described by Leyton (1988). He spe-ci�es a process grammar, which generates shapes by means of a series of deformations starting froman initial disc shape. Constraining approaches to shape include those based on axiomatic theoriessuch as the 1st-order RCC theory (Randell, Cui and Cohn 1992). Gotts (1994) has shown howmany topologyically distinct `shapes' can be distinguished in terms of this theory (see �gure 1.3).Another approach to shape de�nition using RCC is described in (Cohn 1995).1.1.5 Convexity and ContainmentA limited but signi�cant sub-domain of properties concerning shape comprises those conceptsrelated to the notion of convexity: An object may be convex or may have a certain number ofconcavities. Even such a seemingly meagre range of distinctions can serve to discriminate betweenmany di�erent kinds of spatial region (Cohn 1995, Davis, Gotts and Cohn 1997).In describing convexity-related properties it is useful not only to be able to say that a region isconvex but also to be able to identify the smallest convex region which contains any given region.This is the convex-hull of the region. The (extended) RCC theory employs a convex-hull operatorwhose interpretation is the function from regions to their convex-hulls. In the present work I shallonly be concerned with those notions of convexity and containment which are de�nable in termsof the convex-hull operator. Thus not only will many aspects of shape be overlooked but also thetreatment of convexity will be limited.4Several useful relationships concerning the `containment' of one region within another may bede�ned in terms of convex-hulls. For instance, if a region a does not overlap b but is a part ofthe convex-hull of b, we may say that b contains a. This give a precise | although arguablyunnatural | speci�cation of a containment relation in terms of convex-hull together with somesimple topological relations. Convexity and containment will be considered in detail in chapter 8.1.1.6 Position and OrientationPosition and orientation are very important kinds of spatial information, which can be preciselyrepresented by means of numerical coordinates. However, there are also a wide range of qualitativerelationships involving these concepts. Figure 1.4 illustrates an analysis of qualitative orientationdue to Freksa (1992b). 1.4a depicts a situation in which an observer, o, is heading towards alandmark, l, and sees a house, h, which is further away than and to the right of the landmark.Figure 1.4b is a qualitative representation of the relative position of the house with respect to theobserver (at the lower intersection in the grid) and landmark (the upper intersection). 15 qualitat-4A detailed examination of many subtle di�culties that arise when one tries to precisely characterise di�erentkinds of cavity can be found in (Casati and Varzi 1994).



CHAPTER 1. INTRODUCTION 16ively di�erent relative locations can be distinguished by means of this representation, as indicatedin 1.4c. Qualitative representations of orientation have also been investigated by Hern�andez (1994).Whilst position and orientation are clearly very important for many modes of spatial reasoning,further consideration of these aspects of spatial information is beyond the scope of this thesis.
b) c)a)

h

l

oFigure 1.4: Qualitative orientation in a relative coordinate system1.2 A Brief History of Spatial ReasoningI shall now describe some of the more successful approaches to the characterisation of correctreasoning about spatial relationships. The ideas presented here predate or are independent fromthe use of electronic computers. More recent approaches to spatial reasoning taken by researchersin computer science (especially in the �eld of AI) will be reviewed later (in section 1.4).1.2.1 OriginsI shall give only brief account of the early history of spatial reasoning: further details can be foundin any good history of mathematics, such as that of Boyer (1968).Geometry (literally earth/land measurement) dates back to the Egyptians. Egyptian mathem-atics was of a largely practical kind, concerned with simple calculations, very often of a spatialcharacter (e.g. determining the area of a piece of land). The relations between lengths, areas andvolumes were studied because of their value in commercial and architectural applications. The ideathat all geometrical reasoning might be based on the application of a small number of fundamentalprinciples appears to have originated in the ancient Greek civilisation. The almost mythical charac-ter Thales (who lived around 600 B.C.) is often credited with being the �rst person to demonstrategeneral principles of mathematical (and particularly geometrical) reasoning.The idea of characterising valid reasoning in terms of logical modes of inference was taken up bymanyGreek thinkers and developed surprisingly rapidly, so that within a century Pythagoras (�540B.C.) and his followers had constructed very rigorous proofs of many theorems in number theoryand geometry. Laws of valid argument were also studied independently of any particular subjectmatter. Early philosophers such as Plato (427{347 B.C.) realised that sequences of sentences thatfollowed certain patterns always seemed to constitute a convincing argument. This is the basisof formal logic. Many principles of reason such as modus ponens and the law of the excluded



CHAPTER 1. INTRODUCTION 17middle were identi�ed. Aristotle (384{322 B.C.) analysed syllogisms, which make up a signi�cantfragment of quanti�cational logic.At this time there was intense investigation of how principles of rigorous logical inferenceshould be applied to reasoning about spatial relationships. Geometers strove to elicit the elementsof geometry | that is, a set of fundamental de�nitions and postulates from which all geometricaltruths could be logically derived. Many attempts were made to specify these elements until �nally asystem was discovered which seemed to yield all that was required. Euclid's Elements was writtenround about 300 B.C., while Euclid was a teacher in the Museum at Alexandria (an institutionestablished by Ptolemy I). Despite a certain amount of quibbling about a postulate concerningparallel lines, Euclid's axiomatic geometry has been in use right up to the present day.1.2.2 DevelopmentFor almost two millennia geometry was extensively developed; but it did not really go beyond thepotentialities of its Euclidean foundation until it was investigated by Descartes (1596{1650). InLa Geometrie, an appendix to his Discours de la M�ethode (1637), Descartes introduced the ideaof a coordinate system, in which points are identi�ed with pairs (in 2D) or triples (in 3D) of realnumbers. This interpretation provides the foundation for what is now known as analytic geometry inwhich lines, surfaces and volumes are represented by means of algebraic equations and inequalitiesinvolving the Cartesian coordinates of points. The uniformity of algebraic representation facilitatesgeneral and very e�ective methods for solving large classes of geometrical problems.The 19th century saw a dramatic revolution in geometry. Euclid's �fth postulate (which statesthat for any point and any line there exists a unique line passing through the point and parallel tothe �rst line) had long been the subject of investigation because it had long been hoped that it couldbe derived from the other (much simpler) postulates of the theory. The formal apparatus involvedin representing and reasoning about Euclidean geometry had by this time become very preciseand the general properties of formal systems had also become clearer. In particular the notionsof logical equivalence, independence and consistency of axiom sets were now well understood. Itwas �nally established that Euclid's �fth postulate (concerning the existence of unique parallels)was independent of the other simpler postulates so that consistent systems could be constructed inwhich it did not hold. Lobachevsky (1829) took the bold step of proposing a system of (hyperbolic)geometry, which explicitly contradicts the �fth postulate.5The end of the 19th century also saw the birth of a radically new approach to the mathematicaldescription of spatial relationships. The �eld of point-set topology was originated by Cantor (1845-1918) as an application of set theory to the study of Euclidean space. Investigations in topology (byHausdor� (1914), Kuratowski (1933) and many others) lead to the clari�cation of many conceptsin analysis (e.g. limits of in�nite sequences).6 The applications of modern topology are, for the5The signi�cance of non-Euclidean geometry is clearly explained in (Trudeau 1987), which also gives an illumin-ating view of the status of geometrical theories.6A thorough introduction to basic topology can be found in (Kuratowski 1972).



CHAPTER 1. INTRODUCTION 18most part, far-removed from spatial relationships in the physical world but are concerned withabstract mathematical structures. The complexity of point-set topology means that, although it isa powerful tool for the mathematician, it has not (as yet) yielded e�ective general purpose methodsfor reasoning about spatial relationships.An alternative approach to characterising topological properties known as algebraic topologywas created by Henri Poincar�e in the last years of the 19th century. It was initially developedmore or less independently of point-set topology although in the 1930s some uni�cation of theapproaches was attained (Alexandro� and Hopf 1935). The basis of the approach to topology isto use an algebraic object (often some kind of group) to describe the structure of a topologicalspace. This formalism is in many respects more amenable to computational manipulation thanthe point-set approach and it is very likely that algebraic methods can provide a powerful toolfor the development of spatial reasoning algorithms (see e.g. (Pigot 1992, Bertolotto, Floriani andMarzano 1995)). However, further consideration of the theory of algebraic topology is beyond thescope of this thesis.1.2.3 New FoundationsDuring the early part of the 20th century the methods of logical analysis reached a state of extremeprecision and were applied to many branches of mathematical and (to a lesser extent) physicalscience. Russell and Whitehead were both keen that the methods of logic should be applied notonly to well established, objective physical theories but also to the development of phenomenologicaltheories, describing the world as it is perceived through sense data. How such theories should beconstructed was (and is still) far from clear. One idea, expounded by Whitehead in his book TheConcept of Nature (Whitehead 1920), is that in a theory of the world of sensory experience, thebasic entities of the logical representation should correspond directly to `phenomena', these beingobjects of consciousness which are perceived via diverse sense-data but are conceived as integralobjects or events | e.g. a cloud or the 
ight of a bird across the sky.Treating such things as basic entities is at odds with the theoretical systems which have beendeveloped to formalise classical science. In these systems the basic entities are typically pointsof space, instants of time and numerical quantities such as mass and velocity (in fact, pointsand instants are generally also identi�ed with numerical coordinates). The spatial relationshipsbetween points are characterised by well-known geometrical theories and mathematical structures.Moreover, this analysis allows speci�cation of physical laws in terms of di�erential equations, whichform the axioms of nearly all physical theories. But the analysis also means that formal objectscorresponding to physical bodies or events must be built up set-theoretically in terms of these basicentities. A complex and irregular region (e.g. that occupied by a cloud) then becomes an in�niteset of points which may be extremely di�cult or even impossible to characterise.Under the alternative, phenomenological approach, objects and events become the basic entitiesof a theory. Geometry is now concerned with relationships between the regions occupied by bodiesand dynamical laws must be formulated in terms of causal relationships between events: di�erential



CHAPTER 1. INTRODUCTION 19equations are replaced by qualitative relationships. Attempts to construct theories of this kind havebeen made by many philosophers and logicians as well as, more recently, by computer scientists;but this project has met with severe di�culties. In fact, I think it is fair to say that there is nowidely accepted physical theory based on this type of ontology. This is perhaps not surprising,given �rstly the relatively recent conception of the idea and secondly the di�culty in �nding usesfor such theories that would make their construction more than just a philosophical exercise.An application which promises to motivate development of phenomenon-based theories is AI.Not only does this ontology appear to be closer to that employed in human reasoning (as evidencedby the structure of our ordinary language) but it also seems that it may be more appropriate asa vehicle for automated reasoning about real world situations, which if described in the terms ofclassical physics would be unmanageably complex. Nevertheless, despite considerable e�ort fromAI researchers, the qualitative theories embedded in AI systems do not appear to have a powerand generality comparable to classical theories of, for example, dynamics or electromagnetics.One explanation for the lack of progress may be that researchers have assumed that, giventhe right formal framework, specifying theories of real world phenomena will be straightforward:much work has been directed towards providing general-purpose formal systems that are amenableto computation; but comparatively little has been concerned with providing theories of speci�cconceptual domains. However, in recent years, interest in such domain-speci�c theories has grownrapidly. By analogy with the role of point based geometry in classical physical theories, it is tobe expected that characterisation of the geometrical relationships that may hold between extendedobjects will be of fundamental importance to many of these conceptual theories. Construction ofgeneral theories of these relationships is one of the primary goals of the sub-�eld of AI known asQualitative Spatial Reasoning (henceforth QSR).A detailed account of formal theories of spatial regions will be given in the next chapter.1.3 Conceptual and Formal FrameworksLet us now examine the plurality of possible frameworks for representing and reasoning aboutspatial information and the relationships between these frameworks.The history of spatial reasoning shows that formalisation of its modes of inference can be carriedout from a variety of di�erent perspectives. Given our modern understanding of logical systemsit is obvious that for any axiomatic theory there are in�nitely many syntactically distinct butlogically equivalent axiomatisations of the theory. In the context of geometry this is well illustratedby Euclid's �fth postulate which (when taken together with his other four postulates) has beenproved logically equivalent to a host of other possible axioms (e.g. that the angles of a triangle addup to 180�).At a more fundamental level there are also many di�erent concepts or sets of concepts thatcould be taken as primitives in a formal system. Given two sets of primitives, A and B, it mayhappen that each concept of B can be de�ned (by means of purely logical equivalences) in termsof the concepts of A; in this case the set A is at least as expressive as B. Moreover two sets of



CHAPTER 1. INTRODUCTION 20concepts may be equal in expressive power and so could serve as alternative sets of primitives for(essentially) the same theory.7Analysis of Euclid's geometry led to several equivalent systems employing di�erent primitiverelations between points | equidistance of two pairs of points, equidistance of two points from athird, mutual equidistance of three points, the relation between �ve points which lie on the surfaceof the same sphere. However in all these formulations one primitive notion remains constant |that of point. Commitment to the notion of `point' is easily overlooked in most axiomatic systemsof geometry because it is often assumed that the domain of (1st-order) quanti�cation coincides withthe totality of points so there is no need to actually employ a predicate `point(x)'. Nevertheless, aswe shall see in the next chapter, a number of axiom systems have been proposed in which regionsrather than points make up the domain of quanti�cation. So, in formulating a theory of spatialrelationships (or any other theory), we have a large degree of freedom, not only in how we stateits axioms and which primitive predicates we employ, but also in choosing the type of objects thatmake up the domain of elementary individuals of the theory.Nicod's doctoral thesis Geometry in the Sensible World (1924) opens with a penetrating analysisof the relationship between alternative systems of geometry based on di�erent primitive notions.Here he introduces the ideas of intrinsic and extrinsic complexity of formal systems. The formerresides in the structure of the system itself whereas the latter depends on how simply the elementsand concepts of the formal theory can be matched to objects and properties in the domain ofapplication of the theory. Thus, for specifying a theory of physical processes, a formal system inwhich points are the basic elements may be internally simple; but, because abstract points cannotbe perceived directly or precisely located in the physical world, it would be deemed externallycomplex.1.3.1 Basic Elements in a Spatial TheoryFive of the most promising candidates to serve as basic elements in a theory of spatial relationshipsare given in the following table:Objects Existential Character ProponentsPoints abstract Euclid, Descartes (1637)Regions spatial Clarke (1981), Randell, Cui and Cohn (1992)Bodies physical Sneed (1971)Things linguistic/metaphysical Whitehead (1929), Simons (1987)Sense-data sensory Whitehead (1929), Nicod (1924)The most established ontological foundation for spatial reasoning is to construe points as thebasic elements out of which more complex spatial objects are in some sense composed. Points areusually regarded as abstract theoretical entities because they have no physical extension nor mass.The idea of developing a geometry based upon sense-data was pursued byWhitehead and Nicod7A number of important theorems concerning the de�nability of concepts and the completeness of conceptualframeworks are given in (Tarski 1956b).



CHAPTER 1. INTRODUCTION 21under the in
uence of Russell's epistemological theories, according to which the basic elements ofreason must be correlated with simple sense data such as colour patches in the visual �eld (Russell1912). Within such an ontology, points | if they are to exist at all |must be somehow constructedin terms of sense-data.Taking regions as basic may be seen as a compromise between point-based and sense-data-based ontologies in that, although regions are strictly abstract partitions of a space, they seem tobe much closer to sense-data than are points. (A given region may possess a certain property |`greenness' say | and this will be perceived as a green patch.) Although Whitehead and Nicodsaw sense-data as primary, they also gave axiomatisations whose objects are (abstract) regions;the correspondence between these regions and actual sense-data would then have to be given byan auxiliary de�nitional theory (c.f. the chapter `The geometry of perspectives' in Nicod's thesis).Laguna and Tarski also developed theories of regions (which they, slightly misleadingly, called`solids') but did not appear to be so concerned with the epistemological status of regions. Theirtheories are presented more as alternative abstract systems of geometry, in which the status ofpoint and region is inverted with respect to set-theoretic construction.Region-based formalisms have often been presented as relating to arbitrary `solids' (de Laguna1922, Tarski 1929). This might suggest that the objects of these theories are physical bodies |for `solidity' is surely a physical property, which could not apply to an abstract region. However,a theory of physical bodies would have to take into account the material structure and propertiesof such objects rather than treating them as abstract volumes. Such formalisations of physicalobjects are at a relatively undeveloped stage, although a number of formal theories of Newtonianmechanics have been proposed (e.g. (Montague 1962)). A discussion of the problems involved inspecifying physical theories in a fully formal framework can be found in (Sneed 1971).A �nal existential perspective on the objects of spatial reason is given to us by our linguisticdescriptions of objects in space. Such objects are generally individuated by means of count nouns(e.g. table, cup, saucer), each of which carries its own criteria for identi�cation. These linguisticclassi�cations and their associated criteria of recognition derive from the practical signi�cance ofcertain types of physical entity conditioned to some extent by more or less arbitrary linguisticconventions. The utility of this classi�cation is to a large extent determined by the physical natureof the world: the material properties of the world give rise to `natural' ways of classifying it andbreaking it into chunks. However, it may be argued these physical circumstances give rise toa framework of metaphysical categories which must underly any linguistic description of spatialentities.1.3.2 Modes of FormalismAt a still more fundamental level, the very boundary between a logical representation language anda theory expressed in that language may be shifted. Three kinds of representation together withtheir apparatus for information manipulation are summarised in the following table:



CHAPTER 1. INTRODUCTION 22axiomatic theorem provingalgebraic (analytic) coordinates and equationspurely logical spatial logic and proof proceduresApplying the axiomatic method to spatial reasoning involves formulating a spatial theory insome general-purpose logical language (such as 1st-order logic) and then proving theorems inthat system. It has been found that theorem-proving in all but the simplest logical languages isintractable. The algebraic approach is the one that is most commonly adopted. Information iscoded in polynomial equations and/or inequalities. Disjunctive and quanti�cational constructs areavoided so that the expressive power of the system is limited. E�ective methods for manipulatingand extracting information from equations and inequalities are well-known. The possibility of apurely logical approach is not widely appreciated. It will be discussed in the next section.1.3.3 Logical Theories of Space and Spatial LogicsThe vocabulary of a formal language can be divided into two categories of atomic expression,which may be called logical and non-logical. In 1st-order logic the logical symbols are the truth-functional connectives and quanti�ers, and the non-logical vocabulary consists of constants andpredicates. (Variables may be regarded as notational devices associated with quanti�ers as ameans of indicating their scope.) We have seen how in representing a theory in a formal languagethere may be many possible sets of non-logical primitives in terms of which the theory could bespeci�ed. However, there is also a more radical kind of alternative formulation: concepts of thetheory may be encoded directly into logical symbols (or complex logical structures) of the formallanguage. In doing this we arrive at a true spatial logic, rather than merely a theory of spatialrelations speci�ed in a general-purpose logical language.In chapter 4 we shall investigate this possibility at some length. The most novel and substantialresults of this thesis concern the representation of spatial relationships in terms of non-classical0-order logics. One advantage of such encodings is that one often immediately obtains a decisionprocedure for the spatial theory.1.4 Spatial Reasoning in Computer ScienceIn most existing computer programs, representation and manipulation of spatial data is very largelynumerical. Objects and regions are represented by sets of coordinates and information is extractedfrom this data by means of arithmetic and trigonometric computations.Numerical representation may be well suited for some purposes, in particular where the spatialinformation precisely describes some de�nite situation and where the output required from thesystem is itself primarily numerical. However, in many cases, useful spatial information does notdescribe a unique physical situation but qualitatively characterises a situation as being of a par-ticular type. Extracting information from such data requires logical reasoning about the concepts



CHAPTER 1. INTRODUCTION 23involved in describing a situation; and hence requires a rigorous (formal) theory of qualitativespatial relationships.From a computational point of view, qualitative theories of spatial relations are relatively un-developed. Nevertheless some signi�cant work has been done. Randell and Cohn (1989) andRandell, Cui and Cohn (1992) specify a 1st-order theory of spatial regions based on a primitiverelation of connectedness, C(x; y), together with a number of (quasi-Boolean) functions. Despitecontaining very few non-logical primitives this theory has been found to be quite expressive: indeeda large number of signi�cant spatial relations can be de�ned exclusively in terms of the relation,C (Gotts 1994). Egenhofer (1991) presents a much more limited framework in which a number oftopological relations can be represented. He also shows how some simple inference rules can beused to generate the composition of any pair of these relations (see chapter 9 for a full discussionof composition-based reasoning).1.4.1 Commonsense KnowledgeMany in
uential AI researchers have argued that representation of so-called `commonsense' know-ledge is of key importance in developing `intelligent' computer systems; and a fair proportionof these researchers have employed formal representations and axiomatic theories as a means ofencoding this knowledge (see e.g. (Hayes 1979, Hayes 1985b, Guha and Lenat 1990)). Qualitat-ive spatial concepts are pervasive in everyday descriptions of the world so axiomatic theories ofcommonsense knowledge will have to incorporate many axioms governing the logical behaviour ofspatial properties and relations.A very large number of theories have been constructed, so detailed descriptions cannot be givenhere. Many of the papers which shaped this �eld of AI are contained in the collections (Hobbs,Blenko, Croft, Hager, Kautz, Kube and Shoham 1985) and (Hobbs and Moore 1985). A morerecent reference on formal representations of commonsense knowledge is (Davis 1990).1.4.2 Reasoning about Physical SystemsAnother domain of knowledge representation that has received considerable attention is that ofphysical systems. Reasoning about physical systems may be treated as a type of commonsensereasoning or alternatively one may attempt to formalise the kind of reasoning employed by phys-icists, which involves manipulation of mathematical equations as well as the use of commonsenseprinciples. Although spatial properties are of fundamental importance to the characterisation ofphysical systems, work in this area has tended to focus on their dynamical behaviour rather thantheir static properties. Key papers in this area can be found in (Weld and De Kleer 1990).1.4.3 Spatial Reasoning in RoboticsSpatial reasoning is clearly of key importance in the �eld of robotics. But, because of the complexityof the domain, the use of formal representations has been limited. Most robot control systems relyon algorithms which are (from a logical point of view) rather ad hoc.



CHAPTER 1. INTRODUCTION 24However, certain methods for classical robot path planning do make use of logical representa-tions. A general representation for physical objects can be given in terms of semi-algebraic sets.These are sets of points de�ned by 1st-order formulae whose atoms are polynomial equalities orinequalities. The consistency of sets of such expressions can be determined by the decision pro-cedure for algebra and geometry given by Tarski (1948), who showed how quanti�ers could beeliminated from these formulae. The use of this decision procedure for computing collision freepaths for a robot in an arbitrary workspace characterised in terms of semi-algebraic sets is de-scribed by Latombe (1991). Other uses of quanti�er elimination methods in geometrical reasoningare discussed by Arnon (1988).It is likely that spatial reasoning formalisms akin to those developed in this thesis will ultimatelyplay an important role in robotic control systems. But before this can be done it will be necessaryto develop representations with which one can express and reason about both spatial and dynamicalaspects of physical systems. This is beyond the scope of the present research.1.4.4 Spatial Reasoning and Computer VisionThe �eld of computer vision is an extremely active area of AI research and has produced systemswhich are actually used in applications. Vision is clearly very closely related to spatial reasoning.Nevertheless very little of the research done in this area is of direct relevance to the concerns ofthis thesis.Computer vision is concerned primarily with extracting information from sensor data. Thesensor data would typically take the form of two-dimensional pixel images. Various types ofinformation may be extracted but the most common tasks would be to construct some kind ofthree-dimensional model of the scene or to locate types of object or region in the scene. Spatialreasoning on the other hand is concerned with manipulating spatial information and in particularin �nding consequences holding among spatial propositions.Although the concerns of vision and spatial reasoning are rather di�erent, there is some inter-action between the problems of the two �elds. For instance, in extracting 3D information from a2D scene, the ability to draw inferences from, and to test the consistency of, 3D spatial informa-tion may be very useful in narrowing down the range of possible interpretations of a scene. Thistechnique would be akin to that used by Waltz (1975) for �nding 3D descriptions of shaded 2Ddrawings.1.4.5 Temporal ReasoningTemporal reasoning is a distinct and very active area of research. Nevertheless space and time areoften considered to be very closely related aspects of reality, so it is useful to consider similaritiesbetween spatial and temporal formalisms.Temporal reasoning has been developed in a number of di�erent ways.8 Originating with thework of Prior (1955, 1967), tense logics have been developed in which temporal relationships8A survey of temporal logics and their applications can be found in (Galton 1987).



CHAPTER 1. INTRODUCTION 25between states of a�airs are modelled in terms of propositional operators. This analysis of tenseis much the same as that given by modal logics in respect of concepts such as necessity and belief,which are likewise represented in terms of propositional operators. Galton (1984) further analysesthe structure of temporal operators by means of a language in which propositions and events aredistinct types of expression.Until recently languages such as tense logic, where temporality is modelled by special categor-ies of logical operator, have not been widely employed by AI researchers. Theories of actions andchange have rather been represented in more standard notation (1st-order logic or some variant),with semantic properties being speci�ed by axioms or captured by special purpose inference rules.The best known work in this area is that of Allen. Allen identi�ed a set of thirteen JEPD relationswhich can hold between two temporal intervals and studied reasoning procedures based on thecomposition of these relations (Allen 1981, Allen 1983). A 1st-order theory describing these tem-poral intervals and their relationship to actions and events was also developed (Allen 1984, Allenand Hayes 1985).Whilst 1st-order theories may be very useful in establishing a sound theoretical framework forrepresenting information in some domains, requirements of computational tractability mean thatfor most practical purposes it has been found that less expressive, more domain-speci�c languagesmust be used. These come in two basic varieties: on the one hand we have constraint languagescapable of representing and reasoning with relational facts involving a �xed set of temporal relations(e.g. the 13 Allen relations | or perhaps some tractable subset of disjunctions of these relations);on the other hand we have languages containing temporal operators but less expressive than 1st-order logic (e.g. propositional or Horn clause languages). Formalisms of both these kinds are now(1997) extremely widespread and well-known in AI.The content of this thesis re
ects many parallels between the possible approaches which canbe taken to representing spatial information and approaches which have been applied to temporalinformation. Construction of the RCC theory of spatial regions was greatly in
uenced by theworks of Allen and Hayes (Allen and Hayes 1985, Hayes 1979, Hayes 1985a, Hayes 1985b) andconsequently its development followed a similar pattern: a 1st-order theory was presented andinvestigated; then to provide a reasoning mechanism useful constraint languages were identi�edwithin which composition based reasoning could be conducted. The most original part of thisthesis develops an alternative route to spatial reasoning via 0-order logical languages with spatialoperators. Hence, spatial as well as temporal reasoning can be carried out within the broadframework of modal logic.9I envisage that as the �eld of spatial reasoning is developed it will become increasingly linkedto temporal reasoning. In order to represent and reason about changing situations a combined(spatio-temporal) formalism is clearly needed. Reasoning about action and change has very often9In fact, it is perhaps more revealing to realise that what is common between all these modes of reasoning is thatthey are all representable in the very general framework of Boolean algebras with additional (monadic) operators.Logical languages whose semantics can be speci�ed in terms of such algebras form a very natural class of formalsystems whose expressive power is greater than that of propositional logic but which are still in many cases decidable.The use of such languages in spatial reasoning will be investigated in chapters 4,5 and 6.



CHAPTER 1. INTRODUCTION 26been presented in formalisms in which there is a basic category of expression referring to events.In providing semantics for such formalisms events have very often been identi�ed with temporalintervals. However, the temporal extent of an event is only one dimension of its existence. I believethat events (or at least most kinds of event) are spatial just as much as temporal entities and thatan adequate semantics for events must take into account this spatial character.The modal representation of spatial relations developed in chapter 4 is in many respects similarto propositional tense logics. If propositions in a tense logic are regarded as 1-dimensional regionson a `time line' it is clear that temporal operators are closely related to spatial relationships. Themain di�erence between tense logics and the spatial logics that I shall present is that a tense logicalformula is evaluated to be true or false at a particular time.1.5 Automating Spatial ReasoningAutomated reasoning has attracted a great deal of attention from computer scientists from thesixties onwards. Signi�cant advances have been made in developing proof methods which arewell-suited to computation.10Despite this progress, fundamental problems remain. Most researchers in this area have focusedon general-purpose 1st-order theorem proving. However, it is known that reasoning with thisformalism is undecidable. This means that, although proof algorithms for 1st-order logic can bespeci�ed which are guaranteed to generate a proof of any theorem in �nite time, there can be noalgorithm that can determine whether any arbitrary 1st-order formula is a theorem in �nite time.This is because, whatever proof procedure is used, there will always be a class of non-theorems forwhich the algorithm does not terminate. Unless this di�culty can somehow be circumvented it isunlikely that general-purpose 1st-order theorem provers will ever be used in practical applications.There are essentially two ways of avoiding the undecidability problem: one is to use a general-purpose logical language which is less expressive than 1st-order logic; the other is to use somespecial purpose representation designed for reasoning in a particular conceptual domain. Thisthesis combines both these approaches: I focus on representing information in the restricted domainof spatial relationships but in order to reason about these relations I show (in chapter 4) that theycan be encoded in a formalism which is normally regarded as a general purpose 0-order language.1.5.1 Complexity of Mathematical TheoriesAs we have seen, spatial reasoning has long been a concern of mathematicians. Indeed the �eldsof geometry and topology are extremely well developed and are of direct relevance to automatedreasoning about spatial situations. But the problem with nearly all mathematical theories is thatthey are too complex to reason with e�ectively. Topology is built upon a large amount of settheory, so any naive reasoning algorithm based on standard formulations of topology will have as itssearch space virtually all of mathematics. Whilst rather more succinct (1st-order) axiomatisations10General texts on Automated Reasoning which describe these methods include (Bibel 1993) and (Du�y 1991).



CHAPTER 1. INTRODUCTION 27of elementary geometry exist (e.g. (Tarski 1959)), these are still far too complex to be tackled byexisting theorem proving techniques.The need to employ such axiom systems can be avoided by employing the methods of analyticgeometry. Lines and regions can then be represented in terms of formulae comprising polynomialequations and inequalities relating the Cartesian coordinates of points. If such an approach is tobe e�ective the logical form of these formulae must be severely restricted: normally one simply hasa set of equations/inequalities which is implicitly taken as a conjunction in which all variables areuniversally quanti�ed. Under these restrictions disjunctive information cannot be represented, noris it possible to specify relationships involving more subtle quanti�cational structure. Surprisingly,if one introduces Boolean operators and arbitrary quanti�cation, the resulting language (known asthe Tarski language) does actually remain decidable by means of a quanti�er elimination method(Tarski 1948). Algorithms for quanti�er elimination in the Tarski language have been the subjectof considerable investigation (Collins 1975, Arnon 1988, Caviness and Johnson 1995, Mishra 1996)and, although the general problem is intractable, procedures have been found which are e�ectivefor large classes of formulae.1.5.2 Tractability and DecidabilityThe major problem in developing a useful formalism for reasoning about spatial information (indeedfor any domain) is the trade-o� between expressive power and computational tractability. WhilstEgenhofer's representation does allow for certain inferences to be computed e�ectively, the scopeof the theory is limited. On the other hand, although the formalism presented in Randell, Cui andCohn (1992) is very expressive, since it is presented in 1st-order logic, reasoning in the calculus isextremely di�cult (however the use of pre-calculated composition tables for relations de�nable inthe theory does enable certain kinds of inference to be computed e�ciently).It is common in computer science to equate tractability with polynomial-time computability.But to a logician this will probably seem an overly harsh restriction, since proof procedures innearly all interesting logics are at least exponentially hard. In this thesis I shall be primarilyconcerned with �nding decidable representations for spatial information but we shall see in chapter 6that by restricting the range of spatial relations which may be represented (to a class including allthe RCC-8 relations illustrated in �g 1.2) a polynomial-time reasoning algorithm can be obtained.1.6 The Content of this ThesisThe principal aim of this thesis is to investigate frameworks for representing spatial informationthat are both expressive enough to be useful for solving real problems and are in some sensetractable. I focus on topological relationships, which I consider to be the most fundamental ofspatial concepts; but I also examine the non-topological property of convexity. The rest of thethesis is organised into the following chapters:



CHAPTER 1. INTRODUCTION 282: Axiomatic Theories of Spatial RegionsIn the next chapter I survey previously proposed theories of spatial regions. I �rst give a briefdescription of classical point-set topology in which regions are treated as sets of points. I thenconsider theories in which regions are taken as basic entities. The earliest of these are the systemsof Lesniewski and of Whitehead, put forward at the beginning of this (the 20th) century. Alsocovered are the theories of Tarski (1929) and Clarke (1981). I go on to describe in some detail themore recent theory of Randell, Cui and Cohn (1992) (the RCC theory), which is a modi�cation ofClarke's calculus and was formulated with computational applications speci�cally in mind.3: Analysis of the RCC TheoryThe RCC theory is now investigated in some detail. I examine the axiom set and suggest certainmodi�cations which seem to be required. Models of the theory in terms of classical point-settopology are given and the possibility of constructing a complete theory is considered. I observethat no adequate 1st-order theory can be either complete or decidable. I suggest a new theoryconstructed so as to avoid certain technical problems arising in the original RCC theory.4: A 0-Order RepresentationSince 1st-order theories such as RCC are undecidable they cannot be used as a basis for e�ectivereasoning. Thus the representation language (or languages) used in a spatial reasoning systemmust be more restricted in their expressive power. 0-order logical calculi are normally regarded aspropositional logics; but as we shall see, a spatial interpretation of expressions of these formalismscan be given, in which the non-logical constants refer to spatial regions rather than propositions.This idea is introduced using the classical propositional logic, which can be interpreted as a Booleancalculus of spatial regions. The formalismof classical logic is then augmented to provide a languageC+, which is capable of expressing a considerably larger class of spatial facts. I give a decisionprocedure for this language obtained by adding simple meta-level reasoning to the basic prooftheory of classical 0-order logic.5: A Modal RepresentationFurther, extending the framework proposed in chapter 4, I show how modal operators can beinterpreted so as to correspond with further operations on spatial regions which are needed tocapture more subtle di�erences between di�erent spatial relationships. Speci�cally we shall seehow the operator of the modal logic S4 can be interpreted as a topological interior operator. Ithen give an encoding for a large class of topological relations (also expressible in RCC) into anaugmented form of the S4 language which I call S4+. This provides a decision procedure for aquite expressive spatial language.



CHAPTER 1. INTRODUCTION 296: An Intuitionistic Representation and its ComplexityWhilst the modal logic representation of spatial reasoning exempli�es a general methodology forusing 0-order languages in knowledge representation, its use for any practical application wouldrequire an e�cient theorem prover for S4. In this chapter I describe the implementation of a spatialreasoning system using a representation in terms of 0-order intuitionistic formulae. The core ofthe system is a Gentzen-style sequent calculus, which is a restriction of a well known rules systemfor the full 0-order intuitionistic calculus. The intrinsic complexity of reasoning algorithms usingthis intuitionistic representation has been studied by Nebel (1995a). Nebel looked at reasoningusing a tableau method and has shown that the inferences needed for reasoning with the fragmentof the logic needed to represent a large class of spatial relations (including in particular the 8 basicrelations considered in chapter 2) can be computed with a polynomial time algorithm.7: Quanti�er EliminationIn this short chapter I present a partial decision procedure for 1st-order theories of the connectionrelation. This is based on the method of quanti�er elimination. This technique can be used as apreprocessing step applied to a restricted class of 1st-order spatial formulae prior to translationinto the S4 or intuitionistic encodings.8: Convexity and ContainmentThe main results of the thesis apply primarily to the signi�cant but by no-means comprehensiverange of spatial relations de�nable from the primitive relation of connectedness. However, similarmethods can be applied to other aspects of spatial reasoning (and probably to other areas of know-ledge representation). In this chapter I explain how the techniques of 0-order representation canbe extended to handle non-topological information concerning the convexity of regions. This illus-trates methods by which the techniques given for e�ective reasoning with topological relationshipscan be extended to handle non-topological information.9: Composition-Based ReasoningIn this chapter I look at spatial reasoning based on the notion of relational composition. I examinethe use of composition tables to compute inferences and their relation to 1st-order theories. I alsopresent a relation algebra formalism for topological relations in which the role of the compositionoperation is much more prominent than in 1st-order representations.10: Further Work and ConclusionsIn the concluding chapter I evaluate the usefulness of the logical representations and reasoningsystems presented in this thesis. I assess the prospects for development of more expressive repres-entations for spatial reasoning which are computationally viable and look at how spatial reasoningmight be incorporated into more general reasoning systems. Potential applications areas includ-



CHAPTER 1. INTRODUCTION 30ing Geographical Information Systems (GIS), Robot Motion Planning and Computer Vision areconsidered; and I describe a prototype GIS with a limited qualitative spatial reasoning capability.1.6.1 Assumed Background and Notations EmployedIn this thesis I assume a knowledge of classical logic and set theory. I also make use of establishedwork in the areas of algebra, model theory, modal logic, and intuitionistic logic, so acquaintancewith these �elds will be useful. Standard formal notations of logic and set theory are employed.Other notations will be introduced and explained when required.



Chapter 2Axiomatic Theoriesof Spatial RegionsThis chapter surveys, in some detail, a number of formal theories of spatial regions. First Ibrie
y explain classical point-set topology, in which regions are characterised as sets of points.The rest of the chapter is concerned with theories in which extended regions are treated asbasic (0-order) entities. Although, some very eminent logicians have proposed and investigatedregion-based formalisms, they are still far less well understood than point-based theories. Thefollowing systems will be described in some detail: Le�sniewski's Mereology, Tarski's Geometryof Solids, Clarke's theory of the Connection relation, and the Region Connection Calculus(RCC). Several other formalisms will also be considered.2.1 Point-Set TopologyClassical point-set topology is based on set theory. The basic (0-order) elements of the theory arepoints. Regions are identi�ed with sets of points. In developing the theory, the principle mathem-atical objects considered are topological spaces. These are sets of elements (points) associated withan auxiliary structure determining the topological properties of the space. A topological space canbe formally de�ned in a number of ways. Perhaps the simplest is as a set of sets, which includesthe empty set and is closed under arbitrary unions and �nite intersections. This is the set of opensets of the space. The largest open set (which is the same as the union of all open sets) is calledthe universe of the topology. A topology can thus be represented by a structure T = hU;Oi, whereU is the universe and O is the set of open sets.In a topological space T = hU;Oi, given an arbitrary subset S of U , the interior of S is thelargest member of O that is a subset of S. The interior function, i, on a topology hU;Oi mapsevery subset of U to its interior (a member of O). Because of the conditions on the set of opensets, i must satisfy the axioms PSTi1-4 given below. In PSTi3, U is a meta symbol referringto whatever is the universal set of the topological space under consideration | i.e. for topology31



CHAPTER 2. AXIOMATIC THEORIES OF SPATIAL REGIONS 32T = hU;Oi we have U = U .1 X and Y are any subsets of the universe.PSTi1) i(X) [X = XPSTi2) i(i(X)) = i(X)PSTi3) i(U) = UPSTi4) i(X \ Y ) = i(X) \ i(Y )Given a set U , any function i that maps subsets of U to subsets of U and obeys the aboveaxioms determines a unique topology hU;Oi: the elements of O are simply those subsets S of Usuch that i(S) = S. Hence, any topology hU;Oi can be alternatively characterised by a structurehU; ii, where i is an interior function.A set is called closed i� it is the complement of some open set. The closure of a set is thesmallest closed set of which it is a subset. The closure function, c, mapping arbitrary subsets ofa space to their closures must satisfy the equations PSTc1-4 given below. The set of closed setsof a space or the closure function, c, can each be used as further alternative ways of specifyingthe topology of a space. Interior and closure functions are inter-de�nable: c(X) = i(X ) andi(X) = c(X ). Here, and throughout the sequel, X is the complement of X w.r.t. the universe.PSTc1) X [ c(X) = c(X)PSTc2) c(c(X)) = c(X)PSTc3) c(;) = ;PSTc4) c(X [ Y ) = c(X) [ c(Y )As was mentioned in section 1.5, the language of set theory, in which point-set topology andmany other mathematical theories are formulated, is highly intractable. Hence, this formalism isnot well suited to computational applications. Nevertheless, it may be possible to �nd useful sub-languages of set theory for which e�ective reasoning procedures can be constructed. In section 5.3I shall describe a purely algebraic sub-language of the formalism of point-set topology, which isboth decidable and quite expressive.Being built directly on set theory, point-set topology has an unambiguous set-theoretic se-mantics. This makes it a useful tool for studying the model theory of other spatial languages. Inthe rest of this chapter and the following chapter I shall consider several theories whose semanticsare not so well de�ned. If it is possible to interpret such a language in point-set-theoretic terms, thisimmediately gives it a precise (though indirect) semantics. Hence such an interpretation can formthe basis for soundness and completeness proofs. The methods of topological reasoning describedin chapters 5 and 6 are both justi�ed in this way.1In considering a single topological space the symbol U is not really necessary since we can always refer directlyto the universal set. However, in chapters 4, 5 and 6, I shall often use U to make statements about classes of algebras.



CHAPTER 2. AXIOMATIC THEORIES OF SPATIAL REGIONS 332.2 The Origins of Region-Based TheoriesThe early years of the 20th century saw intense activity in attempting to apply the methods of formallogic and set theory to mathematics and physics. Russell's epistemology and ideas about logicalprimitives were very in
uential at that time and Whitehead's book Concept of Nature (Whitehead1920) proposed a view of physics and geometry which is a radical revision of traditional conceptions:he sought to found these disciplines on sense data, which according to Russell (1912) can be theonly referents of truly primitive terms. To describe the spatial aspects of sense data, Whiteheadproposed the construction of a geometry in which spatial regions rather than points would be thebasic entities. Sense data could then be said to occupy spatial regions, whereas points would beabstract entities derived theoretically from regions.In his book Process and Reality (1929) Whitehead suggested that a general theory of objectsevents and processes could be developed based on the primitive relation of connectedness; andhe speci�ed a large number of logical properties of this primitive. Since the only well-developedphysical theories are formulated in terms of variables ranging over points in space (and time),Whitehead proposes the method of extensive abstraction (introduced in the earlier work (White-head 1920)) as a means of constructing points from regions of space (or space-time). The idea isto de�ne a point in terms of certain in�nitely nested sets of regions (a similar approach to char-acterising points in terms of regions has been followed by Clarke (1985) and is described below insection 2.5.3).Nicod's doctoral thesis Geometry in the Sensible World (1924) developed Whitehead's approachin a number of directions.2 Nicod adopted and modi�ed Whitehead's method of `extensive abstrac-tion' for the construction of points from regions. He also proposed some highly original approachesto constructing geometrical systems from a phenomenological standpoint. One of these is a char-acterisation of geometry from the point of view of a being equipped only with a kinaesthetic senseof its own movement in space. Another takes into account the viewpoint and perspective of anobserver in describing geometrical entities. It is also interesting to note that the chapter of thethesis on `Temporal Relations and the Hypothesis of Durations' contains a discussion of temporalrelationships between intervals and proposes a classi�cation which is essentially the same as thatadopted much later by Allen (1981). Another logician in
uenced by Whitehead was Theodore deLaguna who gave a theory of the `geometry of solids'. This will be brie
y described in section 2.7.1.Contemporary with the investigations of Whitehead and his followers, the Polish logician andphilosopher Stanislav Le�sniewski was conducting an extensive enquiry into ontology and logicalrepresentations. He was particularly concerned with characterising the part-whole relation betweenobjects and was critical of the set-theoretic treatment of this relationship. His theory was intendedto describe entities of any kind; but in this chapter I shall only be concerned with its applicationto spatial regions.2Russell regarded Nicod as potentially one of the greatest logicians of the 20th century and looked to him inparticular to carry forward the project of founding logical theories of the physical world on the basis of sense-data.Tragically, Nicod died prematurely soon after the publication of his doctoral thesis.



CHAPTER 2. AXIOMATIC THEORIES OF SPATIAL REGIONS 342.3 Le�sniewski's MereologyMereology, a formal theory of the part-whole relation was originally presented by Le�sniewski (1927-1931) in his own logical calculus, which he called Ontology. This calculus is based on principleswhich are rather di�erent from those of the standard predicate calculus. The principal distinctivefeatures of Ontology are: �rstly, that terms do not necessarily denote a single object (they may referto nothing, a unique individual or any number of distinct individuals); and secondly, quanti�cationis not associated with existential commitment (it has a more substitutional 
avour). For certainpurposes Le�sniewski's Ontology has distinct advantages over standard logic. For example, in thespatial domain one may wish to employ a function `the region of intersection of x and y' but this isa partial function, since if x and y are disjoint no such region exists. In standard logic terms alwaysdenote a unique individual, so partial functions are not legitimate; but in Ontology such functionspresent no problem.3 A full description of Le�sniewski's Ontology is beyond the scope of this thesis(see (Simons 1987) for a detailed account). However, the content of the theory of Mereology is notbound to the form in which it was initially stated. Hence I now present a formulation of Mereology,due to Tarski (1929), stated in standard classical logic.Mereology is built on the single primitive relation P(x; y), whose interpretation is that x is apart of y. In terms of this, the relations of `proper part' (PP) and `disjointness' (DJ) are de�ned,as well as SUM, which is a relation between a set of individuals and an individual. I shall use smallRoman letters for variables ranging over individuals and small Greek letters for variables rangingover sets of individuals. The de�nitions can then be given formally as:Mdef1) PP(x; y) �def (P(x; y) ^ :(x = y))Mdef2) DJ(x; y) �def :9z[P(z; x) ^ P(z; y)]Mdef3) SUM(�; x) �def 8y[y 2 � ! P(y; x)]^ :9z[P(z; x) ^ 8y[y 2 � ! DJ(y; z)]]In addition to the usual principles of classical logic and the theory of sets, the system is requiredto satisfy the following speci�cally mereological postulates:Mpost1) 8x8y8z[P(x; y) ^ P(y; z) ! P(x; z)]Mpost2) 8�[9x[x 2 �] ! 9!x[SUM(�; x)]]These ensure �rstly that the part relation is transitive and secondly (and rather controversially)that for any non-empty set of individuals there is a unique individual which is the sum of that set.Proofs of a number of theorems derivable from these axioms (e.g. that P is re
exive) can be foundin (Woodger 1937, Appendix E). A short-coming of the theory of mereology, based as it is onthe part relation, is that no distinction can be made between the relations of connectedness andoverlapping: if two regions do not overlap they are simply discrete.3Alternative formalisms in which partial functions can be handled are sorted classical logic (see e.g. (Cohn 1987))and free logic (Bencivenga 1986).



CHAPTER 2. AXIOMATIC THEORIES OF SPATIAL REGIONS 352.3.1 Other Mereological SystemsA number of theories have been developed which contain mereological primitives equivalent orsimilar to Le�sneiwski's. Woodger's The Axiomatic Method in Biology (1937) uses the theoryexactly as given above. Leonard and Goodman (Leonard and Goodman 1940) devised a formalismwhich they called the \calculus of individuals", based upon a predicate which holds when twoindividuals are discrete. This system is essentially the same as Le�sneiwski's but uses di�erentnotation and contains many additional de�nitions. The theory is applied to a number of problemsinvolving relations between individuals, groups and ensembles that cannot be handled by ordinaryquanti�cation. This formalism also appears in Goodman's book The Structure of Appearance(1951) which proposes an approach to formal description of the world based on principles oflogical nominalism (a reluctance to admit the existence of abstract entities such as sets).2.4 Tarski's Geometry of SolidsBuilding on Le�sneiwski's mereology by introducing a new sphere primitive, Tarski (1929) gave atheory of the `geometry of solids',4 which is embedded, by means of de�nitions, into an axiomat-isation of elementary Euclidean geometry (such as that given in (Tarski 1959)).Tarski starts by postulating a domain of spheres (I use the predicate SPH(x) to mean x isa sphere), over which he de�nes the relations of external tangency (ET), internal tangency (IT),external diametricity (ED), internal diametricity (ID) and concentricity (CONC). ED(a; b; c) holdswhen a and b are externally tangent to c and touch diametrically opposite points on c's boundary.These relations are de�ned as follows:SGdef1) ET(a; b) �def (SPH(a) ^ SPH(b) ^ DJ(a; b) ^8x8y[(P(a; x) ^ P(a; y) ^ DJ(b; x) ^ DJ(b; y)) ! (P(x; y) _ P(y; x))])SGdef2) IT(a; b) �def (SPH(a) ^ SPH(b) ^ PP(a; b) ^8x8y[(P(a; x) ^ P(a; y) ^ P(x; b) ^ P(y; b)) ! (P(x; y) _ P(y; x))])SGdef3) ED(a; b; c) �def (SPH(a) ^ SPH(b) ^ ET(a; c) ^ ET(b; c) ^8x8y[(DJ(x;c) ^ DJ(y; c) ^ P(a; x) ^ P(b; y)) ! DJ(x; y)])SGdef4) ID(a; b; c) �def (SPH(a) ^ SPH(b) ^ SPH(c) ^ IT(a; c) ^ IT(b; c) ^8x8y[(DJ(x;c) ^ DJ(y; c) ^ ET(a; x) ^ ET(b; y)) ! DJ(x; y)])SGdef5) CONC(a; b) �def (SPH(a) ^ SPH(b) ^ ((a = b) _(PP(a; b) ^ 8x8y[(ED(x; y; a) ^ IT(x; b) ^ IT(y; b))! ID(x; y; b)]) _(PP(b; a) ^ 8x8y[(ED(x;y; b) ^ IT(x; a) ^ IT(y; a))! ID(x; y; a)])))The next step in Tarski's formulation is to constrain the theory to be compatible with Euclideangeometry. To do this he de�nes the notions of point and equidistance, which can serve as the only4As mentioned in section 1.3.1, this is perhaps better thought of as a theory of `volumes', since the entities of thetheory are allowed to inter-penetrate each other and the property of solidity is not considered. The same applies tode Laguna's theory which will be described in section 2.7.1.



CHAPTER 2. AXIOMATIC THEORIES OF SPATIAL REGIONS 36primitives in such a theory of geometry.5 Both these concepts can be de�ned in terms of therelations de�ned above.SGdef6) A point is de�ned as the set of all spheres concentric with a given sphere:POINT(�) �def 9x[x 2 � ^ 8y[y 2 � $ CONC(x; y)]]SGdef7) Equidistance of two points from a third, ab = bc, is de�ned as follows:ab = bc �def 9x[x 2 b ^ :9y[(y 2 a _ y 2 c) ^ (P(y; x) _ DJ(y; x))]]Identi�cation with the corresponding notions in Euclidean geometry is then achieved by thefollowing postulate:SGpost1) The notions of point and of equidistance of two points from a third satisfy all thepostulates of ordinary Euclidean geometry of three dimensions.Having �xed the structure of the set of points we still need to specify how `solids' are relatedto this structure.SGdef8) A solid is an arbitrary sum of spheres:6SOLID(x) �def 9X[SUM(X;x) ^ 8y[y 2 X ! SPH(y)]]SGdef9) The point � is interior to the solid a:INTER(�; a) �def 9x[x 2 � ^ P(x; a)]We now correlate the set of interior points of a solid with the geometrically de�nable conceptof a regular open set of points. To do this I de�ne interior (int) and closure (cl) functions on setsof points (capital Greek letters). The de�nitions use the relation `xy < yz', which is de�nable from`xy = yz' (see appendix A). In the usual topology of Euclidean space the interior points of a setare those that can be surrounded by an `open ball' all of whose points are within the set. This isthe basis of the following de�nitions:SGdef10) int(�) = � �def 8x[x 2 � $ 9y[y 6= x ^ 8z[zx < xy ! z 2 �]]SGdef11) cl(�) = � �def 8x[x 2 � $ 8y[y 6= x ! 9z[zx < xy ^ z 2 �]]SGdef12) ROPEN(�) �def int(cl(�)) = �The next two postulates stipulate that the interior points of solids are to be identi�ed withregular open sets of points.5Tarski's own formulation of elementary geometry, which is given in appendix A, employs equidistance andbetweenness as primitive relations; but betweenness can in fact be de�ned in terms of equidistance, so with theaddition of such a de�nition, that axiom set could be used.6In fact in Tarski's theory all 0-order entities are `solids' so this predicate de�nition could be replaced with auniversal axiom.



CHAPTER 2. AXIOMATIC THEORIES OF SPATIAL REGIONS 37SGpost2) If x is a solid, then the class � of all interior points of x is a non-empty regular openset: 8x8�[(SOLID(x) ^ � = f� j INTER(�; x)g) ! (ROPEN(�) ^ � 6= ;)]SGpost3) If a class � of points is a non-empty regular open set, there exists a solid x, suchthat � is the class of all its interior points:8�[(ROPEN(�) ^ � 6= ;) ! 9x[SOLID(x) ^ � = f� j INTER(�; x)g]]These two postulates ensure a one-to-one correspondence between solids and non-empty regularopen sets of points. Thus the categorical axioms of elementary geometry which �x the structure ofthe domain of points are used to determine the structure of the domain of solids.Finally the mereological part relation, P, must be �xed in terms of point geometry by identifyingit with set inclusion among the sets of interior points associated with solids:SGpost4) If a and b are solids, and all the interior points of a are at the same time interior tob, then a is part of b: 8�[INTER(�; a) ! INTER(�; b)] $ P(a; b)As a logical foundation for a conceptual scheme, Tarski's theory has the great merit of beingcategorical, which means that all its models are isomorphic. Hence the theory can be regarded ascompletely �xing the meanings of all the concepts covered by its vocabulary. However, the theory isonly made categorical by indirect means: �rstly the notions of point, equidistance and betweennessare introduced by a series of de�nitions; then it is stipulated that these de�ned concepts obey theaxioms of Euclidean geometry (Tarski 1959). He admits that the resulting system is not ideal:The postulate system given above is far from simple and elegant; it seems very likely that thispostulate system can be essentially simpli�ed by using intrinsic properties of the geometry ofsolids. (Tarski 1929)What makes Tarski's system so unwieldy as a tool for actually reasoning about spatial regions,is the hidden complexity involved in SGdef6 and SGpost1. These bring in the whole of Euclideangeometry as a means of �xing the structure of the space of regions. Reasoning with the axiomsof elementary geometry is in itself very hard (although it is known to be decidable, no e�ectivegeneral reasoning method is known for this system7) but in this context the complexity is far worsebecause the `points' constrained by the Euclidean geometrical axioms correspond to sets of spheresin the solid geometry. Thus, if points were eliminated from the system by unpacking the Euclideanaxioms in terms of the de�nition of point, the resulting formalismwould be an enormously complex2nd-order theory.7Reasoning in elementarygeometry can be carriedout by translatinggeometric relations into algebraic polynomialequations and inequalities constraining the Cartesian coordinates of points. Consistency of such equations can betested using a decision procedure also due to Tarski (1948).



CHAPTER 2. AXIOMATIC THEORIES OF SPATIAL REGIONS 38Relation Interpretation De�nition of R(x; y)DC(x; y) x is disconnected from y :C(x; y)P(x; y) x is a part of y 8z[C(z; x)! C(z; y)]PP(x; y) x is a proper part of y P(x; y) ^ :P(y; x)O(x; y) x overlaps y 9z[P(z; x) ^ P(z; y)]DR(x; y) x is discrete from y :O(x; y)EC(x; y) x is externally connected to y C(x; y) ^ :O(x; y)TP(x; y) x is a tangential part of y P(x; y) ^ 9z[EC(z; x) ^ EC(z; y)]NTP(x; y) x is a nontangential part of y P(x; y) ^ :9z[EC(z; x)^ EC(z; y)]Table 2.1: De�ned relations in Clarke's theory2.5 Clarke's TheoryThe formalism developed by Clarke (1981, 1985) is an attempt to construct a system more ex-pressive than that of Leonard and Goodman (1940) and simpler than that of Tarski (1929), basedon the primitive relation of connectedness used by Whitehead (1929). The domain of the theoryis spatial or spatio-temporal regions and the C primitive is constrained to obey the following twoaxioms:Cax1) 8x[C(x; x) ^ 8y[C(x; y) ! C(y; x)]]Cax2) 8x8y[8z[C(z; x) $ C(z; y)] ! x = y]The �rst of these ensures the relation is re
exive and symmetric, whilst the second is an axiom ofextensionality, which states that if two regions are connected to exactly the same other regions thenthey must be the same. From the C relation Clarke de�nes several other useful spatial relations.These are given in table 2.12.5.1 Fusions and Quasi-Boolean OperatorsA fusion operator, f , is then de�ned as follows:Cdef1) x = f(X) �def 8y[C(y; x) $ 9z[z 2 X ^ C(y; z)]]This means that the fusion of a set of regions is that region which is connected to all and onlythose regions that are connected to at least one region in the set. (The intended interpretation off(�) = x may be regarded as the same as Le�sniewski's SUM(�; x), although the latter is de�nedin terms of P rather than C.)The theory also contains an axiom ensuring that for every non-empty set of regions a fusionregion exists:Cax3) 8X[:(X = ;) ! 9x[x = f(X)]]



CHAPTER 2. AXIOMATIC THEORIES OF SPATIAL REGIONS 39This axiom would be very odd in a completely standard 1st-order theory, since in such a theory itis normally assumed that all well formed terms denote an (existing) individual, all functions beingunique and total. Clarke, however, introduces a slight modi�cation into the logical interpretationof quanti�cation in his theory. Speci�cally, the rule of universal instantiation, which normallyallows one to replace a universally quanti�ed variable by any ground term, is restricted so that onecan only replace the variable by either an individual constant or a complex term � for which it isprovable that 9x[x = � ].8Clarke then de�nes functions similar to Boolean operators as follows:Cdef2) sum(x; y) =def f(fz j (P(z; x) _ P(z; y))g)Cdef3) prod(x; y) =def f(fz j (P(z; x) ^ P(z; y))g)Cdef4) compl(x) =def f(fy j :C(y; x)g)The de�nition of compl entails that every region is disconnected from its own complement:8x[:C(x; compl(x))] (:Ccompl)The principle :Ccompl is consistent with an interpretation of regions as arbitrary point-sets, complas set complement and C(x; y) as true when x and y share a point. However, if one is interested inestablishing a naturalistic theory of regions, one might prefer the complement function to be suchthat regions always connect with (but do not overlap) their complements.2.5.2 Topological FunctionsClarke is now able to de�ne the topological operators of interior, closure and exterior as functionsfrom regions to regions:Cdef5) i(x) =def f(fy j NTP(y; x)g)Cdef6) c(x) =def f(fy j :C(y; i(compl(x)))g)Cdef7) ex(x) =def f(fy j NTP(y; compl(x))g)An additional axiom is concerning these topological functions is given by Clarke as follows:Cax4) 8x[9z[NTP(z; x)] ^8y8z[(C(z; x) ! O(z; x)) ^ (C(z; y) ! O(z; y)) ! (C(z; prod(x; y)) ! O(z; prod(x; y)))]]It is provable that the condition 8z[C(x; z) ! C(y; z) is equivalent to NTP(x; y) and also thatNTP(x; x) $ (x = i(x)). Thus, this axiom asserts �rstly that every region has a non-tangentialpart and secondly that the product of two open regions is itself open.8This restriction may be regarded as enforcing a rudimentary sort theory: quanti�ers range over a sort regionand all individual constants refer to entities of this sort. However, functions (such as f) may have as their valueeither a region or an entity ; whose sort (which we may call null) is disjoint from region.



CHAPTER 2. AXIOMATIC THEORIES OF SPATIAL REGIONS 402.5.3 PointsClarke (1985) subsequently extended his original theory of spatial regions by the introduction ofpoints. These are not basic entities of the system but are identi�ed with certain sets of regions.This is essentially the method of extensive abstraction �rst proposed by Whitehead and taken upby Nicod and de Laguna. Clarke stipulates that a set of regions � is a point, which we note asPT(�), i� it satis�es the following conditions:Cpoint1) 8x8y[(x 2 � ^ y 2 �) ! C(x; y)]Cpoint2) 8x8y[(x 2 � ^ y 2 � ^ O(x; y)) ! prod(x; y) 2 �]Cpoint3) 8x8y[(x 2 � ^ P(x; y)) ! y 2 �]Cpoint4) 8x8y[sum(x; y) 2 � ! (x 2 � _ y 2 �)]He further requires that any pair of connected regions must share at least one point:Cpoint5) 8x8y[C(x; y) ! 9�[PT(�) ^ x 2 � ^ y 2 �]]The notion of a point's being incident in a region is de�ned simply as:IN(�; x) �def (PT(�) ^ x 2 �)so that point is identi�ed with the set of regions in which it is incident.A number of problems arise from Clarke's treatment of points. One is that Cpoint2 is intuit-ively false: if a point is incident in two overlapping regions, this does not necessarily imply that itis incident in their product | the regions might be externally connected at one or more points thatare not incident in the region of overlap. A further problem (noted by Biacino and Gerla (1991)),is that this treatment of points leads to a collapse of C to O because every pair of connected regionsmust also overlap. The proof (which does not depend on the discredited Cpoint2) is as follows:proof: Suppose C(a; b) then from Cpoint5 we have 9�[a 2 � ^ b 2 �]. Now considerthe region r = sum(compl(a); compl(b)). Suppose r is equal to the universe. FromCpoint3 we can derive that every point (incident in some region) is incident in theuniverse9 , so the point � must be incident in sum(compl(a); compl(a)). By Cpoint4this means that either compl(a) 2 � or compl(b) 2 �, so since a 2 � ^ b 2 � wehave either a 2 � ^ compl(a) 2 � or b 2 � ^ compl(b) 2 �. Cpoint1 then requiresthat either C(a; compl(a)) or C(b; compl(b)) and both these alternatives contradict the:Ccompl principle. Thus z cannot equal the universe. This means that there exists aregion w, such that w = compl(r) = compl(sum(compl(a); compl(b))). w must be partof both a and b. So we can conclude that O(a; b).Thus, Clarke's introduction of points has the unintended consequence that connection is simplyequivalent to overlap. The domain of the theory is then essentially a Boolean algebra with the null9The possibility of an empty point not incident in any region does not appear to be ruled out by Cpoint1-4.



CHAPTER 2. AXIOMATIC THEORIES OF SPATIAL REGIONS 41element removed and the topology of regions is discrete. It is apparent that the :Ccompl principleis instrumental in the collapse and this must cast further doubt on the de�nition of compl. Oneway to avoid these problems would be to use the following alternative de�nition of complementcompl(x) =def f(fy j :O(y; x)g) :However, this would render incorrect the de�nitions of the topological functions; and it is doubtfulwhether such functions could be reintroduced even by modi�ed de�nitions. The theory would thenbecome more like the RCC theory described in the next section. In the RCC theory distinctionsbetween open and closed regions are not expressible.2.6 The Region Connection Calulus (RCC)With the intention of providing a logical framework for the incorporation of spatial reasoning intoAI systems, Clarke's formalism was investigated and modi�ed in the works (Randell and Cohn1989) and (Randell 1991). A more radical re-working of the theory was presented in Randell,Cui and Cohn (1992) and it is this version which is described here. The new theory is known asthe Region Connection Calculus (RCC). The research reported in this thesis has been very muchin
uenced by this theory.Like Clarke's theory, RCC is based on a primitive `connectedness' relation, C(x; y) and theuniverse of quanti�cation is intended to be a domain of spatial regions. The relation C(x; y) isre
exive and symmetric, which is ensured by the following two axioms:RCC1) 8xC(x; x) (Cref)RCC2) 8xy[C(x; y)! C(y; x)] (Csym)Relation Interpretation De�nition of R(x; y)DC(x; y) x is disconnected from y :C(x; y)P(x; y) x is a part of y 8z[C(z; x)! C(z; y)]PP(x; y) x is a proper part of y P(x; y) ^ :P(y; x)EQ(x; y) x is identical with y P(x; y) ^ P(y; x)O(x; y) x overlaps y 9z[P(z; x) ^ P(z; y)]DR(x; y) x is discrete from y :O(x; y)PO(x; y) x partially overlaps y O(x; y) ^ :P(x; y) ^ :P(y; x)EC(x; y) x is externally connected to y C(x; y) ^ :O(x; y)TPP(x; y) x is a tangential proper part of y PP(x; y) ^ 9z[EC(z; x) ^ EC(z; y)]NTPP(x; y) x is a nontangential proper part of y PP(x; y) ^ :9z[EC(z; x) ^ EC(z; y)]Table 2.2: De�ned relations in the RCC theory



CHAPTER 2. AXIOMATIC THEORIES OF SPATIAL REGIONS 42Using C(x; y), further dyadic relations are de�ned as shown in table 2.2. The relations: P,PP, TPPand NTPP, being non-symmetrical, support inverses. For the inverses the notation �iis used, where � 2 fP,PP,TPP,NTPPg. These relations are de�ned by de�nitions of the form�i(x; y) �def �(y; x). Of the de�ned relations, DC, EC, PO, EQ, TPP, NTPP, TPPi and NTPPihave been proven to form a JEPD10 set (Randell, Cohn and Cui 1992a). This set is known asRCC-8. As the set is JEPD, any two regions stand in exactly one of these eight relations.It can be seen that the RCC de�nitions are almost the same as those of Clarke. The new relationsPO, TPP and NTPP have been introduced in order to partition all possible binary relations into aJEPD set. (The relation TP includes EQ as a special case and the universal region is both equalto and an NTP of itself.) Also, the de�ned relation EQ takes the place of the logical equality =used by Clarke. Consequences of this change will be examined in section 3.2 in the next chapter.2.6.1 Functional Extension of the Basic TheoryRCC also incorporates a number of functions on regions as well as a constant denoting `the universalregion'. The functions are called quasi-Boolean, since they are intended to generate an algebravery similar to a standard Boolean algebra but with no least element (i.e. no `null' region). Thefunctions are speci�ed as follows:u =def �y[8z[C(z; y)]]sum(x; y) =def �z[8w[C(z; w) $ [C(w; x)_ C(w; y)]]]compl(x) =def �y[8z[(C(z; y) $ :NTPP(z; x)) ^ (O(z; y)$ :P(z; x))]]prod(x; y) =def �z[8u[C(u; z) $ 9v[P(v; x) ^ P(v; y) ^ C(u; v)]]]di�(x; y) =def �w[8z[C(z; w) $ C(z; prod(x; compl(y)))]]where �(x) =def �y[�(y; x)] means 8x[�(�(x); x)]. More will be said about these functions andthis form of `de�nition' in section 3.3.2.6.2 The Sorted Logic LLAMAIt is important to note that all the quasi-Boolean functions except for sum are partial with respectto the domain of regions. This gives rise to a technical problem in that the standard proof-theory(and semantics) of 1st-order logic is based on an assumption that all function symbols correspond tototal functions. To avoid this di�culty Randell, Cui and Cohn (1992) employ the sorted 1st-orderlogic, LLAMA,11 as described by Cohn (1987).The sorted logic allows the domain of discourse to be partitioned into a number of (base) sorts,each consisting of a (non-empty) set of entities of a particular kind. For each relation symbol inthe vocabulary of a theory, certain combinations of argument sorts are speci�ed. When the relationis combined with arguments whose sorts accord with one of these combinations, the resulting10See section 1.1.3.11Logic Lacking A Meaningful Acronym.



CHAPTER 2. AXIOMATIC THEORIES OF SPATIAL REGIONS 43proposition is said to be well-sorted; if the argument sorts do not agree with the speci�cation theproposition is ill-sorted. Likewise it is speci�ed that application of function to a tuple of argumentswill give a well-sorted term only for certain sort combinations of these arguments. Every functionapplication will also have a result sort which is the sort of the entity denoted by the term formedby that application. In general the result sort will be an arbitrary (extensional) function of thesorts of the arguments given to a function. A Boolean combination of propositions is well sortedi� all its constituents are well sorted. This gives us a general notion of a well-sorted quanti�er-freeformula.12In the LLAMA formalism, quanti�ers and variables are not themselves associated with anysort restriction; rather, the range of any particular quanti�cation is determined by the context ofvariables as arguments of sorted functions and relations. Suppose a predicate is formed by replacingone or more terms in a formula with a (new) variable symbol. If a quanti�er is then applied to thepredicate, the quanti�er ranges over all entities in the domain which are such that, if a constantdenoting that entity were substituted in the predicate in place of each occurrence of the quanti�edvariable, the resulting formula would be well-sorted. If the domain of possible well-sorted values isempty then the entire formula is ill sorted and considered not to be a well-formed formula of thelanguage.In the case where multiple quanti�ers occur in a formula, the situation is more complex. Here,the interpretation cannot be analysed in terms of successive applications of a single quanti�cationoperation; rather, multiple quanti�ers serve to quantify over all sequences of individuals such thatthe formula, when instantiated with this sequence, is a well-sorted ground formula. Thus, in aformula 8x8y[�(x; y)] quanti�cation can be regarded as being over all pairs of entities ha; bi suchthat the formula �(a; b) is well-sorted. This treatment of quanti�cation applies directly only toprenex formulae, with all quanti�ers at the front, but any formula can be transformed into anequivalent prenex formula and the ranges of quanti�cation determined from this.A further feature of LLAMA, which makes it particularly expressive, is that for each sort thereis a sortal predicate. These predicates can be used to specify explicit sortal restrictions on variablesin a formula in addition to those determined from the sorts of the ordinary relations and functions.2.6.3 Sorts in the RCC TheoryIn considering the purely spatial aspects of the RCC theory, we may assume that there are justtwo disjoint (and non-empty) base sorts: REGION and NULL, plus the top sort `>' (this is the joinof REGION and NULL | all entities are of this sort) and the bottom sort `?' (no entity is of thissort).13 We now declare that the arguments of all relations in the RCC theory are of sort REGION12Note that this characterisation gives us a sorted logic which is polymorphic. This means that the permittedsorts of argument places are not individually restricted but may depend on other arguments (e.g. a predicateSPOUSE(x; y) might be allowed to have arguments of sorts hmale; femalei or hfemale;malei but not hmale;maleior hfemale; femalei). Likewise, the result sort of a function can vary depending on its arguments.13It is intended that the theory be embedded in a more comprehensive formalism incorporating temporal intervalsand physical objects as well as spatial regions. This theory would make use of a much richer sort structure.



CHAPTER 2. AXIOMATIC THEORIES OF SPATIAL REGIONS 44and the arguments and return values of all the quasi-Boolean functions are of sort >.2.6.4 Two Additional AxiomsMaking use of the sorted framework a further axiom is given which links the quasi-Boolean functionsto the relational part of the theory. The axiom states that the product of two regions is null, if andonly if the two regions are discrete (i.e. non-overlapping):8x8y[NULL(prod(x; y)) $ DR(x; y)] :Finally an existential axiom ensures that every region has a non-tangential proper part:8x9y[NTPP(y; x)] (NTPP)The NTPP axiom rules out the possibility of atomic models of the theory, in which there isa class of regions (atoms) which have no proper parts. Several possibilities are considered formodifying the theory so as to allow the existence of atoms. These will be considered in section 3.4.2.6.5 Further Development of RCCAs well as modifying certain axioms of Clarke's theory, Randell, Cui and Cohn (1992) develop theirnew theory so as to cover further non-topological information. They introduce a new convex-hullfunction, which enables properties involving convexity and containment to be represented. I shallexamine this operator in chapter 8. The theory is also extended so as to describe possible modes of`continuous' change which can occur in spatial con�gurations. This is done by identifying possibletransitions which can occur amongst the topological relations holding between the regions occupiedby bodies during some continuous process. I shall comment on this in section 10.3.2.2.7 Other Relevant Work on Region-Based TheoriesI conclude this chapter by brie
y mentioning a number of other works which are relevant to thestudy of region-based theories of space.2.7.1 de Laguna's TheoryIn section 2.2 I referred to de Laguna's (1922) `geometry of solids'. This theory is based on theprimitive relation `x can connect y and z' (I shall write this as CC(x; y; z). This relation is trueif it would be possible by displacement and/or rotation to bring x in to such a position thatit connects (i.e. touches or overlaps) both y and z. The CC primitive is extremely expressivesince it allows de�nitions of both connectedness: C(x; y) �def 8z[CC(z; x; y)]; and relative length:Longer(x; y) �def 8z8w[CC(y; z; w) ! CC(x; z; w)]: Unfortunately this theory does not seem tohave been explored or developed by any subsequent researcher in the �eld.



CHAPTER 2. AXIOMATIC THEORIES OF SPATIAL REGIONS 452.7.2 Grzegorczyk's Undecidability ResultsGrzegorczyk's 1951 paper Undecidability of some Topological Theories (Grzegorczyk 1951) containsseveral important and very general results about the undecidability of certain kinds of spatialtheory. This quite technical paper seems to be rarely cited by later researchers and came tomy attention at a very late stage of my work on this thesis.14 Although framed in terms ofsomewhat di�erent formal apparatus from that found in the other spatial theories surveyed in thischapter, Grzegorczyk's undecidability results appear to apply (assuming appropriate notationalmodi�cations) to a very wide range of possible spatial theories. The nature and rami�cations ofthese results will be considered in section 3.6.2.7.3 Some Recent Research in the FieldThe formalism of Bochman (1990) is a signi�cant departure from all the others mentioned. Aprincipal feature is that two types of basic mereological element are postulated | `objects' and`connections'. The part relation is primitive. Objects can have other objects and/or connectionsas parts, whereas connections are atomic, having only themselves as parts. A connection relationis then de�ned by saying that objects a and b are connected just in case there exists a connection� such that every object of which � is a part also shares a part with a and a part with b.A survey by Gerla (1995) covers most of the formalisms described in this chapter but considersthem from a rather di�erent perspective, focusing on their correspondence to certain kinds ofclassical topological space.A modi�cation and development of Clarke's theory is proposed by Asher and Vieu (1995), whogive an axiom set based on the C primitive, which is proved to be sound and complete with respectto a class of models based on point-set topology. A novel property of this theory is the de�nabilityof a relation of `weak contact', which is supposed to hold when two bodies touch each other butare not physically joined.Borgo, Guarino and Masolo (1996) give a theory of spatial regions based on three primitiveconcepts: the part relation, the property of being a (topologically) `simple' region and the binaryrelation of congruence. This theory combines aspects of the connection-based theories derived fromClarke with the approach taken in Tarski's Geometry of Solids, whereby the logic of regions canbe tied by means of de�nitions to the (classical, Euclidean) geometry of points.Results of Pratt and Schoop (1997) concerning a complete axiomatic theory of the 2D Euclideanplane are of direct relevance to this thesis (particularly the next chapter) but their paper waspublished too recently to be fully considered in the present work. However, I shall make somecomments in section 10.2.1.Antother recent paper by Stell and Worboys (1979) considers the structure of sets of regionsin terms of Heyting algebras. This work is closely related to the approach I shall describe inchapters 4, 5 and especially 6, where I use the intuitionistic logic, I, to represent topologicalrelations. I can also be interpreted in terms of Heyting algebras.14Thanks to Nick Gotts.



Chapter 3Analysis of the RCC TheoryIn this chapter I examine in more detail the 1st-order RCC theory described in section 2.6. Istart with a critique of its axioms. The consequences of 1st-order axioms are often far fromobvious, so some new meta-level notations are developed to facilitate analysis of the theory.Using these tools I investigate the structures of possible models of the axioms. I go on tosuggest an alternative axiom system which is in several respects easier to manipulate than theoriginal theory. At the end of the chapter I specify a partial decision procedure for the revisedtheory based on the method of quanti�er elimination.3.1 RCC in Relation to this ThesisAlthough the RCC theory was intended as a language for both representing and reasoning aboutspatial information, in its initial development representation was the primary focus. It was soonrealised that, whilst the theory is very expressive, reasoning with RCC is extremely di�cult. Myresearch has been directed towards addressing this problem. Quite early in my investigation ofthe RCC reasoning problem I discovered a computationally feasible method for reasoning aboutcertain spatial relationships. This does not make any use of the actual RCC axiom system butuses a radically di�erent formalism to represent and reason about a large class of spatial relations,all of which are also de�nable in the RCC system. The representation, based on a topologicalinterpretation of intuitionistic logic, is described in detail in chapter 6.My intuitionistic encoding partly solved the RCC reasoning problem; but was only capable ofhandling a small (albeit signi�cant) subset of the spatial relationships expressible in RCC. Thus thepossibility of �nding a much more comprehensive reasoning algorithm | possibly one that wouldcover everything expressible in RCC | still remained. Furthermore, many puzzles concerningthe RCC formalism became apparent. It was clear that the axioms did not characterise a singleunique model. The intended model was to accord with our intuitive (na��ve) ideas about `regions'(of �xed dimension) existing in a topologically simple space. However, the dimensionality andglobal topology of the space was not �xed by the axioms. Moreover the existential import of thetheory appeared to be too weak to determine exactly which con�gurations of regions are possible.46



CHAPTER 3. ANALYSIS OF THE RCC THEORY 47The question arose as to whether RCC could be extended to yield an syntactically completetheory (see section 3.6) with a unique denumerable model (i.e. an @0-categorical theory). As wellas remedying the representational shortcomings of RCC, such a theory would be a very signi�cantstep towards solving the reasoning problem. This is because any syntactically complete 1st-ordertheory must be decidable.Recent discoveries by Nicholas Gotts and myself strongly suggest that this goal cannot beobtained. Speci�cally, there can be no complete 1st-order characterisation of the intended domain.This can be demonstrated by showing that if such a formalisation were given it would providea complete theory and decision procedure for 1st-order arithmetic, which is known to be bothundecidable and not characterisable by any axiomatic theory (G�odel 1931). The demonstrationinvolves showing that the concepts of arithmetic can be de�ned in terms of spatial properties whichare also de�nable in RCC. Details of the proof are beyond the scope of the present thesis.Given that RCC is undecidable and a complete 1st-order characterisation of spatial regions isimpossible, further enquiry into RCC can proceed in two directions. Firstly, it is almost certain thata complete characterisation of the intended domain can be given by adding one or more 2nd-orderaxioms (and perhaps also further 1st-order axioms) to the theory. Secondly, since a comprehensivereasoning algorithm for the domain of RCC is impossible, it will be important to identify morerestricted languages for expressing spatial information, for which e�ective algorithms| or at leastdecision procedures | can be constructed.The RCC theory provides a very expressive language for specifying spatial information.However, there are certain features that are problematic. In this chapter I attempt to clarify anumber of aspects of the theory and suggest some modi�cations to its formalisation. Speci�cally, Iconsider: extensionality and identity conditions; the status of the quasi-Boolean functions; the sorttheory and the `null' region; the NTPP axiom; and models of the theory. I then present a revisedaxiom set constructed so as to avoid some of the main problems brought to light by the analysis.In chapter 7 I shall give a partial decision procedure for the new theory.3.2 Identity and ExtensionalityIn contrast with the theory of Clarke, the RCC theory contains no `axiom of extensionality'. Inthis section I consider whether or not such an axiom ought to be added to the theory.Axiomatic theories (particularly those which seek to characterise a single primitive relation),often contain some kind of axiom of extensionality. This is an axiom which asserts that the identityof any two objects follows from their indiscernibility with respect to some property. Thus in settheory we have: 8x8y[8z[z 2 x $ z 2 y] ! (x = y)]Such axioms can be regarded as strengthened forms of Leibniz' principle of the identity of in-discernibles. This principle is the left-to-right component of a second order axiom which can be



CHAPTER 3. ANALYSIS OF THE RCC THEORY 48regarded as de�ning identity: 8x8y[ 8	[	(x) $ 	(y)] $ x = y ]Rather than requiring objects to be indiscernible with respect to all properties, we may requireonly that they cannot be distinguished in terms of a family of properties formed by (partially)instantiating some relation (over the universe of objects). The idea behind this specialisation of theaxiom is that this family of properties is regarded as �xing all properties expressible in the theory.In the RCC calculus of regions the obvious axiom of extensionality would be:8x8y[8z[C(x; z) $ C(y; z)] ! (x = y)] (Cext)This states that if two regions x and y cannot be distinguished by some instance of C(: : : ; z)(i.e. we cannot �nd any region z such that C(x; z) does not have the same truth-value as C(y; z))they must be the same region. The force of this axiom is to claim that C is the de�ning relationfor regions: regions can only be distinct if they di�er with respect to their connectedness withother regions. Whether this is reasonable depends on what we take to be the domain of regions.If regions are made up of discrete atoms then con�gurations can easily arise where two distinctregions are indiscriminable in terms of the regions they are connected to. But, if every region hasa non-tangential proper part and for every pair of non-identical regions there is some region whichis part of one but not the other, then Cext must hold.In the RCC theory we can derive something very similar to the axiom of extensionality. Fromthe de�nitions of EQ(x; y) and P(x; y) given above we can very easily show that:8x8y[8z[C(x; z) $ C(y; z)] $ EQ(x; y)] (CEQ)However, since the `EQ' symbol is introduced by de�nition, this derived formulae does not havethe force of the axiom of extensionality because `EQ' need not necessarily have the properties oflogical equality. Hence, the derivation does not show that an axiom of extensionality is redundantin the RCC calculus. What it shows rather is that if we take the equivalence8x8y[(x = y) $ (P(x; y) ^ P(y; x))] (P =)as an axiom rather than a de�nition and assume that the symbol `=' is to have its usual logicalproperties, then this formula is equivalent to Cext and can thus serve as an axiom of extensionalityfor the RCC theory.3.3 The Quasi-Boolean FunctionsMost of the complexity of the RCC theory arises from the quasi-Boolean functions. In this sectionI examine the role of these functions in the theory and suggest how they could be handled in amore precise and economical way.



CHAPTER 3. ANALYSIS OF THE RCC THEORY 493.3.1 The Status of the Function De�nitionsIn Randell, Cui and Cohn (1992) the functions are introduced by means of a (non-standard) formof de�nite description operator. For example a `sum' function is characterised as:sum(x; y) =def �z[8w[C(w; z) $ [C(w; x) _ C(w; y)]]]where the iota notation is to be interpreted as follows:�(x) =def �y[�(y; x)] means 8x[�(�(x); x)] :Thus the sum `de�nition' can be rewritten as:8x8y8w[C(w; sum(x; y)) $ (C(w; x) _ C(w; y))]It should be noted that this formula is not purely de�nitional since, because all functions musthave a value, the use of the sum function carries existential commitment. In general a formulawhich introduces a new function symbol into a theory cannot be regarded as a de�nition unlessentities with appropriate properties to be values of the function are already guaranteed to exist asa consequence of the axioms of the theory.1It is also important to note that the formula characterises the sum function only in the contextof the C predicate. It can be contrasted with the following explicit characterisation:8x8y8z[z = sum(x; y) $ 8w[C(w; z) $ (C(w; x) _ C(w; y))]]This formula imposes a stronger condition on the domain of the C relation: namely that, givenany two regions x and y, there is exactly one region that is connected to just the regions thatare connected either to x or to y. It is quite easy to see that the contextual sum de�nition islogically equivalent to the left-to-right direction of the explicit sum de�nition. However the right-to-left direction does not follow. To get the right-to-left implication we also need the axiom ofextensionality, Cext, given in the last section. Alternatively, one could replace the contextual sumaxiom with the explicit one. If this is done and we also stipulate that sum(x; x) = x, then the axiomof extensionality is immediately derivable.3.3.2 RCC without Functions or SortsThere are two reasons for the use of sort theory in formulating the RCC theory. Firstly, to accom-modate functions which are partial with respect to the domain of regions; and secondly, becauseby casting a theory in sorted logic and using a proof procedure designed to treat sortal informationin an e�cient way, the e�ectiveness of automated theorem proving can often be greatly increased(Cohn 1987). However, the apparatus of functions and sorts does result in a formal language whichis rather complex, both in its syntax and semantics. If we are primarily interested in investigating1This applies whether or not we employ a sorted logic. However, if we use a sorted logic, we can allow that thevalues of functions need not be regions; so the existential commitment need not a�ect the theory with regard to theproperties of regions.



CHAPTER 3. ANALYSIS OF THE RCC THEORY 50the content and consequences of the RCC axioms, it is perhaps better to cast the theory in asimpler language. RCC can easily be modi�ed so as to give a function-free unsorted version of thetheory. The axioms introducing the quasi-Boolean functions are replaced by existential statements.Where the function is partial, the existential statement is nested within an implication. Thus theaxioms introducing u, sum, compl and prod can respectively be replaced by the following:29x8y[C(x; y)]8x8y9!z 8w[C(w; z) $ (C(w; x) _ C(w; y))]8x[9y[:C(x; y)] $ 9!y[8z[(C(z; y) $ :NTPP(z; x)) ^ (O(z; y) $ :P(z; x))]]]8x8y[O(x; y) $ 9!z 8w[C(w; z) $ 9v[P(v; x) ^ P(v; y) ^ C(v; w)]]]3.3.3 The Complement FunctionOf all the axioms in the RCC theory, the one that introduces the complement function is the mostcomplex and its consequences the hardest to fathom. In its original form the axiom iscompl(x) =def �y[8z[(C(z; y) $ :NTPP(z; x)) ^ (O(z; y) $ :P(z; x))]] (complDef)and if we assume Cext this is equivalent to:8x8y[ y = compl(x) $ (8z[C(z; y) $ :NTPP(z; x)] ^ 8z[O(z; y)$ :P(z; x)])] (complDef2)From this it can readily be proved that8x[EC(x; compl(x))] :The de�nition of compl seems to be rather more complex than is desirable. The conditiony = compl(x) is asserted to be equivalent to two separate universal constraints on x and y.Moreover, the �rst of these speci�es exactly what is connected to y, the complement of x, interms of the NTPPs of x. If the theory is extensional with respect to C then this speci�cation aloneshould determine all the properties of any region's complement.However, the second constraint specifying that the things that overlap the complement of x areexactly the things that are not part of x also appears to be true in the intended interpretation,and even seems to completely specify the complementation function. One might hope that the twoconditions could be proved equivalent as a consequence of the de�nitions of the relations involvedand the other functions. But despite considerable e�ort and extensive use of the Otter theoremprover (McCune 1990), I have not been able to demonstrate this. Thus, the compl axiom seemsto contain not only existential commitment but also to indirectly assert a universal equivalencebetween two ways of describing certain properties of regions.In view of these observations I suggest that it is more perspicuous to replace the compl axiomby the following two axioms whose conjunction is equivalent to the original:8x9!y8z[C(z; y) $ :NTPP(z; x)]2Here, 9!x[�(x)] means there is a unique entity satisfying �(: : :) | i.e. 9x[�(x) ^ 8y[�(y) ! y = x]].



CHAPTER 3. ANALYSIS OF THE RCC THEORY 518z[(C(z; x) $ :NTPP(z; y))] $ 8z[(O(z; x) $ :P(z; y))]A further worry concerning the compl axiom is that I was unable (again despite considerablee�ort) to show that complementation is a symmetrical operation (i.e. that x = compl(y) $ y =compl(x)). This may mean that RCC is lacking the following clearly desirable theorem:8x8y[(8z[C(z; x) $ :NTPP(z; y)] ! 8z[C(z; y) $ :NTPP(z; x)])] :This could also be derived if we adopted the simple formula 8x[compl(compl(x)) = x] as an axiom.3.3.4 Relation to Orthodox Boolean AlgebrasBoolean algebras are a very well understood class of mathematical structures. Since I will bemaking much use of these algebras (especially in the next chapter) it will be as well to give thema formal de�nition:A Boolean algebra is a structure A = hS;+;�i, where S is a set of all the elements of thealgebra, `+' is a function from S � S to S and `�' is a function from S to S.3 These operationsmust satisfy the equations given in table 3.1, in which the `x �y' operation is de�ned as equivalent to`�(�x+�y)' and the null and unit elements are de�ned by 0 =def �(x+�x) and 1 =def x+�x.These equations are taken (with some modi�cation of the presentation) from Kuratowski (1972)p.34. (x+ y) = (y + x) (x � y) = (y � x)(x+ (y + z)) = ((x + y) + z) (x � (y � z)) = ((x � y) � z)x+ (x � y) = x x � (x+ y) = xx+ 0 = x x � 1 = x((x � �y) + y) = (x + y) ((x � �y) � y) = 0(x � (y + z)) = ((x � y) + (x � z))Table 3.1: An equational theory of Boolean algebrasIt will be recalled that in the RCC theory there is no null region, which would correspond tothe least element `;' in an orthodox Boolean algebra; and this is why the RCC functions are called`quasi-Boolean'. But, there seems no reason why the functions in the RCC theory should notbe regarded as genuine Boolean operators over the domain REGION [ NULL. This would �x theproperties of these operators by reference to a well understood structure. However, if we regard theRCC functions in this way we still have the problem of axiomatically linking the Boolean algebrato the relational part of the theory. This problem is complicated by the sort theory.3I shall usually write the complementation operation as a pre�x function `�(: : :)'; but, where the algebra is aBoolean algebra of sets, I shall often write X to mean the complement of the set X.



CHAPTER 3. ANALYSIS OF THE RCC THEORY 523.3.5 A Single Generator for Boolean FunctionsA standard Boolean algebra has the property that all operators are de�nable in terms of a singleprimitive function. In fact there are two possible primitives that can be used: in the terminologyof electronic circuitry they are NAND and NOR. In a Boolean algebra of regions these operationscorrespond to `complement of product' and `complement of sum'. Thus, using the �rst alternative,starting with a function cp(x; y), the more familiar Boolean operations (together with null anduniversal constants) can be de�ned as follows:� compl(x) =def cp(x; x)� sum(x) =def cp(cp(x; x); cp(y; y))� prod(x; y) =def cp(cp(x; y); cp(x; y))� ; =def prod(x; compl(x))� u =def sum(x; compl(x))This means of introducing the Boolean functions by pure de�nitions from a single function hasthe great advantage that in axiomatising the theory we need only be concerned with �xing themeaning of cp and its relationship with C| all properties of the other functions and constants willbe consequences of their de�nitions.3.3.6 Introduction of a Null RegionIf we allow the null entity to be a bona �de region then the technical problems associated with theBoolean functions disappear. The functions become total rather than partial and hence there is noneed to use a sorted logic in order to employ these functions in a 1st-order formalism.4Introduction of a null region requires some revision of the fundamental RCC axioms. Anintuitive consideration of the notion of connection suggests that the null-region should not beconsidered as connected to any other region. Thus we have the new axiom8x[:C(x; ;)] :Consequently, the re
exivity of the connection relation must be restricted so as only to hold fornon-null regions. Thus the Csym axiom must be replaced with the weaker formula8x8y[C(x; y) ! C(x; x)] :3.4 Atoms and the NTPP AxiomRandell, Cui and Cohn (1992) give an informal proof of the impossibility of having `atomic' regionsin a model of the axioms. These putative atoms would be regions having no proper parts. (Herewe assume a theory without the NTPP axiom, which of course explicitly rules out such models.)4Of course we may still wish to employ a sorted logic for the purpose of increasing the e�ciency of automateddeduction.



CHAPTER 3. ANALYSIS OF THE RCC THEORY 53Suppose a region r has no proper parts. It therefore has no non-tangential proper parts; andthus, because of the compl axiom, it follows that every region is connected to the complement of r.Thus (assuming theCext axiom) compl(r) must be the universal region, u. We can further concludethat P(r; compl(r)) and then from the de�nition of O we see that O(r; compl(r)). However, as men-tioned above, from complDef and Cext one can derive 8x[EC(x; compl(x)]. Thus EC(r; compl(r)).But, from the de�nition of EC, we must have :O(r; compl(r)) | a contradiction.It has been suggested that there is a consistent atomic model of the RCC axioms in which onlyone (non-null) region exists.Thus the NTPP axiom is derivable from the other axioms of the theory. Randell, Cui and Cohnsuggest that the di�culty arises because the de�nition of the part relation is incompatible with theexistence of atoms. Three possible solutions are given.The �rst is to divide the domain of regions into three disjoint sorts: PROPER-REGIONs,ATOMs and PARTICLEs. All of these kinds of region must have NTPPs in accordance withthe NTPP axiom. However, the proper parts of ATOMs are PARTICLEs and not PROPER-REGIONs. It is further required by additional axioms that: 1) if two ATOMs overlap they mustbe equal; and 2) every PROPER-REGION has a part which is an ATOM. Whilst this proposalmay have some attractions as a conceptual scheme, it is far from clear whether it can really be madeinto a consistent theory and the added complexity of the sort structure would make the languagefar more unwieldy than the basic RCC theory.The two further alternative treatments of atoms given by Randell, Cui and Cohn (1992) involveeven more radical departures from the basic theory. One of them requires the function sum as wellas the sort ATOM to be taken as primitives in addition to the original C. The other requires a newsort of POINTs to be added to the domain and is based on a new primitive relation, IN(p; r), ofincidence, holding between points and regions | C is then introduced as a de�ned relation. Thesealternative theories are too far from the original to be considered in the present work.In summary it must be said that the origin of the non-atomicity of regions in the RCC theoryis not fully understood. Each of the alternatives proposed by Randell, Cui and Cohn (1992)seem more complex than is desirable and have not been worked out in detail. Another plausiblesuggestion made in that paper is that the problem lies with the de�nition of P; but a revisedde�nition was not given.3.5 Models of the RCC TheoryThe RCC theory was initially developed through a methodology of specifying intuitively correctaxioms rather than by considering mathematical models of space. However, in order to establishimportant meta-theoretic results such as completeness and categoricity (discussed further below)some kind of formal semantics is needed. Being formulated in 1st-order logic, the general purposeset-theoretic interpretation of that language may of course be employed; but consideration of theparticular nature of the RCC theory suggests that other kinds of model may be more appropriate.



CHAPTER 3. ANALYSIS OF THE RCC THEORY 543.5.1 Graph Models of the C relationModels of the C relation can be represented by symmetric, re
exive digraphs or more simply bynon-directed graphs, in which each node is implicitly taken as being connected to itself. If we onlyrequire C to be re
exive and symmetric, then all such graphs will correspond to possible modelsof the theory. As we add further axioms we place constraints on admissible structures for the Crelation. For examining these models it will be helpful to be able to refer to the set of all regionsconnected to some region, x. Thus C(x), which may be called the C-set5 of x, is de�ned asC(x) =def fy j C(x; y)gIn terms of C-sets, symmetry and re
exivity correspond respectively to the factsx 2 C(x) and x 2 C(y) $ y 2 C(x) ;and the extensionality axiom Cext can be expressed byC(x) = C(y) $ x = y :Other logical properties of RCC, such as those stemming from the quasi-Boolean function axioms,would correspond to more subtle constraints on the domain of C-sets.Models based on connection graphs and/or C-sets are very straightforwardly related to therelational vocabulary of the RCC theory and the ontological commitments embodied in such modelsdo not go beyond what is implicit in the theory. However, they have a number of shortcomings.Graph models are very general and can be given for any theory based on a binary relation, so theydo not characterise any properties which are particular to the spatial domain. Consequently theydo not accord well with our perception of real situations. (In fact, as a means of building a mentalpicture of a situation described by some RCC formulae, graph models are worse than useless: ifwe visualise two connected regions as two blobs joined by an arc, we thereby picture the regionsas disconnected!) A further problem for the researcher is that the graph models cannot readily berelated to classical models of geometry and topology.3.5.2 Models in Point-Set TopologyIn contrast with graphs of the C relation, the topological spaces of classical point-set topologyprovide a well-understood class of mathematical structures, which | despite some subtleties |seem to accord much better with our perceptions of spatial situations. Whilst associating physicalbodies with sets of points is an abstraction which requires a certain amount of imagination, spatialrelationships between point-sets can be pictured in much the same way as relationships betweenphysical bodies. One di�erence is that in the point-set model we can distinguish between open andclosed sets, whereas physical bodies do not come in open and closed varieties. However, as we soonshall see, it is possible to give a point-set interpretation of `region' under which no open/closeddistinction arises.5These sets are also employed in the analyses of Biacino and Gerla (1991) and Gerla (1995).



CHAPTER 3. ANALYSIS OF THE RCC THEORY 55Advocates of the `na��ve' approach to knowledge representations may object to the use of topo-logical models on the grounds that the mathematical content of these models goes far beyond theunderstanding of space enjoyed by the average person. Dogmatic adherents of the region-basedapproach may also object to the appearance of points in the models of a theory which is supposedto avoid commitment to the existence of points. Whilst I acknowledge the motivations for theseobjections, I take what I regard as a more pragmatic approach to the examination of region-basedtheories and am prepared to employ any mathematical apparatus that seems to be useful. I dothink that one reason why region-based formalisms may be useful is that they are close to naturalways of describing space; but I do not think this means that in developing and investigating aformal theory of regions one should be restricted to employing only `na��ve' concepts.3.5.3 Interpreting RCC in Point-Set TopologyTo characterise the meaning of the non-logical vocabulary of RCC in terms of point-set topologywe need to specify precisely how the individuals of the theory (i.e. regions) and the connectionrelation are to be interpreted by reference to a topological space. One possible speci�cation is asfollows:� Regions are identi�ed with non-empty open sets of points.� Regions are connected if their closures share at least one point.This interpretation is that suggested for the RCC theory in (Randell, Cui and Cohn 1992).If we require that the theory should satisfy the extensionality principle, Cext, this immediatelyleads to a restriction on the class of open sets that can be considered regions: no two distinctregions can be identi�ed with (open) sets that have the same closure. The most obvious way toensure this is to specify that regions correspond only to regular open sets | i.e. those which areequal to interiors of their closures.From the topological characterisation of C we ought to be able to derive interpretations interms of point set-topology of all relations de�nable in RCC. Given the 1st-order de�nition of P(P(x; y) �def 8z[C(z; x) ! C(z; y)]) and the fact that for regular (open) sets c(X) � c(Y ) i�X � Y , it is clear that the parthood relation between regions corresponds to the subset relation inthe point-set interpretation.The intersection of two (regular) open sets is always a (regular) open set; so two open setsshare a point just in case they share a non-empty (regular) open subset. If we assume that everynon-empty regular open set of points corresponds to some region, we can say that two regionsoverlap if they share a point and this will accord with the 1st-order de�nition of overlap in termsof the C relation (O(x; y) �def 9z[P(z; x) ^ P(z; y)]).Formally the C, P and O relations can be de�ned as:C(x; y) �def 9�[� 2 c(X) ^ � 2 c(Y )]P(x; y) �def X � Y



CHAPTER 3. ANALYSIS OF THE RCC THEORY 56O(x; y) �def 9�[� 2 i(X) ^ � 2 i(Y )]These de�nitions give us a rigorous formal speci�cation of the RCC connection and overlaprelations in terms of point-set topology. But they make use of a highly expressive set-theoreticlanguage, including both quanti�cation and the element relation, and hence are not very usefulfor automated reasoning. In the next chapter we shall see how essentially the same topologicalinterpretation can be expressed algebraically, without the use of set-theory and quanti�cation.3.5.4 The Boolean Algebra of Regular Open Point-SetsIn the last section we saw that the RCC regions can be identi�ed with non-empty regular opensets in a topological space. If this interpretation is to be adequate for the full theory equippedwith quasi-Boolean functions, we need to be able to interpret these as functions operating on(non-empty) regular open sets. If we were simply to use the elementary Boolean set functions(complement, union, intersection) to model Boolean functions on regions we would immediatelyrun into di�culties. The problem is that if we apply these operations to regular open sets, theresulting set is not necessarily regular open: the complement of a regular open set is regular closed;and the sum of two regular open sets is open but need not be regular.This problem can be avoided by identifying Boolean functions on regions with the operators inthe regular open (Boolean) algebra of a topological space. Given a topological space hU;Oi, theelements of this algebra are the regular open sets. The Boolean constants and functions are thende�ned as follows: 0 =def ; 1 =def U�(X) =def i(X )x � y =def X \ Y x+ y =def i(c(X [ Y ))Thus the regular complement is de�ned as the interior of the ordinary set complement and theregular sum is obtained by taking the interior of the closure of the set union. Product is simplyde�ned as intersection. It can easily be veri�ed that, given regular open sets as operands, theresults of these operations are also regular open sets.3.5.5 A Dual Topological InterpretationThere is also a dual interpretation under which regions are identi�ed with closed sets | theseare connected if they share a point and overlap if their interiors share a point. As before therequirements of the theory mean that the closed sets corresponding to regions must be non-emptyand regular (a regular closed set is a set X such that X = c(i(X))). The regularity conditionensures that sets corresponding to regions must have a non-empty interior.



CHAPTER 3. ANALYSIS OF THE RCC THEORY 573.6 Completeness and CategoricityIn section 2.7.2, I mentioned that some results of Grzegorczyk (1951) have important consequencesregarding the properties of spatial theories. This paper considers 1st (and higher) order theories ofBoolean algebras supplemented with additional spatial functions and/or relations. The 1st-ordertheory of Boolean algebra is decidable but Grzegorczyk shows that the introduction of either aclosure operation or an external connection relation, satisfying in each case a small set of algebraicconditions, results in a structure whose 1st-order theory is undecidable.The assumed conditions on the closure operation are just those given in section 2.1 and theconditions on the external connection relation are as follows:� EC(x; y) ! (prod(x; y) = ;)� (prod(x; y) = ;) ^ (sum(x0; x) = x) ^ (sum(y0; y) = y) ^ EC(x0; y0) ! EC(x; y)� EC(sum(x; y); z) ^ :EC(x; z) ! EC(y; z)These conditions are quite weak and one would expect them to be satis�ed in any plausible theoryof connection. This means that any 1st-order language containing Boolean (or quasi-Boolean)functions and a connection relation must be undecidable.The question of what levels of expressiveness lead to undecidable languages is of crucial im-portance for automated reasoning. In the following chapters we shall see that it is possible tospecify quite expressive representations for spatial information, which are decidable. The strategyis to �nd ways of expressing spatial relationships without the need for a full 1st-order language.One approach is to use a 1st-order language with limited forms of quanti�cation. In chapter 7I shall show that in a 1st-order theory based on the C relation it is in many cases possible toeliminate quanti�ers by replacing quanti�ed clauses with equivalent quanti�er free formulae. An-other approach is to use a 0-order representation language which is more expressive than classicalpropositional logic. Although augmenting a Boolean algebra with additional operators (such as aclosure function) may lead to an undecidable 1st-order theory, it can also greatly extend the rangeof information which can be expressed in the form of algebraic equations without quanti�cation.In chapter 4 we shall see how a 0-order (modal) logical language can be used to reason about suchconstraints.An important corollary of the undecidability result is that no �nitary6 1st-order theory of spatialregions (possessing a certain minimal expressivity) can be complete. A theory � is complete withrespect to a language L i� for every formula � expressed in the language L, either � ! � or� ! :� is logically valid.7 If a (�nitary) 1st-order theory is complete, it is also decidable. Thisfollows from the semi-decidability of (�nitary) 1st-order logic: any logically valid 1st-order formulais provable in �nite time; so to decide whether � follows from � one can attempt to prove in parallel6More will be said in section 10.2.1 about the restriction of this result to �nitary systems.7Note that, if this is the case, L can contain only a �xed �nite vocabulary of non-logical expressions constrainedby the theory. If it contained arbitrary relations, functions or constants it could not be complete.



CHAPTER 3. ANALYSIS OF THE RCC THEORY 58(or by alternating from one proof to the other) both the sentences � ! � and � ! :�. A proofof one of these formulae can always be obtained in �nite time.Any theory in which one can de�ne a relation of external connection satisfying certain conditionsmust be undecidable. Moreover, since any complete 1st-order theory is decidable, any 1st-ordertheory in which this relation is de�nable must be incomplete. This means that there are purely the-oretical RCC formulae (i.e. formulae not involving any arbitrary constants), which are contingentwith respect to the RCC axioms| and indeed with respect to any sensible set of 1st-order axioms.Hence, RCC is not categorical | there must be multiple non-isomorphic models of the theory |and cannot be made categorical without adding some 2nd-order axiom. Because of this lack ofcategoricity, the entailments provable in the RCC theory are only those that hold in a very largeclass of possible models, many of which will have a very di�erent structure to what is intended.In fact, it is readily apparent that there is no single model of the axioms. For instance, thedimensionality of regions is not �xed: one can interpret them as being of two, three or even higherdimension. Moreover, spatial con�gurations which are impossible in (say) 2D may become possiblein 3 or more dimensions. I have devoted considerable e�ort to the problem of �nding a categoricalversion of the RCC theory and have shown how by adding extra axioms many unwanted models canbe ruled out. I have concentrated speci�cally on characterising the dimensionality of RCC regionsand on eliciting a complete set of existential axioms (this work is reported in (Bennett 1996a)).However, it was only towards the end of my PhD. research that I realised that categoricity couldnot be achieved by means of a (�nite) 1st-order theory.The undecidability of RCC and similar theories means that the problem of incorporating qual-itative spatial information into AI systems divides into two parts: i) the foundational problem ofproviding a su�ciently rich theory of spatial concepts with a precise formal semantics; and ii) theproblem of constructing inference algorithms for reasoning in terms of useful but less expressiverepresentation languages.3.7 A Revised Version of the RCC TheoryI now present an axiom set for an unsorted 1st-order theory of regions. The theory di�ers fromClarkes's and the RCC theory in that a null element is treated as a �rst-class region. This meansthat the Boolean component of the theory can be axiomatised much more straightforwardly than inthe earlier theories. Apart from this the theory is intended to be much the same as RCC. FollowingRCC rather than Clarke, every non-null region is connected to its complement and no distinctioncan be made between open and closed regions.It must be stressed that, although my revised axiom set avoids many of the problems with theRCC theory that were noted earlier in this chapter, a great deal of further work remains to be doneon this theory. This is beyond the scope of the present work. In the remainder of the thesis I shallfocus on alternatives to 1st-order theories, that are better suited to automated reasoning.



CHAPTER 3. ANALYSIS OF THE RCC THEORY 59Preliminary De�nitionsTo make the axioms easier to state we need the following de�nitions:D1) P(x; y) �def 8z[C(z; x) ! C(z; y)]D2) O(x; y) �def 9z[C(z; z) ^ P(z; x) ^ P(z; y)]D3) NTP(x; y) �def 8z[C(z; x) ! O(z; y)]Fundamental AxiomsA set of fundamental axioms can now be stated as follows:A1) 8x8y[C(x; y) ! C(x; x)]A2) 8x8y[C(x; y) ! C(y; x)]A3) 8x8y[8z[C(x; z) $ C(y; z)] ! (x = y)]A4) 8x8y9z8u[C(z; u) $ (:NTP(u; x) _ :NTP(u; y))]A5) 8x[C(x; x) ! 9y[C(y; y) ^ NTP(y; x)]]Axiom 1 is the new restricted re
exivity axiom, which allows only the null region to be discon-nected from itself. 2 is the unchanged symmetry axiom and 3 is the extensionality axiom.The fourth axiom guarantees that for any two regions, x and y, there is a region, z which isconnected to every region which is not a non-tangential part of both x and y (and, because of theextensionality axiom, there can only be one such region). Under the intended interpretation, z isthe complement of the product of x and y. A complement of product function, cp(x; y) can nowbe de�ned as:D4) (cp(x; y) = z) �def 8u[C(u; z) $ (:NTP(u; x) _ :NTP(u; y))]Unlike the function speci�cations in the original RCC theory, this is purely de�nitional becausethe existential import and uniqueness of the function are already entailed by the other axioms. Aswas explained in section 3.3.5 the Boolean functions and universal and null constants can all beeasily de�ned in terms of the cp function. Moreover, because in the new theory the null entity isaccepted as a true region, these will be proper rather than `quasi' Boolean functions.Finally, axiom 5 is a new version of the NTPP axiom modi�ed to take account of null regionsand using the simpler NTP in place of NTPP.Additional AxiomsThe system should also satisfy the theorems given below. At present I take these as additionalaxioms. However, it is likely that they are not all independent of each other and of the fundamentalaxioms, in which case they could be omitted from the axiom set. On the other hand, the observa-tions made in section 3.6 mean that even with axiomsAA1-4 the system (being strictly 1st-order)



CHAPTER 3. ANALYSIS OF THE RCC THEORY 60cannot be complete, so one may wish to add still more axioms, to obtain a stronger theory with amore restricted set of models.AA1) 8z[(C(z; x) $ :NTP(z; y))] $ 8z[(O(z; x) $ :P(z; y))]AA2) 8x8y[8z[C(z; x) $ :NTP(z; y)] ! 8z[C(z; y) $ :NTP(z; x)]]AA3) The structure hR; sum; compli is a Boolean algebra, where R is the domain of regionsand sum and compl are de�ned from cp as speci�ed in section 3.3.5.AA4) 8x8y[P(x; y) $ sum(x; y) = y]AA1 and AA2 were discussed in section 3.3.3 and relate to desired properties of the complfunction. AA3 is stated as a meta-level property but could be replaced by a set of 1st-orderformulae characterising a Boolean algebra in terms of the Boolean functions of the object language.One could use equational formulae based on the theory given in table 3.1. It is clear that many(and perhaps all) of these formulae would be derivable from the other axioms of the theory. AA4ensures that the part relation coincides with the usual partial ordering on the elements of theBoolean algebra.Models of the Revised TheoryPossible models of the revised theory include topological models which are much the same as thosegiven above for the RCC theory (section 3.5), except that the domain of individuals contains theempty set. Thus, in an open set interpretation the regions will correspond to arbitrary regular opensets of a topological space T ; and C(x; y) will hold just in case the closures of the sets correspondingto x and y share at least one point. The value of the function cp(x; y) would then be given by theinterior of the complement of the product of the sets corresponding to x and y; and the Booleanalgebra generated by cp would be the regular open Boolean algebra over T .It is clear that axioms A1{3 hold in such models. A4 must also hold since it can be shownthat 8x8y8u[C(cp(x; y); u) $ (:NTP(u; x) _ :NTP(u; y))]holds under the speci�ed interpretation of cp.Axiom A5 imposes an additional density condition on the space T . Speci�cally, that everynon-empty regular open set of T (i.e. every set corresponding to a non-null region) includes anon-empty regular closed subset. (The interior of this subset corresponds to a non-empty NTP ofthe region.)



Chapter 4A 0-Order RepresentationAs in other areas of knowledge representation, constructing a formalism for representingspatial information involves a trade-o� between expressive capability and the tractability ofcomputing semantic relations (such as entailment) between expressions. In chapter 2 severalvery expressive theories of spatial regions were described. All of these addressed the problem ofrepresenting spatial information by employing logical languages of 1st (or higher) order | i.e.languages including quanti�ers. But (as discussed in section 1.5.2) reasoning in 1st-order logicis not only intractable but undecidable; so, unless some special purpose reasoning algorithm isknown, such a representation does not provide a practical mechanism for computing inferences.In this chapter I demonstrate how a 0-order (quanti�er free) representation, which is anextension of the ordinary classical propositional calculus, can be used to represent a signi�cantclass of spatial relationships. This representation also yields a decision procedure for reasoningabout this information.4.1 Spatial Interpretation of 0-Order CalculiThe most familiar interpretations of 0-order logical calculi are as propositional logics: the non-logical constants are regarded as denoting propositions and the connectives as operating on their(propositional) arguments to form more complex propositions. Within such a conception, theclassical connectives are interpreted as expressing truth-functional combinations of their arguments.However, taking non-logical constants as denoting propositions is not the only way that these calculican be interpreted, which is why I describe them as `0-order' rather than `propositional'. In thischapter I explain how the classical propositional logic (which I refer to as C) can be employed as alanguage for spatial reasoning. Under this interpretation, the non-logical constants denote regionsand the connectives correspond to operations forming new regions from their arguments.This interpretation is compatible with well-known model-theoretic accounts of 0-order calculi,in which propositions are associated with sets rather than with truth-values. These sets are oftenthought of as sets of possible worlds in which a proposition is true but they can also be regardedas sets of points (or perhaps atoms) making up a spatial region. Such interpretations are generallyemployed as models of modal logics rather than the simple classical calculus (whose semantics is61



CHAPTER 4. A 0-ORDER REPRESENTATION 62adequately captured by the simpler truth-functional semantics). In the next chapter we shall seethat the non-truth functional operators of modal logics can also be given a spatial interpretation.The possibility of representing spatial relations in classical propositional logic arises becausethe logic of spatial regions includes a Boolean algebra as a sub-structure. This has been known fora long time | it forms the basis of Venn diagrams (Venn 1881). By generalising the principles ofBoolean reasoning, the rest of the chapter develops a rather more elaborate system in which it ispossible to represent and reason about a much larger class of spatial relations. The generalisationinvolves a meta-level addition to the basic syntax and proof theory of a 0-order logic, which isneeded to increase the expressive power of the representation: speci�cally it enables negative aswell as positive constraints to be represented. This method of representing negative constraints ina 0-order logic is as far as I know completely original. It is also quite general and in subsequentchapters will be applied to modal and intuitionistic logical representations.4.2 Set Semantics for the Classical CalculusThe 0-order classical calculus (henceforth C) can be given a semantical interpretation in which theconstants denote arbitrary subsets of some universe U and the logical connectives correspond toelementary set-theoretic operations. Speci�cally, a model for the logic C is a structure, hU;K; �i,where U is a non-empty set, K is a denumerably in�nite set of constants, and � is a denotationfunction, which assigns to each constant, p, in K a subset, P , of U . The domain of � is extendedto all formulae formed from the constants by stipulating that:11. �[:�] = �(�)2. �[� ^  ] = �[�]\ �[ ]3. �[� _  ] = �[�][ �[ ]where for any set S, S is the set of all elements of U that are not elements of S. (For example, if�(a) = A, �(b) = B and �(c) = C; then �(:(a ^ (b _ c))) = A \ (B [C).) Under this interpreta-tion it can be shown that:Classical Set-Semantics Theorem (CSST)A formula, �, is a theorem of C if and only iffor every model hU;K; �i, the equation �(�) = U is satis�ed.The denotation function induces a correspondence between formulae and terms formed fromconstants denoting sets and elementary set operations (henceforth set-terms). It will be useful tode�ne some notation to describe the relationship between these types of expression:� For every propositional constant pi there is a corresponding set constant Pi.1With semantic and other meta-level functions such as � I enclose the arguments in square rather than roundbrackets. The small Greek letters � and  are employed as schematic variables standing for arbitrary propositionalexpressions.



CHAPTER 4. A 0-ORDER REPRESENTATION 63� I write ST[�] as a means of expressing the set-term obtained from the formula � by replacing0-order constants, pi, by set constants, Pi and the connectives :, ^ and _ respectivelyby �, \ and [. (Note that ST[: : :] is a meta-level syntactic operation and not an ordinary(extensional) function.)� The converse (meta-level) function from a set-term � to a classical (propositional) formulawill be written CF[� ]. If the empty set symbol, `;', occurs in � it will be replaced by thefalsity constant ? (its negation :? will be written as >).� It will also be convenient to use the relational notation, � CF 
ST � , to refer to themapping between classical formulae and corresponding set-terms; thus we can write e.g.(p _ :q) CF
ST (P [Q). (Again this is a meta-level relation between expressions.)The set semantics may be regarded as a generalisation of the usual truth-functional semanticsfor C: if U is taken to be a singleton set, f1g, then all formulae are assigned one of two values:; or f1g. Hence for any truth-value assignment f : K ! ft; fg to the 0-order constants, there isa set assignment �f : K ! ff1g; ;g, such that �f [p] = f1g if f [p] = t and �f [p] = ; if f [p] = f .Moreover, the values of the truth-functions on truth-values are mirrored by corresponding valuesof the set operations on the two possible set values. So, if the domain of �f is extended to complexformulae according to the speci�cation for the � function given above, then �f [�] = f1g i� � isgiven the value t under the truth-functional assignment f ; and �f [�] = ; i� � is assigned f by f .Proof of CSST: If � is converted to conjunctive normal form (CNF), then eachconjunct will contain a pair of complementary literals (l and :l) if and only if � is atautology. The set term � = ST[�] can also be converted to an analogous normal form,intersection normal form (INF): by means of simple re-write rules any set-term can beexpressed as an intersection of unions of set-constants and their complements. Thus �can be expressed in the form(�11 [ : : :[ �1i [ �11 [ : : :[ �1j) \ : : :\ (�n1 [ : : :[ �nk [ �n1 [ : : :[ �nl) :If a set-term corresponds to a tautological proposition then when expressed in INFeach union in the expression must contain some pair, � and � , of a set constant and itscomplement. So, whatever the assignment to the set constants, each union, and hencethe intersection of these unions, will denote the universal region.On the other hand suppose � is not a tautology; then there is a truth-value assign-ment, f(pi), to the atomic propositions in � such that � is false according to truth-functional semantics. Hence, from the derived set assignment �f over the universe, f1g,(as described above) we can construct a model hf1g;K; �f i, in which � does not denotethe universe. �If we are only interested in the pure classical calculus, set-semantics may be considered aredundant generalisation of truth functional semantics, since CSST shows that a Boolean term



CHAPTER 4. A 0-ORDER REPRESENTATION 64has the value 1 in all assignments to its constants over any domain if and only if it takes the value1 in all assignments over the domain f1g. Hence, consideration of a 2-element algebra is su�cientto determine validity of any entailment in C. It is only when (as in the next chapter) we introduceadditional operators corresponding to non-Boolean functions that we need to consider assignmentsover larger domains.4.2.1 An Entailment CorrespondenceThe correlation between classical theorems and Boolean terms which are universal in any model isa special case of a more general correspondence between the entailment relation in classical logicand entailments among Boolean equations. These entailment relations will be represented with thefollowing notation:� �1; : : : ; �n j=C �0 means that in the calculus, C, the formula �0 is entailed by the set offormulae, f�1; : : : ; �ng. (Thus j=C � means that � is a theorem of C.)� �1; : : : ; �n j=S �0, where �0; : : : ; �n are set-equations, means that in any model (i.e. assign-ment of sets to the constants occurring in the equations) for which the equations �1; : : : ; �nhold, the equation �0 also holds. (j=S � means that � holds in every model.)The set-equations we shall be most often concerned with are universal | i.e of the form � = U ,where U is the universe of whatever model is under question. This presents a slight notationaldi�culty if we want to say that a universal equation holds in all of some class of models, becausethe universal set will not generally be the same set in each model. For this purpose I employ thespecial symbol U . We can regard this either as a special logical symbol equivalent to ; or as ameta-variable standing for whatever set is the universe under consideration.2Using these notations, the following theorem can now be stated:Classical Entailment Correspondence Theorem (CECT)�1; : : : ; �n j=C �0 if and only if �1 = U ; : : : ; �n = U j=S �0 = Uwhere �i CF
ST �i for each i.Proof of CECT: If �1; : : : ; �n j=C �0 then the formula (�1 ^ : : : ^ �n) ! �0 mustbe a tautology; hence the equation �1 \ : : :\ �n [ �0= U must hold in every model.But in any model satisfying �1 = U ; : : : ; �n = U one must have �1 \ : : :\ �n = ;.Therefore �0 = U .On the other hand suppose �1; : : : ; �n 6j=C �0; this means that there is some truth-functional assignment, f , under which �1; : : : ; �n are all true whilst �0 is false. We thenuse the derived assignment �f over the domain f1g as an assignment to correspondingset-constants occurring in the terms �i. Under this assignment we shall have �1 =U ; : : : ; �n = U and �0 = ;. So �1 = U ; : : : ; �n = U 6j=S �0 = U . �2Note that, if a term � contains U, then in CF[� ] this will be replaced by >.



CHAPTER 4. A 0-ORDER REPRESENTATION 654.2.2 Reasoning with Non-Universal EquationsThe correspondence theorem, CECT, allows us to use classical propositional formulae to reasonabout universal set-equations and the formula CF[� ] can be regarded as representing the equation� = U . Moreover, because of the equivalenceX = Y if and only if (X [ Y ) \ (X [ Y )= U ;any set equation can be put into the universal form � = U .In order that we may use 0-order formulae to reason about arbitrary Boolean set equationsit will be useful to de�ne a transform CFe[�1 = �2], which gives a formula representative ofany equation �1 = �2. Such a representative is provided by the formula CF[� ], where � = U isequivalent to �1 = �2. For a universal equation CFe[� = U ] will just be equal to CF[� ]. For anarbitrary non-universal equation �1 = �2 we could use the de�nitionCFe[�1 = �2] �def CF[(�1 [ �2) \ (�1 [ �2)] � (:CF[�1] _ CF[�2]) ^ (CF[�1] _ :CF[�2])but since (:� _  ) ^ (� _ : ) � (� $  ), it is more convenient to de�ne CFe byCFe[�1 = �2] �def CF[�1] $ CF[�2] :In terms of CFe we can state the following corollary of CECT which characterises entailmentbetween arbitrary Boolean set-term equations:�1; : : : ; �n j=S �0 if and only if CFe[�1]; : : : ;CFe[�1] j=C CFe[�0] :In fact we shall almost always deal with equations which are in the universal form; but evenin these cases the CFe operator is still a useful notation for translating from Boolean equations totheir representative formulae.4.3 Representing Topological Relationships in CTable 4.1 shows how four spatial relations can be characterised by constraints stated in terms of theclassical propositional calculus, C. The �rst column of the table speci�es a spatial relation usingthe formal vocabulary of the RCC theory. The second column gives an informal description of therelation. The third column again describes the same relation in terms of an elementary set-termequation (all the equations are given in universal form). This characterisation is in accord with theinterpretation of RCC regions as (non-empty regular open) subsets of a topological space given insection 3.5.2. The �nal column gives a formula of C that may be considered as representing thespatial relation. This formula is given by CFe[�], where � is the set equation of the third column.The theorem CECT tells us that entailments among elementary set equations are faithfullymirrored by entailments among corresponding C formulae. Thus, in order to reason with spatialinformation expressible in terms of such set equations one can transform the equations into formulaeof C and then test inferences using some method of propositional theorem proving.



CHAPTER 4. A 0-ORDER REPRESENTATION 66Relation Description Set Equation C formulaDR(x; y) x and y are discrete X \ Y = U :(x ^ y)P(x; y) x is part of y X [ Y = U x ! yPi(x; y) y is part of x X [ Y = U y ! xEQ(x; y) x and y are equal (X [ Y ) \ (X [ Y )= U x $ yTable 4.1: De�nitions of four topological relations in CFor example, the inference DR(a; b); P(c; a) ` DR(a; c)depends on the following entailment between set equations:A \B = U; C [A = U j= C \B = Uand this can be shown to be valid because in C we have:(a ^ b); c ! a j= :(c ^ b) :Hence, even with this very simple encoding into C, some signi�cant spatial inferences can bedetermined.Apart from the four relations given in table 4.1 a large class of other relations can also berepresented including: x is the universe (x); x is null (:x); x is the complement of y (:(x $ y));the sum of x and y is the universe (x _ y); and x is the sum of y and z (x $ (y _ z)).The correspondence between binary topological relations among regions and the set equationsor C formulae which can be used to represent them are illustrated in �gure 4.1. The �gure contains�ve sub-diagrams showing each of �ve JEPD relations that can hold between two regions. Thisclassi�cation does not distinguish between connection and overlapping or between tangential andnon-tangential parts. Of the �ve relations only DR and EQ can be uniquely speci�ed by a C formula.It is not surprising that the distinction between connection and overlapping cannot be speci�edin terms of the purely Boolean formulae of C. In the point-set interpretation of RCC this distinctiondepends on the topological closure operation; but in the simple language of Boolean set equationsno such operation is available. To capture the distinction we shall need to use the more expressiverepresentation described in the next chapter. However, it is more disappointing that the relationof partial overlap cannot be directly represented by any formula of C; and even though the partrelation corresponds directly to `implication', the proper part relation cannot be uniquely speci�ed:although we can easily say that one region is part of another, we cannot rule out the possibilitythat the two regions are equal.
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Figure 4.1: Topological relations representable in C4.4 Model and Entailment ConstraintsAs it stands, our representation is very limited: many simple spatial relations cannot be de�nedsolely by means of universal set-equations. For example, we have observed that the relationPP(x; y), x is a proper part of y, cannot be so expressed. Nevertheless, informally this rela-tion can be de�ned quite straightforwardly as that relation which holds whenever P(x; y) is truebut not EQ(x; y). So it would seem that we can characterise the proper part relation if we can �nda way to represent the absence of a relation which we can already de�ne.We must now ask how the negations of set-equation constraints should be represented. Take forexample :P(x; y) (x is not part of y). Suppose we simply negate the classical formula representingP(x; y); we would then get :(x ! y). But this formula corresponds to the set equationX [ Y = Uor equivalentlyX\Y = U ; and this will only hold when both X = U and Y = ;. So we see that thenegation of a formula does not correspond to the absence of the relation enforced by that constraint.In terms of sets, what we really wanted to represent was X [ Y 6= U which is the direct negationof the set equation for P(x; y). But negating the formula in the propositional representation doesnot give us this because such a negation is interpreted as a complement operation on the set-termrather than a negation of the whole equation. This means that the absence of the relations de�nedso far cannot be represented directly as C formulae.We need to increase the expressive capabilities of our representation language so we can rep-resent situations in which we specify not only that a number of universal set-equations hold butalso that certain such equations do not hold. Thus, we shall employ the more general constraint



CHAPTER 4. A 0-ORDER REPRESENTATION 68language of universal set-equations and their negations and use this to describe spatial situations.In order to use classical formulae to logically encode these constraints we need some way of indic-ating whether the formula is to be interpreted as an equality or an inequality. Thus a collectionof constraints will be represented by a pair hM; Ei where M is a set of formulae correspondingto equalities and E is a set of formulae corresponding to inequalities. The formulae in M arecalled model constraints because they correspond to equational constraints on possible models.The formulae in E are called entailment constraints for reasons which will be made clear in thenext section. The language consisting of pairs of sets of C formulae will be called C+.4.5 Consistency of C+ Situation DescriptionsWhat we now need is a method of determining from a pair of formula sets, hM; Ei, whetherthe corresponding spatial/algebraic constraints are consistent. hM; Ei represents a set, �, ofconstraints of the form fm1 = U ; : : : ;mj = U ; e1 6= U ; : : : ; ek 6= Ug. Clearly, � is inconsistent ifand only if the following entailment holds:m1 = U ; : : : ;mj = U j=S e1 = U _ : : : _ ek = U (DE)Here, the r.h.s. is a disjunction of set-equations and as such cannot be translated into a union atthe level of set-terms (just as negating a set equation is not equivalent to applying the complementoperation to its set term). The correspondence theorem CECT does not tell us how to interpretdisjunctions of set equations in C. However, it can be established that in the domain of sets,entailments of this kind are convex in the sense of (Oppen 1980).3 A class of entailments is convexin this sense i�whenever � j= �1 _: : :_ �n then � j= �i; for some i 2 f1 : : :ng :The following theorem asserts the convexity of entailments of the form of DE:Convexity of Disjunctive Boolean-Algebraic Entailments (BEconv)�1 = U ; : : : ; �m = U j=S "1 = U _ : : : _ "n = Ui��1 = U ; : : : ; �m = U j=S "i = U for some i 2 f1; : : :ngProof of BEconv: Consider a disjunctive entailment of the form of DE and let Sbe the set of set-constants which it contains. Suppose none of the disjuncts on ther.h.s. are entailed by the equations on the l.h.s.. This means that for each disjunctei= U there is an assignment, �i : S ! 2Ui, of subsets of some universe, Ui, to theconstants in S such that ei= U is false, whilst the equations mi= U are all true. Wecan assume, without loss of generality, that the universes in each of these assignments3Note that later in this thesis I shall use the term convex with its ordinary sense, as a property of the surface ofa region. Hopefully this will not cause too much confusion.



CHAPTER 4. A 0-ORDER REPRESENTATION 69are disjoint. We now construct a new assignment, �� : S ! 2U� , such that U� = Si Uiand ��(X) = Si �i(X). The Ui's thus form discrete subspaces of U�. Clearly, thisassignment must make all the l.h.s. equations true and each of the disjuncts on ther.h.s. false. Thus the r.h.s. will be entailed if and only if at least one of its disjuncts isindividually entailed by the l.h.s.. This means that the class of entailments of the formof DE is convex. �In fact BEconv may be regarded as an immediate consequence of a general consistency prop-erty of equational literals, which I shall call ELcons. By an equational literal I mean a positive ornegative equality relation, which may contain constants, function symbols and variables. Variablesare assumed to be implicitly universally quanti�ed. The property is as follows:Consistency of Equational Literals (ELcons)�1 = �1; : : : ; �m = �m; :(�1 = �1); : : : ;:(�n = �n) j=i��1 = �1; : : : ; �m = �m j= �i = �i for some i 2 f1; : : :ngELcons can be established by considering possible proofs of inconsistency in some proof systemfor 1st-order logic with equality, which is known to be refutation complete. One such system, isthat where the only proof rules are binary resolution, paramodulation and factoring (Du�y 1991).Since we are dealing with sets of literals (i.e. only unit clauses), factoring is not required and asimpli�ed version of paramodulation can be employed. The details of the rules that are used donot matter, since ELcons can be demonstrated from quite general observations. The proof is asfollows:Proof of ELcons: Suppose we refute a set of equational literals by means of binaryresolution and paramodulation. Once an application of binary resolution can be made,inconsistency is proved immediately; so any successful refutation must consist of aseries of paramodulations followed by a single binary resolution. Note also that eachparamodulation either involves two positive literals and generates a new positive literalor it involves a positive and a negative literal and generates a new negative literal.These observations enable us to show that any refutation makes essential use of exactlyone negative literal. The key points are that the derivation of a positive literal cannotinvolve any negative literals and that no rule operates on more than one negative literal.Consider the �nal step in the refutation; this is a resolution between a positive anda negative literal. The positive literal is either in the original set of literals or has beenderived by a sequence of paramodulations involving only positive literals. The negativeliteral is either in the original set or has been generated from a positive and a negativeliteral. In the latter case, the positive literal must have been derived from only positiveliterals and the negative literal is either in the original set or is in turn derived froma positive and negative literal. However long this sequence continues, it is clear thatexactly one negative literal from the original set is involved in the proof. �



CHAPTER 4. A 0-ORDER REPRESENTATION 70The negative literals in the left hand condition of ELcons may be moved over to the right togive an equivalent entailment,�1 = �1; : : : ; �m = �m; j= �1 = �1 _: : :_ �n = �n : (ELconv)From ELcons it immediately follows that entailments of the form of ELconv are convex. ELconvhas the same syntactic form as DE; but, whereas ELconv speci�es a purely logical entailmentbetween equations, the entailment relation j=S occurring in DE speci�es that the entailment holdsif the terms are interpreted in accordance with elementary set theory. In general if the j= inELconv is replaced by a more speci�c entailment relation, j=�, the convexity property may nolonger hold. However, if � can be expressed as a purely equational theory, entailments w.r.t.� can be expressed as purely logical equational entailments of the form of ELconv. Hence theconvexity result will still hold for such theories. In particular, it holds for the relation j=S , whereS is elementary set theory (which is just an interpretation of Boolean algebra), since S can bespeci�ed purely in terms of equations. This gives us an alternative proof of BEconv.If we combine BEconv with our interpretation of C+ expressions and then apply CECT weimmediately get the following theorem characterising the consistency of C+ expressions.C+ Consistency Theorem (C+CT)A C+ expression hM; Ei is consistent if and only ifthere is no formula � 2 E such that M j=C �.This should make it clear why the formulae in the set E are called entailment constraints.4.6 Representing RCC RelationsWe can now give C+ representations for a signi�cant sub-class of the RCC relations. Let us �rstlook at how the situation type \x is a proper part of y" is represented. We can say that PP(x; y)holds when x is part of y but the two regions are not equal. This gives us the equality X [Y = Uand the inequality (X [ Y ) \ (X [ Y ) 6= U . Equalities are encoded as model constraints andinequalities as entailment constraints so our propositional representation for the relation PP(x; y)is the pair hfx ! yg; fx $ ygi :4.6.1 Non-Null ConstraintsRecall that in discussing topological interpretations of RCC relations (section 3.5.2) I observed thatpoint-sets corresponding to proper (non-null) RCC regions must be non-empty. An important useof entailment constraints is to ensure that regions involved in a situation description are non-null.If null regions are allowed they have properties which may seem counter-intuitive (for example thenull region is both part of and disconnected from any other region) and many useful and apparentlysound inferences may not hold if it is allowed that some of the regions involved may be null. The



CHAPTER 4. A 0-ORDER REPRESENTATION 71requirement that a region is non-null is expressed by the inequality X 6= U , which corresponds tothe entailment constraint :x in the C+ representation.4.6.2 Representations of the RCC-5 RelationsThe C+ representation allows us to represent each of the �ve topological relations shown in �g-ure 4.1. These comprise a jointly exhaustive and pairwise disjoint (JEPD) set known as RCC-5.The model and entailment constraints (including non-null constraints) of the C+ representation foreach of these relations are shown in table 4.2.Relation Model Constraint Entailment ConstraintsDR(x; y) :(x ^ y) :x, :yPO(x; y) | :x _ :y, x ! y, y ! x, :x, :yPP(x; y) x ! y y ! x, :x, :yPPi(x; y) y ! x x ! y, :x, :yEQ(x; y) x $ y :x, :yTable 4.2: The C+ encoding of some RCC relationsThe model constraint associated with a relation is the strongest formula which holds in allmodels in which the relation holds. The entailment constraints serve to exclude models which,although consistent with the model constraint, are incompatible with the relation. Thus the en-tailment constraints associated with a relation in a JEPD set will normally correspond to modelconstraints of other relations in that set (plus the non-null constraints). The relation PO has nomodel constraint and is de�ned by excluding all of the other relations.Certain entailment constraints which one might expect to be required can be eliminated orweakened because they are indirectly captured by other constraints. For example, in table 4.2the entailment constraint x $ y, which occurred in the representation of PP worked out above, isreplaced by the weaker formula y ! x, since in the presence of the model constraint x ! y, y ! xwould immediately entail x $ y.4.7 Reasoning with C+By making use of the results obtained so far one can use a classical propositional theorem prover asthe basis of an e�ective automated spatial reasoning system. For clarity I concisely summarise theconsistency checking algorithm for C+. Given a spatial description consisting of a set of relationsof the form R(�; �), where R is one of the relations characterisable in C+ and � and � are constantsdenoting regions, the following simple algorithm will decide whether the description describes apossible situation:



CHAPTER 4. A 0-ORDER REPRESENTATION 72� For each relation Ri(�i; �i) in the situation description �nd the corresponding propositionalrepresentation hMi; Eii.� Construct the overall C+ representation hSiMi; Si Eii.� For each formula � 2 Si Ei use a classical propositional theorem prover to determine whetherthe entailment SiMi j=C � holds.� If any of the entailments determined in the last step does hold then the situation is impossible.For example we may want to know whether the following situation is possible: x is a properpart of y; y is disjoint with z; and x is a proper part of z. The C+ representations of the threespatial relations are respectively:hfx ! yg; fy ! x;:x;:ygi; hf:(y ^ z)g; f:y;:zgi and hfx ! zg; fz ! x;:x;:zgi :So the overall C+ representation ishfx ! y; :(y ^ z); x ! zg; fy ! x; z ! x; :x; :y; :zgi :We determine that this situation is impossible sincex ! y; :(y ^ z); x ! z j=C :x :4.7.1 Determining EntailmentsComputing inconsistency of C+ expressions is a special case of determining entailments betweensituation descriptions characterisable in C+. To refer to such an entailment, I shall use the notationhM; Ei j=C+ hM0; E 0i. We can express the meaning of this as an entailment between set-equationsas follows: m1= U ^ : : : ^ mh = U ^ e1 6= U ^ : : : ^ ei 6= Uj=Sm01= U ^ : : : ^ m0j = U ^ e01 6= U ^ : : : ^ e0k 6= UIf we then bring the r.h.s. over to the left and move the resulting negation inwards we get:m1= U ^ : : : ^ mh = U ^ e1 6= U ^ : : : ^ ei 6= U ^(m01 6= U _: : :_ m0j 6= U _ e01= U _: : :_ e0k = U ) j=S :To show the validity of this we must show that whichever of the equations in the disjunction ischosen the resulting equation set is inconsistent. This is equivalent to showing that:for all p 2M0 we have hM; E [ fpgi j=C+ and for all q 2 E 0 we have hM [ fqg; Ei j=C+Another equivalent way of expressing these which is more convenient from the point of view ofactually calculating the entailments is the following:



CHAPTER 4. A 0-ORDER REPRESENTATION 73C+ Entailment Theorem (C+ET)hM; Ei j=C+ hM0; E 0i i�either hM; Ei j=C+ or ( for all � 2 M0 : hM; f�gi j=C+and for all  2 E 0 : hM[ f g; Ei j=C+ )Informally, this means that a sequent is valid i�: either hM; Ei is itself inconsistent; or, eachof the model constraints inM0 is entailed by the model constraints M and also each of the entail-ment constraints in E 0 in conjunction with the model constraints M entails one of the entailmentconstraints in E . Determining the validity of a C+ entailment has thus been reduced to determ-ining the inconsistency of certain C+ expressions and we already know that such an expression isinconsistent i� one of its entailment constraints is entailed by its model constraints.4.7.2 Complexity of the Reasoning AlgorithmConsistency checking for sets of spatial relations representable in C+ is clearly NP-hard and essen-tially the same as the consistency checking problem for C. The meta-level extension for handlingthe entailment constraints reduces each C+ consistency problem to n consistency problems of setsof C formulae, where n is the number of entailment constraints. Note that all these n problemscould in principle be solved in parallel.Another factor which can signi�cantly limit the complexity of spatial reasoning using this en-coding is that, in representing the �ve RCC relations given in table 4.2, only formulae containing atmost two variables are employed. This means that the complexity of reasoning with these relationsis that of `2-SAT', the satis�ability problem for binary clauses. This problem is computationallyeasy: it can be solved in time proportional to n2, where n is the number of clauses involved. Morespeci�cally this problem is in the class NC of problems which can be solved in polylogarithmictime by using polynomially many parallel processors.A detailed consideration of computational complexity is beyond the scope of this thesis. Asurvey of complexity classes can be found in (Johnson 1990).



Chapter 5A Modal RepresentationUsing principles introduced in the last chapter, this chapter develops a more expressiverepresentation for spatial relationships based on the 0-order modal logic S4. I explain howthe Boolean set semantics for classical logics can be generalised to take account of additionalnon-truth functional operators. We shall see how the topological interior function can also bemodelled in this way. In fact, considered in this way, the `�' operator of S4 obeys exactlythe same constraints as an interior operator. This correspondence allows one to use deductionin S4 as a means for reasoning about equations between terms involving Boolean functionsand an interior function. We shall see that these equations can express a large class of spatialrelations. I go on to introduce the language S4+ which extends the expressive power of S4in exactly the same way as C+ extends the C representation. The S4+ representation allowsmany RCC relations to be expressed including all the RCC-8 relations.5.1 The Spatial Interpretation of Modal LogicsIn this chapter I develop a 0-order representation for spatial information which is considerablymore expressive than that given in the previous chapter. The principles upon which it is basedare much the same as those employed in formulating C+ but, rather than using the simple classicallogic to encode spatial information, I shall use modal logics whose language contains additionalunary operators.Modal operators are usually regarded as non-truth-functional operators on propositions. Manykinds of propositional modality have been studied: alethic modalities (necessity, possibility, contin-gency); propositional attitudes (knowledge, belief, certainty, etc.); deontic modalities (obligation,permission). However, in the context of a set-semantics | under which 0-order constants areinterpreted as sets and Boolean operators as elementary set operation | modal operators can beregarded as mappings between subsets of some universe of elements. By thinking of these as setsof points within a space, we immediately get a spatial interpretation.To specify the spatial interpretation of a modal operator in a more concrete way we can regardthe universe of points as having the structure of a topological space. As we saw in section 2.1 thestructure of a topological space determines (and is determined by) certain functions on subsets of74



CHAPTER 5. A MODAL REPRESENTATION 75the space, such as the interior and closure functions. We shall see that the modal `�' operator ofthe logic S4 can be interpreted as an interior operator on a topological space. This correspondenceallows one to use deduction in S4 as a means for reasoning about equations between terms involvingBoolean functions and an interior function. These can be regarded as topological constraints andcan be used to express a large class of spatial relations. The connection between topological spacesand the logic S4 has been known since the work of Tarski and McKinsey (1948) but as far as Iknow has never been used as a vehicle for automated spatial reasoning.5.1.1 Overview of the Approach TakenIn the next section I look at the semantics of modal logics and speci�cally at algebraic modelsbased on modal algebras. I prove a correspondence between the deducibility relation of a modallogic and entailment among modal algebraic equations.In section 5.3 I consider the algebraic interpretation of a topological space as a closure algebra,and show how many topological relationships can be expressed in terms of closure algebraic equa-tions and the negations of such equations. I then observe (in section 5.4) that the modal algebrasassociated with the logic S4 are essentially the same as closure algebras. This means that S4 canbe used to reason about equational closure algebra constraints.Generalising the framework previously described in sections 4.4 and 4.5 of the last chapter,section 5.5 speci�es the extension of a modal language L to a more expressive language, L+. Iprove a useful entailment convexity result for these languages. I then show (in section 5.6) how allthe RCC-8 relations and many more topological relations can be encoded in the extended modallanguage S4+. This provides a decision procedure for a signi�cant class of topological relations.Finally, in section 5.7, I explain how, in principle, modal representations allow us to replace themeta-level expressions of C+ and S4+ by object level expressions in a modal logic incorporatingan additional S5 operator.5.2 Semantics for 0-Order (Modal) LogicsTo generalise the spatial interpretation of C to 0-order languages with additional operators it isnecessary to know some details of modal logics and their semantics. My presentation is very conciseso the reader will need some prior knowledge of the subject. Two very good text books on modallogic are (Hughes and Cresswell 1968) and (Chellas 1980).5.2.1 Modal LogicsA (propositional) modal language is obtained by adding to the language of classical propositionallogic a monadic operator, `�'.1 The inference rules of the modal logic consist of all the rulesof classical propositional logic plus some additional rules concerning the modal operator. Many1For some purposes one may wish to add several distinct modal operators to the language. The resulting systemis called a multi-modal logic.



CHAPTER 5. A MODAL REPRESENTATION 76di�erent sets of rules have been proposed capturing di�erent intended meanings and properties ofthe operator. These give rise to a wide range of distinct modal logics. A rule common to mostlogics that have been called `modal' is the rule of necessitation (RN): this states that if any formula,�, is a logical theorem then so is the formula ��.Further logical properties of the modal operator are usually presented in terms of axiomschemata. A schema speci�es that all formulae exhibiting a certain logical form have the statusof axioms. Thus if the proof system of the underlying classical propositional logic is presented inaxiomatic style (i.e. as a set of axiom schema and the rule of modus ponens) then the proof systemof a modal logic, L, is obtained by simply adding further axiom schemata and the rule RN. I write�1; : : : ; �n `L �0to mean that the formula �0 is deducible from the set of formulae f�1; : : : ; �ng in the logic L.For every modal� operator there is a dual operator, �, de�ned by �� $ :�:�. Consequently(since negation obeys the usual classical principles), it is easily proved that �� $ :�:�; so onecan equally well take � as the primary modal operator and introduce � by de�nition.5.2.2 The Logic S4S4 is one of the simpler and better known modal logics. It may also be called KT4 since it isobtained from classical propositional logic by adding the the rule of necessitation and the followingaxiom schemas:K. �(� !  ) ! (�� ! � )T. �� ! �4. �� ! ���A modal logic which satis�es the schema K, as well as obeying the rule of necessitation, isknown as normal.5.2.3 Kripke SemanticsCurrently the best known interpretations of modal logics are those in terms of Kripke semantics.In a Kripke semantics a model consists of a set of possible worlds together with an accessibilityrelation | a binary relation between worlds | associated with each modal operator. Propositionsdenote sets of possible worlds (the set of worlds in which they are true). A Kripke model, M, isthus a structure hW;R;P; di, where W is a set of worlds, R is the accessibility relation, P is a setof constants, fpig, and d is a function mapping elements of P to subsets of W .Such a model determines the truth of each modal formula at each possible world. Classicalformulae are interpreted as follows:� Atomic formulae, pi are true in exactly the worlds in the set d(pi).� Conjunctions, � ^  , are true in worlds where both � and  are true.



CHAPTER 5. A MODAL REPRESENTATION 77� Disjunctions, � _  , are true in worlds where either � or  (or both) is true.� Negations, :�, are true in worlds where � is not true.We write j=M� � to mean that formula � is true at world � in model M. A modal operator, �, isthen interpreted as follows: in a model M = hW;R;P; dij=M� �� i� j=M� � for all � 2 W s.t. R(�; �)A frame is a set of all Kripke models satisfying some speci�cation of the properties of theaccessibility relation, R. For example, the set of all Kripke models in which R is re
exive andsymmetric constitutes a frame. Finally we say that a formula is valid in some frame, F , if it istrue at every world in every model in F .The logic S4 is characterised by the frame, FS4, consisting of all Kripke models whose access-ibility relations are re
exive and transitive (R is a quasi-ordering on W ). Every theorem provableaccording to the proof system for S4 speci�ed above is valid in FS4; and conversely every formulavalid in FS4 is provable in the proof system.A vast spectrum of di�erent modal operators can be speci�ed by placing more or less generalrestrictions on the corresponding accessibility relation.2 Furthermore, Kripke semantics allowsone to specify operators whose logic seems to correspond well with intuitive properties of modalconcepts employed in natural language. Indeed, a number of logics proposed for natural languagemodalities, which were originally speci�ed proof theoretically (by axiom schemata intended tocapture intuitive properties of modal concepts) can be captured very easily within the Kripkeparadigm by quite simple restrictions on the accessibility relation.Whilst the Kripke approach certainly provides a very 
exible approach to modal semantics,its generality is often overstated. Consequently, many researchers in both AI and philosophicallogic tend to think of possible worlds semantics as essentially based upon accessibility relations.However, although Kripke models may be appropriate for certain types of modal operator, in othercases it may be more natural to suppose a quite di�erent structuring of possible worlds or even asemantics that is not based on possible worlds at all.5.2.4 Modal AlgebrasA modal algebra is a mathematical structure that provides a semantics for modal logics which ismore general than a Kripke model. Just as the formulae of classical propositional logic can beinterpreted as referring to elements of a Boolean algebra, modal formulae can be interpreted aselements of a Boolean algebra supplemented with an additional unary operation obeying certainconstraints. This is a modal algebra. Boolean algebras with additional operators were �rst studiedin detail by J�onsson and Tarski (1951). Their connection to modal logics was investigated byLemmon (1966a, 1966b). A clear account of the essential properties of modal algebras and their2Often such restrictions are thought of as de�ning a logic rather than an operator but this is misleading since thepossible worlds semantics allows any number of di�erent operators to be encompassed in a single logical language.



CHAPTER 5. A MODAL REPRESENTATION 78relation to Kripke semantics is given by Hughes and Cresswell (1968, Chapter 17) and a muchmore detailed examination can be found in (Goldblatt 1976).A modal algebra can be represented by a structure M = hS;+;�; �i, where hS;+;�i is aBoolean algebra and, for all elements x and y of the algebra, the operator `�' satis�es the equation�(x+ y) = �x+ �y (add)Operators obeying this equation are known as additive.3 A direct consequence of additivity is thefollowing monotonicity property (which will be useful later):4if x � y then � x � �y (mon)Further equational restrictions may be placed on the `�' operator. Of particular importance arex � �x (i.e. x+ �x = �x) (epis)�0 = 0 (norm)�(�(x)) = �(x) (idem)5.2.5 Algebraic ModelsWe can now de�ne an algebraic model for a modal language5 as a structure hS;+;�; �; P; �i, wherehS;+;�; �i is a modal algebra, P is the set of constants of the language and � is a function mappingmodal formulae to elements of S. For each constant p 2 P , �[p] may be any element of S. Thisassignment to the constants determines the value �[�] of all complex formulae according to thefollowing recursive speci�cation:6� �[� _ �] = �[�] + �[�]� �[:�] = ��[�]� �[��] = �(�[�])Note that under this interpretation the � operation of the algebra is associated with the modal �rather than �. This is because of the additivity of the algebraic � operator: the algebraic equationcharacterising additivity corresponds to the modal schema �(� _  ) $ (�� _ � ) which is truein every normal modal logic.We say that a formula, �, is universal in a model hS;[;�; �; P; �i i� �[�] = 1 | i.e. if themodel assigns to the formula the unit (universal) element of the modal algebra hS;[;�; �i. An3It is additive operators which are the primary focus of the investigations of J�onsson and Tarski (1951).4Proof: (x � y) ! (x+ y = y) ! (�y = �(x+ y)) ! (�y = �x+ �y) ! (�x � �y) QED.5I am assuming here that the language has only one modal operator. For a multi-modal language the modelwould have several functions �i | one for each modality.6Speci�cations for the connectives ^ , ! , $ and � can easily be derived from their de�nitions in terms of:, _ and �.



CHAPTER 5. A MODAL REPRESENTATION 79algebraic frame, FE , is a set of all algebraic models whose algebras satisfy some set of equations, E,constraining the `�' operator. Finally we say that a formula is valid with respect to some algebraicframe, FE , if it is universal in every model in FE .In order that algebraic models provide a semantics for some modal logic, L, we must �nd a setof characteristic equations, EL such that a formula � is valid in the frame FEL if and only if itis a theorem of L. For brevity I shall denote the frame associated with the logic L by FL, ratherthan FEL . For instance, the frame FS4 is the set of all models satisfying the equations add, epis,norm, and idem. It is known that a formula is valid with respect to FS4 i� it is a theorem of thelogic S4 (Hughes and Cresswell 1968, Chapter 17).Note that, if � $  is a theorem of some logic L, then � and  must have the same denotationin every algebra in FL. Thus, since � and � are interpreted as extensional algebraic functions,�� $ � and � � $ � must also be theorems of L. Hence, any modal logic which can begiven an algebraic semantics of this kind will be closed under the rule of equivalence: if ` � $  then ` �� $ � , which I shall refer to as RE.5.2.6 Power-Set AlgebrasAccording to Stone's representation theorem (Stone 1936)7 every Boolean algebra is isomorphicto a Boolean algebra whose elements are sets and whose operators are identi�ed with the usualunion, intersection and complementation operations of elementary set theory. Moreover, such analgebra can always be embedded in a Boolean algebra whose elements are all the subsets of some(universal) set W .J�onsson and Tarski (1951) showed that a similar theorem holds for Boolean algebras with ad-ditional additive operators. This means that every modal algebra can be isomorphically embeddedin a modal algebra whose elements are all members of the power set, 2W, of some set, W . Onemay think of the elements of W as possible worlds; and since each proposition, p, of the modallanguage is interpreted as an element, �, in the modal algebra, � may be regarded as the set ofworlds in which p is true.Where an algebraic model is based on a power-set algebra, I shall represent it by a structurehU;[;�; �; P; �i, where the sum operator is `[' to indicate that the Boolean operators correspondto the operators of elementary set theory. As in the previous chapter, I use the meta-symbol Uto denote the universal set in whatever algebra is being considered. The power-set algebras arerepresentative of the whole class of modal algebras in the sense that an equation which is true in allpower-set algebras is true in every modal algebra (because every modal algebra can be embeddedin a power-set algebra). This means that in characterising validity in terms of algebraic frames wecan restrict the frames to contain only models based on power-set algebras. In the sequel I shallassume that we always consider only models based on power-sets and I shall refer to the resultingsemantics as algebraic set semantics. A modal operator, �, in a power-set algebra, maps everysubset, X, of the universe to another subset �(X).7A comprehensive study of this theorem can be found in (Johnstone 1982).



CHAPTER 5. A MODAL REPRESENTATION 805.2.7 Mapping Between Algebraic and Logical ExpressionsAs with the classical set-semantics it will be useful to introduce meta-level notation for referringto the mapping between modal formulae and modal algebraic terms. I assume that these terms areinterpreted as sets in a power-set algebra. Thus MAT[�] is the modal algebraic term obtainedfrom the formulae � by replacing the connectives :, _ , ^ and � by the operators �, [, \ and� and the 0-order constants, pi, by set constants, Pi. Since the � operator is equivalent to :�:this is replaced by the algebraic operator � � �(: : :). The function MF is the inverse of MAT sothat MF[� ] is the formulae � such that MAT[�] = � . I shall write � MF
MAT � to refer to themapping in the form of a relation.I also de�ne (by analogy with CFe introduced in section 4.2.2) the transform MFe[�], suchthat MFe[� = U ] = MF[� ] for universal equations and MFe[�1 = �2] = MF[�1] $MF[�2], fornon-universal equations. The expression MFe[�] refers to a modal formula which (because ofthe correspondence theorem, Mcorr, which will be given in section 5.2.9) may be regarded asrepresentative of the modal algebraic equation �. However, because of the form of the entailmentcorrespondence theorem, S4ECT, also proved in section 5.2.9, one might say that an equation �constraining an S4 modal algebra is better represented by �MFe[�] rather than MFe[�].Equations characterising a class of algebraic structures (a frame) will in general contain freevariables which are taken as implicitly universally quanti�ed | the equations hold for all elementsof the algebra. Thus, an equation with free variables will correspond to a class of modal formulae,which can be represented as a formula schema. Because of this, it is convenient to generalise MFso as to operate on terms with free variables. In such a case the resulting expression will be amodal schema rather than a formula and schematic logical variables will take the place of the freevariables in the algebraic term. Accordingly, MFe can also be allowed to operate on equationscontaining free variables | again the result will be a schema rather than a formula.By means of MFe, a set of algebraic equations de�ning a frame FL can be translated directlyinto a set of modal schemas which specify the proof system of the corresponding logic L. To ensurethe proof system is complete it will also be necessary to add the inference rule RE which is intrinsicto algebraic semantics (as explained at the end of section 5.2.5).5.2.8 Entailment among Modal Algebraic EquationsIf some entities of interest (in our case these will be spatial regions) are identi�ed with elements inan algebra, then equations between algebraic terms can be used to specify relationships betweenthese entities. One can then reason about these relations in terms of entailments among algebraicequations. Since set algebras are representative of the class of modal algebras the notion of entail-ment among modal algebraic equations can be de�ned in terms of possible set assignments to alanguage of modal algebraic terms:� A set assignment to a language of algebraic terms is a structure � = hS; U; �;mi, where S isa set of constants, U is a universal set, � : S ! 2U assigns a subset of U to each constant inS and m : 2U ! 2U speci�es the modal operator � as a set function. If � is a term built from



CHAPTER 5. A MODAL REPRESENTATION 81the constants in S by means of Boolean and modal operators, then �[� ] is the set assignedto � by �. This is determined by �, m and the usual interpretation of Boolean operationson sets. If �[�1] = �[�2] we say that � satis�es the equation �1 = �2.Entailment relations among modal-algebraic equations can now be speci�ed as follows:� �1 = �i; : : : ; �n = �n j=MAL �0 = �0 means that, for every assignment � = hS; U; �;mi(where S includes all the constants occurring in the terms �i and �i) satisfying the equationsassociated with the frameFL, if � satis�es the equations �1 = �1; : : : ; �n = �n it also satis�esthe equation �0 = �0.5.2.9 Relating S4 Modal-Algebraic Entailment to DeducibilityIf a modal logic L is characterised by a modal algebraic frameFL there is a correspondence betweendeduction in the logic and entailment between algebraic equations in the algebras in FL. Becauseof this we can use modal logics to reason about algebraic equations.From the de�nition of an algebraic frame for the logic L we have the following correspondencebetween universal set equations and logical theorems:j=MAL � = U i� `L �; where � MF
MAT � (Mcorr)In the last chapter we saw how classical propositional formulae can be used to reason aboutspatial properties that can be stated as equations of the form � = U . The correctness of reasoningusing this encoding was justi�ed by the Classical Entailment Correspondence Theorem, CECT.Later in this chapter (sections 5.5.2 and 5.6) we shall see how, by using a similar correspondencetheorem, modal formulae can be used to reason about a much wider range of spatial properties.To generalise the classical case to arbitrary modal logics we would need to establish the validity ofa conjecture such as the following:General Modal Entailment Correspondence Conjecture (GMECC)�1= U ; : : : ; �n= U j=MAL �0= U i� �1; : : : ; �n `L �0where �i MF
MAT �iNote that GMECC proposes a correspondence between an entailment relation and a deducib-ility relation, rather than between two entailment relations, as was the case for the theorem CECTof the last chapter. CECT relates entailments between Boolean set-term equations to 0-orderentailments under the standard truth-functional semantics for C. In using CECT to justify theuse of classical theorem provers for spatial reasoning we took for granted the fact that any soundand complete proof system for classical 0-order logic is faithful to the truth-functional semantics.In attempting to establish GMECC, one is attempting to generalise Mcorr, which relates modalalgebraic identities directly to modal theoremhood, and there is prima facie no need to to introduceanother semantics.



CHAPTER 5. A MODAL REPRESENTATION 82An even more important thing to note about GMECC is that it is not true:8 for manymodal logics there are cases where an entailment between modal algebraic equations holds butthe corresponding logical entailment between modal formulae is invalid. For example, in an S4modal algebra P = U entails ���(P )= U ; but p 6`S4 � p. Nevertheless, as we would expect, S4does respect Mcorr: applying the deduction theorem to the sequent p ` � p, yields ` p ! � p,which corresponds to a modal algebraic equation (P [ �(P ))= U ; and this is not generally truefor algebras in the frame FS4. The problem arises because all algebras in the frame FS4 must obeythe identity �0 = 0, or equivalently � � �U = U . Indeed, this identity is satis�ed by all algebrasin any frame, FL, where the logic L obeys the rule of necessitation.Although S4 does not obey the GMECC conjecture, the following correspondence between theentailment relation among universal set equations constraining algebras in FS4 and the deducibilityrelation of S4 can be proved:S4 Entailment Correspondence Theorem (S4ECT)�1= U ; : : : ; �n= U j=MAS4 �0= U i� ��1; : : : ;��n `S4 �0where �i MF
MAT �iProof of S4ECT: Since S4 is an extension of classical logic it obeys the deductiontheorem: �1; : : : ; �n `S4 �0 i� `S4 (�1 ^ : : : ^ �n) ! �0. By combining this withMcorr we get the more general correspondence�1; : : : ; �n `S4 �0 i� j=MAS4 (�1 \ : : :\ �n) [ �0= U :Hence� �1; : : : ;��n `S4 �0 i� j=MAS4 (� � ��1 \ : : :\� � ��n) [ �0= U :From elementary set theory and the additivity of � it can easily be shown that theequation on the r.h.s. is equivalent to � � �(�1 \ : : : \ �n) � �0, so we can establishS4ECT by showing thatj=MAS4 � � �(�1 \ : : :\ �n) � �0 i� �1= U ; : : : ; �n= U j=MAS4 �0= U :The r.h.s. can then be re-written to givej=MAS4 � � �(�1 \ : : :\ �n) � �0 i� (�1 \ : : :\ �n)= U j=MAS4 �0= Uand this equivalence can be more succinctly expressed asj=MAS4 � � �(�) � �0 i� �= U j=MAS4 �0= U (y) :8Despite the existence of simple counter-examples, for a long time I believed GMECC and I even published afaulty proof in (Bennett 1996b). Fortunately, the slightly weaker theorem S4ECT, which is provable, is su�cientto serve the purpose to which I originally put GMECC.



CHAPTER 5. A MODAL REPRESENTATION 83It is quite straightforward to show that the left to right direction of (y) holds for anynormal modal algebra (and hence any algebra in FS4). Recall that a modal algebra isnormal i� it obeys the equation norm, �0 = 0. This means that � � �U = U . Thus,if � � �(�) � �0 in accordance with the l.h.s., then it is clear that any normal algebrasatisfying �= U also satis�es �0= U , which is what the r.h.s. says.The right to left direction of (y) is considerably harder to show. I prove it by provingthe contrapositive | i.e.:if 6j=MAS4 � � �(�) � �0 then �= U 6j=MAS4 �0= U (yy)Let S be the set of all constants occurring in the terms � and �0. If the antecedent of(yy) is true, there must be some assignment � = hS; U; �;mi satisfying the equationalconstraints of the frame FS4 and such that �[� � �(�)] 6� �[�0]. From � we canconstruct an assignment, �0, which veri�es the consequent of (yy) | i.e. �0[�] = U but�0[�0] 6= U :Let U 0 = �[���(�)]. We de�ne �0 = hS; U 0; �0;m0i by stipulating that:� �0[�] = �[�]\ U 0, for all constants, � 2 S,� m0(X) = U 0 � (U �m(U � (U 0 �X))), for all sets X � U 0.The speci�cation of the modal function m0 looks rather complicated; however, it is justthe consequence of requiring that for any X � U 0 the value of �m0 � (X) accordingto �0 should be equal to �m � (X) under �. To specify this precisely I de�ne l tobe the dual of m | i.e. l(X) = �m � (X). From this de�nition it is easy to seethat m(X) = �l � (X). The interpretation of `�' as set complement is dependenton the speci�c value of the universal region, U . To make this dependence explicitm(X) can be expressed as U � l(U � X); and conversely l(X) = U � m(U � X).Similarly,m0(X) = U 0� l0(U 0�X), where l0 is the dual of m0. If we now stipulate thatl0(X) = l(X) we �nd thatm0(X) = U 0 � l0(U 0 �X) = U 0 � l(U 0 �X) = U 0 � (U �m(U � (U 0 �X))) :By specifying m0 in this way, I ensure that the operator ���(: : :) is interpreted as thesame function in �0 as in � (except that the domain of m0 is limited to subsets of U 0).It can then be shown that for any term, � (made up of constants in S), �0[� ] =�[� ]\U 0. We know this identity holds for atomic terms because of the de�nition of �0,so to show it inductively for all terms we need to show that, if it holds for � and �, itmust hold for �, �[ �, �\ � and ��. For the Boolean operators the required identitiesare demonstrated by the following sequences of equations:�0[�] = U 0 ��0[�] = U 0 � (�[�]\ U 0) = U 0 ��[�] = (U ��[�])\ U 0 = �[�] \ U 0�0[�[�] = �0[�][�0[�] = (�[�]\U 0)[ (�[�]\U 0) = (�[�][�[�])\U 0 = �[�[�]\U 0�0[�\�] = �0[�]\�0[�] = (�[�]\U 0)\ (�[�]\U 0) = (�[�]\�[�])\U 0 = �[�\�]\U 0



CHAPTER 5. A MODAL REPRESENTATION 84(In the �rst of these the identity U 0 ��[�] = (U ��[�])\ U 0 depends on the fact thatU 0 � U .)For the case of �� we have �0[��] = �0[�� � � ��] = U 0 ��0[� � �(��)]. Wecan now interpret the `� � �' operation as l0, which has been de�ned so as to coincidewith l: thus U 0 � �0[� � �(��)] = U 0 � l0(�0[��]) = U 0 � l(�0[��]). But I havealready shown that �0[��] = �[��] \ U 0, so U 0 � l(�0[��]) = U 0 � l(�[��] \ U 0).Now, since m is additive, its dual l distributes over \ giving U 0 � (l(�[��]) \ l(U 0)).Because U 0 = �[� � �(�)] and all algebras in FS4 satisfy idem it is easy to show thatl(U 0) = U 0.9 Now, since U 0 � U , it immediately follows that U 0 � (l(�[��]) \ U 0) =(U � l(�[��]))\U 0. Finally this expression can be rewritten to give the desired result:(U�l(�[��]))\U 0 = (U��[���(��)])\U 0 = �[�(���(��))]\U 0 = �[��]\U 0.We must verify that the algebra speci�ed by �0 is a member of FS4. I have estab-lished that for every term (built from constants in S) �0[� ] = �[� ] \ U 0. This meansthat every equation, �1 = �2, satis�ed by � will also be satis�ed by �0. Since, byhypothesis, � must satisfy all the frame equations of FS4, �0 must also satisfy theseframe equations.To complete the proof I must show that �0 veri�es the r.h.s. of (yy). Since thealgebra generated by �0 is in FS4, it must satisfy epis, which means that for any term,� , �0[� ] � �0[�� ] and consequently �0[� ] � �0[���� ]. We know that �0[����] = U 0,so �0[�] � U 0; but �0[�] = �[�]\U 0, so �0[�] = U 0. Recall that � was chosen to verifythe antecedent of (yy) because �[� ��(�)] 6� �[�0]. Thus, U 0 6� �[�0]; and from this itfollows that �[�0] \ U 0 $ U 0. Hence we have �0[�0] $ U 0. �As with the classical case, an arbitrary modal set equation can be directly transformed intouniversal form and the formulaMFe[�] can be regarded as representing the equational constraint�. The modal logic S4 can thus be used to reason about arbitrary equations constraining algebrasin the frame FS4 according to the following generalisation of S4ECT:�1; : : : ; �n j=MAS4 �0 i� �MFe[�1]; : : : ;�MFe[�1] `S4 MFe[�0] :The form of S4ECT is a bit awkward in that in the S4 deduction corresponding to an entailmentbetween equations, we need to add an extra � operator to the formulae on the left of `S4 but notto the formula on the right. This means that the question \What is the S4 representation ofthe equation �?" does not have a simple answer. However, it is easily shown that a sequent��1; : : : ;��n `S4 �0 is in fact valid if and only if ��1; : : : ;��n `S4 ��0. Thus, for the purposeof testing entailments, it can be said that the representation of an equation � is �MFe[�].9If the algebra speci�ed by � satis�es idem, �(�(x)) = �(x), thenm(m(X)) = m(X). Thus l(U 0) = �m�(U 0) =�m � (�[� ��(�)]) = �m� �m� (�[�]) = �mm� (�[�]) = �m� (�[�]) = �[� � �(�)] = U 0. The requirementthat l(U 0) = U 0 is of particular signi�cance in that it is the reason why we need to have ��1 ; : : : ;��n `S4 �0 onthe r.h.s. of S4ECT, rather than the simpler (but stronger) condition �1; : : : ; �n `S4 �0.



CHAPTER 5. A MODAL REPRESENTATION 855.3 Topological Closure AlgebrasThe purpose of my examining the algebraic semantics of modal logics, culminating in the demon-stration of the theorem S4ECT, was that, just as CECT enabled us to use classical 0-order logicsto reason about those spatial relationships which are essentially Boolean in character, S4ECT willenable us to reason about a wider range of relationships by means of deduction in the logic S4.This will enable us to reason in terms of certain topological properties which were not expressiblein the classical representation. The key link is that modal algebras of the frame FS4 are essentiallythe same as closure algebras, which give an algebraic characterisation of topological spaces.5.3.1 Closure and Interior AlgebrasThe theory of topological spaces is traditionally stated in the language of set theory. But, if we areconcerned only with the structure of a topological space with respect to the Boolean operations andthe interior and closure operations, we can do without the full language of set theory and give apurely algebraic account of the space, which does not involve any use of the elementhood relation,`2'. This abstraction results in a Boolean algebra with an additional operator obeying appropriateconditions for either an interior or a closure function. In the �rst comprehensive treatment of thesealgebras (McKinsey and Tarski 1944) the closure operator was taken as primitive and the resultingalgebra called a closure algebra. A closure algebra is a structure hS;[;�; ci, where hS;[;�iis a Boolean Algebra and the operator `c' satis�es the equations for a closure function given insection 2.1. These include in particular the equation c(X [ Y ) = c(X) [ c(Y ), which means that cis an additive function. In other words hS;[;�; ci is a modal algebra.An interior algebra is a structure hS;[;�; ii, where hS;[;�i is a Boolean Algebra and i satis�esthe equations characterising an interior operator. An interior can be interpreted in terms of a modalalgebra but with i corresponding to the algebraic operation � � �(: : :).Closure (or interior) algebraic equations provide a simple constraint language for describingtopological relationships between arbitrary sets of points in a topological space. Some of the moresigni�cant constraints which can be expressed are given in table 5.1Constraint MeaningX = c(X) X is closedX = �c � (X) X is openX = �c� c(X) X is regular openX [ Y = Y X is part of Yc(X) [ Y = Y The closure of X is part of YX \ Y = ; X and Y are disjointc(X) \ c(Y ) The closures of X and Y are disjointX = Y [ Z X is the union of Y and ZTable 5.1: Some constraints expressible as closure algebra equations.



CHAPTER 5. A MODAL REPRESENTATION 865.3.2 RCC Relations Representable in Interior AlgebraI now consider how RCC relations can be represented in interior algebra. To do this I employ thetopological interpretation of the RCC theory which was given in section 3.5.2. Recall that, underthis interpretation, regions are identi�ed with non-empty regular open sets. Two regions overlap iftheir corresponding sets share a point and are connected if the closures of these sets share a point.Thus the relations can be formally de�ned in terms of topology by:O(x; y) �def 9�[� 2 X ^ � 2 Y ]C(x; y) �def 9�[� 2 c(X) ^ � 2 c(Y )]These de�nitions give us a rigorous formal speci�cation of the RCC connection and overlaprelations in terms of point-set topology. But they make use of a highly expressive set-theoreticlanguage, including both quanti�cation and the element relation. Given that these relations areintuitively very simple, one may wonder whether it is possible to give an alternative characterisationof C and O in the much less expressive language of interior algebraic equations.As it happens the negations of each of these relations can be quite easily de�ned as follows:DC(x; y) �def i(X ) [ i(Y ) = UDR(x; y) �def X \ Y = UBut C and O cannot themselves be de�ned as interior algebraic equations. This follows fromthe general observation that purely equational constraints are always consistent with any purelyequational theory (there must always be at least a trivial one-element model, in which all constantsdenote the same individual). Thus if the negation of some constraint can be expressed as anequation, then the constraint itself cannot be equationally expressible (otherwise that constraintwould be consistent with its own negation).To de�ne C and O we would need a language containing both interior algebraic equations andthe negations of such equations. This extended language will be considered later; but for nowI shall consider only those topological relations de�nable with equations alone. Table 5.7 givesde�nitions of seven binary relations: DC, DR, P, Pi, NTP, NTPi and EQ. This set, which will becalled RCC-7, is of particular signi�cance because, as will be shown in the next section, each ofthe RCC-8 relations can be expressed as a conjunction of positive and negative RCC-7 relations.Note that RCC-7 is neither jointly exhaustive nor pairwise disjoint: if two regions partially overlap,they stand in none of the seven relations; and DR (being the disjunction of DC and EC) can holdof two regions which are also DC. A number of other binary RCC relations are expressible bymeans of interior/closure algebra equations.10 For example, EQ(sum(x; y); u) can be expressed byX [ Y = U .10However, it appears that RCC-7 is the complete set of binary RCC relations expressible in interior/closurealgebra, which are essentially binary in that they are not reducible to any monadic condition and speci�cation ofthe relation in RCC does not involve reference to a third region such as u. Verifying this would require furtherexamination of the class of interior algebraic equations.



CHAPTER 5. A MODAL REPRESENTATION 87RCC Relation Interior Algebra EquationDC(x; y) i(X ) [ i(Y ) = UDR(x; y) X \ Y = UP(x; y) X [ Y = UPi(x; y) X [ Y = UNTP(x; y) i(X ) [ Y = UNTPi(x; y) X [ i(Y ) = UEQ(x; y) (X [ Y ) \ (X [ Y ) = UTable 5.2: Seven relations de�ned by interior algebra equationsNote that equations in table 5.2 assume that the regions are open. To make this explicit inan interior algebraic representation of RCC relations, one ought to include an equation of theform X = i(X) for each region x occurring in the set of equations. In fact, in section 3.5.2 Iargued that for a strictly correct point-set interpretation of RCC relations, one should require thatregions should be regular open. This requirement is also easily enforced by equations of the formX = i � i � (X).One could equally well employ the interior algebra framework to specify RCC relations interms of the dual set-theoretic interpretation of RCC mentioned in section 3.5.5. Under thatinterpretation, regions are taken as non-empty regular closed sets, which connect i� they share apoint and overlap i� they share an interior point. The RCC-7 relations would then be speci�ed asgiven in table 5.3. This encoding which is arguably simpler than that of table 5.2, was presented byme in (Bennett 1996b) and is the basis of subsequent analysis by Renz and Nebel (1997). However,in the next chapter, where I present an intuitionistic interpretation of interior algebraic constraints,we shall see that the open set interpretation is much more convenient.RCC Relation Interior Algebra EquationDC(x; y) X \ Y = UDR(x; y) i(X) \ i(Y ) = UP(x; y) X [ Y = UPi(x; y) X [ Y = UNTP(x; y) X [ i(Y ) = UNTPi(x; y) i(X) [ Y = UEQ(x; y) (X [ Y ) \ (X [ Y ) = UTable 5.3: Alternative de�nitions for closed regions



CHAPTER 5. A MODAL REPRESENTATION 885.3.3 Using Inequalities to Extend Expressive PowerI now consider a more expressive constraint language based on interior algebras, in which onecan specify both interior algebraic equalities and negations of such equalities. Since each of theRCC-7 relations corresponds to an equation in interior algebra, the extended language allowsstraightforward representation of all those relations which can be expressed in the formR1(x; y) ^ : : : ^ Rj(x; y) ^ :Rj+1(x; y) ^ : : : ^ :Rk(x; y) ; (RCC7conj)where each of the relations Ri is a member of RCC-7.I have investigated the complete set of relations representable in this way by means of a simpleProlog program | the code (including inlined documentation) is given in appendix C.1. Sincethe RCC-7 relations are not logically independent many combinations of the form of RCC7conjare equivalent. It is easy to specify all the entailments and incompatibilities among pairs ofRCC-7 relations and negated RCC-7 relations which are asserted of the same two objects. Anycombination which contains an incompatibility is equivalent to the impossible relation and anycombination which contains two relations, one of which is entailed by the other, is equivalent tothe combination resulting from removing the entailed relation. Every combination, containing noincompatible pair and no relation that is entailed by another, speci�es a distinct relation in itsmost simple form and can be regarded as its canonical representation. The Prolog program �rstgenerates every relation speci�cation of the form of RCC7conj and identi�es which of these arecanonical.We have seen that whether certain combinations of relations are regarded as possible dependsupon whether we allow regions to be null (the null region is both part of and disconnected from everyother region; but no two non-null regions can stand in both these two relations). If we allow thatthe regions involved may possibly be null we �nd that 171 distinct relations can be represented.The complete list of these relations is given in appendix C.1.1. If we require that both regionsinvolved in a relation must be non-null then 115 of these relations are possible. These includeeach of the RCC-8 relations. Table 5.4 shows how each of the RCC-8 relations can be expressedRCC Rel. Equivalent RCC-7 Conjunction Algebraic Constraint(s)DC(x; y) DC(x; y) (i(x) [ i(y) = U)EC(x; y) DR(x; y) ^ :DC(x; y) (x \ y = U) ^ (i(x) [ i(y) 6= U)PO(x; y) :DR(x; y) ^ :P(x; y) ^ :Pi(x; y) (x \ y 6= U)^ (x [ y 6= U)^ (x [ y 6= U)TPP(x; y) P(x; y) ^ :EQ(x; y) ^ :NTPP(x; y) (x [ y = U) ^ (x 6= y) ^ (i(x) [ y 6= U)TPPi(x; y) Pi(x; y) ^ :EQ(x; y) ^ :NTPPi(x; y) (x [ y = U) ^ (x 6= y) ^ (x [ i(y) 6= U)NTPP(x; y) NTPP(x; y) (i(x) [ y = U )NTPPi(x; y) NTPPi(x; y) (x [ i(y) = U)EQ(x; y) EQ(x; y) (x = y)Table 5.4: The RCC-8 relations represented as interior algebra constraints



CHAPTER 5. A MODAL REPRESENTATION 89as a conjunction of RCC-7 relations and their negations and also gives the corresponding interioralgebraic constraints.The relations of the form RCC7conj form a semi-lattice with respect to the conjunction oper-ation. This just means that conjunction is associative, symmetrical and idempotent. Clearly, thesub-structure comprising only those relations including the non-null constraints on both argumentregions also forms a semi-lattice. It is fairly easy to show by inspection that the RCC-8 relationsconstitute a set of minimal elements (i.e. atoms) of this semi-lattice. One needs to check thatthe result of conjoining any RCC-8 relations with an additional RCC-7 constraint is either theimpossible relation (corresponding to the ? element of the lattice) or is equivalent to the originalRCC-8 relation.Each RCC-7 relation is equivalent to some disjunction of RCC-8 relations; and, because RCC-8is JEPD (jointly exhaustive and pairwise disjoint), the negations of RCC-7 relations also correspondto disjunctions of RCC-8 relations (provided that non-null constraints on the arguments are inforce). This means that each of the 115 relations representable in this way is also a disjunction ofRCC-8 relations. Hence, the language of interior algebraic equations and their negations providesa representation for almost half of the 28 = 256 spatial relations which are disjunctions of theRCC-8 relations. In particular all of the RCC-8 relations can be expressed as well as the primitiveC relation.5.4 Encoding Closure Algebraic Constraints in S4It was established by Tarski and McKinsey (1948) that the S4 box operator can be modelledalgebraically by an interior operator. We have seen that, in the set algebra interpretation of a 0-order logical calculus, operators are identi�ed with maps from subsets to subsets of some universe:the classical connectives are associated with Boolean functions and modal operators are associatedwith additive functions, which may be constrained by further equational constraints. A closurealgebra is a Boolean algebra with an additive closure operator and is thus a modal algebra. c is themodal operator, which I have hitherto denoted by �. Hence c can be taken as the interpretation ofa logical modal operator, `�'. I now show that the de�ning equations of the c operator mean thatthis is an S4 modal operator.By making use of the meta-level notation relating modal algebraic equations and correspond-ing modal formulae it is easy to state precisely the relationship between closure/modal algebraicequations and modal formulae. The representation of a closure/modal algebraic equation � inmodal logic is the formula MFe[�]. Because the equations specifying properties of the closureoperation contain free variables they will be mapped to modal schemata rather than formulae. Thecharacteristic equations of a closure algebra and corresponding modal schemata are as follows:



CHAPTER 5. A MODAL REPRESENTATION 90Closure Axioms Modal SchemataX [ c(X) = c(X) (� _ ��) $ ��c(c(X)) = c(X) ��� $ ��c(;) = ; �? = ?c(X [ Y ) = c(X) [ c(Y ) �(� _  ) $ (�� _ � )Table 5.5: Closure Axioms and Corresponding Modal SchemataAs modal formalisms are more often speci�ed in terms of the � operator, the transformationbased on the dual correspondence between then interior operator and � yields more familiarschemata: Interior Axioms Modal Schematai(X) [X = X (� � _ �) $ � (T')i(i(X)) = i(X) ��� $ �� (4+)i(U ) = U �> (N)i(X \ Y ) = i(X) \ i(Y ) �(� ^  ) $ (� � ^ � ) (R)Table 5.6: Interior Axioms and Corresponding Modal SchemataClearly T' is equivalent to the schema T, �� ! � (see section 5.2.2), and, given that T holds,4+ can be weakened to �� ! ���, which is the schema 4. Furthermore it is well known thatthe schemataN and R in conjunction with the rule RE are equivalent to the combination of schemaK and the rule of necessitation, RN. Thus specifying thatN, R and RE hold is an alternative wayof specifying that a modal logic is normal (see (Chellas 1980, chapter 4)). Recall that RE holdsin any algebraic semantics for a modal operator. Hence, the modal logic derived from an interioror closure algebra by transforming equational algebraic constraints into modal schemata is exactlythe logic S4. Consequently, in virtue of the correspondence theorem S4ECT, deduction in S4 canbe used to reason about closure algebraic equations such as those given in tables 5.1, 5.2 and 5.3.5.4.1 RCC Relations Representable in S4Since the S4 modality can be interpreted as an interior function over a topological space, we can usethis interpretation to encode topological relations as S4 formulae. The basis of this representationis exactly the same as for the C representation but by use of the additional modal operator it ispossible to make a distinction between connection and overlapping which cannot be expressed in C.Table 5.7 shows the S4 formula corresponding to each of the RCC-7 relations. The middle columnshows the algebraic set-equation associated with the relation. We see that, if the interior operatori is identi�ed with the corresponding modal algebra operator � � �, then the interior algebraicequation �, is represented by the S4 formula �MFe[�].



CHAPTER 5. A MODAL REPRESENTATION 91RCC Relation Interior Algebra Equation (�) S4 formula (�MFe[�])DC(x; y) i(X ) [ i(Y ) = U �(�:x _ �:y)DR(x; y) X \ Y = U �:(x ^ y)P(x; y) X [ Y = U �(:x _ y)Pi(x; y) X [ Y = U �(x _ :y)NTP(x; y) i(X ) [ Y = U �(�:x _ y)NTPi(x; y) X [ i(Y ) = U �(x _ �:y)EQ(x; y) (X [ Y ) \ (X [X) = U �((:x _ y) ^ (x _ :y))Table 5.7: Seven relations de�ned by interior algebra equations and corresponding S4 formulaeI now illustrate how the correspondence theorem S4ECT, enables deduction in S4 to be usedto reason about entailment among certain RCC relations. Consider the following argument:NTP(a; b) ^ DR(b; c) j= DC(a; c)This corresponds to the following entailment between interior algebraic equations:i(A ) [B= U ; B \C= U ; A = i(A); B = i(B); C = i(C) j= i(A ) [ i(C )= U :Here the equations of the form � = i(�) constrain the regions to correspond to open sets.11 Byappealing to S4ECT this can be shown to be valid because we have�(�:a _ b); �:(b ^ c); �(a $ � a); �(b $ � b); �(c $ � c) `S4 �(�:a _ �:c) :The S4 representation is quite expressive but does have serious limitations. For instance,although both disconnection, DC(x; y), and discreteness, DR(x; y), can be represented it is still notpossible to specify the relation of external connection, EC(x; y). We have also seen that (althoughtheir negations can be represented) the fundamental relations C and O cannot be represented. Inorder to overcome these de�ciencies we need a language in which one can express closure-algebraicinequalities as well as equalities.5.5 Extended Modal Logics, L+In order to increase the expressive power of S4, so that we can represent both positive and negativealgebraic constraints, I use the same method that was applied to C in the last chapter. Given a 0-order modal logic, L, we can de�ne an augmented representation language, L+, whose expressionsare pairs hM; Ei, whereM and E are formulae of L and are called respectivelymodel and entailmentconstraints. We stipulate that an L+ expression hM; Ei is consistent if and only if no formula inE is entailed by the set M, according to the logic L.11In general, to be faithful to RCC, one should ensure that regions are regular open by adding the strongerconstraint � = i� i� (�); but the inference in this example is valid for any open regions.



CHAPTER 5. A MODAL REPRESENTATION 92This kind of augmentation could in principle be applied to any logical language whatsoever.However, if it is to be useful, one must have some de�nite interpretation of the meanings of L+expressions (or at least some of these expressions). Just as C+ expressions may be interpretedas sets of positive and negative equational constraints on Boolean algebras, L+ expressions canbe interpreted as sets of positive and negative equational constraints on modal algebras. De�ningsuch an interpretation requires a syntactic mapping between modal formulas and equations. Astraightforward transform is given by MFe[�] and its inverse; but we shall see that for reasoningabout most modal algebras slightly more complex mappings must be employed. To use L+ to testconsistency of arbitrary positive and negative equational constraints, every set of such constraintsmust be representable in L+. However, it is not necessary that every L+ expression be interpretableas a set of constraints: this interpretation may be applicable only to a sub-language of L+. (Forinstance, we shall see that, in the case of S4+, only those expressions where all model constraintshave � as the primary operator can be coherently interpreted as constraints on S4 algebras.)To show that an interpretation of this kind is satisfactory one must show that (for all L+ ex-pressions that are interpretable as sets of algebraic constraints) the stipulated consistency checkingmethod for L+ expressions is sound and complete with respect to consistency of the correspondingconstraints on modal algebras. As in the case of C, this task can be divided into two parts: estab-lishing a convexity result for entailment among modal algebraic constraints; and then exploitingan appropriate correspondence theorem relating entailments in the modal logic and entailmentsbetween modal algebraic equations. We shall see that because of the failure of GMECC for mostmodal logics, the second step does not seem to be achievable in a uniform way: a correspondencetheorem | if one exists | must be established separately for each given modal logic.125.5.1 Convexity of Modal AlgebrasIn section 4.5 we saw that the theory of equational constraints on Boolean algebras is convex in thesense that a conjunction of equational constraints can only entail a disjunction of such constraintsif it entails at least one disjunct of that disjunction. Consequently a set of positive and negativeequational constraints is consistent if and only if the contrary of one of the negative constraints isentailed by the conjunction of the positive constraints. The same result can be proved for modalalgebras | i.e. Boolean algebras supplemented with additional additive operators. Since all modalalgebraic equations can be put in the form � = U this is guaranteed by the following theorem:Convexity of Disjunctive Modal-Algebraic Entailments (MEconv)�1 = U ; : : : ; �m = U j=MAL "1 = U _ : : : _ "n = Ui��1 = U ; : : : ; �m = U j=MAL "i = U for some i 2 f1; : : :ngLike BEconv, MEconv is closely related to ELcons. By appealing to ELconv and the12However, in section 5.7 I shall give an alternative method of extendingmodal logics by adding an extra operator.This method does yield a general correspondence theorem for the extended languages.



CHAPTER 5. A MODAL REPRESENTATION 93fact that modal algebras can be speci�ed by purely equational theories, we can deduce that anymodal algebra is convex w.r.t. entailments of the form of DE. In appendix B I give an alternative,model-theoretic proof of MEconv, which may prove helpful to further study of the properties ofentailments among modal-algebraic constraints. This proof relies only on the additivity of themodal operator and does not require that its algebraic properties be speci�able just in terms ofequations. Nevertheless, because modal schemata correspond directly to universal equations inthe algebraic semantics, any modal operator whose logical properties are speci�able in terms ofschemata will correspond to an algebraic function which is equationally speci�able.5.5.2 A Correspondence Theorem for S4+The convexity theorem MEconv means that checking consistency of sets of positive and negativemodal algebraic constraints reduces to the problem of determining entailments among positiveconstraints. Thus if consistency of L+ expressions is to be faithful to consistency of the associatedalgebraic constraints we only need to show that entailments between positive algebraic constraintshold just in case the corresponding entailments in L are valid. This requires a correspondencetheorem such as S4ECT.By combining MEconv with S4ECT a correspondence between the consistency of modalalgebraic equations and inequalities and consistency of certain S4+ expressions is immediatelyobtained. Also, because of the interpretation of interior algebras as S4 modal algebras, S4+ can beused to test consistency of topological constraints. These results are encapsulated in the followingtheorem which ties together the main correspondence theorems of this chapter:S4+ Correspondence Theorem (S4+CT)The following three conditions are equivalent:1. The set f�1 = �1; : : : ; �j = �j; �1 6= �1; : : : ; �k 6= �kg of S4 modal algebraicequations and inequalities is consistent | i.e. is satis�ed by some algebra inthe frame FS4.2. The corresponding set of interior algebraic equations and inequalities, resultingfrom replacing in the set of constraints given in 1. all occurrences of � by i,is consistent | i.e. is satis�ed by some topological space.3. The S4+ expression hM; Ei given byhf�MFe[�1 = �1]; : : : ;�MFe[�j = �j]g; fMFe[�1 = �1]; : : : ;MFe[�k = �k]giis consistent | i.e. there is no formula � 2 E such that M `S4 �.S4+CT enables one to test the consistency of sets of spatial relationships, representable interms of interior algebra equations and inequalities, by carrying out a series of proof checks inthe logic S4. The de�nition of consistency for S4+ expressions also yields criteria for determining



CHAPTER 5. A MODAL REPRESENTATION 94entailment between S4+ expressions which is exactly analogous to that given for C+ in section 4.7.1:S4+ Entailment Theorem (S4+ET)hM; Ei j=S4+ hM0; E 0i i�either hM; Ei j=S4+ or ( for all � 2 M0 : hM; f�gi j=S4+and for all  2 E 0 : hM [ f g; Ei j=S4+ )This enables a simple generalisation of S4+CT to give a correspondence between entailmentsbetween sets of modal or topological algebraic constraints and entailments between S4+ expres-sions. One set of constraints entails another i� the entailment holds between the correspondingpair of S4+ expressions.5.6 Representing RCC Relations in S4+Since S4+ can represent both equations and inequalities between terms made up of Boolean opera-tions and an interior operator, it can express a very large class of spatial relationships. In particular,it can represent all those RCC relations which can be expressed in the form RCC7conj | i.e.as a conjunction of positive and negative RCC-7 relations (see section 5.3.3 above). In the S4+representation the positive relations (R1; : : : ; Rj) will correspond to model constraints and thenegated relations (Rj+1; : : : ; Rk) will correspond to entailment constraints.Relation Model Constraint Entailment ConstraintsDC(x; y) �(�:x _ �:y) :x; :yEC(x; y) �:(x ^ y) �:x _ �:y; :x; :yPO(x; y) | :(x ^ y); x ! y; y ! x; :x; :yTPP(x; y) �(x ! y) �:x _ y; y ! x; :x; :yTPPi(x; y) �(y ! x) �:y _ x; x ! y; :x; :yNTPP(x; y) �(�:x _ y) y ! x; :x; :yNTPPi(x; y) �(�:y _ x) x ! y; :x; :yEQ(x; y) �(x $ y) :x; :yC(x; y) | �:x _ �:y :x; :yEQ(x; sum(y; z)) �(x $ �:�:(y _ z)) :x; :yTable 5.8: The S4+ encoding of some RCC relationsThe representations of the RCC-8 relations are given in table 5.8. The way they are obtained canbe summarised as follows: express the RCC-8 relations in terms of RCC-7 relations and interpretthese as equational constraints on interior algebras as given in table 5.4. Then translate theseconstraints into S4 according to table 5.7. The formulae corresponding to positive RCC-7 relationsbecome model constraints in the S4+ representation and those corresponding to negated RCC-7



CHAPTER 5. A MODAL REPRESENTATION 95relations become entailment constraints. (Note that the S4+ correspondence theorem requiresthat model constraints have an extra initial � added to the result of applying MFe to the modalalgebraic equation but this is not required in the entailment constraints. This asymmetry stemsfrom S4ECT.)Let us now consider how the S4+ representation can be used to test the consistency of a simpleset of spatial relations. Take for example the following conjunction of RCC-8 relations:TPP(a; b) ^ DC(b; c) ^ PO(a; c) :Translating into S4+ according to table 5.8 we get the following representation:hf�(a ! b); �(�:b _ �:c)g; f�:a _ b; b ! a; :(a ^ c); a ! c; c ! a; :a; :b; :cgiThis is an ordered pair consisting of two sets of S4 formulae, the �rst set being model constraintsand the second entailment constraints. Appealing to part 3 of S4+CT we determine that therelations are inconsistent because�(a ! b); �(�:b _ �:c) `S4 :(a ^ c)i.e. one of the entailment constraints is entailed by the model constraints.13As mentioned in section 5.3.2 one can also represent RCC relations in interior algebra in termsof the dual, closed set interpretation of RCC (see section 3.5.5). The result of encoding this inS4+ is given in table 5.9.Relation Model Constraint Entailment ConstraintsDC(x; y) �:(x ^ y) :x; :yEC(x; y) �:(� x ^ � y) :(x ^ y); :x; :yPO(x; y) | :(� x ^ � y); x ! y; y ! x; :x; :yTPP(x; y) �(x ! y) x ! � y; y ! x; :x; :yTPPi(x; y) �(y ! x) y ! �x; x ! y; :x; :yNTPP(x; y) �(x ! � y) y ! x; :x; :yNTPPi(x; y) �(y ! �x) x ! y; :x; :yEQ(x; y) �(x $ y) :x; :yC(x; y) | :(x ^ y); :x; :yEQ(x; sum(y; z)) �(x $ (y _ z)) :x; :yTable 5.9: S4+ encoding based on the closed set interpretation of RCC5.6.1 Regularity and Boolean Combination of RegionsIn the topological interpretation of RCC given in section 3.5.2 it was argued that regions of theRCC theory should be identi�ed only with (non-empty) regular open subsets of a topological space.13Strictly speaking one should add extra model constraints of the form x $ �:�:� for each region � involvedin the description (see the following section). However, these additional formulae are not relevant to the example.



CHAPTER 5. A MODAL REPRESENTATION 96(Recall that a region, x, is regular open i� i(c(x)) = x.) If our modal encoding is to be faithfulto the intended meaning of RCC relations we need to enforce this regularity condition. Happily,regularity can easily be expressed in S4 as follows:�:�:p $ p or equivalently �� p $ pIt must be noted that this condition is not a general schema such that every instance must be true.It is rather an additional model constraint that should be imposed on all the atomic constants usedin describing a situation, because these are intended to be identi�ed with regular sets.The regularity of RCC regions is also relevant to the encoding of Boolean functions of regions.In section 3.5.4 I explained how, if the regions of the RCC theory are to be interpreted as regularopen sets, then the Boolean operations (sum, prod and compl) of the theory correspond to operationswithin a regular open algebra rather than to the elementary Boolean set operators. In this algebraintersection corresponds to ordinary set intersection but the (regular open) complement of a set isthe interior of its ordinary set complement and the (regular open) sum of two sets is the interior ofthe closure of their union. These operations can easily be represented in S4 and S4+: prod(x; y)is translated as x ^ y, compl(x) as �:x and sum(x; y) as �:�:(x _ y).5.7 Eliminating Entailment ConstraintsThe procedures for consistency checking and determining entailments for a logic L+ of the kinddescribed above rely on the use of simple meta-level reasoning. In this section I explain how,by introducing a further additional modal operator into the underlying logic L, reasoning can beconducted at the object level of this enriched language, which will be designated L�In reasoning with an extended 0-order language L+ the meanings of the two types of constraintare handled at the meta-level: determining entailments in these languages involves checking anumber of di�erent object-level entailments in the logic L. A set of algebraic constraints encoded inan L+ expression hM; Ei is consistent if and only if none of its entailment constraints in E is entailedby the set of all model constraints in M. A natural question regarding these representations iswhether it might be possible to extend the calculi involved so that the semantics of the two typesof constraint was built directly into the object language. This would mean that computation ofentailments could be carried out entirely at the object level.In terms of algebraic semantics it is quite easy to introduce a new modal operator � by meansof which the model/entailment constraint distinction can be made at the object level. If �(�) isthe algebraic denotation of a formula �, we de�ne � by:� �(��)= U i� �(�)= U .� �(��) = ; i� �(�) 6= U .This operator is an S5 modal operator14, since a formula �� is true in a model i� the formula14S5 is the modal logic obtained by adding the schema :�:�� ! �� to the schematic speci�cation of S4. Interms of Kripke semantics S5 is characterised by the frame of all Kripke models whose accessibility relations areequivalence relations. See e.g. (Chellas 1980) for further information on S5.



CHAPTER 5. A MODAL REPRESENTATION 97� is true at every point/world in the model. I shall call it a strong-S5 operator because it does notallow the possibility, arising in the slightly weaker Kripke characterisation of S5, that there areworlds/points which are not relevant to evaluating the � at a particular world (because the set ofworlds is partitioned into clusters which are not accessible to each other).15 Given the de�nition of�, we have :��= U i� � 6= U . Thus, negations of universal set equations (and hence all equations)can be converted into positive equations. This obviates the need for entailment constraints, sincea model constraint : � � has the same meaning as � taken as an entailment constraint. Morespeci�cally, the translation of an L+ expressionhf�1; : : : ; �jg; f 1 : : :  kgiinto L� is the formula ��1 ^ : : : ^ � �j ^ :�  1 ^ : : : ^ :�  k :Consequently any expression of L+ can be represented by a simple object level formula in themulti-modal language L�.5.7.1 An Example of an Entailment Encoded in C�Let us look at a simple example of spatial reasoning carried out in C� | i.e. the classical 0-order calculus supplemented with a strong-S5 box operator. (Exactly the same principles apply toreasoning in S4� but using C� makes for a simpler and clearer example.) We shall consider thetransitivity of the proper part relation, PP:PP(a; b) ^ PP(b; c) j= PP(a; c) :PP(x; y) holds when x [ y= U but y [ x 6= U . We also require that x and y are non-null.Non-null constraints on regions can now be expressed as :�:x for any region X. Thus the modalrepresentation of PP(a; b) is:�(a ! b) ^ :� (b ! a) ^ :� :a ^ :� :bHence the transitivity of PP corresponds to the entailment:�(a ! b) ^ :� (b ! a); �(b ! c) ^ :� (c ! b); :� :a; :� :b; :� :cj= �(a ! c) ^ :� (c ! a) ^ :� :a ^ :� :cIn testing the validity of this entailment it is natural to proceed as follows. Since the r.h.s. isa conjunction, the sequent is valid i� each of the four sequents with the same l.h.s. but just oneconjunct on the r.h.s. is valid. Of these four sequents, the two with :�:a and :�:c on the r.h.s.are trivially valid because these formulae also occur on the l.h.s.. To prove the validity of the other15In most circumstances the strong and weak S5 operators cannot be distinguished at the object level. But thedi�erence may sometimes be signi�cant. For example a multi-modal logic may contain several distinct weak-S5modalities but only one strong-S5 operator.



CHAPTER 5. A MODAL REPRESENTATION 98two, it is convenient to move all conjuncts on the l.h.s. which have an initial negation over to theright. We shall then have the following two sequents:�(a ! b) ^ � (b ! c) j= �(a ! c) _ � (b ! a) _ � (c ! b) _ � :a _ � :b _ � :c�(a ! b) ^ � (b ! c) ^ � (c ! a) j= �(b ! a) _ � (c ! b) _ � :a _ � :b _ � :cWe can verify these proof-theoretically by the application of just one modal rule (together withordinary classical reasoning). This is the rule RK which holds in any normal modal logic:(�1 ^ : : : ^ �n) ! � [RK](��1 ^ : : : ^ � �n) ! � �This rule together with the deduction theorem means thatif �1; : : : ; �n j= � then � �1; : : : ;��n j= ��Application of this principle validates both of our sequents, sincea ! b; b ! c j= a ! c and a ! b; b ! c; c ! a j= b ! a:5.7.2 The Utility of L� as Compared with L+Introduction of the new box operator to enable positive and negative constraints to be distinguishedgives us a more uniform representation. Whereas previously the meaning of an expression wastied up essentially with the reasoning methods employed, in the new language expressions have aclear algebraic interpretation. We need no longer concern ourselves with the distinction betweenmodel and entailment constraints but can now describe spatial situations simply by a set of modalformulae; and can reason about consistency and entailment directly in this object language.On the other hand it is not clear that this enriched language is more desirable from the com-putational point of view. Introduction of the new operator makes the language far more expressiveand consequently much harder to reason with. However, we have seen that as long as the new modaloperator is only used to express what was previously expressed by means of the model/entailmentconstraint distinction, then all � operators will only occur either up front or negated up front inthe set of formulae describing a situation; and it seems likely that the optimal approach to reas-oning with such formula sets is to mimic the S4+ consistency checking algorithm described above.Speci�cally this means rewriting the sequents (according to simple classical principles) to obtainsets of sequents in which all formulae have a single � at the front: the l.h.s. is a conjunction and ther.h.s. a disjunction of such formulae. Once the sequents are in this form, it is easy to see that thesequents which correspond to entailments veri�able by the extended 0-order reasoning algorithmcan all be proved using only the modal rule RK together with classical reasoning.Since we know that the consistency checking method for S4+ is correct we can conclude thatonly the rule RK is needed to prove all entailments in L� involving formulae in which the � occurseither up-front or negated up-front. Since the logic of S4 obeys RK it follows that, if S4� is used



CHAPTER 5. A MODAL REPRESENTATION 99only to express the model and entailment constraints of S4+, one can in fact treat � as if it werejust another S4 � operator. Nevertheless the more intuitive interpretation of the modal operatorin this context is as the strong-S5 operator. In section 8.5 I shall use a modal representation inwhich strong-S5 operators are employed within complex formulae. In such contexts � cannot betreated as an S4 � operator.



Chapter 6An Intuitionistic Representationand its ComplexityIn the last chapter I showed how spatial interpretation of the modal logic S4 enables a widerange of spatial relationships to be encoded. This means that entailments among these relationscan be determined by means of an S4 theorem-prover. In this chapter I give an alternativeencoding of spatial relations into the 0-order intuitionistic calculus. I also examine examine thecomplexity of reasoning using the intuitionistic representation. We shall see that the problemof determining entailments is in the polynomial complexity class known as NC.6.1 The Topological Interpretation of IOne of the most signi�cant early applications of semantic methods to the investigation of logicalsystems is the topological interpretation of the intuitionistic calculus.1 Tarski (1938) gave a se-mantics for 0-order intuitionistic logic (henceforth I), which (like that just given for S4) makes useof an interior operator. Under Tarski's semantics, a model for I is a structure hU; i; P; �i where� now assigns to each constant pi 2 P an open subset of U (a set X such that i(X) = X). Thedomain of � is then extended to all I formulae as follows:1. �(��) = i( �(�) )2. �(� ^  ) = �(�) \ �( )3. �(� _  ) = �(�) [ �( )4. �(�)  ) = i( �(�) [ �( ) )This denotation function is such that all intuitionistic theorems denote U under any assignment ofopen sets to non-logical constants.2 Note that I use di�erent symbols, `�' and `)', for negation1Mostowski (1966, Lecture 1) gives an interesting account of the early work in this area.2In fact, a more uniform presentation could be obtained by simply putting the set-de�nition of the classicalconnectives within the scope of an interior operator; but in the case of the conjunction and disjunction connectivesthe extra i operation would be redundant (since the unions or intersection of two open sets is always open).100



CHAPTER 6. AN INTUITIONISTIC REPRESENTATION AND ITS COMPLEXITY 101and implication in I from those used in C; but for conjunction and disjunction I use the samesymbols, since their interpretations are the same in both systems. The topological interpretation ofI means that each formula � of I can be correlated with an interior algebraic term, which I shallrefer to by the meta-notation IAT[�]. This term is obtained from � by replacing propositionalconstants by set constants, ` ^ ' by `\', ` _ by `[', `�' by `i( : : : )' and `: : :) : : :' by `i( : : : [ : : :)'.The algebraic semantics for the intuitionistic calculus suggests a quite straightforward spatialinterpretation which enables one to understand clearly why certain theorems that are classicallyvalid do not hold intuitionistically. Consider the infamous law of the excluded middle, p _ � p.The constant p will be identi�ed with an open set, which we can think of as the set of interiorpoints of some bounded region. Intuitionistic negation is associated with the operation of takingthe interior of the complement of a region | in other words, where p is identi�ed with the pointswithin a boundary, � p is identi�ed with the points outside the boundary. The set associated withp _ � p is the union of the sets associated with p and with � p. Clearly this contains all pointswithin our imagined boundary and all points outside the boundary, but does not contain any ofthe points lying on the boundary. Hence, the set associated with p _ � p does not necessarilycontain all points in the universe, so formulae of this form are not in general theorems (in fact aformula of the form p _ � p is an intuitionistic theorem if and only if either p or � p is a theorem).So, although it may be argued that such topological interpretations are not really in the spirit ofintuitionism the spatial interpretation can serve to demystify and give a clearer understanding ofthe intuitionistic calculus.One drawback of this representation is that no logical operator corresponding to the interiorfunction appears explicitly in the language: the function occurs in the interpretations of intu-itionistic negation and implication and is only referred to indirectly in logical formulae used torepresent spatial constraints. Because of this, the I representations of spatial relations are lessperspicuous than those of the S4 encoding, where the modal operator corresponds directly to theinterior function.6.1.1 Relation between I and S4In order to understand the relationship between spatial representation in terms of I and the rep-resentation in terms of S4 developed in the last chapter, it will be useful to know something abouthow these two logical languages are themselves related. It has long been known (see Fitting (1969))that formulae of the intuitionistic propositional calculus can be translated into modal formulae insuch a way that an intuitionistic formula is a theorem if and only if the resulting modal formula isvalid in the logic S4. The translation can be speci�ed in terms of a recursive meta-level function,



CHAPTER 6. AN INTUITIONISTIC REPRESENTATION AND ITS COMPLEXITY 102trans[: : :], as follows: trans[pi] = � pi (where pi is a constant)trans[��] = �:trans[�]trans[� _  ] = trans[�] _ trans[ ]trans[� ^  ] = trans[�] ^ trans[ ]trans[�)  ] = �(trans[�] ! trans[ ])Algebraic set semantics brings out very clearly the a�nity between I and S4. I can be regardedas a sub-language of S4 because the algebraic terms associated with I formulae form a subclassof the terms associated with S4 formulae. Actually this is not quite true because whereas atomicformulae in S4 may denote arbitrary subsets of a (topologically structured) universe, those of Idenote only open subsets of the space. Thus in expressing an I formulae in S4, every atom, p, mustbe replaced by the formulae � p| since � corresponds to the interior function � p will now denotean (arbitrary) open set. So intuitionistic formulae correspond only to (a subset of) necessary S4formulae. An intuitionistic negation, �(: : :) is semantically equivalent to the S4 operation �:(: : :)and (: : :) ) is equivalent to �(: : : : _ ) or �(: : : ! ). Conjunction and disjunction havethe same interpretation in the semantics of both logics and so are unchanged in the translationto S4.6.1.2 Correspondence Theorem for ITarski's \Second Principal Theorem" in the paper Sentential Calculus and Topology (Tarski 1938)establishes that a propositional formula is a theorem of I if and only if the corresponding set-term denotes the universe in any topological space under any assignment of open sets to the setconstants occurring in the term. The proof of this is fairly involved and is not reconstructed here.I use the notation ``I' to denote entailment in I and `j=T ' to denote topological entailment | i.e.entailment between set-equations which may contain the interior operator, i. Tarski's theorem canthen be written formally as:3Intuitionistic Correspondence Theorem (Icorr)`I � if and only if j=T IAT[�] = UIn using I to represent spatial relations we shall exploit very similar correspondence relationsto those holding for C and S4. In order to secure the correspondence between entailment in I andentailment between set equations in the topological algebra of sets, we need to generalise Tarski'sresult to a correspondence between entailments:3This theorem holds for any topology whatsoever. Adding conditions to the topology would mean the corres-ponding logic would be stronger. The limiting case is the discrete topology corresponding to classical logic.



CHAPTER 6. AN INTUITIONISTIC REPRESENTATION AND ITS COMPLEXITY 103Intuitionistic Entailment Correspondence Theorem (IECT)�1; : : : ; �n `I �0if and only if�1= U ; : : : ; �n= U j=T �0= Uwhere �i = IAT[�i].Proof of IECT: The positive half is simple: an I entailment p1; : : : ; pn `I p0 holdsi� `I (p1 ^ : : : ^ pn)) p0, so by Icorr we have j=T i(�1 \ : : :\ �n [ �0)= U . Butif a set has U as its interior then it must be equal to U . Consequently, the equation(�1 \ : : :\ �n [ �0)= U must hold in every model. Thus, whenever �i= U for i =1 : : :n we must also have �0 = U | in other words �1= U ; : : : ; �n= U j=T �0 = U .Suppose on the other hand p1; : : : ; pn 6`I p0. Because of Icorr this means that6j=T i(�1 \ : : :\ �n [ �0) = U , so there is some model,M = hU; i; P; �i, in which thereis at least one element of �1 \ : : : \ �n which is not an element of �0. On the basisof this model we now construct a model M0 = hU 0; i0; P; �0i whose universe, U 0, is theset denoted by �1 \ : : : \ �n in M. We set i0(X) = i(X) for all X � U 0 and for allpropositional constants pi we set �0(pi) = �(pi) \ U 0. It is easy to see that if hU; ii is atopological space then so is hU 0; i0i (see section 2.1).I now show that the new assignment is such that for any formula �, �0(�) = �(�)\U 0.This condition is clearly satis�ed by atomic formulae so it can be proved by inductionfor all formulae if we can show that whenever formulae � and � satisfy the condition, it isalso satis�ed by � ^ �, � _ �, �� and �)�. The �rst two cases are straightforward:�0(� ^ �) = �0(�)\�0(�) = (�(�)\U 0)\(�(�\U 0)) = (�(�)\�(�))\U 0 = �(� ^ �)\U 0�0(� _ �) = �0(�)[�0(�) = (�(�)\U 0)[(�(�\U 0)) = (�(�)[�(�))\U 0 = �(� _ �)\U 0The case of �� is slightly harder to show:�0(��) = i(U 0 � �0(�)) = i(U 0 � (�(�) \ U 0)) = i(U 0 � �(�))Then, since U 0 � U , we have i(U 0 � �(�)) = i((U � �(�)) \ U 0) and i distributes over\ giving i(U � �(�)) \ i(U 0). But U 0 is an intersection of the sets �i, which are thedenotations of formulae �i. So, since all formulae denote open sets, U 0 must also beopen. Hence, i(U 0) = U 0. So we havei(U � �(�)) \ i(U 0) = i(U � �(�)) \ U 0 = �(��) \ U 0 :Now consider �) �:�0(�) �) = i((U 0 � �0(�)) [ �0(�) ) = i( (U 0 � (�(�) \ U 0)) [ (�(�) \ U 0) )Since U 0 � U , it is easy to show that this last term is equivalent toi( ((U � �(�)) [ �(�)) \ U 0 ) ;



CHAPTER 6. AN INTUITIONISTIC REPRESENTATION AND ITS COMPLEXITY 104and because i distributes over intersections and i(U 0) = U 0 this is equivalent toi((U � �(�)) [ �(�)) \ U 0 :Finally we have i((U � �(�)) [ �(�)) \ U 0 = �(�) �) \ U 0Thus, �0(�) = �(�) \ U 0 for any formula, �. So, in particular, for each i = 1 : : :n,�0(�i) = �(�i) \ U 0 = �i \ U 0 = U 0; i.e. in the new model all antecedent formulaedenote the universe. We also have �0(�0) = �(�0) \ U 0 = �0 \ U 0. Furthermore, weknow that there is at least one element of U 0 which is not an element of �0. This meansthat �0(�0) 6= U 0; so M0 provides a counter-example to the entailment. This concludesthe proof of IECT. �6.2 Intuitionistic Representation of RCC RelationsThe topological interpretation of I enables one to use intuitionistic logic in much the same wayas S4 to reason about spatial relationships. Paralleling the approach of the previous chapter, Icharacterise RCC relations as equational constraints in interior algebra and then rely on the cor-respondence theorem to reason about these constraints using a theorem prover for the intuitionisticlogic. As noted above, the correspondence between terms in an interior algebra and formulae of I ismore indirect than the correspondence with S4 formulae because in the interpretation of I (unlikethat of S4) no logical connective corresponds either to the interior or to the complement operator ofthe algebra. However, the encoding of many topological relations is still straightforward. Table 6.1shows encodings into I of each of the RCC-7 relations (introduced in section 5.4.1).RCC Set Equation I formulaDC(x; y) i(x) [ i(y) = U �x _ � yDR(x; y) x \ y = U �(x ^ y)P(x; y) x [ y = U x) yPi(x; y) x [ y = U y) xNTP(x; y) i(x ) [ y = U �x _ yNTPi(x; y) x [ i( y ) = U x _ � yEQ(x; y) (x [ y) \ (x [ y) = U x, yTable 6.1: Representation of the RCC-7 relations in IIn virtue of the theorem IECT an entailment among RCC-7 relations holds if and only if thecorresponding intuitionistic entailment holds. Thus we can determine that the argumentNTP(a; b) ^ DR(b; c) j= DC(a; c)



CHAPTER 6. AN INTUITIONISTIC REPRESENTATION AND ITS COMPLEXITY 105is valid because it corresponds to the following intuitionistically valid sequent:� a _ b; �(b ^ c) `I � a _ � c6.2.1 The I+ EncodingThe language I+ extends the expressive power of I in just the same way that C+ and S4+ augmentthe languages C and S4. Thus it enables the speci�cation of negative as well as positive equationalconstraints on interior algebras. Table 6.2 shows how each of the RCC-8 relations can be represen-ted by sets of model and entailment constraints speci�ed by means of I formulae. As with S4+ therepresentations can be obtained by �rst analysing the RCC-8 relations into conjunctions of RCC-7relations and their negations. The I formulae corresponding to the positive RCC-7 conjuncts thenbecome model constraints and those corresponding to negative conjuncts become entailment con-straints in the S4+ representation. The table also shows how the fundamental relation, C, of theRCC theory can be represented as well as the quasi-Boolean function sum (see section 6.2.2 below).Relation Model Constraint Entailment ConstraintsDC(x; y) �x _ � y �x, � yEC(x; y) �(x ^ y) �x _ � y, �x, � yPO(x; y) | �(x ^ y), x) y, y) x, �x, � yTPP(x; y) x) y �x _ y, y) x, �x, � yTPPi(x; y) y) x � y _ x, x) y, �x, � yNTPP(x; y) �x _ y y) x, � x, � yNTPPi(x; y) � y _ x x) y, � x, � yEQ(x; y) x, y �x, � yC(x; y) | �x _ � y;� x;� yEQ(x; sum(y; z)) x, (y _ z) �x;� y;� zTable 6.2: Some RCC relations de�ned in I+ (including the RCC-8 relations)Let us consider, for example, the representations of the relations DC(x; y) and EC(x; y). If tworegions share no points they cannot overlap (although they may be connected). In such a casethe equation i( X \ Y )= U must hold; this can be represented by the I formula �(x ^ y). In I(unlike C) this formula is not equivalent to �x _ � y. The latter corresponds to the set-equationi( X )[ i( Y )= U , which says that the union of the exteriors of two regions exhaust the space. Ifthe regions touch at one or more points, then these points of contact will not be in the exterior ofeither region so this equation will not hold. Hence the second (stronger) formula can be employedas a model constraint to describe the relation DC(x; y). If the relation EC(x; y) holds then theweaker constraint �(x ^ y) holds but �x _ � y must not hold, so this stronger formula is anentailment constraint.Consistency of I+ expressions is determined analogously to C+ and S4+ expressions: an I+



CHAPTER 6. AN INTUITIONISTIC REPRESENTATION AND ITS COMPLEXITY 106expression hM; Ei is inconsistent i� there is some � 2 E such that M `I �. Again, the fact thateach of the negative constraints can be considered separately is due to a convexity property of theclass of constraints which are represented by this formalism. Since the theory of the topologicalinterior operator is purely equational and the constraints corresponding to the model and entail-ment constraints are themselves also equations, this convexity property is a direct consequence ofELcons (which was proved in section 4.5).In section 5.6 I explained how the inconsistency of the description TPP(a; b) ^ DC(b; c) ^PO(a; c) could be demonstrated by means of the S4+ representation. The corresponding I+representation (according to table 6.2) is:4hfa) b; � b _ � cg; f� a _ b; b) a; a) c; c) a; �(a ^ c); � a; � b; � cgi :This I+ expression is inconsistent becausea) b; � b _ � c `I �(a ^ c)i.e. one of the entailment constraints in entailed by the model constraints.6.2.2 The Regularity Constraint and Boolean Functions Coded in IIn section 5.6.1 I explained how regions could be constrained to be regular by means of an S4model constraint. In I this constraint can be enforced by the model constraint formula�� p) p :In the topological semantics this corresponds to the condition i � (i � (P )) � P or equivalentlyi(c(P )) � P . The condition P � i(c(P )) need not be explicitly added because p)�� p is alreadya theorem of I. It is interesting to note that the intuitionistic formulae assigned regular sets bythe topological semantics are those for which the classical law of double negation holds.As argued in section 3.5.2, the most coherent topological interpretation of the RCC theory isto identify the RCC regions with regular open sets (or alternatively regular closed sets). Thismeans that in employing I+ to represent RCC relations, as well as adding model constraintsensuring regularity of the regions explicitly mentioned, one should also ensure that all Booleancombinations of these regions also correspond to regular sets. To ensure this, these operations canbe represented in I as follows: prod(x; y) is translated as x ^ y, compl(x) as �x and sum(x; y) as��(x _ y). Given the topological interpretations of the connectives involved, it is easy to see that,if its argument regions are regular, the regions denoted by any Boolean function will be regular.4For full generality one ought to add extra model constraints constraining the regions to be regular, as explainedin section 6.2.2. Note that (unlike S4+) in I+ all regions are automatically constrained to be open.



CHAPTER 6. AN INTUITIONISTIC REPRESENTATION AND ITS COMPLEXITY 1076.3 E�cient Topological Reasoning Using I+The implementation of the spatial reasoning algorithm described in (Bennett 1994b) used a sequentcalculus proof system for intuitionistic logic, which contained certain optimisations making it moree�cient in testing the sequents required by the topological reasoning algorithm (and rendering itincomplete for the full intuitionistic logic). Following the complexity analysis of Nebel (1995a) itbecame apparent that a far more e�ective special-purpose proof procedure could be constructed.This section examines the the proof-theory of the restricted class of sequents that need to be testedand shows how this analysis yields an e�cient, clearly polynomial, proof method.6.3.1 Sequent Calculus for ITo formalise the proof theory I use a Gentzen-style (Gentzen 1955) sequent calculus for I, whichis essentially the same as that given by Dummett (1977). The proof rules of the calculus can bespeci�ed as follows:5Axioms: P; � ` P f ; � ` CRe-write: �P �def P ) fRules: P; Q; � ` C [^ `]P ^ Q; � ` C � ` P and � ` Q [` ^]� ` P ^ QP; � ` C and Q; � ` C [_ `]P _ Q; � ` C � ` P or � ` Q [` _]� ` P _ QP ) Q; � ` P and Q; � ` C [)`]P ) Q; � ` C �; P ` Q [`)]� ` P ) QWhen applied in the top to bottom direction the rules preserve provability and generate allvalid sequents. When used to prove a sequent, the rules are applied bottom to top in an attemptto show that the sequent is derivable from axioms. However, not all rules preserve provabilitywhen applied upwards, so the proof search is non-deterministic. Rules which preserve provabilityin both directions are called invertible. All the rules are invertible except ` _ and )`.From the computational point of view, the most serious defect of this rule set is that, in applyingthe )` rule, proving a sequent is reduced to proving two sequents, one of which may be morecomplex than the initial sequent. In a depth-�rst search for a proof, this may lead to in�niteloops, whose detection is computationally expensive; on the other hand, a breadth �rst search isextremely expensive in terms of space.5Roman capital letters denote arbitrary formulae, Roman small letters denote atomic formulae and Greek capitalsdenote arbitrary sets of formulae. The left hand side of a sequent is regarded as a set of formulae rather than asequence, so the order of formulae on the left does not matter.



CHAPTER 6. AN INTUITIONISTIC REPRESENTATION AND ITS COMPLEXITY 108Theorem proving in the I sequent calculus is more complex than that of C: in C all connectivescan be eliminated deterministically because the rules produce Boolean combinations of sequentswhich are logically equivalent to the original sequent (so all rules are invertible). Thus, whereastheorem proving in C is NP-complete (so | assuming P 6= NP | requires timewhich is exponentialin the size of formula to be tested), checking I theorems is probably even more di�cult: it isbelieved that it requires O(n logn) space as well as exponential time (Hudelmaier 1993).6.3.2 Hudelmaier's )` RulesThe problem arising from the )` rule has recently been solved by Hudelmaier (1993). The idea isto replace the rule by four more speci�c rules, the applicability of which depends on the structureof the antecedent of the ) formula. Hudelmaier's rules are:a; P; � ` C [MP)`]a; a) P; � ` C P ) (Q)R); � ` C [^ )`](P ^ Q))R; � ` CP )R; Q)R; � ` C [_ )`](P _ Q))R; � ` C Q)R; � ` P )Q and R; � ` C [))`](P )Q))R; � ` CEach of these except ))` is invertible. As indicated by the use of the small `a', the modusponens rule MP)` need only be applied when the antecedent of the implication is atomic. Inupwards application of each of these rules, the resulting sequents can be shown to decrease incomplexity according to a (specially constructed) measure of sequent complexity.6.3.3 Spatial Reasoning Using Hudelmaier's RulesWe have seen that consistency of spatial relations which are instances of the RCC-8 set can bedetermined by testing the validity of certain I sequents. Moreover, if we are dealing only with theRCC-8 relations these sequents only contain formulae of the forms shown in table 6.2:� a; (a) b); �(a ^ b); (� a _ b); (� a _ � b)In the remainder of this section I shall show how, given the limited range of formulae and thecompleteness of the Hudelmaier sequent rules, an e�ective consistency checking procedure for setsof RCC-8 relations can be constructed.The sequent rules assume that negation is handled by replacing each negated formula�� by theequivalent formula �) f . This can be implemented as a simple deterministic re-write rule. Aftereliminating negations in this way another simpli�cation can be made by applying Hudelmaier's^) ` rule. This means that formulae of the form �(a ^ b) are re-written �rst to (a ^ b)) f andthen to (a) (b) f )). The resulting sequents will contain only formulae of the forms:(a) f ); (a) b); (a) (b) f )); ((a) f ) _ b); ((a) f ) _ (b) f )) (Iforms)Note that, amongst these formulae, the antecedents of all implications are atomic so (using theHudelmaier rule set) the only rule applicable to implications isMP)`. Apart from implications, the



CHAPTER 6. AN INTUITIONISTIC REPRESENTATION AND ITS COMPLEXITY 109only other types of formulae are atomic propositions and two forms of disjunction. The disjunctionscan be handled by the normal _ ` and ` _ rules. Both these rules give rise to a branch in thesearch space; and, because there may be any number of disjunctions amongst the premisses, thesearch space is exponential. Nevertheless, because the non-deterministic ) ` rule is not needed,this proof procedure can be used to test consistency of quite large sequents in reasonable time.The Prolog program given in appendix C.2 is based on the method just described. A slightdi�erence is that, rather than re-writing formulae of the form (a ^ b)) f ) to a) (b) f ) and thenapplying the normal MP rule, I implemented the following variation of MP:a; b; P; � ` C [MP2)`]a; b; (a ^ b)) P; � ` CI also added a `pruning' rule to delete redundant implications whose conclusion was alreadyamongst the premisses. Small optimisations such as this, which are logically trivial, can often yielda marked improvement in the performance of an automated theorem prover. In the next sectionwe shall see that pruning rules play a key part in the speci�cation of a polynomial time proofprocedure for these sequents.6.3.4 Further OptimisationIn section 6.3.7 I shall present the model theoretic analysis given by Bernhard Nebel of the Isequents arising from the RCC-8 encoding. This analysis enabled Nebel to show that consistencychecking of sets of RCC-8 relations can be performed in polynomial time. Inspired by this result Iinvestigated how sequent calculus proofs of the relevant sequents could be optimised. As expected,proofs in the sequent calculus can also be carried out in polynomial time. In the rest of this sectionI present a series of sequent re-writing rules which achieves this end. I assume that all formulaein the sequents have been reduced to the forms Iforms as explained in the previous section.Eliminating Disjunctions without BranchingDisjunctions would normally be eliminated by applying the rules _ ` and ` _. These create abranch in the proof: we attempt to verify each of the sequents obtained by replacing the disjunctionby one of its disjuncts. Clearly this procedure leads to a search space which is exponential in thenumber of disjunctions (which is approximately proportional to the number of topological relationswhose consistency is being tested). This situation is made worse because the ` _ rule mustbe applied non-deterministically. However, given the limited class of formulae appearing in thesequents, rather than carrying out this split we can work out the potential e�ects without actuallyapplying a branching rule.



CHAPTER 6. AN INTUITIONISTIC REPRESENTATION AND ITS COMPLEXITY 110The plan will be �rst to take account of the disjunctive content of premisses and conclusion byapplying certain `pruning' rules, the simplest of which take the following forms6Q; � ` P [Pr_](P _ Q); � ` P Q; � ` (P _ R) [Pr_](P _ Q); � ` (P _ R)After carrying out all possible applications of these rules, we will have an equivalent sequent inwhich none of the disjunctive premisses have a disjunct which is the same as the conclusion or adisjunct of the conclusion. Such disjuncts will be called `un-prunable'.Another kind of pruning rule can be applied to implicative premisses:(P ) f ); � ` Q [Pr)](P )Q); � ` QWe notice that this rule, applicable where the consequent of an implication is the same as theconclusion, does not generalise to the case of a disjunctive conclusion: it is not sound to reduce aproof of (p) q); � ` (q _ r) to that of (p) f ); � ` (q _ r); and this is precisely the respectin which an intuitionistic implication (P )Q) is logically weaker than the disjunction (�P _ Q).Although, when the consequent of an implication is a disjunct of the conclusion, we cannot prunethe implication itself, it may be that this circumstance justi�es the pruning of some disjunctivepremiss in accordance with the following rule (which has two variants7):P; (q) r1); (r1) r2); : : : ; (rn�1) rn); (rn) S); � ` (S _ T ) [Pr_)](P _ q); (q) r1); (r1) r2); : : : ; (rn�1) rn); (rn) S); � ` (S _ T )This generalises Pr_ by taking account of chains of implication leading from a disjunct of apremiss to a disjunct of the conclusion.In implementing this pruning rule it is more convenient �rst to compute the transitive closure ofall formulae of the form (p)Q) occurring in the sequent. Once this is done, chains of implicationneed not be considered so the pruning rule is simply applied to sequents of the form (P _ q); (q)S); � ` (S _ T ).Reducing Disjunctions to ImplicationsI now show that in the sequents in question, the pruning rules fully take account of the extentto which the inferential power of disjunctions exceeds that of corresponding implications. Be-cause of this, after applying the pruning rules, we can replace disjunctions with implications anddeterministically apply the ` _ rule. Hence, testing validity is reduced to a `Horn-like' problem.Let us consider the inferential potential of the remaining un-prunable disjunctive premisses.The only rule that can directly be applied to these is the _ ` rule. However, this rule cannotdirectly yield the conclusion (or a disjunct of it) because otherwise one of the disjuncts would have6Trivial variants of these rules must also be applied. These are obtained by replacing (P _ Q) by (Q _ P )and/or replacing (P _ R) by (R _ P ) in the rules given above.7(S _ T ) may be replaced by (T _ S).



CHAPTER 6. AN INTUITIONISTIC REPRESENTATION AND ITS COMPLEXITY 111been prunable. This means that if the sequent is valid at least one of the disjuncts must be capableof taking part in a subsequent MP) ` rule application. Because of the limited range of formulaein the sequents we can anticipate all the forms of potential modus ponens applications and giverules which yield the same consequences but bypass the _ ` rules. Moreover all these rules areinvertible.We have three rules where the implication of the MP is derived from a disjunction:p; q; � ` C [MP_1]p; ((p) f ) _ q); � ` Cp; (q) f ); � ` C [MP_2a]p; ((p) f ) _ (q) f )); � ` C q; (p) f ); � ` C [MP_2b]q; ((p) f ) _ (q) f )); � ` Cand three more rules where it is the antecedent that comes from the disjunction:(p) f ); (q) f ); � ` C [MP_3](p) f ); ((q) f ) _ p); � ` C((r) f ) _ p); (p) q); ((r) f ) _ q); � ` C [MP_4]((r) f ) _ p); (p) q); � ` C((p) f ) _ q); (q) (r) f )); ((p) f ) _ (r) f )); � ` C [MP_5]((p) f ) _ q); (q) (r) f )); � ` CFinally we have a number of rules such as the following, in which both the implication and itsantecedent are derived from disjunctions.((p) f ) _ q); ((q) f ) _ r); ((p) f ) _ r); � ` C [MP_6a]((p) f ) _ q); ((q) f ) _ r); � ` CIt can now be seen that the proof possibilities a�orded by these rules are retained when formulaeof the form ((p) f ) _ q) are replaced by (p) q) and formulae of the form ((p) f ) _ (q) f ) bythe two formulae (p) (q) f )) and (q) (p) f )):The result of applying rules MP_1, MP_2 and MP_3 can equally be achieved by applyingMP)` after this replacement.Rules MP_4, MP_5 and MP_6 all produce new disjunctions; but prior application of the prun-ing rules ensures that these cannot contain as a disjunct either the conclusion or a disjunct of theconclusion. Hence these new disjuncts can only participate in a proof by means of further applic-ation of one of the MP_ rules. Moreover, if a chain of such applications is useful in constructing aproof it must eventually lead to an application of one of the rules MP_1, MP_2 or MP_3, whichyield a new non-disjunctive formula. Examination of the MP_ rules will reveal that if disjunctions



CHAPTER 6. AN INTUITIONISTIC REPRESENTATION AND ITS COMPLEXITY 112are replaced by implications (as speci�ed above) the result of any such sequence of rules can bederived by a corresponding sequence of MP)` rules.Given that this translation of disjunctions to implications preserves provability and noting thatthe formulae (q) (p) f )) and (p) (q) f )) are logically equivalent, it follows that provability isalso preserved if formulae ((p) f ) _ (q) f ) are replaced by the single formula (p) (q) f )).Completion of the Proof ProcedureHaving eliminated all disjunctive premisses, we are left with a sequent containing, on the left handside, only atomic propositions and implications (with atomic antecedents), and on the right handside a formula of one of the forms p) f , p) q, p) (q) f ), (p) f ) _ q and (p) f ) _ (q) f ).We proceed as follows:Case a) For the non-disjunctive conclusions we can immediately apply the `) rule (twice inthe case of a conclusion of the form p) (q) f )) so that the conclusion is reduced to a single atom.In the resulting sequent the only possible further rule applications are of Modus Ponens. This ruleis applied until either the (atomic) conclusion is derived, in which case the sequent is valid, or elseno possible applications remain, in which case the sequent is invalid.Case b) If the conclusion is a disjunction we �rst make all possible applications of ModusPonens and attempt to derive a disjunct of the conclusion. If this fails we then apply the ` _ rulesplitting the proof into two branches. For each branch we proceed as for case a).6.3.5 Complexity of the Improved AlgorithmThe number of formulae of a given type occurring in a sequent generated by the RCC-8 reasoningalgorithm is bounded by the size, n of the set, of topological relations to be tested. Checkingfor applications of the Pr_ and Pr) rules is clearly linear in n. Determining applications of thePr_) rule involves determining the closure of the transitive relation of implication. This can becomputed in order n2 time. Once this closure has been computed application of all possible Pr_)inferences becomes n2 (since it involves checking pairs of formulae from the l.h.s. of the sequent).The other non-trivial part of the proof algorithm is the application of Modus Ponens rules.Since the rule involves two formulae, one `pass' of MP applications is order n2. Because thetransitive closure of implications has already been computed8 and because the maximum numberof antecedents in a formula is two, a maximum of two passes are required to exhaust all possibleMP applications.So, the proof method described provides an order n2 (time) algorithm for checking consistencyof those I sequents which arise in the topological consistency checking algorithm (as comparedwith Hudelmaier's O(n logn)-space algorithm for arbitrary sequents). The number of such sequentswhich must be checked to determine the consistency of a set of RCC relations is equal to the number8This will also have to be re-computed after disjunctions are replaced by implications; alternatively, as in thecurrent implementation, all the implications derived from disjunctions can be added at the beginning of the decisionprocedure.



CHAPTER 6. AN INTUITIONISTIC REPRESENTATION AND ITS COMPLEXITY 113of entailment constraints in the I representation of the relations, which is itself approximatelyproportional to the number of relations. This means, that in terms of the number of topologicalrelations whose consistency is to be checked, the new algorithm is of order n3.6.3.6 Implementation and Performance ResultsThe improved algorithm has been concisely prototyped in (SICStus) Prolog. The code is givenin appendix C.3. Preliminary tests indicate that the algorithm can determine consistency of verylarge sets of topological relations in an acceptable time. The procedure performs particularly wellif a database is accumulated incrementally so that at each stage computation of the closure ofimplications is linear in the number of implicative formulae already stored.

Figure 6.1: A spatial reasoner implemented in Prolog using I+To test the e�ectiveness of the algorithm, a consistent database of n topological relations holdingamongst r regions was randomly generated. The relations were generated by picking pairs of regionsat random and a random relation from the RCC-8 relation set (with all regions required to be non-null). If the randomly generated relation was consistent with the database, it was added; otherwiseit was rejected. This was repeated until n consistent relations had been added. The randomdatabase was then used to test query response time: random RCC-8 relations were generated and



CHAPTER 6. AN INTUITIONISTIC REPRESENTATION AND ITS COMPLEXITY 114the I+ reasoner, exploiting the improved algorithm, was used to determine whether these relationswere necessary, inconsistent or contingent with respect to the database.The incremental addition of 300 consistent relations holding among 100 regions took on average595 seconds and during this construction 53.7 (on average) inconsistent relations were rejected.The average query time for the resulting database was 2.6 seconds. Further analysis and revisionof the program will be necessary in order to enhance its performance. This is beyond the scope ofthe present work but it seems very likely that an order of magnitude speed-up could be obtainedquite easily.96.3.7 Nebel's Complexity AnalysisI conclude this chapter with a look at Bernhard Nebel's model theoretic analysis of the sequentsarising from the I encoding of the RCC-8 relations. This analysis leads to an alternative proofthat consistency of RCC-8 relations can be determined in polynomial time. It also reformulatesthe problem within the framework of classical constraints, which has received much attentionfrom computer scientists (Mackworth 1977). To understand this section fully it will probably benecessary to refer to (Nebel 1995a) and to have some knowledge of intuitionistic model theory andproof theory (see e.g. (Kripke 1965) and (Nerode 1990)). By examining the intuitionistic sequentswhich are needed to reason with my I+ encoding of the RCC-8 relations, Nebel (1995a) has shownthat the consistency of sets of RCC-8 relations can be computed in polynomial time.Nebel's results are obtained by analysing a tableau-based proof procedure for intuitionistic logic| as described by Nerode (1990) | when it is applied to the restricted range of formula typesused in encoding the RCC-8 relations. He showed that the consistency problem for these sequentscan in fact be described in terms of a fairly simple set of classical constraints. This is because,for any invalid sequent involving only the formulae required to represent the RCC-8 relations, it isalways possible to construct a Kripke model (Kripke 1965), containing exactly three worlds (whichwill be called v, w1 and w2), that provides a counter-example to the entailment. Nebel's encodingsimply describes these models in classical predicate logic, by means of a binary relation F(w; a),which asserts that the (atomic) formula a is `forced' (i.e. true) at the world w.More, speci�cally, each world of the Kripke model is identi�ed with a set of constants whichare forced at that world. The worlds are (partially) ordered by the subset ordering on these sets.Whether a complex formulae is forced at a world w depends on whether its constituents are forcedat w and also (in the case of negation and implication) whether they are forced at any `larger'world:� � ^ � is forced at w i� both � and � are forced at w� � _ � is forced at w i� either � or � is forced at w9One of the fundamental operations used in the Prolog program, the assert predicate, is known to be extremelyslow and pro�le analysis of the program's run-time showed that over 80% of the execution time was spent carryingout this operation. By redesigning the data structures used by the algorithm, the use of assert could be avoidedand the performance greatly enhanced. A lower level implementation | e.g. in C | would clearly be much fasterstill.



CHAPTER 6. AN INTUITIONISTIC REPRESENTATION AND ITS COMPLEXITY 115� �� is forced at w i� � is not forced at w nor at any world larger than w� �) � is forced at w i� at w, and at any larger world, wherever � is forced so is �The counter-models identi�ed by Nebel always satisfy the ordering conditions v � w1 andv � w2 | so every formula forced by v is forced by w1 and w2. In these counter models theworld v is constrained so as to demonstrate the invalidity of a sequent: v forces all the premissformulae of the sequent but not its conclusion. The conditions under which a binary formula ofI is forced at v in Nebel's counter-models can be speci�ed classically as given in table 6.3. Totest if a sequent is valid we consider a set of constraints consisting of the forcing constraint foreach premiss formula, the negation of the forcing constraint of the conclusion formula and also allinstances of F(v; x) ! (F(w1; x) ^ F(w2; x)) (where x is a any constant occurring in the sequent),which arise from the ordering conditions on the worlds. This set of classical formulae is consistentif and only if the original intuitionistic sequent is invalid.10Formula Forcing constraint�x :F(w1; x) ^ :F(w2; x)�x _ � y (:F(w1; x) ^ :F(w2; x)) _ (:F(w1; y) ^ :F(w2; y))�(x ^ y) :(F(w1; x) ^ F(w1; y)) ^ :(F(w2; x) ^ F(w2; y))�x _ y (:F(w1; x) ^ :F(w2; x)) _ (F(v; y)x) y (F(v; x) ! F(v; y)) ^ (F(w1; x) ! F(w1; y)) ^ (F(w2; x) ! F(w2; y))Table 6.3: Classical description of intuitionistic binary clause entailmentRemarkably, all the formulae in Nebel's classical encoding of the restricted I entailment problemare reducible to 2CNF form,11 which means that the problem can be reduced to a 2-SAT problem.Thus the consistency sets of RCC-8 relations can be computed in polynomial time. More precisely,2-SAT problems lie in the class NC, which means that they can be computed in polylogarithmictime on polynomially many processors, so parallel processing can be e�ectively exploited to speedup computation. This complexity result applies also to the larger class of relations expressiblein terms of conjunctions of the RCC-7 relations and their negations; all such relations can berepresented using the I formulae covered by Nebel's analysis. This includes almost half thoserelations that are disjunctions over the RCC-8 relations (the full set is given in appendix C.1.1).It is evident that applying parallelisation can improve the performance of almost any algorithmthat exploits my I+ encoding. This is because each test of whether an entailment constraint isderivable from the model constraints can be carried out independently; so all these tests could beconducted simultaneously.The forcing constraint analysis can also be used to identify classes of disjunctive relations over10Note that Nebel's analysis does not cover the regularity condition on regions. Whether this can be representedwithin a tractable system is a matter for further research.11A 2CNF formula is a conjunction, each of whose conjuncts is either a positive or negative literal or a disjunctionof two positive or negative literals.



CHAPTER 6. AN INTUITIONISTIC REPRESENTATION AND ITS COMPLEXITY 116RCC-8 for which consistency checking of constraint networks is tractable. Clearly the complete-ness of compositional inference applies to any conjunction of RCC-7 relations and their negationsand many disjunctions of RCC-8 relations are expressible in this way. In a network containingdisjunctive relations it is possible to derive new information by composition without immediatelygetting a contradiction. So showing inconsistency may require repeated application of composition.Nevertheless, this procedure still leads to an algorithm which is polynomial in the number of nodesof the network (Nebel 1995a). In recent work by Renz and Nebel (1997) an analysis very similarto the forcing constraint interpretation of I is applied to the S4 encoding of RCC relations givenin chapter 5. This enables a maximal tractable class of 148 disjunctive RCC-8 relations to beidenti�ed.



Chapter 7Quanti�er EliminationThis chapter explores the possibility of applying Quanti�er Elimination transformations toRCC formulae. Such transformations provide a decision procedure for a large class of formulaein the 1st-order RCC language.7.1 Quanti�er Elimination ProceduresThe undecidability of a logical system is very often associated with quanti�cation. General 1st-orderlogic is only semi-decidable but, by restricting the forms of quanti�cation permitted in formulae,a variety of decidable sub-languages can be found (Dreben and Goldfarb 1979, B�orger, Gr�adeland Gurevich 1997). Most of the better known 0-order (i.e. quanti�er free) logical formalisms arealso decidable1 These decidability results provide the basis for the method of constructing decisionprocedures by means of quanti�er elimination. Suppose we have a 1st-order language which is insome way restricted | it may have restricted syntax or a limited vocabulary constrained to obeyaxioms of some theory. If we can show that every formula of this language can be converted viaa series of transformations to a formula in a decidable language, which is consistent just in casethe original formula were consistent, then we have a decision procedure for the original language.Typically the target language of such a conversion will be one with no (or limited) quanti�cation,so the e�ect of transformation will be to eliminate quanti�ers.The method of quanti�er elimination has been used to remarkable e�ect by Tarski (1948) toprovide a decision procedure for 1st-order formulae composed by applying the Boolean connectivesand quanti�cation to propositions which are arbitrary polynomial equations and inequalities overthe real numbers.21A notable exception is general Relation Algebra, which will be discussed in chapter 9.3.2i.e. the non-logical vocabulary consists of the constants 0 and 1, the binary functions +, �, and �, and therelations = and >. The quanti�ers range over the real numbers.117



CHAPTER 7. QUANTIFIER ELIMINATION 1187.2 Quanti�er Elimination in RCCIn this section I prove certain equivalences between RCC formulae which can be used to eliminatequanti�ers in many contexts. In fact the proofs of theorems used in the quanti�er theorem willbe given in a way which is theory independent: I simply state every non-logical assumption whichis used in the proofs. This means that the elimination is valid in any system in which theseassumptions are theorems. All these assumptions are I believe provable from the RCC theory.However the treatment of Boolean functions assumes a complete Boolean algebra (with a nullelement) so their form might have to be altered to �t in with the sort structure of the RCC theory.All the assumptions are also theorems of my revised theory (given in section 3.7) and, since thistheory incorporates a null region, assumptions involved in the treatment of the Boolean operationscan be expressed directly in the theory.Consider the de�nition of the part relation in terms of C:P(x; y) �def 8z[C(z; x) ! C(z; y)] (Pdef)If this de�nition is taken as a rewrite rule applied from right to left, it can be seen to achieve aquanti�er elimination: a universally quanti�ed expression involvingCis replaced by an unquanti�edexpression in terms of P.This elimination can be generalised to remove a universal quanti�er operating on an arbit-rary truth-functional combination of C relations. First the truth-functional matrix is converted toclausal normal form so that we have a conjunction of disjunctions of C literals. Since the universalquanti�er distributes over conjunction it can be moved inwards to obtain a conjunction of univer-sally quanti�ed clauses. The quanti�er can then be eliminated from each clause in virtue of thefollowing equivalence:C-clause Quanti�er Elimination Theorem (CQE)8x[(C(x; a1) ^ : : : ^ C(x; am)) ! (C(x; b1) _: : :_ C(x; bn))]$ (P(a1; sumfb1; : : : ; bng) _: : :_ P(am; sumfb1; : : : ; bng))The left-hand (quanti�ed) formula states that if any region x is connected to each of the regionsa1; : : : ; am, then x must also be connected to one of the regions b1; : : : ; bn. CQE states that thisis equivalent to the condition that one of a1; : : : ; am is part of sumfb1; : : : ; bng.3Proof of CQE: The equivalence of CQE is demonstrated by the following series offormula transformations:1. 8x[(C(x; a1) ^ : : : ^ C(x; am)) ! (C(x; b1) _: : :_ C(x; bn))]2. 8x[(C(x; a1) ^ : : : ^ C(x; am)) ! C(x; sumfb1; : : : ; bng)]3. :9x[C(x; a1) ^ : : : ^ C(x; am) ^ :C(x; sumfb1; : : : ; bng)]3I write sumfb1; : : : ; bng as an abbreviation for a term of the form sum(b1; sum(b2; : : : sum(bn�1; bn))).



CHAPTER 7. QUANTIFIER ELIMINATION 1194. :(9x[C(x; a1) ^ :C(x; sumfb1; :; bng)] ^:::^ 9x[C(x; am) ^ :C(x; sumfb1; :; bng)])5. :9x[C(a1; x) ^ :C(x; sumfb1; :; bng)] _:::_ :9x[C(am; x) ^ :C(x; sumfb1; :; bng)]6. P(a1; sumfb1; : : : ; bng)) _: : :_ P(am; sumfb1; : : : ; bng)The equivalence between 1 and 2 depends only on the de�nition of sum and that between5 and 6 only on the de�nition of P. Steps 2{3 and 4{5 are purely logical equivalencesand the entailment of 3 by 4 is also purely logical. That 3 entails 4 is shown by thefollowing deduction sequence, by means of which (if we substitute sumfb1; : : : ; bng forthe arbitrary term � ), the negation of 3 can be derived from the negation of 4:1. 9x[C(x; a1) ^ :C(x; � )] ^ : : : ^ 9x[C(x; am) ^ :C(x; � )]2. C(k1; a1) ^ :C(k1; � ) ^ : : : ^ C(km; am) ^ :C(km; � )3. C(sumfk1; ::; kmg; a1) ^ : : : ^ C(sumfk1; ::; kmg; am) ^ :C(sumfk1; ::; kmg; � )4. 9x[C(x; a1) ^ : : : ^ C(x; am) ^ :C(x; � )]�Special cases of the reduction apply when either the left or right side of the quanti�ed C-clauseis empty. If the r.h.s. is empty then the clause is inconsistent since at least the universal regionmust connect with all of any set of regions. If the l.h.s. is empty, then the clause simply states thatthe sum of all the regions mentioned on the r.h.s. is equal to the universe. In terms of P, this can bewritten as P(u; sum(fb1; : : : ; bng). We can thus eliminate the innermost universal quanti�er(s) ofany pure C-formula4 and in doing so end up with a formula containing only P and C relations (theremaining C-relations are those not originally within the scope of one of the innermost quanti�ers)and the sum operator.7.2.1 Extending the ProcedureTo continue the procedure we would like to eliminate the innermost quanti�ers of the resultingtransformed formulae. Unfortunately, these formulae are no longer pure (they may contain othernon-logical symbols apart from C) so the general case of further reduction is more complicatedthan CQE. The additional complexity takes the following forms.1. The quanti�ed variable may occur within the scope of a sum operator.2. The P predicate is not symmetric so can act on a variable in two logically distinct ways.3. Both P and C relations may be present.4An RCC formula is a pure C-formula i� C is the only non-logical symbol occurring in it. Other symbols mayalways be eliminated by means of their de�nitions. The existential import of the functions must then be taken careof by suitable additional axioms for C.



CHAPTER 7. QUANTIFIER ELIMINATION 120Quanti�er Elimination for P ClausesMy extension of the quanti�er elimination procedure only addresses the �rst two of the problemsjust mentioned. I give a procedure which eliminates quanti�ers from a clause containing onlyP-literals; the arguments of these literals may be arbitrary Boolean functions and the quanti�edvariable can occur anywhere within these complex arguments. Such clauses will be called P-clauses.The decidability of P-clauses is an intuitive consequence of the decidability of the 1st-order theory ofBoolean algebras (which is well known): the P relation can be correlated with the usual ordering onBoolean terms, so that P(�1; �2) can be identi�ed with the Boolean equation �1+�2 = �2. However,it will be instructive to demonstrate the decidability of P-clauses by quanti�cation elimination,within the language of RCC. This will expose exactly which mereological principles are essentialto a decision procedure.In the RCC language, the redundancy of quanti�cation over truth-functions of P relations isin many cases obvious. For instance, 8x[P(x; a) ! P(x; b)] $ P(a; b) follows immediately fromre
exivity and transitivity of P. However, for a general quanti�er elimination procedure we shallneed to eliminate quanti�ers from all forms of P-clause. To simplify this problem I �rst convertarbitrary P-clauses into a more restricted normal form. In virtue of axioms AA3 and AA4, anyP-literal, P(�(x);  (x)), involving some variable x, where � and  are any quasi-Boolean functionsof constants and/or variables, can be regarded as a Boolean inequality of the form �(x) �  (x).By applying appropriate and well known Boolean identities, such an inequality can always eitherbe shown to be necessarily true or otherwise be transformed into a conjunction of inequalities ofthe forms x � � and � � x, where x appears alone and only on one side of the `�' symbol. Thus,any P-literal involving x is either necessarily true or equivalent to a conjunction of P-literals of theform: (P(x; �1) ^ : : : ^ P(x; �i) ^ P(�1; x) ^ : : : ^ P(�j ; x)) :After applying this normalisation, quanti�ers can be eliminated from an arbitrary clause madeup of P literals in virtue of the following equivalence:P-clause Quanti�er Elimination Theorem (PQE)8x[(P(x; a1) ^ : : : ^ P(x; ai) ^ P(b1; x) ^ : : : ^ P(bj ; x))! (P(x; c1) _: : :_ P(x; ck) _ P(d1; x) _: : :_ P(dl; x))]$( :P(sumfb1; : : : ; bjg; prodfa1; : : : ; aig)_ P(prodfa1; : : : ; aig; c1) _: : :_ P(prodfa1; : : : ; aig; ck)_ P(d1; sumfb1; : : : ; bjg) _: : :_ P(dl; sumfb1; : : : ; bjg) )Proof of PQE: To see why this equivalence holds, �rst note that the left hand side is



CHAPTER 7. QUANTIFIER ELIMINATION 121equivalent to 8x[P(x; prodfa1; : : : ; aig) ^ P(sumfb1; : : : ; bjg; x)! (P(x; c1) _: : :_ P(x; ck) _ P(d1; x) _: : :_ P(dl; x))]To make the proof more concise I henceforth refer to prodfa1; : : : ; aig by � andsumfb1; : : : ; bjg by �. PQE then becomes:8x[(P(x; �) ^ P(�; x)) ! (P(x; c1) _: : :_ P(x; ck) _ P(d1; x) _: : :_ P(dl; x))]$ ( :P(�; �) _ P(�; c1) _: : :_ P(�; ck) _ P(d1; �) _: : :_ P(dl; �) )Because the universal condition is hard to visualise I now transform it into anexistential. If we negate both sides of this and then move the negations inwards we get9x[P(x; �) ^ P(�; x) ^ :P(x; c1) ^ : : : ^ :P(x; ck) ^ :P(d1; x) ^ : : : ^ :P(dl; x)]$ (P(�; �) ^ :P(�; c1)^ : : : ^:P(�; ck) ^ :P(d1; �)^ : : : ^:P(dl; �)) (PQE2)The left to right direction is relatively straightforward to demonstrate. It can easilybe derived by making use of the following three principles describing properties of theP relation. 9x[P(�; x) ^ P(x; �)] $ P(�; �) (Pprin1)9x[P(x; �) ^ :P(x; �)] $ :P(�; �) (Pprin2)9x[P(�; x) ^ :P(�; x)] $ :P(�; �) (Pprin3)The right to left direction is more di�cult. We must show that, if the conditionson the right are satis�ed, there must be some region satisfying all the conditions ofthe existentially quanti�ed predicate on the left. It is clear that � itself satis�es theconditions P(x; �) and P(�; x) as well as all the conditions :P(dn; x). However, it doesnot necessarily satisfy the conditions :P(x; cn). To construct a region satisfying allthese conditions we need to add extra bits to � in such a way that the resulting regioncannot be part of any of the c's and we must furthermore ensure that after this additionit still does not contain any of the d's as a part.By applying the principle:P(�; �) $ 9x[P(x; �) ^ :O(x; �)] (POprin)to the literal :P(�; c1) we get 9x[P(x; �) ^ :O(x; c1)]. We let e1 be some regionsatisfying this condition. e1 is disjoint from c1 so clearly if we add it to � then:P(sum(�; en); c1). But we must construct a region that cannot violate any of theconditions :P(dn; x). sum(�; en) would violate one of these conditions if e1 contained



CHAPTER 7. QUANTIFIER ELIMINATION 122that part of dn not contained in � | i.e. if P(di�(dn; �); e1). Thus, rather than justadding e1 to �, we add a part of e1 derived by means of the following principle:8x8y9z[P(z; x) ^ :P(y; z) ; (Pprin4)which says that given any two regions there is always some region which is part ofthe �rst and does not contain the second as a part. If we instantiate this with e1 anddi�(d1; �) we get: 9z[P(z; e1) ^ :P(di�(d1; �); z)].Let e11 denote a region which is an instance of this existential statement. e11 isclearly disjoint from c1 since it is part of e1. Moreover, sum(�; e11) cannot contain d1.However, it could still be the case that sum(�; e11) contains one of the other d's. Thus,we recursively apply Pprin4 to e11 to get a part of e11 which does not contain di�(d2; �)as a part. This will be called e21. Continuing this process we �nally end up with el1;and we can be sure that if this is added to � the resulting region will not include anyof the d's. Also, since el1 must be disjoint from c1 the result will not be a part of c1.We let �1 = sum(�; el1).�1 is part of �, does not contain any of the d's and is not part of c1. To complete theproof we need to successively extend �1 to derive a region which is de�nitely not partof any of the c's and also does not contain any of the d's. Thus to construct �2 we �rstidentify a region e2 which is part of � but not part of c2; we then form the sequence ofregions c12; : : : ; cl2, where cl2 is disjoint from c2 and does not contain any of the regionsdi�(dn; �1). �2 is then equal to sum(�1; el2). After repeating this process for each of thec's we �nally reach �k; and this region satis�es all the literals in the existential formulaon the left of PQE2, so this formula is proved. Hence, the equivalent formula PQE isalso a theorem. �7.3 Limitations and Uses of the ProcedureWe would like to iterate quanti�er elimination transforms to obtain a quanti�er-free formula; buta problem arises when we encounter, in the course of the reduction, a matrix containing both Cand P relations, since we have no way of eliminating a quanti�er from a mixed clause of this kind.Indeed, the undecidability of RCC means that no general quanti�er elimination procedure couldexist. I have studied possible ways of eliminating quanti�ers in various restricted forms of mixedclause. In some cases the elimination is straightforward but in other cases there seems to be no wayto get an equivalent quanti�er free formula, except by introducing additional relational vocabulary.This is not in itself a problem but it means that, for successive iterations of quanti�er elimination,clauses containing an increasingly extended vocabulary of relations must be considered.Despite its limitations, the partial quanti�er elimination procedure described in this chaptercan be used to extend the range of formulae that can be handled by a decision procedure whichemploys one of the 0-order encoding techniques described in chapters 5 and 6. Speci�cally, one canprovide a decision procedure for a language which, as well as allowing one to specify the wide range



CHAPTER 7. QUANTIFIER ELIMINATION 123of spatial relationships that can be encoded directly into S4+ or I+, also allows the assertion ofcertain kinds of quanti�ed clause, whose quanti�ers can be eliminated by applying the equivalencesCQE and PQE as re-write rules, prior to translating into the 0-order encoding.



Chapter 8ConvexityIn this chapter I investigate how the representations described so far may be extended tohandle concepts related to convexity. I �rst present a 1st-order axiomatisation of a convex-hull operator. I then consider how the logical properties of the operator can be encoded intointuitionistic and modal representations.8.1 Beyond TopologyHitherto, I have considered only properties of regions that are purely topological in nature | i.e.properties that are invariant under continuous deformations. Whilst these properties are funda-mental, they cannot provide the basis for a fully comprehensive spatial description language. Afully expressive spatial language would be capable of expressing metrical information, at least of arelative kind | if we introduce an absolute metric unit, we then have a language with the expressivepower of arithmetic and which is not completely axiomatisable.1 The language of elementary pointgeometry with a relative (but not an absolute) metric is completely axiomatisable (See e.g. (Tarski1959) and appendix A);2 but computing inferences within this language is highly intractable.The value of a representation language for AI depends on its expressive power and its tractab-ility. We saw in chapter 6 that it is possible to reason e�ectively with certain topological relations.An obvious question is whether one can �nd a more expressive language which is still tractable; and,more speci�cally, whether one can �nd a tractable language capable of expressing non-topologicalspatial concepts. Such a language would contain one or more primitive concepts that are nottopological in character.Intermediate in expressive power between topology and metrical geometries (such as Euclideangeometry) is a�ne geometry. An a�ne geometry articulates the concept of betweenness but cannotexpress orthogonality or say anything about angular relationships between objects. In this chapterI consider a�ne geometry from the point of view of reasoning in a region-based theory.1Tarski (1956b) demonstrates that a formal geometrical language containing a congruence relation and a unitelement as primitives is, in some sense, maximally expressive.2In fact, several distinct complete geometries can be formulated (see e.g. (Trudeau 1987)).124
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A

B

BFigure 8.1: Illustration of convex-hulls in 2 dimensions8.2 The Convex-Hull Operator, convThe relation of betweenness is intimately connected with convexity: a region is convex if it is closedwith respect to betweenness | i.e. if every point lying between two points in the region is itself inthe region. This thesis is primarily concerned with expressing spatial properties of regions, ratherthan points3 and in a region-based theory it can be argued that convexity is a more primitive notionthan betweenness: to decide whether one region `lies between' two others, one must choose betweena variety of stronger or weaker notions of betweenness (can the regions overlap? must all pointsof the inner region be between the outer regions?); but the property of a region's being convex isnot so ambiguous. Of course a rigorous semantical de�nition of convexity requires regions to beconsidered as subspaces of some a�ne space, so the class of convex regions will be dependent onthe properties of this space. In the purely region based analysis of convexity carried out in thischapter I assume that the axiomatised property of convexity is intended to be consistent with aninterpretation in Euclidean space.Following Randell, Cui and Cohn (1992) I take the convex-hull operator, conv, as a primitivefunction mapping regions to their convex-hulls. By the convex-hull of a region is meant the smallestconvex region of which it is a part. If one were to stretch an elastic membrane round a region thenthe convex-hull would be the whole of the region enclosed.4 Figure 8.1 shows convex-hulls of tworegions in 2 dimensions (region B is a two piece region).The conv function and a predicate, CONV, true of convex regions, are inter-de�nable:CONV(x) �def (x = conv(x))(conv(x) = y) �def CONV(y) ^ 8z[(CONV(z) ^ P(x; z)) ! P(y; z)]There are many possible ways in which a ternary relation Between(x; y; z), read `y is between xand z', could be de�ned in terms of conv. These capture di�erent precise senses of the, somewhatambiguous, natural concept of betweenness. Most of the ambiguity of `betweenness' arises inconnection with its application to extended bodies rather than points.5 A very weak de�nition of3For an axiomatic and algebraic analysis of computing convex-hulls of sets of points see (Knuth 1992).4One might say the term is slightly inappropriate, since `hull' normally refers to an outer shell, rather than avolume or area.5The intuitive meaning of the betweenness relation on points leaves little scope for ambiguity, except that we



CHAPTER 8. CONVEXITY 126betweenness is the following:W Between(x; y; z) �def P(y; conv(sum(x; z))) :W Between could itself be taken as primitive and CONV could then be de�ned byCONV(x) �def 8y[9v9w[(P(v; x) ^ P(w; x) ^ W Between(v; y; w))] ! P(y; x)] :W Between does not really capture the intuitive notion of betweenness because it allows casessuch as where y is in a cavity of x which is on the opposite side of x to that facing z. It also allowsy to overlap or even be part of either x or z. Before giving a better de�nition we need to be clearabout the main aspects of ambiguity in the concept. One source of ambiguity concerns whetherthe regions involved may overlap. Probably the most natural way to settle this is to require thaty cannot overlap either x or z but allow that x and z may possibly overlap. A second source ofambiguity is whether y must be completely between x and z or may be only partly between them.Both senses are easy to de�ne but it seems most straightforward to de�ne partial betweenness�rst:P Between(x; y; z) �def :O(x; y) ^ :O(z; y) ^9x09z0[P(x0; x) ^ P(z0; z) ^ CONV(x0) ^ CONV(z0) ^ O(y; conv(sum(x0; z0)))] :We can then say that y is (completely) between x and z, if every part of y is partially betweenthem: Between(x; y; z) �def 8y0[P(y0; y) ! P Between(x; y0; z)] :Interestingly, CONV can be de�ned from Between in exactly the same way that it is de�ned fromW Between.8.2.1 Containment Relations De�nable with convA large number of new binary relations can be de�ned in terms of the conv together with otherRCC relations. For example Randell, Cui and Cohn (1992) give the following de�nitions of threepossible containment relations which form a disjoint and exhaustive partition of the DR relation:6� INSIDE(x; y) �def DR(x; y) ^ P(x; conv(y))� P-INSIDE(x; y) �def DR(x; y) ^ PO(x; conv(y))� OUTSIDE(x; y) �def DR(x; conv(y))may wish to distinguish between strict betweenness, where y may not be equal to x or z, and the weaker version(used in Tarski's Elementary Geometry | see appendix A), which does allow this possibility.6It may be argued that, for many purposes, relations involving convex-hulls are most informative when we areconsidering non-overlapping regions. Such regions can correspond to discrete physical bodies, regarding which wewill often be interested in spatial properties that are much more complex than simply whether or not the regionstouch.
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INSIDE_INSIDEi_ECFigure 8.2: Nine re�nements of ECRandell, Cui and Cohn (1992) use these relations to di�erentiate a set of 24 relations whichcan hold among any two regions. The relationship between overlapping regions is simply describedin terms of one of six possible RCC-8 relations. For EC and DC regions we additionally specifythe two containment relations R(x; y) and R0(y; x), where R;R0 2 fINSIDE;P-INSIDE;OUTSIDEg.For DR regions each of the resulting nine combinations of R and R0 is possible | the EC cases areillustrated in �gure 8.2. This yields a set consisting of 6 + 9 + 9 = 24 JEPD relations. However,if two regions are �nite and mutually INSIDE each other, then because of axiom 8.3 they cannotbe DC; so, in the case where the regions are required to be �nite, only 23 of these relations arepossible. This set is known as RCC-23.Following (Randell, Cui and Cohn 1992) I represent the RCC-23 relations that are specialisa-tions of EC and DC by expressions of the form [�1; �2; � ](x; y), where �1 is either `I', `P' or `O'according as either INSIDE(x; y), P-INSIDE(x; y) or OUTSIDE(x; y); �2 refers to the correspondinginverse relation (i.e. one of these 3 relations but with the arguments reversed); and � is either `D'or `E' according to whether the regions are completely disconnected or externally connected. Thus,for example, [P; I;E](x; y) means that P-INSIDE(x; y), INSIDE(y; x) and EC(x; y).More generally by combining basic RCC-8 relations with the conv operator we can specify alarge number of relations by means of expressions of the formR1(x; y) ^ R2(x; conv(y)) ^ R3(conv(x); y) ^ R4(conv(x); conv(y)) :Although there are 84 = 4096 di�erent expressions of this form, the logical properties of convexitymean that many of these are equivalent | indeed, many are equivalent to the empty/impossiblerelation, ?(x; y). The number of distinct relations expressible in this way has not yet been de-termined; but, despite the equivalences, it is clearly quite large.8.3 1st-Order axioms for convIn order to construct a logical language in which the operation of forming the convex-hull of a regionis incorporated into the vocabulary, it is necessary to understand and formalise the logical propertiesof the new operator. An obvious starting point is to specify fundamental properties of the convex-hull operator in 1st-order logic. I give seven axioms specifying important properties of conv.7For readability I make use of the CONV predicate de�ned above (section 8.2). I also introduce a7Earlier versions of the axioms can be found in (Randell, Cui and Cohn 1992, Bennett 1994b, Cohn 1995).



CHAPTER 8. CONVEXITY 128predicate Fin(x) to assert that x is �nite. This is needed to express a property of convexity thatonly holds for �nite regions.8 I shall not assume any speci�c set-theoretic interpretation of regions.My intention is that the axioms should be compatible with any of the possible interpretations ofRCC described in section 3.5.8x[TP(x; conv(x)) _ (x = u)] (8.1)8x8y[P(x; y) ! P(conv(x); conv(y))] (8.2)8x8y[(Fin(x) ^ (conv(x) = conv(y))) ! C(x; y)] (8.3)8x8y[conv(x + conv(y)) = conv(x+ y)] (8.4)8x8y[CONV(conv(x) � conv(y))] (8.5)8x8y[DC(x; y)! :CONV(x+ y)] (8.6)8x8y[(NTPP(x; y) ^ :(conv(x) = u))! :CONV(y � x)] (8.7)Axiom 8.1 states the obvious fact that a region must be a tangential part of its convex hull. Anexception to this requirement is the universal region, u: if u is convex then it will be equal to itsown convex-hull; but TP(u; u) is false (at least under the de�nition of TP given by Randell, Cuiand Cohn (1992)). If u is not convex then conv cannot be a total function. Axiom 8.2 expresses amonotonicity property: taking convex-hulls preserves parthood relationships. Axiom 8.3 ensuresthat any two �nite regions having the same convex hull must be connected.9 The next three axiomsconnect the properties of convexity to the Boolean functions. Axiom 8.4 says that if we take theconvex hull of a sum, then any convex-hull operators on the summands are redundant. Axiom 8.5asserts that the intersection of any two convex regions must itself be convex. Axiom 8.6 expressesthe obvious fact that the sum of two DC regions cannot be convex. Axiom 8.7 expresses a similarproperty: that shapes with interior holes cannot be convex. The condition :(conv(x) = u)) rulesout anomalous counter-examples, where the complement of a convex region is subtracted from utoyield a convex region.This list is not guaranteed to be a complete axiomatisation of the conv operator. It is verydi�cult to be sure that a set of axioms fully captures a concept unless we have a formal model(or set of models) within which the concept is de�ned and show that the axioms are sound andcomplete with respect to that model (those models). Investigating such models is the subject ofongoing work. Short of proving completeness, we can gain con�dence in our axiom set by showingthat expected properties of convexity can be derived from our axiom set. For instance the following8Introduction of the Fin predicate is methodologically dubious, since �nitude is not 1st-order axiomatisable.Nevertheless, for present purposes it is convenient to assume Fin as primitive, in order to state one of the propertiesrequired of the convex-hull function under its intended interpretation.9It might be imagined that certain �nite, but in�nitely complex, regions could have the same convex-hull andyet not be connected. However, I have not been able to �nd a reasonable set-theoretic interpretation in which thiscan occur.



CHAPTER 8. CONVEXITY 129theorems are quite easy to prove:108x[conv(conv(x)) = conv(x)] (from 8:5) (8.8)8x8y[P((conv(x) + conv(y); conv(x+ y))] (from 8:2)11 (8.9)The �rst of these expresses the simple fact that applying the convex hull operator a second timein succession is redundant and the second asserts the distributivity of conv and + with respect toP. Since these properties are very simple, we originally included them in our axiom set. It maystill be the case that one or more of our current axioms is derivable from the rest.Apart from the implicit existential import of the conv function itself, all the conv axioms givenso far are universal in nature. However, one might expect there to be other existential axiomsinvolving convexity. Indeed, since the domain of regions in the RCC theory is atomless, it seemsreasonable to require that every region has both convex non-tangential proper parts and convextangential proper parts:8x9y[NTPP(y; x) ^ CONV(y)] and 8x9y[TPP(y; x) ^ CONV(y)]8.4 Encoding conv(x) in I+In (Bennett 1994b) I described a method of reasoning about convexity by means of a meta-levelextension of the intuitionistic encoding described in chapter 6. The language I+, is extended to alanguage I+conv, in which, as well as having ordinary constant symbols ci denoting regions, one canalso employ terms conv(ci) to refer to the convex hull of the region ci. Here, conv is to be regardedas a meta-level syntactic device rather than a real function symbol: the I+ reasoning algorithmsimply treats conv(ci) as an atomic constant. The meaning of conv is then characterised by anadditional meta-level reasoning mechanism which enforces constraints associated with convexity.The constraints enforced in my original system correspond to the following axiom set:1. 8x[conv(conv(x)) = conv(x)]2. 8x[TP(x; conv(x))]3. 8x8y[P(x; y) ! P(conv(x); conv(y))]4. 8x8y[(conv(x) = conv(y)) ! C(x; y)]This set amended and slightly extended a previous axiom set that had been given in (Randell, Cuiand Cohn 1992); however, as we saw in section 8.3, it is now clear that further axioms are neededto adequately characterise conv. It is also known that the last of these axioms only applies to �niteregions. Nevertheless, it is worth describing how the limited axiom system can be enforced andconsidering how this approach could be extended to take account of additional properties of conv.Observe that none of the axioms contains any Boolean operators and also that in our exten-ded I+ the conv pseudo-operator can only be applied to an atomic constant. Consequently the10Thanks to Stephano Borgo.11Conversely, 8.2 can be derived from 8.9. I prefer to take the former as an axiom, since it does not involve anyBoolean operators.



CHAPTER 8. CONVEXITY 130relationships possible between Boolean combinations of region constants and/or their convex hullsare not in any way constrained by the limited axiom set.12 Moreover, since all the axioms areuniversal (apart from the implicit existential import of the conv function) they are equivalent tothe sets of all their ground instances. In determining whether a set of spatial facts stated in I+convis consistent with the axioms, the only instances of the axioms which can be relevant are thosewhere the variables are replaced by constants occurring in the facts. We thus treat the 1st-orderaxioms as schemas and instantiate them in all possible ways using the region constants occurringin the spatial facts under consideration. This will result in a �nite number of ground constraints.We must now consider how to test whether the facts are consistent with the additional convexityconstraints. Axiom 1 can have no e�ect on consistency since expressions of the form conv(conv(x))do not occur in I+conv | indeed the axiom tells us that there is no reason why we should need toemploy such expressions. The constraints arising from axiom 2 can immediately be translated intoI+ formulae, just as any other TP relation. Instances of axioms 3 and 4 are of most interest andillustrate a general method by which I+ could be extended. We see that each of these is a simpleBoolean combination of topological constraints (P, = and C) that can be directly represented in I+.These Boolean combinations of I+ expressible constraints can be interpreted at the meta-levelin terms of Boolean combinations of I+ consistency problems. For example if we have a set offacts � expressible in I+ and add to these a fact  , such that  � �1 _ �2, where both �1 and�2 are expressible in I+, then the set of facts f�;  g is consistent if and only if either f�; �1g isconsistent or f�; �2g is consistent. However, it is clear that the number of I+ consistency checksrequired to test consistency of a spatial situation description, involving Boolean combinations ofI+ expressible conditions, is exponential in the number of disjunctions occurring in these Booleancombinations. Moreover, since enforcing axioms such as the conv axioms requires one to considerall possible instantiations over the regions mentioned in the situation description, the number ofdisjunctive constraints may be quite large.Treatment of axioms 3. and 4. is encompassed by a general procedure which enables enforcementof all axioms of the form: 8x1; : : : ; xn[�(x1; : : : ; xn) ! 	(x1; : : : ; xn)];where �(x1; : : : ; xn) and 	(x1; : : : ; xn) specify situations which can be described by means of I+.To test whether a given I+ situation description satis�es such an axiom an iterative �xed-pointmethod can be used:1. Test the I+ description for consistency. If it is inconsistent, stop.2. Check whether any instance of the antecedent is entailed by the I+ description. This involvestranslating �(: : :) into I+ and substituting all combinations of constants occurring in thedescription for the free variables. If any such instance is entailed, add the corresponding I+representation of 	(: : :), under the same substitution, to the description.12In a more complete set we would have axioms such as 8.4, which relates conv to the Boolean sum operator.



CHAPTER 8. CONVEXITY 1313. Check whether any instance of the consequent is inconsistent with the I+ description |i.e. translate 	(: : :) into I+ and substitute all combinations of constants occurring in thedescription for the free variables. If any such 	(: : :) is inconsistent, add the correspondingI+ representation of the negation of �(: : :), under the same substitution, to the description.4. If no new information was added by steps 2 and 3, stop: the situation is consistent with theaxiom. Otherwise, go to 1 to test the new extended I+ description.This process must terminate; and if the �nal situation description is still consistent then theaxiom is satis�able, since for all substitutions either the antecedent is not entailed by the descriptionor the consequent has been explicitly added; and the consequent is either consistent with thedescription or the negation of the antecedent has been added. Clearly the convex-hull axioms 3.and 4. are of the form which can be captured in this manner. In fact, since their antecedents aresimple, they can be enforced quite e�ciently.In section 9.2.3 I shall present a table of compositions of the RCC-23 relations, which wascomputed using the I+ reasoning algorithm given in chapter 6, augmented with the meta-levelreasoning for conv which has just been described. A full discussion of relational composition canbe found in the next chapter.8.5 Modal Representation of ConvexityWe have seen how the topological interior function corresponds to the S4 modal box operator.Such a correspondence may suggest that other useful functions of spatial regions can be capturedby modal operators in a 0-order calculus. In the remainder of this chapter I specify a multi-modallanguage with a convex hull operator.13 This language contains usual classical connectives (whichwill be interpreted algebraically in accordance with section 4.2) plus three modal operators:| an interior operator, constrained to behave exactly as the S4 modality,� | the strong-S5 operator,
 | the convexity operator, whose properties are to be speci�ed.To �x the meaning of the new operator, we need to �nd 0-order axiom schemata (or rule schemata)to enforce the desired properties of 
. These schemata will correspond to the 1st-order axiomsgiven above. I do not know of a general method for performing this kind of transformation andit seems unlikely that such a method exists. However, in each case we can see that under thealgebraic interpretations of the logical operators the schemata are equivalent to the axioms.The schema corresponding to axiom 1 is very simple:

X $ 
X (Sch1)13This material is a slight revision of what I presented in (Bennett 1996b).



CHAPTER 8. CONVEXITY 132Axiom 2 is a little harder to represent as a modal schema. TP(X;Y ) means that X is atangential part of X. This holds if either X is a tangential proper part of Y or X is equal to Y .Thus to represent this we use the encoding for TPP(X;Y ) given in table 5.8 but drop the secondentailment constraint Y ! X which would ensure that X and Y are non equal. Hence, using thestrong-S5 � rather than the model/entailment-constraint distinction, axiom 2 can be representedby the schema �(X ! 
X) ^ :� (X ! 
X); (Sch2)which says that all regions are part of their convex-hull but not part of the interior of their convex-hull. We may note that the initial � in the �rst conjunct is redundant, since it is implicit in modalaxiom schemata that they are true in all possible worlds | or, in the context of algebraic semantics,that their denotation is U .Axiom 3, which states that if X is part of Y then 
X is part of 
Y can be represented by�(X ! Y ) ! (
X ! 
Y ): (Sch3)This requires some explanation. In general, where we have a 1st-order axiom of the form p ! q,this will be translated by �� (p) ! � (q) (where � (�) is the representation of �), which ensures thatif � (p)= U then � (q)= U . Note that we do not need �� (p) ! � � (q) because the antecedentmust either denote ;, in which case the schema is trivially satis�ed, or it denotes U , in which theconsequent must also denote U . If we were to write simply � (p) ! � (q) this would represent thestronger requirement that � (p) is always a subset of � (q) whether or not � (p) = U .Using a similar transformation axiom 4 can be straightforwardly represented by:�(
X $ 
Y ) ! :� :(X ^ Y ) (Sch4):� :(X ^ Y ) corresponds to the entailment constraint representing C(X;Y ) and asserts that Xand Y share at least one point.Finally axiom 5 can be straightforwardly captured by:
(
X ^ 
Y ) $ (
X ^ 
Y ) (Sch5)It should be noted that the strong-S5 operator, �, is not needed if we specify the logic by meansof rule schemata rather than only axiom schemata. For example, Sch3 becomes:` X ! Y [
 Mon]` 
X ! 
Ywhich tells us that 
 is monotonic with respect to the part relation (i.e. ! ).The second conjunct of Sch2 would correspond to the rule:` X ! 
X [
TP]` ?



CHAPTER 8. CONVEXITY 133and Sch4 to the rule: ` (
X $ 
Y ) ^ :(X ^ Y ) [$
C]` ? :8.5.1 Practicality of the Modal RepresentationThe possibility of specifying convex-hull as a modal operator illustrates the potential expressivepower of multi-modal formalisms as representations for spatial information. However, whethersuch logics could actually be used as vehicles for e�ective reasoning remains debatable. As in thecase of the simpler S4+ and I+ representations of purely topological relations, it is likely that,by limiting the range of formulae that can be employed to simple syntactic forms, one might beable to construct e�ective decision procedures for some sub-language of this multi-modal languageof convexity. The crucial question is whether useful expressive power can be provided within atractable representation.



Chapter 9Composition Based ReasoningOriginating in Allen's analysis of temporal relations, the use of Composition Tables has becomea key technique in providing an e�cient inference mechanism for a wide class of theories. Inthis chapter I examine compositional reasoning in general and its use in spatial reasoning. Ipresent composition tables for several important sets of RCC relations including the RCC-23 relations (introduced in section 8.2.1). This table was computed using the intuitionisticencoding described in chapter 1 together with the meta-level encoding of convexity axiomsspeci�ed in section 8.4. Finally I look at the formalism of Relation Algebra and show howit allows algebraic de�nition of the RCC-8 relations in terms of the primitive connectednessrelation.9.1 Composition TablesA compositional inference is a deduction, from two relational facts of the forms R(a; b) and S(b; c),of a relational fact of the form T (a; c), involving only a and c. Such inferences may be useful intheir own right or may be employed as part of a larger inference mechanism, such as a consistencychecking procedure for sets of relational facts. In either case, one will normally want to deduce thestrongest relation T (a; c) that is entailed by R(a; b) ^ S(b; c) and which is expressible in whateverformalism is being employed.In many cases the validity of a compositional inference does not depend on the particularconstants involved but only on logical properties of the relations R, S and T . Where this is so itmakes sense, from a computational point of view, to record the compositions of pairs of relations,so that the result of a compositional inference can simply be looked up when required. Thistechnique is particularly appropriate where we are dealing with relational information involving a�xed set of relations. One can then store the result of composing any pair from a set of n relationsin an n � n composition table. The simplicity of this idea makes it very attractive as a potentialmeans of achieving e�ective capabilities for reasoning about any domain within which signi�cantinformation can be represented by a limited set of binary relations. Since their introduction by134



CHAPTER 9. COMPOSITION BASED REASONING 135Allen (1983) composition tables1 have received considerable attention from researchers in AI andrelated disciplines (Vilain and Kautz 1986, Egenhofer and Franzosa 1991, Freksa 1992a, Randell,Cohn and Cui 1992a, R�ohrig 1994, Cohn, Gooday and Bennett 1994, Schlieder 1995).Given a set Rels of binary relations a composition table can be identi�ed with a mappingCT : Rels � Rels ! 2Rels | i.e. if R1 and R2 are elements of Rels, then the value of CT (R1; R2)is a subset of Rels, which is the composition table entry for the pair hR1; R2i. The set Rels willbe called the basis set of CT . Clearly, if there are n relations in Rels then the composition tablefor Rels can be represented by an n� n array or table. In fact, because of the nature of relationalcomposition, such an array is a very ine�cient way to store this information. I described theredundancy inherent in composition tables in (Bennett 1994a) and an abbreviated version of thismaterial is included as appendix D of this thesis.For many purposes a composition table entry is associated with a disjunctive relation. Becauseof this it is convenient to be able to write a set of relation names as if it were the name of adisjunctive relation. ThusfR1; : : :Rng(a; b) means �xy[R1(x; y) _: : :_ Rn(x; y)](a; b) :It is usual to assume that the elements of Rels form a JEPD partition of the possible relations whichcan hold between pairs of objects in the domain under consideration (i.e. every pair of objects inthe domain is related by exactly one of the members of Rels). Under these conditions any Booleancombination of relations is equivalent to a disjunction of members of Rels.The precise meaning of a composition table depends to some extent on the context in which itis employed. Sometimes it is a record of certain kinds of consequence of some underlying theorywhich may already be fully or partially formalised. Alternatively, the speci�cation of a compositiontable may precede the development of a formal theory of the relations involved and is an initialstep in specifying the theory of some set of intuitively understood relations. In either case, thefundamental mode of reasoning encoded in a composition table is to test consistency of triads ofrelations of the forms R(a; b), S(b; c), T (a; c), where R;S; T 2 Rels: such a triad is consistent ifand only if T 2 CT (R;S).Compositional reasoning can be generalised to the case where one composes relations whichare themselves disjunctions. Here it is usually assumed that the composition of two disjunctiverelations R(a; b) and S(b; c) is simply the disjunction of all possible compositions Ri(a; b) andSj(b; c), where Ri and Sj are respectively disjuncts of R and S. Thus, the domain of the functionCT can be extended to disjunctive relations as follows:CT (R;S) =def [ij CT (Ri; Sj) :If R(a; b), S(b; c) and T (a; c) are disjunctive relations then by computing the generalised com-position of R and S it may be found that some of the disjuncts of T are not possible. Eliminating1In fact Allen called his table a `transitivity table' but `composition table' is arguably more appropriate and itseems that this is becoming the standard term.



CHAPTER 9. COMPOSITION BASED REASONING 136such disjuncts can be regarded as a generalisation of the simple triad consistency checking proced-ure for non-disjunctive relations. The more general composition rule for disjunctive relations canbe formally speci�ed by the following inference rule schema:R(a; b) ^ S(b; c) ^ T (a; c) [Comp](CT (R;S) \ T )(a; c)If T � CT (R;S) no new information is generated, otherwise T (a; c) is replaced by the strongerrelation (CT (R;S) \ T )(a; c). If CT (R;S) is disjoint from T then an inconsistency has beendetected.Repeated application of the inference rule Comp is known as `compositional constraint propaga-tion'. It is clear that, given any set of instances of the disjunctive relations over Rels, after repeatedapplication of Comp, one will either generate an inconsistency or reach a state where no new in-formation can be generated by Comp. If an inconsistency has been detected we can say that therelation set is inconsistent with respect to CT , otherwise it is consistent with respect to CT .9.1.1 Soundness and Completeness of a Composition TableThe issue of the conditions under which a composition table can provide a complete consistencychecking procedure for relational facts was raised and discussed by Bennett, Isli and Cohn (1997).The notions of soundness and completeness of a composition table appeal to some underlying theoryor intuition of the meanings of the relations involved. To say that a composition table is sound isto say that, whenever a set of relations is determined by that composition table to be inconsistent,then that set of relations is indeed inconsistent with the underlying theory or intuition. Likewise, acomposition table is complete (perhaps one should say `refutation complete') if, whenever a set ofrelations is inconsistent with the background theory/intuitions, this can be detected by referenceto the composition table.These ideas need to be made more precise. I stipulate that:� A composition table CT for a relation set Rels is sound w.r.t. some (possibly unformalised)theory � if, whenever we �nd among some set of instances of Rels a triad R(a; b), S(b; c),T (a; c), such that T 62 CT (R;S), then this set of instances is inconsistent with �.To make the completeness property fully precise we �rst need the following de�nition: a set ofrelation instances is total if every pair of constants occurring in these instances occur together inexactly one instance | i.e. every pair of constants are uniquely related.2 I then say that:� A composition table CT for a relation set Rels is (refutation) complete w.r.t. some (possiblyunformalised) theory � if, whenever some total set S of instances of Rels is inconsistent with�, we can �nd relations R(a; b), S(b; c), T (a; c) 2 S, s.t. T 62 CT (R;S).2If a set of relation instances is not total this means that some pair of constants are not constrained by anyrelation. Any pair of unconstrained constants are implicitly related by the universal relation (>(x; y)). When weare dealing with a JEPD relation set Rels, the universal relation is just the disjunction of all relations in Rels. Thismeans that a non-complete set of relation instances contains implicit disjunctive relations. The requirement thatthe relation set is total, can then be seen as part of the requirement that the relation set is non-disjunctive.



CHAPTER 9. COMPOSITION BASED REASONING 137Suppose a composition table is sound and complete with respect to � for non-disjunctiverelations; does this mean that by employing compositional constraint propagation (i.e. repeatedapplication of Comp) we get a consistency checking procedure which is sound and complete (w.r.t.�) for disjunctive relations? It is quite easy to show that compositional constraint propagationmust be sound if triad consistency checking for non-disjunctive relations is sound. This is because,given any relations R(a; b), S(b; c) and T (a; c), the rule Comp only eliminates those disjunctsof T that are inconsistent with any possible non-disjunctive strengthening of R and S. However,compositional constraint propagation is not in general complete. The problem is that although eachtriad of disjunctive relations between three constants may be consistent, there may be no singlenon-disjunctive specialisation of all the disjunctive relations such that every triad is consistent.On the other hand if a composition table is complete for non-disjunctive relations, this doesalways yield a complete refutation procedure for disjunctive relations by use of a back-trackingsearch algorithm. Clearly a set of disjunctive relation instances is consistent just in case there issome non-disjunctive strengthening of these instances which is itself consistent. This can alwaysbe found by exhaustive search of all possible combinations of non-disjunctive specialisations ofthe disjunctive relations. Computationally, this method requires time which is exponential in thenumber of disjunctions, whereas the application of compositional constraint propagation requiresonly O(n3) time, where n is the number of constants occurring in the set of relations to be tested.Consequently there has been much interest in discovering speci�c sets of disjunctive relations forwhich the compositional constraint propagation method is indeed complete (Vilain and Kautz1986, Nebel 1995a, Nebel 1995b, Renz and Nebel 1997). In the rest of this chapter I shall not bemuch concerned with the tractability of reasoning with disjunctive relation sets; so my attentionwill be largely con�ned to total sets of non-disjunctive relations.9.1.2 Formal Theories and Composition TablesIn the previous section, the properties of soundness and completeness of a composition table werede�ned on the assumption that one has some method of testing consistency of sets of groundrelations. If the basis relations are de�ned in some formal theory then this can be tested by meansof some refutation proof procedure for the logical language in which the theory is formulated. Ishall now look in more detail at how a composition table can be computed from a formal theoryand what the table means in terms of the theory. We shall see that the possibility of specifying asound and complete composition table for a set of relations, with respect to some theory, dependsupon certain properties of that theory.Although the de�nitions of composition table soundness and completeness in terms of consist-ency seem at �rst sight to be very straightforward, when we try to describe exactly how compositiontable entries should be logically deduced from a formal theory, certain di�culties arise. At theheart of these problems is the way in which the compositional properties of relations should beabstracted from properties of ground instances of these relations. Whilst compositional reason-ing and its soundness and completeness are characterised in terms of ground instances, the table



CHAPTER 9. COMPOSITION BASED REASONING 138itself contains only relation names. Because of this, if a composition table is to be coherent, thelogic of relational composition must be in some sense homogeneous with respect to the domain ofindividuals.Let us assume that the essential characteristic of a composition table is its ability to discriminatebetween consistent and inconsistent triads of relations. This leads to the following stipulation forthe composition function:� CTdef: Given a theory � in which a set Rels of base relations is de�ned, the composition,CT (R;S) (where R;S 2 Rels), is the set of all relations Ti 2 Rels, for which the formula9x9y9z[R(x; y) ^ S(y; z) ^ Ti(x; z)] is consistent with �.Here I have used existential quanti�cation to indicate that, if the combination R(x; y) ^S(y; z) ^ Ti(x; z) is possible for any three individuals in the domain, then Ti must be includedin the composition of R and S. This ensures soundness of the composition table since only triadsthat are impossible under any instantiation are ruled out by the composition table.However, it is not at all clear that this de�nition gives rise to a complete composition table.One possible problem occurs if we consider a language containing constants denoting entities withspecial logical properties (e.g. the universal region, denoted by u in the RCC theory): if the factsR(x; y) and S(x; y) involve one of these constants, certain possibilities for the relation T (x; z)might in this case be impossible; and, in such special cases, the compositional inference justi�edby the composition table would be too weak to ensure completeness. Even if our language doesnot contain special constants, it is still by no means obvious that compositional reasoning providesa complete refutation procedure. It may be that there are theories and relation sets for which onemay have a total network of relation instances which is inconsistent even though every triad ofthese instances is consistent with the theory.Nevertheless, COMPdefmust surely be the correct de�nition of the CT function: any strongerde�nition would be unsound because it would tell us that some triad of relations is impossible whenin fact there is at least one instantiation for which it is possible. Consequently we must identifyconditions under which COMPdef yields a composition table which is complete with respect to �.To this end I introduce the concept of k-compactness applicable to a relation set relative to a theory,within which the relations are de�ned.3A relation set Rels is k-compact w.r.t. a theory � i�: for any total network of instancesof Rels, the network is inconsistent with � i� it includes a sub-network of size k or less,which is inconsistent with �.For some sets of relations we may �nd that there can be arbitrarily large inconsistent (total)networks all of whose sub-networks are consistent. We say that these are not �nitely compact. Ifthere can be an in�nite inconsistent network with no �nite inconsistent sub-network the relationset is not compact at all.43This concept was �rst introduced in (Bennett et al. 1997).4My notion of compactness is directly analogous to that which is applied to logical languages: such a languageis compact if every inconsistent set of formulae has a �nite inconsistent subset.



CHAPTER 9. COMPOSITION BASED REASONING 139From the de�nition of k-compactness it immediately follows that a composition table for a setof relations Rels can be complete only if Rels is 3-compact with respect to �. Furthermore, if we areconcerned with a language in which all individual constants are arbitrary (i.e. we have no constantsreferring to particular individuals with special properties), then, if Rels is 3-compact with respectto �, the composition table for Rels constructed according to COMPdef must be complete withrespect to �.Not all relation sets are 3-compact: consider a theory in which individuals have the propertiesof equal sized discs in the plain and a set of relations including the relation of external connection.The theory requires that any given circle can be externally connected to a maximum of six othercircles (this could be speci�ed directly as an axiom of the theory or could be a consequence ofthe axiom set). Hence, a situation in which seven regions are all mutually externally connected isinconsistent; but this cannot be detected by checking any triad of relations between three regions.5Hence, no set of relations including a relation of external connection can be 3-compact with respectto this theory.9.1.3 The Extensional De�nition of CompositionThe notion of 3-compactness yields a precise speci�cation of what relationship is necessary betweena set of relations and a theory in order that one might construct a complete composition table forthat relation set. However, being stated in terms of the relationship between local and overall con-sistency, this speci�cation is essentially meta-theoretic. Establishing 3-compactness will typicallyinvolve �rst showing that some class of models is canonical for the theory (i.e. every consistentset of relational constraints has a model in this class which is consistent with the theory); andthen demonstrating (by reasoning about these models) that, if there is a model which is locallyconsistent with every triad of relational constraints, there must also be a model which is consistentwith the whole set of constraints. Such proofs are often di�cult and very much dependent onthe speci�c relational theory under consideration. Hence, it would be very desirable to have somegeneral criteria for 3-compactness that could be stated in terms of the theory in question. It seemsplausible that one might be able to demonstrate that, given a set of relations and a theory, therelations are 3-compact with respect the theory just in case certain formulae are theorems of thattheory.A promising approach to this problem is to try to cast the requirements of 3-compactness (andhence composition table completeness) in terms of the operation of extensional composition, whichis de�nable within any 1st-order theory. This operation is based on the following de�nition of thecomposition of two relations which is standard in set theory:� EXCOMPdef: Let R1 be a relation from A to B and R2 be a relation from B to C (i.e.A, B and C are sets, R1 � A � B and R2 � B � C). Then the composition of R1 with R2,(R1;R2) is the set of all ordered pairs, ha; ci 2 A�C, such that, for some b 2 B, ha; bi 2 R1and hb; ci 2 R2.5This example is described in (Cui, Cohn and Randell 1993).



CHAPTER 9. COMPOSITION BASED REASONING 140In 1st-order logic the extensional composition operator can be de�ned by:8x8y[(R;S)(x; y) $ 9z[R(x; z) ^ S(z; y)]] (ExComp)This de�nition is strictly stronger than the consistency-based de�nition: not only does it ensurethat whenever R(a; b) and S(b; c) hold (R;S)(a; c) must also hold; it also requires that, whenever(R;S)(a; c) holds, there must exist some region, say b, s.t. R(a; b) and S(b; c). In fact the infer-ence from R(a; b) and S(b; c) to (R;S)(a; c) must be the strongest compositional inference that isvalid for any arbitrary constants a, b and c. Since b is arbitrary our premisses are equivalent to9z[R(a; z) ^ S(z; c)] and we can instantiate ExComp to get (R;S)(a; c) $ 9z[R(a; z) ^ S(z; c)].Hence, the conclusion (R;S)(a; c) is logically equivalent to the premisses and any inference to astronger relation T (a; c) would be unsound.If a composition table CT satis�es the consistency-based de�nition of composition CTdef, itis easy to show that the extensional composition (R;S) always denotes a relation whose extensionis a subset of that of CT (R;S). This means that for each composition table entry the followingformula is provable: 8x8y[(R;S)(x; y) ! CT (R;S)(x; y)]Unlike CT (R;S), the relation (R;S) need not necessarily be equivalent to some disjunction of a�xed set of base relations. If not then CT (R;S) must be strictly weaker than (R;S). Nevertheless,for a particular theory and set of relations, it may be that consistency-based composition coincideswith the extensional de�nition | i.e.8(R;S 2 Rels)[8x8y[CT (R;S)(x; y) $ (R;S)(x; y)] ] :Since CT (R;S) is always simply a disjunction of relations taken from Rels, this formula can onlybe true if the set of disjunctive relations over Rels is closed under the extensional compositionoperator.In (Bennett et al. 1997) it was suggested that if CT is not extensional (i.e. CT (R;S) is weakerthan (R;S) for certain relations) then this must mean that information is lost when (consistency-based) compositions are computed via CT ; and consequently that if consistency of a networkis tested solely by propagation of constraints imposed by a non-extensional composition tablewe may �nd that it seems to be consistent when it is actually inconsistent. This conjecture issupported by the fact that (R;S) gives the strongest possible compositional inference that is soundfor arbitrary arguments. However, the conditions under which extensional composition provides arefutation-complete proof procedure have themselves not been established;6 nor is it certain thatthere cannot be sets of relations for which a weaker form of compositional inference might berefutation-complete. Until these issues have been resolved, the connection between extensionalcomposition and composition table completeness is not clear.To clarify the preceding remarks it may be helpful to consider the case of the Allen relations.In his original presentation of a composition table for temporal relations Allen (1983) appears6That the basic relations are JEPD and that they include equality are conditions that seem likely to be important.



CHAPTER 9. COMPOSITION BASED REASONING 141to employ a consistency based interpretation of composition table entries. However, a 1st-ordertheory of temporal intervals was later given by Allen and Hayes (1985) and this theory justi�esextensional interpretation of the Allen composition table. (Ladkin 1987) showed that these axiomsare also faithful to the intended interpretation, in that their models are (isomorphic to) structures ofintervals over an unbounded linear order. The 3-compactness can then be established by analysingthese models in the light of Helly's theorem.7 What is not clear is whether there is a connectionbetween the fact that the Allen relations are 3-compact and the fact that the disjunctive Allenrelations are closed under extensional composition.9.1.4 Composition Tables and CSPsA framework for problem solving that has received a great deal of attention from AI researchers isthat of Constraint Satisfaction Problems (CSPs) (Mackworth 1977, Tsang 1993). A CSP consistsof a set of variables and a set of constraints on possible values of these variables. These constraintscan be regarded as a set of tuples of possible assignments (perhaps not explicitly given but checkedon demand by some procedure) or as speci�ed by some theory. The type of reasoning involvedin solving a CSP has much in common with that employed in consistency checking by means ofcompositional reasoning. Although constraints of time and space permit only a very brief lookat CSPs to be included in the current thesis, they may prove to be a powerful tool for spatialreasoning.There are two ways in which the notion of a composition table can be assimilated into theframework of CSPs. One is to treat the composition table as a set of ternary constraints onvariables ranging over relation names (see e.g. (Grigni, Papadias and Papadimitriou 1995)). Thus,for each (ordered) pair of objects, hx; yi, the CSP has one variable, v(x; y), whose domain is theset Rels. A composition table CT is then interpreted as a set of constraints which can be speci�edas all instances of formulae of the form(v(x; y) = R ^ v(y; z) = S) ! v(x; z) 2 CT (R;S) :This approach is applicable to any composition table and does not tell us anything about therelations involved.A more illuminating approach is to regard the relations in a basis set Rels as themselves con-stituting the constraints of a CSP. This requires further analysis of the logical structure of therelations involved. In the case of the Allen relations, a natural interpretation is to identify therelations with order constraints on the end-points of temporal intervals and to take these end-points as elements of an ordered linear �eld such as the real or rational numbers (Vilain and Kautz1986, Nebel 1995b). In sections 5.3.1 and 5.6 we saw how many topological RCC relations can berepresented by equational (and disequational) constraints over interior algebras.7Helly's theorem states that: the intersection of a set of convex subspaces of a space of dimension n has anon-empty intersection just in case every n + 2 members of that set have a non-empty intersection. Thus a setof linear intervals has a common intersection i� every subset of three intervals has a non-empty intersection. Bycharacterising the Allen relations in terms of non-emptiness conditions one can then show that a total network ofthese relations is consistent i� every triad is consistent.



CHAPTER 9. COMPOSITION BASED REASONING 1429.2 Composition Tables for RCC RelationsI now present composition tables for three of the most signi�cant sets of RCC relations. Thesetables are constructed in accordance with the consistency-based speci�cation of composition givenby CTdef. Later, in section 9.2.5, I shall consider the possibility of an extensional interpretationof the RCC-8 table.9.2.1 RCC-5Recall that RCC-5 is the relation set fDR; PO;EQ; PP; PPig resulting from ignoring the di�erencesbetween connection and overlapping and between tangential and non-tangential parts, which aremade by the RCC-8 relations. As we saw in chapter 4 each RCC-5 relation can be described bymeans of positive and negative Boolean equations and consequently RCC reasoning can be encodedin terms of classical model and entailment constraints within the 0-order language C+. In fact,given the limited expressive power of C+, I have not implemented a purely classical reasoner buthave concentrated on reasoners for the more expressive language I+, which can express the morediscriminating RCC-8 relation set. Hence, table 9.1 was actually obtained by merging entries in theRCC-8 composition table given in the next section. Note that the symbol > refers to the universalrelation, which means that no base relation is excluded.R(a; b)R(b; c)HHHHH DR PO EQ PP PPiDR > DR;PO;PP DR DR;PO;PP DRPO DR;PO;PPi > PO PO;PP DR;PO;PPiEQ DR PO EQ PP PPiPP DR DR;PO;PP PP PP >PPi DR;PO;PPi PO;PPi PPi O PPiTable 9.1: Composition table for the RCC-5 Relations9.2.2 RCC-8The RCC-8 composition table was generated using the I+ encoding of the relations, by means ofmy �rst implementation of an optimised I theorem prover. The code is given in appendix C.2. Theentry for relations R1 and R2 was computed by testing the consistency of the spatial con�gurationR1(a; b) ^ R2(b; c) ^ Ri(a; c), where Ri is each of the RCC-8 relations. Running on a Sparc1workstation the program generated the full composition table for RCC-8 in under 244 seconds.8In section 9.2.4 I shall show that the RCC-8 relations are 3-compact with respect to theirinterpretation in the theory of interior algebras. This means that the composition table provides arefutation-complete proof procedure for sets of RCC-8 relational facts.8By exploiting the results of appendix D concerning redundancy in composition tables, the table could have beencomputed in approximately one sixth of this time.



CHAPTER 9. COMPOSITION BASED REASONING 143.HH HHR1(a,b)ECDC DC EC PO TPP NTPPiDR,PO,PPi DR,PO,PP DR,PO,PPDR,PO,PP DR,PO,PPPO,PP DCR2(b,c) TPPiNTPP EQDRDR,PO,PPi DR,PO,PPi PO,PPDC DR DR,PO,PP NTPPDC DC DR,PO,PP NTPP DR,PO,PPNTPPTPPPOTPPiNTPPi DR,PO,PPi PO,PPi PO,PPi O NTPPiEQ PO NTPP TPPiDR,POTPP,TPi PPiPO,PPPO,TPP,TPiPO,PPiEC,PO,PPiDR,PO,PPiDC> EC TPP DR,POTPP,TPiPO,PPiNTPPPPPO,PPEC,PO,PPDR,PO,PP> DCECPOTPPNTPPTPPiNTPPiEQDCDCPPiDR,PODR,POPPi>NTPPiNTPPiNTPPiDR,PO,PPiTable 9.2: Composition table for the RCC-8 relations9.2.3 RCC-23In section 8.2.1 we saw how various containment relations can be de�ned by means of the exten-ded RCC theory with a convex-hull operator. In particular, the JEPD relation set RCC-23 wasintroduced in which the EC and DC relations of RCC-8 are further analysed in order to specifythe relation holding between each region and the convex hull of the other. Table 9.3 gives thefull composition table for the RCC-23 relations. If R1(a; b) and R2(b; c), where R1 is the relationspeci�ed in the left hand column and R2 is speci�ed along the top, the corresponding table entryencodes the possible values of the relation R3(a; c).Because each table entry is some subset of 23 possible base relations, there is not enough spaceto give the actual relation names. Hence, in order to present the table on a single page a speciallyconcise notation was employed. Each of the 23 relations is represented by one of the two symbols`?' and `�' at a certain position in a 3� 4 matrix. These representations are shown in the secondcolumn. Table entries are constructed by superimposing the representations for each of the possiblerelations. Where `?' and `�' should both be present in the same position, the symbol `�' is used.The table was generated using the meta-level enforcement of the conv axioms in the I+ repres-entation, as described in section 8.4. Using an augmented version of the I+ reasoning programgiven in appendix C.2, the table was produced in 3h 31m on a Sparc10 workstation. It was sub-sequently published in (Bennett 1994b). The task of generating this table had been proposed twoyears earlier as a challenge for composition in (Randell, Cohn and Cui 1992a). (Cohn, Randell,Cui and Bennett 1993) contains a similar table constructed using a model building approach butit has subsequently been found that the table given there is too strict in that it rules out certaincon�gurations, which are in fact possible for 3D spatial regions. My table has not been found tocontain any false entries.It is interesting to note that generation of this table was in fact one of the very �rst results onspatial reasoning that I obtained during my PhD research. The idea of the program was inspiredby an account of Tarski's topological interpretation of I given by Mostowski (1966). After a periodof intensive coding and experimentation, I found myself with a program that seemed to generate
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CHAPTER 9. COMPOSITION BASED REASONING 145the correct composition table. Much of the rest of the work done during my PhD research wasconcerned with discovering exactly how this program worked.9.2.4 3-Compactness of RCC-8By analysing Nebel's classical encoding of the RCC-8 relations (described in section 6.3.7), Ishall now show that the RCC-8 relations are 3-compact with respect to the consistency checkingprocedure provided by the I+ representation. Because of Tarski's topological interpretation of I,it follows that the RCC-8 relations are 3-compact with respect to the general theory of topologicalspaces, within which these relations are characterised as speci�ed in table 5.4.Under the forcing constraint interpretation, each constant/region a is identi�ed with threeclassical literals: F(v; a), F(w1; a) and F(w2; a); and each RCC-8 relation R(a; b) is speci�ed bya set of binary clauses involving the literals associated with a and b (Amongst these clauses Iinclude those arising from the ordering condition on the worlds as well as directly from the modeland entailment constraints.) For this representation it is clear that binary resolution provides arefutation complete proof procedure.The forcing constraint clauses are consistent if and only if the I constraints from which theyare derived are consistent; and these in turn are consistent if and only if the corresponding interioralgebraic constraints are satis�able in some topological space.9 Thus inferences among RCC-8relations are mirrored by logical derivations among the corresponding classical forcing constraints.Speci�cally, the forcing constraint clauses corresponding to the composition of two RCC-8 relationsR1(a; b) and R2(b; c) are all those resolvents involving only a and c literals generated by applyingbinary resolution to the combined sets of forcing constraint clauses associated with the two relations.This set contains all derivable forcing constraints on a and c. Thus, an RCC-8 compositionis associated with a set of binary resolutions among 2CNF clauses. Conversely, every binaryresolution among forcing constraint clauses is correlated with the composition of a pair of RCC-8relations. Because binary resolution is refutation-complete for classical clauses, it follows that anRCC-8 network can be shown to be inconsistent by means of compositional inference if and onlyif it is inconsistent with respect to the theory of interior algebras.What I have just shown is not quite su�cient to conclude that the RCC-8 relation set is 3-compact with respect to the theory of interior algebras. It could be that showing inconsistency bycompositional inference might require a chain of several such inferences, whereas if a relation setis 3-compact then any inconsistent network contains an inconsistent triad of relational facts, whichcan be detected by a single compositional inference. Happily, as I shall now show, it turns out thatinconsistency of a total network of RCC-8 relations (as interpreted in interior algebra) can alwaysbe detected by a single compositional inference.In the I encoding, the detection of an inconsistent triad corresponds to the discovery of two9An intriguing question regarding this correspondence is whether there is an intuitive topological interpretationof the forcing constraints and the three `worlds' associated with each region.



CHAPTER 9. COMPOSITION BASED REASONING 146� y _ � z �(y ^ z) � y _ z � z _ y y) z z) y�x _ � y > > > �x _ z > �x _ � z�(x ^ y) > > > �x _ � z > �(x ^ z)�x _ y �x _ � z �x _ z �x _ z > � x _ z >� y _ x > > > � z _ x > � z _ xx) y �x _ � z �(x ^ z) �x _ z > x) z >y) x > > > � z _ x > z) xTable 9.4: Compositional inferences among I formulaemodel constraint formulae �1(x; y) and �2(y; z) that entail some entailment constraint  (x; z).10�1(x; y) and �2(y; z) can each take one of seven possible forms. Table 9.4 gives, for each suchcombination, the strongest entailed formula involving only x and z. Where the entry is >, thismeans that the only derivable formulae involving just x and z are theorems of I. This can beveri�ed by noting that for each of these combinations, either by supposing that y is a theorem ofI or by supposing that y is inconsistent, one can derive both �1(x; y) and �2(y; z), for arbitraryinstantiations of x and z. Thus, asserting �1(x; y) and �2(y; z) does not logically constrain thevalues of x and z. In all other table entries we see that the strongest derivable formula is itselfone of the seven model constraints. So, binary composition of model constraint formulae eitherproduces no new information or a new model constraint formula.If one then considers the model and entailment constraints associated with each of the RCC-8relations, one �nds that each relation is `saturated' with respect to to model constraint formulae,in the sense that each of the seven possible model constraints is either entailed by the modelconstraint associated with the relation or entails one of the entailment constraints associated withthat relation. This means that if we add a new model constraint formula to the I representationof a total RCC-8 network it is either redundant or makes the network inconsistent. It follows thatwhenever a total RCC-8 network can be shown to be inconsistent by binary composition of I modelconstraints, this can be shown by a single application of this type of inference. Moreover, sincecompositional inference has been shown to be complete for testing inconsistency with respect tothe interpretation in the theory of interior algebras, it must also follow that the RCC-8 relationsare 3-compact with respect to this theory.The 3-compactness of RCC-8 with respect to interior algebra can be contrasted with a resultof (Grigni et al. 1995) concerning the realisability of a set of RCC-8 relational facts by a set ofsimply-connected planar regions. Drawing on results of Kratochv��l (1991) about the recognition ofrealisable string graphs Grigni et al. (1995) conclude that testing whether a set of such facts has amodel, in which the constants refer to regions in the plane that are bounded by Jordan curves, isNP-hard. This means that the RCC-8 relations cannot be �nitely compact with respect to a theorywhich constrains the regions in this way. Consequently, no composition table can be complete fortesting consistency of RCC-8 relations in this restricted planar domain.10A non-null entailment constraint� x is equivalent to�(x ^ x) and can be treated as being of the form�(x ^ y).



CHAPTER 9. COMPOSITION BASED REASONING 1479.2.5 Existential Import in RCC-8 CompositionsExamination of the composition table for RCC-8 (table 9.2.2) reveals that an extensional interpret-ation is not compatible with the 1st-order RCC theory. Consider the entry for CT (DC;DC), whichis given as the universal relation >. Interpreted extensionally this would mean that8x8y[9z[DC(x; z) ^ DC(z; y)] $ >(x; y)] ;which is equivalent to 8x8y9z[DC(x; z) ^ DC(z; y)] :This says that given any two regions, x and y, there is a region z disconnected from both of them.But this contradicts the RCC theory, which allows that the sum of x and y may be the universe,in which case no region would be disconnected from both these regions.Another, slightly more complex, example is provided by the composition of EC and TPP, whichis given as fEC;PO;TPP;NTPPg, corresponding to an extensional composition described by8x8y[ 9z[EC(x; z) ^ TPP(z; y)] $(EC(x; y) _ PO(x; y) _ TPP(x; y) _ NTPP(x; y))] :This says that whenever regions a, b are related by either of EC,PO,TPP or NTPP, there must be athird region c such that EC(a; c) ^ TPP(c; b). Situations satisfying these conditions are illustratedin Figure 9.1. As long as b is an ordinary bounded region, a region c satisfying the appropriateconditions can always be found. However, if a is an ordinary region and b = u, then NTPP(a; b)but no region c can be found which is a TPP of b (the universe has no tangential proper parts).
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TPP(a,b)

a b
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NTPP(a,b)Figure 9.1: Composition of EC and TPP is not fully extensionalThere are a number of ways that one might be able to avoid such problems and hence constructan extensional composition table. The most obvious is to remove the universal region u from thedomain of possible referents of the region constants. All the exceptions to extensional compositionthat I am aware of involve u; so it seems that an extensional interpretation could be achieved withrespect to a modi�ed theory without a universal region. The domain of this new theory would thenbe more homogeneous and more similar to that of the Allen relations, where intervals are alwaysbounded. Alternatively, it might be possible to retain u by re�ning the set of relations so as todi�erentiate relations involving u from those among ordinary regions. It seems plausible that byadding this additional expressive power to the base relations one could arrive at an extensionalcomposition table. Of course the basis of the table would consist of considerably more than eightrelations.



CHAPTER 9. COMPOSITION BASED REASONING 1489.3 Relation AlgebrasA formalism that has been valuable in the analysis of composition based reasoning algorithms fortemporal relations (Ladkin and Maddux 1994) is Relation Algebra, in which relations are consideredas elements of a Boolean algebra augmented with composition and converse operators obeyingaxioms �rst speci�ed by Tarski (1941) and later investigated in great detail in (Tarski and Givant1987). Although I have so far obtained only preliminary results concerning the characterisation ofRCC relations within this formalism, I think it is appropriate to include these here. I believe thatRelation Algebra may turn out to provide a very powerful language for automated reasoning.A Relation Algebra is a Boolean algebra which has in addition to the usual sum (+), product(:) and complement (�), two additional operators: a binary composition operator, `;', and a unaryconverse operator, `^'. It also has constants 10, denoting the identity relation, and 1 the universalrelation (this is not essential since it is de�nable by 1 = 10 + �10). The objects of a RelationAlgebra are intended to be binary relations conceived of as sets of pairs. (However, it turns outthat this standard interpretation is not possible for every Relation Algebra.)Under the intended interpretation ; , ^ and 10 represent those operators which in a 1st-ordertheory of relations could be schematically de�ned as follows:R;S(x; y) �def 9z[R(x; z) ^ S(z; y)]R^(x; y) �def R(y; x)10(x; y) �def (x = y)But in a Relation Algebra relations are basic entities and the operators are given an algebraiccharacterisation so that they can be studied in a 0-order framework. Hence a Relation Algebramust obey (in addition to some axiom set characterising a Boolean algebra) the identities given intable 9.5 which �x the meanings of `;',`^ and 10.1. (x; y); z = x; (y; z) 5. (x+ y)^ = x^+ y^2. (x + y); z = (x; z) + (y; z) 6. (x; y)^ = y^;x^3. x; 10 = x 7. x^;�(x; y) + �y = �y4. (x^)^ = xTable 9.5: Equational axioms for a Relation AlgebraIt is known that, in general, reasoning in a Relation Algebra is undecidable and this countsagainst the potential usefulness of these algebras in automated reasoning. However for manyspeci�c algebras, consistency checking is decidable and may even be polynomial.11 Indeed if anextensionally interpreted composition table can be given for a vocabulary of basic relations in aRelation Algebra, this can be used to eliminate the composition operation from complex algebraic11Some complexity results for reasoning with relation algebras are given by Ladkin and Maddux (1994).



CHAPTER 9. COMPOSITION BASED REASONING 149terms and this will lead directly to a decision procedure. I believe that the viability of RelationAlgebra as a formalism for automated reasoning deserves further exploration.9.3.1 De�ning Spatial RelationsThe Relation Algebra formalism can be used to specify a spatial Relation Algebra which describesthe same domain as the RCC theory. As in the 1st-order RCC theory, I start with a connectednessrelation, which is axiomatised to be symmetric and re
exive. I now denote relations by the sameletters as their RCC counterparts, but in lower case. Being symmetric and re
exive, c must obeythe axioms c^ = c (symmetry) and c+ 10 = c (re
exivity) :In terms of c one can easily de�ne some of the more signi�cant relations found in the RCCtheory: p =def �(c;�c) o =def p^; ppp =def p � �10 tp =def p � (c;�o)In fact, making use of the relations just de�ned, we can go on to de�ne all the RCC-8 relations asfollows: dc =def �c ntpp =def pp � �tpec =def c � �o tppi =def tpp^po =def o � �p � �(p^) ntppi =def ntpp^tpp =def pp � tp eq =def 10It appears that many (if not all) relations de�nable in the RCC theory can be de�ned asrelation algebraic expressions formed from the single primitive relation c. The resulting algebracan be obtained by factoring, with respect to the symmetry and re
exivity identities, the freerelation algebra generated by a single relation. However, it is likely that additional axioms wouldbe needed to capture adequately the existential properties of the domain of spatial regions. Forexample, if there is a universal region which connects with every region in the domain then theidentity c; c = 1 must hold.



Chapter 10Further Work and ConclusionsIn this �nal chapter I summarise the main results of the thesis and point to areas that wouldbene�t from further work. I also look at how logical spatial reasoning techniques �t into thewider context of AI and computer science in general.10.1 What has been AchievedIn the course of this thesis a large number of possible spatial representations have been considered.The introductory chapter gave an overview of the origins and developments of various approachesto reasoning with spatial information. Chapter 2 surveyed some of the more important axiomatictheories of spatial regions, including point-set topology, Le�sniewski's Mereology, Tarski's Geometryof solids, Clarke's theory of spatial regions and the RCC theory. In chapter 3 the RCC theory ofspatial regions was examined in some detail and a number of modi�cations were suggested. The keymeta-theoretic properties of completeness, categoricity, decidability were also considered. Chapters4{6 developed a new approach to qualitative reasoning based on encodings of spatial conceptsinto 0-order logics. Because they are decidable, these representations are much better suited tocomputational applications than 1st-order formalisms. The next two chapters described di�erentways in which the expressive power of the 0-order representations might be extended: in chapter 7,I examined the use of quanti�er elimination in RCC-like 1st-order spatial theories and showed thatthere are many classes of quanti�ed expression whose quanti�ers can be eliminated by syntactictransformation to logically equivalent quanti�er-free forms; chapter 8 was concerned with extendingthe expressive power of 0-order representations beyond purely topological properties. Finally, inchapter 9, I examined the application of compositional reasoning to spatial relationships.I hope that, from amongst the plethora of representational formalisms and the variety of reason-ing methods that have been considered, certain general principles have emerged. Primary amongthese is the trade-o� between expressive power and tractability, which confronts the attempt toturn theory into practice in all areas of AI. Whilst the intractability of reasoning within a givenformal language is essentially indefeasible, I think that the �ndings of this thesis illustrate fruitfulways in which it can be circumvented. The key observation is that a language L within which a150



CHAPTER 10. FURTHER WORK AND CONCLUSIONS 151set of concepts C are easily expressed is not necessarily a good language for reasoning about thoseconcepts. Indeed if L is highly expressive then it will be able to express logical connections in allmanner of conceptual domains; but this generality means that L is over-expressive with respect tothe problem of reasoning about the concepts in C. To achieve computational tractability, what wemust look for is the minimally complex language capable of expressing the concepts of C | i.e. Lshould have just enough expressive power and no more. Consequently, the encoding of the logic ofthe concepts C into a tractable language L may be complex and indirect: capturing these conceptsstretches the language to its limits.In applying this principle of minimality, a wide variety of possible logical representations shouldbe considered. In traditional logic and also in knowledge representation within the �eld of AI afairly limited range of formalisms have been employed. Speci�cally, the range of available languageshas often been seen as being restricted to 0-order propositional logic, 1st-order predicate logic(possibly with some limitations on the syntactic forms which can be employed) and higher-orderlogics. Since propositional logic is extremely limited in expressive power and logics of 2nd or higherorder do not have complete proof procedures, some form of 1st-order logic has been the favouritelanguage for representing factual information and expressing logical connections between concepts.The use of more expressive forms of 0-order logic has generally been con�ned to the characterisationof propositional modi�ers (such as necessity and belief) by means of modal operators. Perhaps themost novel aspect of the work reported in this thesis is the use of these more expressive 0-orderformalisms to capture the logic of purely extensional relational expressions. The use of modaland intuitionistic logic for representing spatial relations illustrates new potential uses in knowledgerepresentation of logics whose expressive power is intermediate between the simple Boolean 0-orderlogic and quanti�cational logics. These augmented 0-order logics may prove to be applicable inmany other conceptual domains.The encoding of topological relations into I provides further support for the idea that, if e�ectivereasoning is to be achieved, expressive power should be limited as much as possible, even at theexpense of making the representation less natural. As I explained in section 6.1.1, the logic Ican be regarded as an alternative syntax for a certain sub-language of S4. While the restrictedexpressivity of I means that more indirect encoding of topological constraints is required thanwith S4, this is compensated by I being better suited to automated reasoning.10.2 Further WorkThis study has sought to identify advantages and disadvantages of di�erent possible representationsof spatial information and to clarify the relationships between these di�erent formalisms. However,many aspects of these theories still remain unclear. In this section I highlight a number of areaswhich I believe are particularly deserving of further research. Some of these are important becausethey concern the foundations of spatial reasoning, whilst others are areas which may lead to thefurther development of the theory in new directions.



CHAPTER 10. FURTHER WORK AND CONCLUSIONS 15210.2.1 Complete Spatial TheoriesIn section 3.6 I considered the possibility of constructing a complete and categorical theory havingthe same vocabulary as RCC. We saw that the undecidability of Grzegorczyk (1951) means thatno complete �nitary 1st-order theory of this kind can be speci�ed. Nevertheless, for the sake ofproviding a theoretical foundation for spatial reasoning, a complete RCC-like theory is certainlydesirable, even if formulated in a system such as 2nd-order or in�nitary 1st-order logic for whicha complete proof system cannot be speci�ed.As I was coming to the end of my work on this thesis a complete region-based spatial theorywas indeed established by Pratt and Schoop (1997) using an in�nitary extension of 1st-orderlogic. This theory is called `$' and is formulated for a language containing a monadic predicateof connectedness together with Boolean operations. $ consists of a set of 1st-order axioms and anin�nitary inference rule1 and is shown to be complete with respect to an interpretation in whichthe domain of regions consists of all those regular open regions of the Cartesian plane (<2) thatcan be bounded by some �nite number of linear edges. The restriction to linear bounded regionsis inessential, since every con�guration of regular open planar regions is topologically equivalentto some con�guration in which all the edges are linear.The vocabularies of RCC and $ are inter-de�nable, so the $ axiom set could be used to specifya version of RCC which is complete with respect to a natural interpretation in 2D space. However,the in�nitary nature of $ means that it cannot be used as a practical tool for carrying out spatialinferences. The question also remains as to what axioms are needed to specify a theory which iscomplete with respect to a 3D interpretation.10.2.2 E�ective Modal and Intuitionistic ReasoningWhilst modal representations of spatial relations can be shown to have a theoretical advantage over1st-order representations (namely that decision procedures are known for the modal languages),nevertheless doubts may remain as to whether the modal representations could ever be of practicaluse. After all a decision procedure does not necessarily provide us with an e�ective means ofcomputation. Ideally we would like to have polynomial algorithms for spatial reasoning. Recently,a lot of research has been directed towards the need for more e�cient modal reasoning systems(Wallen 1990, Au�ray, Enjalbert and Herbrard 1990, Catach 1991, Demri 1994, Giunchiglia andSebastiani 1996, Nonnengart 1996, Balbiani and Demri 1997, Montanari and Policriti 1997, Hustadtand Schmidt 1997). If the modal approach to qualitative reasoning is to be of practical use it willbe necessary to demonstrate that the modal representations can be e�ectively manipulated. Oneway to do this would be to identify tractable sub-languages of modal calculi which are capable ofrepresenting signi�cant sets of spatial relations.1This rule states that, if it can be shown for all n that every region which is a sum of n connected componentshas the property �, then one can infer 8x[�(x)].



CHAPTER 10. FURTHER WORK AND CONCLUSIONS 15310.2.3 Extending Expressive PowerAnother important direction for further work is to investigate how the expressive power of decidablespatial representations such as I+ can be extended. The main focus of my work has been ontopological relations; but a fully expressive language for qualitative spatial information would beable to describe a wide range of non-topological properties and relations. For many purposes onewould wish to characterise the relative position and orientation of regions or points (Freksa 1992b).It would also be very useful (e.g. for the task of object recognition) to have a richer vocabulary fordistinguishing di�erent shapes.In chapter 8 I showed how the expressive power of the RCC language can be greatly increasedby means of an additional conv function, giving the convex-hull of any region. This enables manyuseful relations concerning containment to be de�ned. Cohn (1995) has shown that, within thisaugmented RCC theory, a large class of shapes can be speci�ed by de�ning shape concepts ina hierarchical manner; and the expressiveness and complexity of the language consisting of theRCC-8 relations and a convexity predicate is explored in detail in (Davis et al. 1997). However,properties involving orientation cannot be expressed within such a language. A logical treatment oforientation, convexity and related properties, in terms of points, has been given by Knuth (1992).This is based on a primitive ternary relation asserting that three points lie in an anti-clockwiseorientation in the plane. There seems no reason why a similar predicate operating on regions couldnot be introduced into RCC. Appropriate axioms determining the logical properties of the newprimitive would then have to be speci�ed.In section 8.5 I showed how properties of the convex-hull operator can be captured by means ofmodal schemata. It is possible that a similar technique could be applied to other spatial concepts.Indeed, Balbiani, Fari~nas del Cerro, Tinchev and Vakarelov (1997) have shown that modal logicscan be interpreted as specifying con�gurations in incidence geometry. My method of specifyingproperties of spatially interpreted modalities in terms of axiom schemata is somewhat ad hoc anddoes not provide a direct interpretation of the operator, in terms of model structures. To dothis we would need richer mathematical structures as models. An obvious choice would be to usemetrical Cartesian spaces. These are canonical models for Euclidean geometry and so provide aninterpretation for any �gure or property describable in this geometry. Having metrical spaces asmodels for qualitative languages also facilitates easy integration with quantitative information, aswill be discussed in section 10.3.4.Although the combination of topological concepts and convexity provides a very powerful spa-tial description language, the e�ective reasoning procedures that I have so far constructed onlycover a small fragment of the properties and relations that can be expressed in terms of these con-cepts. Hence, the most useful further work will perhaps be directed towards expanding the rangeof information that can be handled by e�ective decision procedures, rather than the expressivepower of spatial representations. (After all, highly expressive but intractable mathematical nota-tions already exist.) Speci�cally, it is probable that there are e�ective algorithms for I reasoningthat can deal with much larger classes of formulae than the restricted class needed to represent



CHAPTER 10. FURTHER WORK AND CONCLUSIONS 154the RCC-8 relations. For instance, it would be useful to specify topological constraints involvingBoolean combinations of regions, such as DC(x; prod(y; z)), corresponding to the I+ model con-straint � x _ �(x ^ z). An alternative means of increasing the expressive power of decidablesystems is by means of quanti�er elimination procedures such as the one given in chapter 7, whichis by no means as general as it could be.The next two sections focus on two aspects of extending expressive power that I consider to beof particular importance.10.2.4 Reasoning with One-Piece and other Simplicity ConstraintsAn extremely important topological property of regions is that of being self-connected or in onepiece. This property can be quite easily de�ned within the RCC theory as follows.OP(x) �def 8y8z[x = sum(y; z) ! C(y; z)]This property is particularly signi�cant because the region occupied by what we think of as a`physical body' is almost always in one piece; accordingly, in natural language descriptions ofphysical situations, implicit one-piece constraints are ubiquitous. In fact the objects of naturaldiscourse are typically further constrained to be regular (i.e. of uniform dimension) and `�rmly'self-connected (a three dimensional physical object cannot be divided into two parts that areconnected only at a point or along a line).A serious de�ciency with the reasoning systems described in this thesis is that I have notprovided any means for reasoning under constraints specifying that certain regions are in one piece(let alone more subtle simplicity constraints). Handling such properties is an important goal forfuture research. It might be possible to apply a technique similar to that used to enforce theconvexity of regions. In this case, if region a is supposed to be one-piece, we would check all pairs,b, c, of regions involved in the situation to see if a = sum(b; c) could be proved. If so the furthercondition C(b; c) must be added to the situation description. Whatever approach is taken, it islikely (contrary to what some might suppose) that the presence of simplicity constraints will makereasoning intrinsically more di�cult (more will be said about this at the end of the next section).10.2.5 Points and DimensionalityIn this thesis I have been primarily concerned with spatial relationships that can hold betweenregions. This restriction was motivated in the introduction by the observation that most `natural'forms of description make reference to objects which occupy three-dimensional volumes (or, lesscommonly, two-dimensional areas). One can then argue that, although higher-dimensional objectscan be constructed set-theoretically from points, it is much preferable from a computational pointof view to formulate theories in which regions are basic entities (i.e. constitute a domain over whichone can apply strictly 1st-order quanti�cation) rather than to employ the highly complex languageof set theory. Nevertheless, there is also strong evidence that many natural forms of expression do



CHAPTER 10. FURTHER WORK AND CONCLUSIONS 155refer to point-like or linear entities; and it is clear that we also distinguish between two-dimensionalregions on a surface and three dimensional volumes.In chapter 2 we saw how Tarski and Clarke took regions as the basic entities of their theories butthen introduced points set-theoretically as corresponding to certain sets of regions. For Tarski thiswas a means of rendering his theory categorical by constraining it to obey the axioms of elementarypoint geometry. Clarke's intention in introducing points is to show that his theory can encompassclassical geometrical and topological concepts by the use of second order de�nitions. Neither ofthese treatments of points addresses the issue of how to construct a naturalistic logical formalismcapable of expressing information about spatial entities of di�erent dimensions. Preferably onewould like to have a system which allowed this information to be represented without the use ofsecond-order operators. This is particularly important for computational applications, since higherorder formalisms are typically intractable and often not completely axiomatisable.The RCC formalism does not place constraints on the dimensionality of regions except that(because of the existence of a non-tangential proper part of every region) all the regions in thedomain must have the same dimensionality. For certain applications this will constitute a severelimitation in expressive power. A formalism having much in common with RCC but capable ofexpressing relations between entities of di�erent dimensions has been given in (Gotts 1996). This`INCH' calculus is based on the primitive INCH(x; y) read as `x includes a chunk of y', meaningthat the region x overlaps with some part of y which is of the maximum dimension of any part ofy. In terms of just this primitive, predicates identifying regions of any �nite dimensionality can bede�ned.Handling properties involving dimensionality also presents major problems for automating spa-tial inferences. The reasoning algorithms described by me in chapters 4{6 only enforce entailmentswhich hold in a very large class of topological spaces; and the same is true of reasoning usingcomposition tables, as described in chapter 9. I mentioned at the end of section 9.2.4 that if werestrict the domain of regions involved in a set RCC-8 relational facts to planar regions boundedby Jordan curves, then testing consistency of these facts becomes NP-hard (Grigni et al. 1995).Solving this problem also involves enforcing the simplicity constraints mentioned in the previoussection.10.2.6 The Relation Between Logic and AlgebraThe investigation carried out in this thesis was conducted primarily from the point of view oflogical analysis. That is, my principal interest was in entailment relationships and inference rulesinvolving formal expressions. However, in carrying out this analysis, algebraic structures haveplayed a key role. In my encodings of spatial relationships into 0-order logics, equational algebraictheories acted as an intermediary between relational formalisms and 0-order formulae, and henceenabled me to show the correctness of these encodings. An alternative approach would be to startby adopting equational reasoning as a framework for computational inference and then look atwhat spatial theories could be expressed equationally.



CHAPTER 10. FURTHER WORK AND CONCLUSIONS 156Equational reasoning is a large research area in itself and its methods cannot be covered here.A collection of papers on many aspects of the area can be found in (A��t-Kaci and Nivat 1989),in which one chapter (Fearnley-Sander 1989) describes an interesting equational representation ofspatial information based on vector spaces (this is very di�erent to my closure algebraic treatment).The primary di�erence between equation-centred approaches and mine is in the formalism that isactually used for reasoning. I have suggested that 0-order logics should be used; but there mayalso be good reasons why it would be better to use equational reasoning.Another issue concerning the relation between logic and algebra is that of notation. Althoughalgebraic structures often occur as models for logical languages, there does not seem to be anystandard way of stating correspondences between logical and algebraic properties; and I foundconsiderable di�culty in arriving at a way of expressing the correlation theorems needed to jus-tify my 0-order encodings. The general framework of category theory is well suited to describingrelationships between di�erent mathematical structures and may prove useful for this; but for fur-ther study of the connection between algebraic constraints and logical entailment, more specialisednotation would be desirable.10.2.7 Compositional Reasoning and Relation AlgebraIn the last chapter I looked at the use of composition tables for consistency checking of sets ofbinary relations. We saw that compositional constraint propagation using such a table providesa consistency checking procedure that runs in O(n3) time, for a set of relational facts containingn constants. However, whether this procedure is complete depends on the particular relation setand the background theory with respect to which they are interpreted. Given the e�ectivenessof compositional reasoning, determining the conditions under which a composition table can becomplete with respect to a theory (in the sense speci�ed in section 9.1.1) is likely to be a fruitfularea for further enquiry.The formalism of Relation Algebra (brie
y investigated in section 9.3) also deserves furtherstudy and may prove to be well suited to automated reasoning. Relation Algebra provides anextremely expressive alternative to 1st-order logic (it has almost the same expressive power (Tarskiand Givant 1987)), particularly in formalising theories where binary relations play an importantrole.10.3 Spatial Reasoning in a More General FrameworkIn this thesis I have treated spatial relationships as an isolated domain of information. However,if one wishes to develop a more general reasoning system, capable of processing the diverse kindsof information that humans routinely deal with, one must �nd some means by which purely spa-tial concepts and reasoning mechanisms can be interfaced or combined with representations andreasoning mechanisms for non-spatial concepts.



CHAPTER 10. FURTHER WORK AND CONCLUSIONS 15710.3.1 A General Theory of the Physical WorldA tenet of AI research into Knowledge Representation is that, if an arti�cial agent is to act inan intelligent way to accomplish goals in the real world (or in some virtual simulation of the realworld), it must have both factual knowledge about the actual state of the world and theoreticalknowledge concerning possible states of the world and possible ways that one state can succeedanother (Hayes 1979, Hayes 1985b, Guha and Lenat 1990). From the point of view of so-called`symbolic' AI these laws of possibility and causality will constitute a formal theory of physicalprocesses. This theory might be akin to those that have been established by physicists, except that,whereas the physicist is primarily concerned with the descriptive power and predictive accuracy ofhis theory, the computer scientist must also consider computational properties of the theory, suchas the kinds of inference that can be e�ectively computed.It has been suggested that, for the purposes of AI, what is needed is not a fully scienti�c theoryof the physical world, but rather a na��ve theory of those physical concepts which are relevantto `commonsense' reasoning about the world (Hayes 1979, Hayes 1985a, Hayes 1985b, Randell,Cohn and Cui 1992b, Egenhofer and Mark 1995). But it is clear that, whatever style of theoryis required, it must contain a sub-theory of spatial concepts. Just as a spatio-temporal geometrydescribes the underlying theory of coordinate systems upon which mathematical theories of physicalprocesses are built, representations of spatial and temporal concepts must be fundamental to anyformal description of these processes, which might be employed in AI. Formalisms for temporalreasoning have received a huge amount of attention from the AI community (see e.g. (Galton 1987))and representations of spatial concepts are increasingly being studied. However, establishing afoundation for the speci�cation of physical theories will require integrated representations andreasoning mechanisms capable of handling integrated spatial and temporal information and theconstruction of a suitable combined spatio-temporal theory poses formidable problems. Some ofthe more concrete proposals can be found in (Randell and Cohn 1989), (Randell, Cui and Cohn1992), (Galton 1993) and (Galton 1997). I shall give some details of these proposals in the nextsection.A suitable spatio-temporal theory ought to provide a framework within which theories of matter,kinematics and dynamics can be developed in such a way that these theories can be used toreason about descriptions of physical processes in a way which is amenable to e�ective automatedreasoning. The theory of matter, whilst one of the principal focusses of physicists, has receivedcomparatively little attention from logicians and AI researchers (a notable exception is Hayes'(1985a) analysis of the ontology of liquids). For instance, in formalising problems of robot motionplanning it has generally been assumed that space can be neatly divided into two partitions:occupied space and empty space. This is clearly a very coarse approximation to the real natureand distribution of matter in the universe.Quite a large body of work exists on qualitative kinematics and dynamics for AI (see e.g. (Weldand De Kleer 1990)). Nearly all this work is based upon some kind of abstraction of the spatio-temporal behaviour of a system into a sequence of transitions within a discrete space of possible



CHAPTER 10. FURTHER WORK AND CONCLUSIONS 158states (state transitions among RCC relations will be considered in the next section). Giventhat a su�ciently expressive and computationally tractable representation for spatial-temporalinformation has not yet been discovered, this approach is certainly well justi�ed. An alternativeapproach has been to develop formal theories in which actions, events or processes are properentities constrained by temporal relationships (e.g. (Allen 1984)). In both these approaches thestructure of space itself seems to all but disappear once phenomena are formally analysed. Thislack of expressiveness in respect of spatial relationships seems to me to be an inherent weaknessof most existing formalisms for describing physical processes.10.3.2 Spatial Information and ChangeOne way of building a dynamical theory on top of a spatial theory is by specifying possible trans-itions among relations holding between the regions occupied by two bodies when the bodies un-dergo continuous displacement and/or deformation. Figure 10.1, taken from (Randell, Cui andCohn 1992), shows a graph of possible transitions among the RCC-8 relations resulting from eithercontinuous displacements or deformations of the regions involved. Transitions between qualitativespatial states have been studied in a number of papers by Antony Galton (1995, 1997).Connected sub-graphs of a transition network are known as conceptual neighbourhoods, a termthat was introduced in Freksa's (1992a) analysis of the Allen relations. Freksa noticed that all theentries in the composition table for the Allen relations correspond to conceptual neighbourhoods.The relationship between conceptual neighbourhoods and relational composition was also studiedby me in (Bennett 1994a), where I showed that the correlation observed by Freksa does not applyto all sets of spatial relations.An alternative method of accommodating change into a spatial representation is to introducetime as an extra dimension. 4-dimensional regions would then correspond to the space-time exten-sions of 3-dimensional objects throughout their history. This approach was adopted in (Randelland Cohn 1989) in which a theory of topological relations between spatio-temporal regions wasaugmented with a relation B(x; y) asserting that the spatio-temporal region x (wholly) temporallyprecedes region y.
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CHAPTER 10. FURTHER WORK AND CONCLUSIONS 15910.3.3 Vague and Uncertain InformationIn real applications of reasoning systems, situations will often arise where information is vague orhas some degree of uncertainty.2 Ideally we would like a computer system to `do its best' (whateverthat means) even with vague or uncertain information. It is likely that an understanding of spatialvagueness will be very important in the development of many applications. Qualitative representa-tions, such as the RCC language, have an intrinsic advantage over numerical representations whenit comes to dealing with vague or uncertain facts: relevant qualitative distinctions can be madewithout any commitment to the precise details of a situation. For example, we may not know theexact geometry of a room, nor the exact size and position of a table situated somewhere in theroom; however we can be certain that the table does not overlap the walls of the room. Using RCCwe could simply assert something like `:O(table;walls)', whereas, in terms of numerical coordinates,stating this fact would require a complex and clumsy set of inequalities.Although certain aspects of vagueness and uncertainty can be straightforwardly captured bythe generality encapsulated in qualitative concepts, other aspects are not so easily represented.Certain types of region (e.g. a swamp or a cloud) have inherently vague boundaries and hence asharp distinction between the topological relations holding among such regions cannot be made.An axiomatic theory which generalises RCC to take account of regions with vague boundaries hasbeen developed in (Cohn and Gotts 1994a, Cohn and Gotts 1994b, Gotts and Cohn 1995, Cohnand Gotts 1996).10.3.4 Relating Qualitative and Metric RepresentationsThere has been a tendency among some researchers in the �eld of QSR to eschew metrical data,in the belief that signi�cant AI tasks can be performed using only qualitative information. Whilein certain cases this may be possible, I believe that, in the majority of practical applications, onewill want to combine both quantitative and qualitative information; and consequently, the interfacebetween the two types of data will be increasingly studied.Purely qualitative spatial reasoning systems provide an inference mechanism for determiningwhether a given qualitative fact follows from some set of such facts. Such systems can be used toanswer queries relative to a qualitative database. However, a qualitative spatial reasoning systemneed not be employed in isolation from coordinate-based geometrical information and other kinds ofnumerical data. Indeed it is clear that for many useful functions, numerical information is essential.For instance, we may want to pose a query using qualitative concepts but requiring a quantitativeanswer (e.g. `What is the area of the largest desert that lies entirely within the borders of onecountry?'). Moreover, the combination of qualitative and quantitative representations promises tobe a powerful tool in system design and to enable novel program functionality. In the rest of thissection I shall sketch a number of ways in which qualitative and metrical data could be combined.In the introduction to this thesis I observed that current computer systems represent spatial2Although vagueness and uncertainty have some logical properties in common, it is important to recognise themas very di�erent phenomena. However, in the present brief discussion the di�erences are not important.



CHAPTER 10. FURTHER WORK AND CONCLUSIONS 160information almost entirely in terms of numerical coordinates. However, a high proportion of testsmade on this data (e.g. in conditional statements of the form `if test then command'), althoughformulated in numerical terms, are actually designed to test qualitative relations between dataobjects. For example, we may wish to test whether two line segments cross. This is a qualitativerelationship between the segments. To determine whether a qualitative relationship such as thisholds between entities an algorithm is needed which will operate on numerical data-structures soas to extract the required information. In many cases | including the case of the crossing linesegments { this can be achieved by formulating the relationship in terms of a Boolean combinationof equalities and inequalities involving the coordinates of points; in other cases more complexiterative routines will be required.Whilst it may be possible, on a case-by-case basis to devise an algorithm to extract speci�cqualitative information, when needed, from quantitative data-structures, it would be far preferableto have a general purpose method of testing all qualitative relationships which one may encounter.A qualitative representation, whose interpretation is linked in a precise way to the content of quant-itative data-structures can go some way towards providing this capability. The idea is to associatethe primitives of the qualitative representation with appropriate algorithmic operations on quant-itative data. Given this interpretation of the primitives, any complex expression in the qualitativelanguage would then be evaluated by combining these primitive operations in accordance with thesemantics of logical operators in the representation. Constructing this evaluation mechanism maybe very di�cult (or even impossible) depending on the nature of the primitives and the logicaloperations involved; but once achieved it provides a general purpose procedure for evaluating alarge (probably in�nite) class of qualitative expressions. The qualitative representation can thusfunction directly as a query language as well as being used internally for program control.A limited version of this approach is already found in nearly all computer programs. Wheneverone de�nes some basic qualitative tests (as functions returning Boolean values) and then usesBoolean combinations of these tests in conditional statements, a simple qualitative language is inoperation. To move from this limited capability to the use of a fully-
edged qualitative repres-entation, one must identify a vocabulary of primitives and logical operators su�cient to representany qualitative fact in some particular conceptual domain. The problem for the programmer then,rather than being `how can I code an algorithm to test whether this relationship holds?', becomes`how can I express this relationship in terms of my qualitative language?'. This architecture has theadvantage that the evaluation of qualitative tests is independent of the particular data structuresused to store quantitative data in the system, except in so far as operations corresponding to theprimitives must be coded.The main obstacle to achieving this kind of qualitative/quantitative interface is that, as we haveseen, even modest logical vocabulary can give rise to a language which is highly intractable. Inparticular, a language which allows quanti�cation over some potentially in�nite domain of entities(i.e. a 1st-order language) will be undecidable unless, by taking account of the meanings of thespeci�c vocabulary of the language, some special-purpose decision procedure can be devised. The0-order representations of spatial relations developed in this thesis go some way towards solving



CHAPTER 10. FURTHER WORK AND CONCLUSIONS 161this problem by providing quanti�er representations capable of expressing a signi�cant vocabularyof spatial relations.Even where a decision procedure can be found it may be that the time taken to evaluate aqualitative test increases exponentially with the amount of information which has to be takeninto account. This will make the language unsuitable for representing large amounts of data.However, in many cases it may be safe to assume that although, the database of quantitative spatialinformation may be very large, the qualitative tests/queries that the system will be required toevaluate will be comparatively concise. The time taken to evaluate a qualitative query will be afunction of both the amount of quantitative information stored and the complexity of the query.Retrieving information from the quantitative database will typically take time which increases onlypolynomially in the size of the database (in most cases retrieval times will increase linearly or assome small power of the database size). Thus, even if the query-answer-time increases exponentiallywith query complexity this may be acceptable as long as all queries have complexity below a certainlevel. Also, on receiving a qualitative query it would be possible for the system to estimate themaximum time required to return an answer.A useful generalisation of the capability of answering qualitative queries with respect to ametrical database, is the ability to generate a qualitative description from such a database. Asimple example is that one may have a database consisting of a set of polygons, each correspondingto some geographical region, and from this one might wish to extract a complete description ofthe relationships between these regions in terms of the RCC-8 relation set | i.e. generate a set offacts in which each pair of regions is related by one of the RCC-8 relations. Having extracted aqualitative description from a quantitative database one could then combine this with additionalpurely qualitative information. Based on this idea a sophisticated and 
exible architecture can beenvisaged, in which quantitative data can be transparently combined when required with qualitativedata in order to allow queries to be addressed to a hybrid information source containing bothquantitative and qualitative data.Yet another useful capability would be to generate numerical coordinate data satisfying a givenset of spatial constraints. Thus, for example, one might wish to generate a possible quantitativespeci�cation for a mechanical component having certain prescribed qualitative properties. Perhaps,this could be done by means of some model-building automated theorem prover. An obviousdi�culty is that there is usually no unique quantitative state satisfying given qualitative constraints;many solutions may be unnecessarily complex or deviate in subtle ways from what was reallywanted, so it may be hard to pick a `sensible' solution.In section 10.2.3 I suggested that interpreting qualitative languages in terms of metrical modelsmight be a way to develop more expressive languages. Clearly this would also be very useful forintegrating qualitative and metrical information. The �eld of QSR has tended to eschew metricalmodels on the na��ve assumption that such models are only appropriate for quantitative represent-ations. But this is to misunderstand the relationship between a logical language and its models.Formal languages cannot ordinarily fully describe their own models: the fact that a model satis�esa given formal sentence is a matter of meta-logic. Nor does the ontological commitment of a formal



CHAPTER 10. FURTHER WORK AND CONCLUSIONS 162language depend upon its models; but rather on its resources for asserting what exists and whatdoes not (e.g. existential quanti�cation) and the concomitant existential import of its theorems.Hence, there is no reason why qualitative languages should not have metrical models. Indeed, ca-nonical metrical models arise naturally when the axioms of a theory enforce seemingly qualitativeconstraints which impose order on the domain of individuals (this is illustrated by the theory ofAllen's interval relations (Allen and Hayes 1985, Ladkin 1987) | see the end of section 9.1.3 |and the spatial theory of Pratt and Schoop (1997) | see section 10.2.1).10.4 ApplicationsAlthough this thesis has focused on devising spatial reasoning algorithms that can be e�ectivelyimplemented, concrete applications have not been considered. In the introduction I observed thatspatial informationwas of key importance to many areas of computer science, including such central�elds of AI as computer vision and robotics. However, logical reasoning with formal languages hasnot become an established technique in any of these areas. It is therefore incumbent upon thosedeveloping QSR algorithms to indicate how these might be exploited to solve problems in the morepragmatic branches of computer science which are concerned with processing spatial data.I shall �rst consider the possibility of applying QSR to robotics. The classical approach to robotcontrol a robot is to compute precise movement instructions to achieve a desired goal (Schwartz andSharir 1990, Latombe 1991). Whilst these instructions are predominantly metrical, the goal itselfwill typically correspond to a high-level qualitative prescription of an action (e.g. `Put the box intothe skip'). Computing the metrical instructions to achieve this goal can be seen as a generalisationof the problem of �nding a spatial region satisfying given qualitative spatial constraints, which wasmentioned at the end of the last section. But, in the case of a robotic goal, the constraints may notbe purely spatial and one must generate a spatio-temporal movement path rather than simply aspatial region. One approach to this problem is to translate constraints into a numerical form andthen use purely numerical constraint solving techniques (Schwartz and Sharir 1983, Arnon 1988).This can only be done e�ectively for fairly simple motions, so where more complex motions arerequired, planning techniques are often used to �nd a sequence of simpler subgoals which achievesthe desired ultimate goal (Lozano-P�erez 1987, Schwartz, Sharir and Hopcroft 1987, del Pobil andSerna 1995).Computing motion-plans is perhaps the aspect of robotics that is most likely to bene�t fromQSR techniques. Given a qualitative representation of initial and goal states, and a backgroundtheory of possible state changes, a qualitative movement plan can in principle be computed byabductive inference (Eshghi 1988, Shanahan 1991, Denecker, Missiaen and Bruynooghe 1992).Spatial concepts will play a very signi�cant role in both the state descriptions and the backgroundtheory. However, adequate speci�cation of robot states and goals will also require concepts fordescribing temporal relationships, material properties and perhaps abstract entities such as actions.Thus the reasoning problem is far from purely spatial. One might hope to be able to solve theproblem in a much more general theory of physical situations and processes, as envisaged in



CHAPTER 10. FURTHER WORK AND CONCLUSIONS 163section 10.3.1. However, it is doubtful whether a su�ciently general theory, which is also tractable,can be developed in the near future. In order to make use of purely spatial inference mechanismsone would have to factor out spatial aspects of the reasoning problem and show how these can behandled as a modular component of motion-planning computations. In my view, this is a muchmore realistic approach.Applications to reasoning about physical systems face many of the same problems as arise inrobotics. In fact, a robot can be seen as a rather simple example of a physical system, witha limited number of degrees of freedom. As noted above (section 10.3.1) adequate theories ofphysical processes will probably need to incorporate a very rich conceptual vocabulary. Hence, ifqualitative spatial inferences are to be exploited the need for modularisation of reasoning problemsis even more acute.A task which is part of robot motion planning but is also useful for many other applications(e.g. route-�nding aids for motor-vehicle drivers) is navigation. Here we are not concerned withthe detailed mechanics of movement but with somewhat more abstract problems, such as �ndinga viable path between two spatial locations; for this purpose, the moving object can normally beconsidered to be a point rather than an extended body; and the required path can be represented bya line rather than a sequence of complex movements. Navigation problems are more purely spatialthan robotic automation and consequently spatial reasoning techniques are easier to apply. Anumber of concrete proposals have been made for the use of qualitative representations in automatednavigation systems (Kuipers and Levitt 1988, Schlieder 1993).A very promising application for QSR is to GIS, which are increasingly in demand as a toolfor business planning and land management. The need for qualitative spatial query languagesto interact with these systems is clear (Egenhofer and Franzosa 1991, Egenhofer and Herring1991, Egenhofer and Al-Taha 1992, Clementini et al. 1994, Egenhofer and Mark 1995). High-level queries of a na��ve GIS user correspond to natural language questions and these typicallyinvolve qualitative concepts. In section 10.4.1 below I shall describe a prototype GIS that exploitstopological reasoning.Interpreting query languages is a special case of the more general problem of interpretingspatial expressions occurring in natural language, which tend to be predominantly qualitativerather than quantitative (consider prepositions such as `in', `on' and `through') (Vieu 1991). Butin applying QSR to natural language one faces the problem that spatial expressions are enmeshedin an unformalised and massively complex conceptual structure. By contrast, the limited spatialvocabulary employed in visual computer programming languages is much more amenable to formaldescription and a number of recent works have used qualitative representations to specify the syntaxand semantics of visual programming languages3 such as Pictorial Janus (Haarslev 1995, Goodayand Cohn 1995, Gooday and Cohn 1996).Another branch of AI which may be well suited to exploit QSR techniques is computer vision.3These are languages in which programs are created by editing pictures within a graphical environment. Programexecution can also be visualised by means of animations of these graphical representations. This is intended tofacilitate debugging and understanding of how a program works.



CHAPTER 10. FURTHER WORK AND CONCLUSIONS 164A computer vision system typically employs a fairly long series of transformation proceduresculminating in a geometrical model of objects in the scene. Within this kind of architectureit is very easy to insert a procedure which exploits spatial reasoning. Indeed the use of semantictechniques, both for image segmentation and object recognition, has long been recognised (Winston1975). Qualitative reasoning based on a set of orientation relations has been successfully appliedto the analysis of tra�c 
ow from video images (Fernyhough, Cohn and Hogg 1996, Fernyhough,Cohn and Hogg 1997).In all areas involving spatial information it is easy to give hand-waving accounts of how QSRcan be used to great advantage. However, the obstacles to attaining practical results cannot beoverestimated. The results reported in this thesis indicate that achieving e�ective reasoning evenwith a very limited vocabulary of spatial concepts may require complex logical apparatus andreasoning algorithms, speci�cally tailored to handling that particular range of concepts. How theselimited representations can be put to work on real problems is far from obvious.It is tempting to suppose that once a su�ciently expressive representation has been devised,the manner in which it can be exploited will become obvious. But, without a hugely radicaladvance in computer hardware or software technology, it seems likely that the con
ict betweenexpressive power and tractability will always be a strong constraint on the use of AI techniquesin computer systems. Thus, to �nd a practical application of QSR, one will have to show howsome concrete task can be reduced to manipulating a small number of spatial concepts, or at leasthow the role of di�erent types of spatial information in carrying out this task, can be isolated andhandled in a modular fashion. This problem is especially acute if one attempts to work within anarchitecture in which all information and reasoning is handled by means of a purely qualitativerepresentation; one cannot then rely on any of the well-understood mechanisms for quantitativedata manipulation that have been developed over the years. In my opinion, the interface withquantitative information (discussed in the last section) is the key to opening up the path towards realapplications. Embedding qualitative reasoning modules within a more conventional architectureenables one to explore the strengths of using qualitative representations without exposing all theirweaknesses.4As my main results are about reasoning with topological relations and (to a much lesser extent)convexity, I ought to suggest applications for this limited form of spatial reasoning. Topologicalrelations are fundamental and pervasive in all spatial information, so one might expect the useful-ness of topological reasoning to be equally general. But, what speci�c computational tasks can bereduced to topological reasoning?I have observed that, in many potential application areas, adequate qualitative description oftasks requires not only non-topological concepts but also many non-spatial concepts. In such casesa modular analysis of relevant reasoning capabilities will be necessary in order to isolate usefultopological inference procedures; and this is a research topic in itself. However, I believe thatsigni�cant semantic constraints relevant to object recognition can be speci�ed in terms of purely4(Fernyhough 1997) provides a good example of what can be achieved using this kind of architecture.



CHAPTER 10. FURTHER WORK AND CONCLUSIONS 165topological conditions and this may well lead to practical uses within the �eld of computer vision.The application for which purely topological reasoning has the most obvious uses is GIS. It easyto envisage situations in which a GIS user wants to pose a query that is essentially topological innature. For example, in siting a factory one might wish to �nd an area of undeveloped land, whichis adjacent (i.e. externally connected) to a water source, such as a lake, and is part of a particularurban district. What is not so obvious is how signi�cant these topological queries are to the overallfunctionality of a GIS, which typically provides access to a vast amount of metrical information.10.4.1 Topological Inference in a GIS PrototypeI shall conclude the discussion of applications with a description of a prototype `spatial AI' systembeing developed as part of EPSRC project GR/K65041 on `Logical Theories and Decision Proced-ures for Reasoning about Physical Systems'. This incorporates the (O(n3)) topological reasoningalgorithm based on my I+ encoding, which was described in section 6.3 (program code is given inappendix C.3). The system maintains a database of geographical information in the form of geo-metrical polygon data and also handles qualitative data in the form of topological relations betweennamed regions. Some of these named regions are identi�ed directly with polygons in the geomet-rical database, whereas for others the geometry is not precisely known but only constrained by thequalitative topological relations. The topological relationships determined by the the quantitativegeometrical data can also be rapidly computed and accessed by the topological reasoning mech-anism, allowing queries to be addressed to the combined qualitative and quantitative database.This capability is (as far as we know) not available in any other system. Work is also underway todemonstrate the use of topological reasoning in the control of arti�cial agents operating in a virtualworld constituted by geographical data.Figure 10.2 shows a screen-dump of the current prototype system. Most of the code is writtenin (SICStus) Prolog but a Tcl/Tk sub-process is used to create the GUI. The window at the topleft shows a simple cartographical display, whose geometry is determined by a database giving thecoordinates and terrain type of a number of triangular regions. This data is shown in the bottomleft window. The top right window presents a database of qualitative relations between regions.In the middle on the right is the Prolog top-level query window. All functions of the system canbe accessed by typing commands and queries at the Prolog prompt (although common operationsare more conveniently accessed via the GUI). The �gure shows the Prolog interpreter being usedfor querying the qualitative database. Such queries are answered by means of the spatial reasoningalgorithm described in chapter 6, which determines whether a relation given as a query is consistentwith, inconsistent with or a necessary consequence of the database. (The bottom right window isone of a number of information screens which can be displayed via the system's `help' function.)
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Figure 10.2: A prototype geographical information system10.5 ConclusionI shall conclude this thesis by making some general remarks about the prospects for automatedreasoning based on insights I gained during my research.When I started work on spatial reasoning, I was under the na��ve impression that 1st-order logic,or something like it, could provide an ideal formalism for knowledge representation and reasoningin this and almost any conceptual domain. Although I was aware of the theoretical undecidabilityand intractability of 1st-order reasoning, I did not realise the seriousness of the di�culties thatthese properties pose for automated reasoning. I imagined that, with a powerful enough computer,it would be feasible to compute entailments between relations as determined by a simple axiomatictheory. However after attempting to compute RCC inferences using the Otter theorem prover(McCune 1990) it soon became apparent that this is completely impractical. Even seemingly simpledeductions would very often exhaust the available computational resources.My experience of theorem proving probably has much in common with that of many others whohave entered this �eld. It is now widely recognised that e�ective automated reasoning with logicalrepresentations cannot be achieved by general purpose proof systems but requires the constructionof specialised reasoning algorithms. Even so, it seems to me surprising that a tractable proof



CHAPTER 10. FURTHER WORK AND CONCLUSIONS 167procedure for spatial relations should be so far removed from one's intuitive picture of the problem.An interesting question is whether this is typical of e�ective solutions to reasoning problems.That this may be so was suggested by Alan Robinson (1979), who, having discovered the verypowerful but extremely unnatural hyper-resolution inference rule, proposed that there may be adi�erence in kind between the style of reasoning intelligible to humans and the type of reasoningmechanisms which can be e�ciently implemented in computer programs. This is also evidenced bythe prodigious number-crunching abilities but poor conversational skills of computers. Though itdoes not give any reason for the divergence between styles of reasoning of humans and computers,Robinson's proposal does seem to concur with much of what has been discovered in the study ofautomated reasoning.From another point of view, the use of modal and intuitionistic logics for spatial reasoning maynot be so perverse as it �rst seems. It may just be that this use of these logics is unfamiliar.Although modal logics were originally intended to capture propositional modi�ers and intuition-istic logic to specify an ontologically parsimonious form of mathematical reasoning, the structuralmanipulations embodied in the inference rules of these logics are of a very general nature. Hence,it is only to be expected that alternative interpretations can be given.The success of the I and S4 encodings of spatial relations may also shed some light on why1st-order reasoning is so intractable. In 1st-order predicate logic, the sub-structure of atomicpropositions has no logical content. By this I mean that, although we may analyse an atomicproposition in terms of a relation between a number of functional terms, these components are ar-bitrary, having no special logical properties, except insofar as they may be constrained by axioms.Hence, the meanings of these symbols are not captured directly by rules of inference but onlyindirectly through axioms taking part in inference. Moreover, these axioms often take the form ofquite complex quanti�cational formulae. It is these theoretical formulae that make 1st-order reas-oning so computationally intensive, even when employed to compute seemly obvious consequencesof simple factual information.As an exception to this treatment of the meaning of predicates, the meaning of the equalityrelation is usually speci�ed in terms of inference rules rather than axioms. One could treat equalityas a non-logical symbol constrained by axioms5 but it is easier to capture the logical propertiesof `=' by means of inference rules than in axioms. Axiomatic treatment of equality adds a largenumber of formulae to the speci�cation of a 1st-order theory, which greatly increases the searchspace that an automated theorem prover has to deal with. Although adding inference rules forequality also increases the search space, it has been found that this method is in most cases muchmore conducive to automated reasoning (Wos 1988, Du�y 1991). When one reasons with a theoryof equality in axiomatic form, a proof may involve a considerable amount of reasoning about the5The equality relation can be characterised either by the 2nd-order axiom (x = y) $ 8�[�(x) $ �(y)]or by a set 1st-order axioms ensuring that `=' is an equivalence relation and specifying all possible waysthat an equality justi�es substitution into the arguments of relations and function. The substitution axiomstake the forms 8x8y8z8w[((x = y) ^ �(z; x;w)) ! �(z; y; w)], where � is a relation symbol of the theory, and8x8y8z8w[((x = y) ! (�(z; x; w) = �(z; y; w))], where � is a function symbol. z and w represent (possibly empty)sequences of variables �lling any additional argument places of � and �.



CHAPTER 10. FURTHER WORK AND CONCLUSIONS 168concept of equality itself, as well as reasoning about other concepts; whereas, if equality is handledby an inference rule (such as paramodulation), then the theory of equality is encapsulated withinthis rule so the ramifying e�ect on the search space is greatly reduced.Associating inferential meaning to other predicate and function symbolswithin a proposition canobviate the need for auxiliary axioms; and the �ndings concerning equality suggest that this may beextremely advantageous for automated reasoning. One example of this is the use of sorted logic (seee.g. (Cohn 1987) and section 2.6.2 of this thesis), where reasoning concerning the sorts of predicatesand functions is built into inference rules.6 Another example is the use of demodulation rules (seee.g. (Du�y 1991)) to rewrite and simplify terms in accordance with known identities. Theserules must be tailored to the speci�c properties of a given theory but they have proved extremelye�ective in many domains (Wos 1988). A typical use of demodulation is to reduce Boolean andother algebraic terms to normal form, to avoid proliferation of equivalent but syntactically distinctterms. Algebraic terms are very common in mathematical theories but generally do not play amajor role in theories of commonsense concepts. However, the analysis of RCC relations in termsof interior algebraic equations (see section 5.3) shows that an algebraic speci�cation of such conceptsmay be possible, even where it is not immediately obvious. It is this analysis of the RCC relationsthat enables their meanings to be captured by means of inference rules rather than axioms.Algebraic analysis may expose sub-structure in the meanings of relational concepts but initself this is probably not helpful to automated reasoning. If we simply axiomatised the algebraicoperators, the resulting theory might be even more complex than a direct axiomatisation of theconcepts. To gain computational advantage we need a proof system that takes direct accountof the inferential signi�cance of the algebraic operators and hence encapsulates the meaning ofthe concepts within its inference rules. It is well-known that classical propositional logic can beinterpreted as a Boolean algebra and that modal operators can also be identi�ed with algebraicoperators. Hence it should not be surprising that proof systems designed to compute inferences inthese propositional languages can also be exploited to reason about algebraic equations. However,the detailed working-out of how this can be done is probably the most novel aspect of the work inthis thesis.Because they exceed the expressive power of simple Boolean algebra but avoid the intractabilityof 1st-order logic, I believe that decidable constraint languages based on Boolean algebras withadditional operators are very well suited to computational manipulation. These encompass themodal algebras (which I explored in chapter 5) and also relation algebras (discussed in section 9.3).As well as providing a vehicle for e�ective automation of spatial reasoning, representations basedon algebraic structures of this kind may be useful in many other areas of knowledge representation.6Resolution-based inference rules are particularly well suited to incorporating sortal reasoning.



Appendix AElementary GeometryA.1 Tarski's Axiom SystemTarski (1959) has given the following axiomatisation of elementary geometry in terms of the twoprimitives, betweenness and equidistance. Here B(x; y; z) means that point y is between points xand z. This relation is taken as true if z is equal to either x or z. xy = zw means that the distancebetween points x and y is equal to the distance between points y and z.B1 [Identity Axiom for Betweenness]8xy[B(x;y; x) ! (x = y)B2 [Transitivity Axiom for Betweenness]8xyzu[(B(x; y; u) ^ B(y; z; u)) ! B(x; y; z)]B3 [Connectivity Axiom for Betweenness]8xyzu[(B(x; y; z) ^ B(x; y; u) ^ (x 6= y)) ! (B(x;z; u) _ B(x;u; z))]B4 [Reflexivity Axiom for Equidistance]8xy[xy = yx]B5 [Identity Axiom for Equidistance]8xyz[xy = zz ! (x = y)B6 [Transitivity Axiom for Equidistance]8xyzuvw[(xy = zu ^ xy = vw) ! zu = vw]B7 [Pasch's Axiom]8txyzu9v[(B(x;t; u) ^ B(y;u; z)) ! (B(x;v; y) ^ B(z; t; v))]B8 [Euclid's Axiom]8txyzu9vw[(B(x;u; ; t) ^ B(y;u; z) ^ (x 6= y))! (B(x; z; v) ^ B(x; y; w) ^ B(v; t;w))]B9 [Five-Segment Axiom]8xx0yy0zz0uu0 [(xy = x0y0 ^ yz = y0z0 ^ xu = x0u0 ^ yu = y0u0^ B(x; y; z) ^ B(x0; y0; z0) ^ (x 6= y)) ! zu = z0u0 ]B10 [Axiom of Segment Construction]8xyuv9z[B(x; y; z) ^ yz = uv]B11 [Lower Dimension Axiom]9xyz[:B(x; y; z) ^ :B(y;z; x) ^ :B(z; x; y)] 169



APPENDIX A. ELEMENTARY GEOMETRY 170B12 [Upper Dimension Axiom]8xyzuv[(xy = xv ^ yu = yv ^ zu = zv ^ (u 6= v))! (B(x;y; z) _ B(y; z; x) _ B(z; x; y))]B13 [Elementary Continuity Axioms]All sentences of the form:8vw : : : [9z8xy[� ^  ! B(z; x; y)] ! 9u8xy[� ^  ! B(x;u; y)]]where � stands for any formula in which the variables x, y, w, : : :, but neither y nor z nor u, occur free,and similarly for  , with x and y interchanged.B13' [Weak Continuity Axiom]8xyzx0z0u9y0 [(ux = ux0 ^ uz = uz0 ^ B(u;x; z) ^ B(x; y; z))! (uy = uy0 ^ B(x0; y0; z0))]A.2 Primitive Geometrical ConceptsThe sequence of de�nitions given below shows how starting from the fundamental ternary relationxy = yz, which is true when two points, x and z, are equidistant from a third point, y, many othersimple geometrical relations can be introduced. In these de�nitions, the juxtaposition xy of twovariables x and y is intended to refer to the distance between these two points. Thus xy � yz is apredicate which holds in case y is closer to x than to z. The other relations are: B(x; y; z) | y isbetween x and z (including the case where y is identical with either x or z); L(x; y; z) | x, y andz are collinear; and M (x; y; z) | y is the mid-point between x and z.The relation xy = yz is of great geometrical signi�cance as it relates the centre point (y) ofa sphere to any pair of surface points (x and z). For a 2-dimensional �gure, the truth of thisrelation for any three points can be determined by means of a compass. The relations B(x; y; z)and xy = zw are taken as primitives in Tarski's elementary geometry. A proof that the quaternaryrelation xy = zw is de�nable in terms of the ternary xy = yz is originally due to Pieri (1899). Thefollowing de�nitions showing how this can be done (together with further discussion of primitivenotions in geometry) can be found in (Royden 1959).xy � yz �def 8w[yw = wz ! 9u[xu = uy ^ uy = yw]]B(x; y; z) �def 8w[(wx � xy ^ wz � zy) ! w = y]L(x; y; z) �def B(x; y; z) _ B(y; x; z) _ B(x; z; y)M (x; y; z) �def 8w[(L(w; x; y) ^ xy = yw) $ (w = x _ w = z)]wx = yz �def 9u9v[M (w; u; y) ^ M (x; u; v) ^ vy = yz]



Appendix BAn Alternative Proof of MEconvIn this appendix I give an alternative proof of the theorem BEconv, which was demonstrated insection 5.5.1. The statement of BEconv is as follows:Convexity of Disjunctive Modal-Algebraic Entailments (MEconv)�1 = U ; : : : ; �m = U j=MAL "1 = U _ : : : _ "n = Ui��1 = U ; : : : ; �m = U j=MAL "i = U for some i 2 f1; : : :ngThe alternative proof relies only on the additivity of the modal operator and does not requirethat its algebraic properties be speci�able just in terms of equations. The basis of the proof isthat given counter-models satisfying the premisses of the sequent and individually falsifying eachdisjunct of its conclusion, the additive nature of the operator allows one to construct a counter-model satisfying the premisses and falsifying the conclusion as a whole.Proof of MEconv: Let S be the set of set-constants occurring in a disjunctiveentailment, DE, of the form given in the theorem. Suppose none of the disjuncts onthe r.h.s. is entailed by the equations on the l.h.s.. This means that for each disjunct"i= U there is an assignment, �i = hS; Ui; �i;mii satisfying all the equations �j = Ubut such that �i["i] 6= U . We can assume, without loss of generality, that the universes,Ui in each of the assignments are disjoint. From these assignments we can construct anew assignment, �0, again satisfying all the equations �j = U and such that �0["i] 6= Ufor each "i:Let �0 = hS; U0; �0;m0i, where U0 = SiUi, �0 is de�ned by �0(�) = Si �i(�)for each constant � 2 S and m0 is de�ned by m0(X) = Simi(X \ Ui) for every setX � U0 (in each case the subscript i ranges from 1 to n).We note that, because we are dealing with modal algebras, each of the functions mimust be additive (mi(X [Y ) = mi(X)[mi(Y )). This means that m0 is also additive:m0(X [ Y ) =[i mi((X [ Y ) \ Ui) =[i mi((X \ Ui) [ (Y \ Ui)) =171



APPENDIX B. AN ALTERNATIVE PROOF OF MECONV 172[i (mi(X \ Ui) [mi(Y \ Ui)) =[i (mi(X \ Ui)) [[i (mi(Y \ Ui)) = m0(X) [m0(Y )I now show that �0[� ] = Si�i[� ] for any term � | i.e. the denotation of any termunder �0 is just the union of its denotations under the assignments �i. If � is a constantthis is ensured directly by the speci�cation of �0, so we can prove it inductively for allterms by showing that if it holds for any terms � and �, it must also hold for the terms�, � [ �, � \ � and ��. For � and [ we have:�0[�] = U0 � �0[�] =[i Ui �[i �i[�] =[i (Ui � �i[�]) =[i �i[�]�0[�[ �] = �0[�][�0[�] =[i �i[�][[i �i[�] =[i �i[� [ �]Whence �0[� \ �] = Si�i[� \ �] must hold, since � \ � = �(� [ �).The proof for the case of the modal � operator is rather more involved. Since we areassuming �0[�] = Si�i[�] we have �0[��] = m0(�0[�]) = m0 (Si �i[�]) and since m0is additive this equals Si(m0(�i[�])). If we now replace m0 by its de�nition in termsof the functions mi we get the expression Si �Sjmj(�i[�]\ Uj)� (where i and j bothrange from 1 to n). Notice that �i[�] is always a subset of Ui; so, because the Ui's aredisjoint, �i[�] \ Uj must equal �i[�] if i = j and ; otherwise. This means that theexpression can be reduced to Simi(�i[�]), which is equivalent to Si�i[��].Since �0[� ] = Si�i[� ] for any term � and the ranges of the assignments �i aredisjoint, it follows that an equation is satis�ed by �0 if and only if it is satis�ed by allof the �i's. This ensures that �0 satis�es all the frame equations of the logic L. It alsomeans that �0 must satisfy all the equations on the l.h.s. of the DE and none of theequations in the disjunction on the r.h.s. of DE.Hence, the constructed assignment �0 demonstrates that, if none of the disjuncts onthe r.h.s. of DE is individually entailed by the equations on the l.h.s., their disjunctioncannot be entailed. So the class of entailments of modal algebraic equations of the formof DE is convex. �



Appendix CProlog CodeC.1 Generating all Conjunctions of RCC-7 RelationsThe following program generates all logically distinct relations which can be speci�ed as a con-junction of RCC-7 relations and their negations. The code includes documentation of how it works.Further explanation can be found in section 5.3.3 in the main thesis and also in the section followingthe program listing, where I present and explain the program's output.%% rcc7cons.pl% This program generates the complete set of logically distinct% relations, which can be specified as conjunctions of +ve and% -ve literals taken from the RCC-7 relation set.% The set can be generated with or without non-null constraints% on the regions involved.% For the sake of generality, non-null constraints are represented% by adding the relations x0 and y0 to the set of RCC-7 relations.% x0 is true just in case the 1st argument of the relation is null% and y0 if the second argument is null.%% top-level calls% Generate all combinations of RCC-7 relations and null relations% There are 171 (including the impossible relation).generate_rcc7_cons :-setof( X, (rcc7con(X), complete(X)), Set),showlist(Set),length(Set,L), write(length(L)).173



APPENDIX C. PROLOG CODE 174% Generate all combinations of RCC-7 relations for which the% arguments are non-null.% There are 115 (including the impossible relation).generate_rcc7nn_cons :-setof( X, (rcc7nncon(X), complete(X)), Set),showlist(Set),length(Set,L), write(length(L)).% Find the most specific relations specifiable between non-null regions% (excluding the impossible relation).% This generates the RCC-8 relations.generate_nnrcc7_base_rels :-setof( X, (rcc7nncon(X), complete(X)), Set),setof(B,(member(B,Set),\+( (member(C,Set), proper_subset(B,C) ))),Base),showlist(Base),length(Base,LB), write(base_length(LB)).%% Subsidiary Predicatesrcc7con(CONJ) :- pick_conjunction([dc,dr,p,pi,ntpp,ntppi,eq,x0,y0], CONJ); CONJ = impossible.rcc7nncon( [not(x0), not(y0) | Rest] ) :-pick_conjunction([dc,dr,p,pi,ntpp,ntppi,eq], Rest).rcc7nncon( impossible ).%% A set of relations is complete iff it is closed under implications.complete(Set) :- \+( (member(R,Set), implies(R,S),\+(member(S,Set)) )),\+( (member(R1,Set),member(R2,Set),implies(and(R1,R2),S2),\+(member(S2,Set)) )).%% Implications holding between rcc7 relationsimplies(dc,dr).



APPENDIX C. PROLOG CODE 175implies(ntpp, p).implies(ntppi, pi).implies(eq, p).implies(eq, pi).implies(x0, ntpp).implies(y0, ntppi).implies(x0, dc).implies(y0, dc).implies( and(p,pi), eq ).implies( and(dr,p), x0 ).implies( and(dr,pi), y0 ).implies( and(ntpp,ntppi), x0).implies( and(ntpp,ntppi), y0).implies( and(ntpp,eq), x0).implies( and(ntpp,eq), y0).implies( and(ntppi,eq), x0).implies( and(ntppi,eq), y0).implies( not(R), not(S) ):- implies(S,R), \+(S = and(_,_)).implies( and(R,not(S)), not(T) ) :- implies(and(R,T), S).%% Additional simple predicatesproper_subset(X, Y) :- \+(X=Y), \+( (member(E,X),\+(member(E,Y))) ).%% write a list one element per lineshowlist([]).showlist([H|T]) :- write(H),nl,showlist(T).% pick a conjunction of +ve or -ve literals from a listpick_conjunction([],[]).pick_conjunction([_|T], PT) :- pick_conjunction(T,PT).pick_conjunction([H|T], [H | PT]) :- pick_conjunction(T,PT).pick_conjunction([H|T], [not(H) | PT]) :- pick_conjunction(T,PT).%% minimise/2 can be used to remove redundant rels from RCC7 conjunctions%% (this is not actually used by the predicates defined above)



APPENDIX C. PROLOG CODE 176%% Minimising a set is removing all implied relationsminimise(Set,M) :- extract( R, Set, Rest ),member( S, Rest ),implies( S, R ), !,minimise( Rest, M), !.minimise(Set,M) :- extract( R, Set, Rest ),extract( S, Rest, Rest2 ),member( T, Rest2 ),implies( and(S,T), R ), !,minimise( Rest, M), !.minimise(S,S).%% extract an element from a list (non-deterministically)extract(X,List,Rest) :- append( Front, [X | End], List ),append( Front, End, Rest ).C.1.1 171 Conjunctions of the RCC-7 Relations and their NegationsHere is the set of 171 logically distinct conjunctions of the RCC-7 relations and their negationsgenerated by the program given in the last section. The relations are given in the form of a list ofconjuncts, with negated conjuncts given as not(R). Relations are denoted by their usual initialsbut in small letters (because of the syntax of Prolog). The empty list corresponds to the universal,holding between any two regions. Any conjunction containing a literal and its negation is equivalentto the impossible relation.The fact that one or other of the regions involved in a relation is null is speci�ed by the specialpseudo-relations x0 and y0, meaning respectively that the 1st or 2nd argument is null. In the RCCtheory all regions are non-null. Thus, only those conjunctions including the conjuncts not(x0)and not(y0) correspond to legitimate RCC relations. There are 115 such relations (including theimpossible relation which implicitly includes both non-null constraints).The conjunction sets generated by the program are closed under implication and this ensuresthat they are all genuinely logically distinct. It also means that there is a lot of redundancy in theresulting speci�cation of the relations. For instance, every conjunction which has dc as a conjunctalso includes the weaker relation dr as a conjunct. This redundancy could be eliminated by post-processing the sets to remove implied conjuncts; however, there is not always a unique way tosimplify a conjunction so I have not done this.| ?- generate_rcc7_cons.[]impossible[dc,dr]



APPENDIX C. PROLOG CODE 177[dc,dr,p,ntpp,x0][dc,dr,p,pi,ntpp,ntppi,eq,x0,y0][dc,dr,p,not(pi),ntpp,not(ntppi),not(eq),x0,not(y0)][dc,dr,pi,ntppi,y0][dc,dr,pi,ntppi,not(eq),y0][dc,dr,not(eq)][dc,dr,not(p),pi,not(ntpp),ntppi,not(eq),not(x0),y0][dc,dr,not(p),not(ntpp),not(eq),not(x0)][dc,dr,not(p),not(pi),not(ntpp),not(ntppi),not(eq),not(x0),not(y0)][dc,dr,not(pi),not(ntppi),not(eq),not(y0)][dr][dr,not(eq)][dr,not(p),not(ntpp),not(eq),not(x0)][dr,not(p),not(pi),not(ntpp),not(ntppi),not(eq),not(x0),not(y0)][dr,not(pi),not(ntppi),not(eq),not(y0)][p][p,ntpp][p,pi,eq][p,pi,eq,not(x0)][p,pi,eq,not(x0),not(y0)][p,pi,eq,not(y0)][p,pi,not(ntpp),eq,not(x0)][p,pi,not(ntpp),eq,not(x0),not(y0)][p,pi,not(ntpp),not(ntppi),eq,not(x0),not(y0)][p,pi,not(ntppi),eq,not(x0),not(y0)][p,pi,not(ntppi),eq,not(y0)][p,not(ntpp),not(ntppi),not(x0),not(y0)][p,not(ntpp),not(x0)][p,not(ntpp),not(x0),not(y0)][p,not(ntppi),not(x0),not(y0)][p,not(ntppi),not(y0)][p,not(pi),ntpp,not(ntppi),not(eq),not(x0),not(y0)][p,not(pi),ntpp,not(ntppi),not(eq),not(y0)][p,not(pi),not(ntpp),not(ntppi),not(eq),not(x0),not(y0)][p,not(pi),not(ntppi),not(eq),not(x0),not(y0)][p,not(pi),not(ntppi),not(eq),not(y0)][p,not(x0)][p,not(x0),not(y0)][p,not(y0)][pi]



APPENDIX C. PROLOG CODE 178[pi,ntppi][pi,ntppi,not(eq)][pi,ntppi,not(eq),not(x0)][pi,ntppi,not(eq),not(x0),not(y0)][pi,ntppi,not(eq),not(y0)][pi,not(eq)][pi,not(eq),not(x0)][pi,not(eq),not(x0),not(y0)][pi,not(eq),not(y0)][pi,not(ntpp),ntppi,not(eq),not(x0)][pi,not(ntpp),ntppi,not(eq),not(x0),not(y0)][pi,not(ntpp),not(eq),not(x0)][pi,not(ntpp),not(eq),not(x0),not(y0)][pi,not(ntpp),not(ntppi),not(eq),not(x0),not(y0)][pi,not(ntpp),not(ntppi),not(x0),not(y0)][pi,not(ntpp),not(x0)][pi,not(ntpp),not(x0),not(y0)][pi,not(ntppi),not(eq),not(x0),not(y0)][pi,not(ntppi),not(eq),not(y0)][pi,not(ntppi),not(x0),not(y0)][pi,not(ntppi),not(y0)][pi,not(x0)][pi,not(x0),not(y0)][pi,not(y0)][not(dc),dr,not(p),not(pi),not(ntpp),not(ntppi),not(eq),not(x0),not(y0)][not(dc),p,pi,eq,not(x0),not(y0)][not(dc),p,pi,not(ntpp),eq,not(x0),not(y0)][not(dc),p,pi,not(ntpp),not(ntppi),eq,not(x0),not(y0)][not(dc),p,pi,not(ntppi),eq,not(x0),not(y0)][not(dc),p,not(ntpp),not(ntppi),not(x0),not(y0)][not(dc),p,not(ntpp),not(x0),not(y0)][not(dc),p,not(ntppi),not(x0),not(y0)][not(dc),p,not(pi),ntpp,not(ntppi),not(eq),not(x0),not(y0)][not(dc),p,not(pi),not(ntpp),not(ntppi),not(eq),not(x0),not(y0)][not(dc),p,not(pi),not(ntppi),not(eq),not(x0),not(y0)][not(dc),p,not(x0),not(y0)][not(dc),pi,ntppi,not(eq),not(x0),not(y0)][not(dc),pi,not(eq),not(x0),not(y0)][not(dc),pi,not(ntpp),ntppi,not(eq),not(x0),not(y0)][not(dc),pi,not(ntpp),not(eq),not(x0),not(y0)]



APPENDIX C. PROLOG CODE 179[not(dc),pi,not(ntpp),not(ntppi),not(eq),not(x0),not(y0)][not(dc),pi,not(ntpp),not(ntppi),not(x0),not(y0)][not(dc),pi,not(ntpp),not(x0),not(y0)][not(dc),pi,not(ntppi),not(eq),not(x0),not(y0)][not(dc),pi,not(ntppi),not(x0),not(y0)][not(dc),pi,not(x0),not(y0)][not(dc),not(dr),p,pi,eq,not(x0),not(y0)][not(dc),not(dr),p,pi,not(ntpp),eq,not(x0),not(y0)][not(dc),not(dr),p,pi,not(ntpp),not(ntppi),eq,not(x0),not(y0)][not(dc),not(dr),p,pi,not(ntppi),eq,not(x0),not(y0)][not(dc),not(dr),p,not(ntpp),not(ntppi),not(x0),not(y0)][not(dc),not(dr),p,not(ntpp),not(x0),not(y0)][not(dc),not(dr),p,not(ntppi),not(x0),not(y0)][not(dc),not(dr),p,not(pi),ntpp,not(ntppi),not(eq),not(x0),not(y0)][not(dc),not(dr),p,not(pi),not(ntpp),not(ntppi),not(eq),not(x0),not(y0)][not(dc),not(dr),p,not(pi),not(ntppi),not(eq),not(x0),not(y0)][not(dc),not(dr),p,not(x0),not(y0)][not(dc),not(dr),pi,ntppi,not(eq),not(x0),not(y0)][not(dc),not(dr),pi,not(eq),not(x0),not(y0)][not(dc),not(dr),pi,not(ntpp),ntppi,not(eq),not(x0),not(y0)][not(dc),not(dr),pi,not(ntpp),not(eq),not(x0),not(y0)][not(dc),not(dr),pi,not(ntpp),not(ntppi),not(eq),not(x0),not(y0)][not(dc),not(dr),pi,not(ntpp),not(ntppi),not(x0),not(y0)][not(dc),not(dr),pi,not(ntpp),not(x0),not(y0)][not(dc),not(dr),pi,not(ntppi),not(eq),not(x0),not(y0)][not(dc),not(dr),pi,not(ntppi),not(x0),not(y0)][not(dc),not(dr),pi,not(x0),not(y0)][not(dc),not(dr),not(eq),not(x0),not(y0)][not(dc),not(dr),not(ntpp),not(eq),not(x0),not(y0)][not(dc),not(dr),not(ntpp),not(ntppi),not(eq),not(x0),not(y0)][not(dc),not(dr),not(ntpp),not(ntppi),not(x0),not(y0)][not(dc),not(dr),not(ntpp),not(x0),not(y0)][not(dc),not(dr),not(ntppi),not(eq),not(x0),not(y0)][not(dc),not(dr),not(ntppi),not(x0),not(y0)][not(dc),not(dr),not(p),pi,not(ntpp),ntppi,not(eq),not(x0),not(y0)][not(dc),not(dr),not(p),pi,not(ntpp),not(eq),not(x0),not(y0)][not(dc),not(dr),not(p),pi,not(ntpp),not(ntppi),not(eq),not(x0),not(y0)][not(dc),not(dr),not(p),not(ntpp),not(eq),not(x0),not(y0)][not(dc),not(dr),not(p),not(ntpp),not(ntppi),not(eq),not(x0),not(y0)][not(dc),not(dr),not(p),not(pi),not(ntpp),not(ntppi),not(eq),not(x0),not(y0)]



APPENDIX C. PROLOG CODE 180[not(dc),not(dr),not(pi),not(ntpp),not(ntppi),not(eq),not(x0),not(y0)][not(dc),not(dr),not(pi),not(ntppi),not(eq),not(x0),not(y0)][not(dc),not(dr),not(x0),not(y0)][not(dc),not(eq),not(x0),not(y0)][not(dc),not(ntpp),not(eq),not(x0),not(y0)][not(dc),not(ntpp),not(ntppi),not(eq),not(x0),not(y0)][not(dc),not(ntpp),not(ntppi),not(x0),not(y0)][not(dc),not(ntpp),not(x0),not(y0)][not(dc),not(ntppi),not(eq),not(x0),not(y0)][not(dc),not(ntppi),not(x0),not(y0)][not(dc),not(p),pi,not(ntpp),ntppi,not(eq),not(x0),not(y0)][not(dc),not(p),pi,not(ntpp),not(eq),not(x0),not(y0)][not(dc),not(p),pi,not(ntpp),not(ntppi),not(eq),not(x0),not(y0)][not(dc),not(p),not(ntpp),not(eq),not(x0),not(y0)][not(dc),not(p),not(ntpp),not(ntppi),not(eq),not(x0),not(y0)][not(dc),not(p),not(pi),not(ntpp),not(ntppi),not(eq),not(x0),not(y0)][not(dc),not(pi),not(ntpp),not(ntppi),not(eq),not(x0),not(y0)][not(dc),not(pi),not(ntppi),not(eq),not(x0),not(y0)][not(dc),not(x0),not(y0)][not(eq)][not(eq),not(x0)][not(eq),not(x0),not(y0)][not(eq),not(y0)][not(ntpp),not(eq),not(x0)][not(ntpp),not(eq),not(x0),not(y0)][not(ntpp),not(ntppi),not(eq),not(x0),not(y0)][not(ntpp),not(ntppi),not(x0),not(y0)][not(ntpp),not(x0)][not(ntpp),not(x0),not(y0)][not(ntppi),not(eq),not(x0),not(y0)][not(ntppi),not(eq),not(y0)][not(ntppi),not(x0),not(y0)][not(ntppi),not(y0)][not(p),pi,not(ntpp),ntppi,not(eq),not(x0)][not(p),pi,not(ntpp),ntppi,not(eq),not(x0),not(y0)][not(p),pi,not(ntpp),not(eq),not(x0)][not(p),pi,not(ntpp),not(eq),not(x0),not(y0)][not(p),pi,not(ntpp),not(ntppi),not(eq),not(x0),not(y0)][not(p),not(ntpp),not(eq),not(x0)][not(p),not(ntpp),not(eq),not(x0),not(y0)]



APPENDIX C. PROLOG CODE 181[not(p),not(ntpp),not(ntppi),not(eq),not(x0),not(y0)][not(p),not(pi),not(ntpp),not(ntppi),not(eq),not(x0),not(y0)][not(pi),not(ntpp),not(ntppi),not(eq),not(x0),not(y0)][not(pi),not(ntppi),not(eq),not(x0),not(y0)][not(pi),not(ntppi),not(eq),not(y0)][not(x0)][not(x0),not(y0)][not(y0)]length(171)yes| ?-



APPENDIX C. PROLOG CODE 182C.2 An I Theorem Prover for Spatial SequentsThe following code implements an intuitionistic theorem prover based on a Gentzen sequent calcu-lus. The prover is optimised to perform better with the class of sequents generated by the encodingof RCC-8 reasoning in I. This means that the prover is not complete for arbitrary I sequents.The main simpli�cation of the calculus is that the rule for eliminating implications on the left ofthe sequent is replaced by modus ponens. Another variant of modus ponens in added to handlethe case of an implication with a conjunction as its antecedent | see section 6.3.3.% Gentzen system for propositional intuitionistic logic% Restricted to give better performance on sets of spatial% constraint formulae (as given in KR94).%% set prooftrace to `on' to see trace or use `prooftr'%% command (below) to toggle mode.:- dynamic prooftrace/1.prooftrace(off).% Output current goal if in tracing modeentail(Prems,Conc) :- prooftrace(on),format("trying to prove ~p |- ~p ~n", [Prems, Conc]),fail.%%--------------------------------------------------%% SEQUENT RULES FOR I%%--------------------------------------------------%% Terminating conditionsentail(Prems, Conc) :- member(Conc, Prems), !,entailtrace("Proven (conc is prem)~2n", []).entail(Prems, _) :- member(absurd, Prems), !,entailtrace("Proven (absurd prem)~2n", []).%%----------------------------------------------------%% Simple sequent re-writes%% |- equiventail(Prems, equiv(P,Q)) :- !,setadd(P, Prems, P_Prems), !,entail(P_Prems, Q), !,



APPENDIX C. PROLOG CODE 183setadd(Q, Prems, Q_Prems), !,entail(Q_Prems, P), !.%% equiv |-entail(Prems, Conc) :-extract(equiv(P,Q),Prems, Rest), !,setadd2(if(P,Q), if(Q,P), Rest, NewPrems),entail(NewPrems, Conc), !.%% and |-entail(Prems, Conc) :-extract(and(P,Q),Prems,Rest), !,setadd2(P, Q, Rest, P_Q_Prems), !,entail( P_Q_Prems, Conc), !.%% |- ifentail(Prems, if(P,Q)) :- !,setadd(P, Prems, P_Prems), !,entail( P_Prems, Q), !.%% |- notentail(Prems, not(P)) :- !,setadd(P, Prems, P_Prems), !,entail(P_Prems, absurd), !.%%---------------------------------------------------%% Conjunctive Splitting Rules (deterministic)%% |- andentail(Prems, and(P,Q)) :- !,entail(Prems, P), !,entail(Prems, Q), !.%% or |-entail(Prems, Conc) :-extract(or(P,Q), Prems, Rest), !,setadd(P, Rest, P_Prems),entail(P_Prems, Conc), !,setadd(Q, Rest, Q_Prems), !,entail(Q_Prems, Conc), !.



APPENDIX C. PROLOG CODE 184%%-------------------------------------------------%% Pruning Rules%% Not necessary for completeness but save a lot of search.%% Implications are redundant if you have the conclusionentail(Prems, Conc) :-extract(if(_,Q), Prems, Rest),member(Q, Rest), !,entail( Rest, Conc ), !.%% More such rules could be added for greater efficiency%%--------------------------------------------------%% Non-deterministic Rules%% Application of these rules reduces sequent to a logically%% stronger form: so must backtrack for completeness.%% (rules xentail(..) are not used for the spatial reasoner%% but would be needed for complete intuitionistic reasoning.)%% if |-%% The if rule is not used for the spatial constraints%% It is replaced by modus ponens and another similar rule.%% see below.disabled_entail(Prems, Conc) :-extract(if(P,Q), Prems, Rest),entail(Rest, P), !,setadd( Q, Rest, Q_Prems),entail( Q_Prems, Conc ), !.%% not |-%% re-write not(X) to if( X, absurd )entail(Prems, Conc) :- extract(not(P),Prems, Rest), !,setadd( if(P, absurd), Rest, NewPrems),entail( NewPrems, Conc), !.%% Using modus ponens for `if |-' is not complete for I in%% general; but it is complete for the topological constraints%% if used together with the similar rule following.entail(Prems, Conc) :-



APPENDIX C. PROLOG CODE 185extract(if(P,Q), Prems, Rest),member(P, Rest),setadd(Q, Rest, Q_Prems),entail( Q_Prems, Conc ).%% Rule for constraint `not(and(X,Y))' on left%% a Modus Ponens variantentail(Prems, Conc) :-extract(if(and(X,Y),Q), Prems, Rest),member(X, Rest),member(Y, Rest),setadd(Q, Rest, Q_Prems),entail( Q_Prems, Conc ).%% We still have non-determinism for disjunctive conclsions.%% This could also be eliminated by adding more prunig rules.%% |- orentail(Prems, or(P,Q)) :-( entail(Prems, P);entail(Prems, Q)), !.%%----------------------------------------------------%% Conclusion may also be given as singleton list%% (for compatibility with other sequent progs)entail(Prems, [Conc]) :- !, entail(Prems, Conc).%%% FAIL %%%% If no rule applicable fail current entail goalentail(_,_) :- entailtrace("Failed~2n", []),fail.%%-----------------------------------------------------% alternative top-level call for single premiss sequentsentails(P,Q):- entail([P], Q).%--------------------------------------------------



APPENDIX C. PROLOG CODE 186% Simple predicates used above% extract(X,List,Rest) -- X occurs in List, remainder is Rest% the definition is now kept in ~/prolog/lib/mylib.pl% extract(X, List, Rest) :- append(A, [X | B], List),% append(A, B, Rest).% add an element to a setsetadd( Elt, Set, Set) :- member(Elt, Set), !.setadd( Elt, Set, [Elt | Set]).% add two elts to a setsetadd2( Elt1, Elt2, SetIn, SetOut ) :-setadd( Elt1, SetIn, SetOut1 ),setadd( Elt2, SetOut1, SetOut).%---------------------------------------------------% Tracing the prover% output with `format' if prooftrace is onentailtrace(Str,Args) :- ( prooftrace(on) ->format(Str, Args); true).% Toggle proof tracingprooftr :- (prooftrace(on) ->( retractall(prooftrace(_)),assert(prooftrace(off)),write(prooftrace(off)));( retractall(prooftrace(_)),assert(prooftrace(on)),write(prooftrace(on)))).%------------------------------------------------------% Some example test problems



APPENDIX C. PROLOG CODE 187check(emi) :- entail([], [or(p, not(p))]).check(dn1) :- entails( p, not(not(p))).check(dn2) :- entails( not(not(p)), p).check(test):-entail([not(and(c,con(a))),not(and(b,con(c))),if(c,con(b)),or(not(c),not(b)),not(and(a,con(c))),if(c,con(a)),or(not(c),not(a))],not(and(c,con(b)))).hard_test:- % Not so hard with restriced rulesentail([not(and(a,b)), not(and(b,a)),or(not(b),not(a)),not(and(b,c)),if(c,con(b)),or(not(c),not(b)),not(and(a,c)), not(and(c,a)),or(not(c),not(a)),if(b,con(b)),if(a,con(a)),if(c,con(c)),not(and(con(b),con(a)))).



APPENDIX C. PROLOG CODE 188C.3 A Special Purpose O(n2) Algorithm for Spatial SequentsThe following code implements the I reasoning algorithm based on the optimised sequent calculusrules given in section 6.3.4. As with the program given in appendix C.2, this means that the proofsystem is only complete for sequents arising from the I encoding of RCC-8 consistency problemsand not for arbitrary sequents of I. For this restricted class of sequents it can be shown that theworst case run-time is of O(n2) in the number formulae on the l.h.s. of the sequent. This numberis of the order of the number of RCC-8 relations which are to be tested for consistency; however,checking consistency of n relations requires O(n) separate I sequents to be tested. Thus checkingconsistency of n RCC-8 relations requires O(n3) time. This result applies more generally to anyset of relations which can be represented as a conjunction of RCC-7 relations and their negations.%% n3top.pl%% A decision procedure for spatial entailments encoded into sequents%% of the binary fragment of intuitionistic propositional logic.%% Declare dynamic predicates to store model and entailment constraints.%% The last argument is a status flag used to keep track of formulae%% which are asserted temporarily in the course of testing an entailment.%% There are four kinds of model constraint::- dynamic mcon_or/3.:- dynamic mcon_if/3.:- dynamic mcon_nand/3.%% Atoms are stored as mcon( AtomName, Status ).:- dynamic mcon_atom/2.%% Entailment constraints are stored as 'econ( Formula, Status )'.:- dynamic econ/2.%% Three status flags are used%% db -- formula is part of a consistent database encoding spatial facts%% test -- formula is associated with a putative spatial fact whose%% consistency is to be tested.%% pr -- formula is asserted temporarily while testing particular sequent.%% The flags ought to be further parameterised by some database id%% (ie we would have: db(id), test(id) and pr(id).%% Then we could use multiple databases.



APPENDIX C. PROLOG CODE 189%% ------------------------------------------------------------%% Predicates for adding to the database%% add_mcon( Formula, Status )%% Add a model constraint formula to the database%% also add extra implications entailed by disjunctions%% and add closure of all implications%% All added formulae have status Sadd_mcon( if(X,Y), S ) :-add_imp_and_close( if(X,Y), S ).add_mcon( or(if(X,f),Y), S ) :-% add the entailed implication if(X,Y)add_imp_and_close( if(X,Y), S ),assert_if_new( mcon_or( if(X,f), Y, S ) ).add_mcon( or(if(X,f), if(Y,f)), S ) :-add_imp_and_close( if(X,if(Y,f)), S ),assert_if_new( mcon_or( if(X,f), if(Y,f), S ) ).add_mcon(A, S) :- atom(A),assert_if_new( mcon_atom( A, S ) ).add_mcon_list([], _).add_mcon_list([H|T], S) :- add_mcon(H, S),add_mcon_list(T, S).add_econ_list([], _).add_econ_list([H|T], S) :- assert( econ(H, S) ),add_econ_list(T, S).%% -----------------------------------------------------%% add_imp_and_close( Implication, Status )%% Add an implication to the database together with all its consequences%% Status flag S also added, which allows temporary formulae to be removed.% if already there do nothingadd_imp_and_close( if(X,Y), _ ) :- mcon_if(X,Y, _), !.% if subsumed do nothingadd_imp_and_close( if(X,if(Y,f)), _ ) :-



APPENDIX C. PROLOG CODE 190( mcon_nand(X,Y, _);mcon_nand(Y,X, _);mcon_if(X,f, _);mcon_if(Y,f, _ )), !.%% add if(X,if(Y,f)) and consequencesadd_imp_and_close( if(X,if(Y,f)), S ) :- !,sweep( ( mcon_if(A,X, _),assert_if_new( mcon_nand(A,Y, S) ))),sweep( ( mcon_if(B,Y, _),assert_if_new( mcon_nand(X,B, S) ))),assert( mcon_nand(X,Y, S) ).%% add simple if(X,Y) and consequencesadd_imp_and_close( if(X,Y), S ) :-sweep( ( mcon_if(Y,Z, _),assert_if_new( mcon_if(X,Z, S) ))),sweep( ( mcon_if(Z,X, _),assert_if_new( mcon_if(Z,Y, S) ))),assert( mcon_if(X,Y, S) ).%% ---------------------------------------------------------%% prove( Formula )%% This is true if Formula is a consequence of the model constraints%% stored in the database.prove( if(X,f) ) :- !,prune_ors_wrt( if(X,f) ),assert_if_new( mcon_atom(X, pr) ),derive_by_modus_ponens(f).



APPENDIX C. PROLOG CODE 191prove( if(X,Y) ) :- assert( mcon_atom(X, pr) ),derive_by_modus_ponens(Y).prove( if(X,if(Y,f)) ) :- assert( mcon_atom(X, pr) ),assert( mcon_atom(Y, pr) ),derive_by_modus_ponens(f).prove( or(if(X,f), if(Y,f)) ) :- !,prune_ors_wrt( if(X,f) ),prune_ors_wrt( if(Y,f) ),assert( mcon_atom(X, pr) ),( derive_by_modus_ponens(f);( clean(pr),assert_if_new( mcon_atom(Y, pr)),derive_by_modus_ponens(f))).prove( or(if(X,f),Y) ) :- !,prune_ors_wrt( if(X,f) ),prune_ors_wrt( Y ),assert( mcon_atom(X, pr) ),( derive_by_modus_ponens(f);( clean(pr),derive_by_modus_ponens(Y))).%% --------------------------------------------------------%% Specification of the PROOF RULES%% Add all consequences of the pruning rule for disjunctionsprune_ors_wrt( F ) :-sweep( ( mcon_or(X,F, _), add_mcon( X, pr ) ) ),sweep( ( mcon_or(F,X, _), add_mcon( X, pr ) ) ).



APPENDIX C. PROLOG CODE 192derive_by_modus_ponens( Conc ) :-%% probably wont terminate as soon as Conc found% First sweep over all MP applicationssweep( ( mcon_atom(A, _),\+( mcon_atom(f, _) ), %stop if inconsistent\+( mcon_atom(Conc, _) ), %stop if proved( ( mcon_if( A, B, _ ),assert_if_new( mcon_atom(B, pr) ));( mcon_nand( A, B, _ ),assert_if_new( mcon_if(B,f, pr) ));( mcon_nand( C, A, _ ),assert_if_new( mcon_if(C,f, pr) ))% Could also subsume if(X,A) clauses% But must replace them if using an incremental DB))),% Then test whether Conc or f has been derived(mcon_atom(Conc, _) ; mcon_atom(f, _)).%% -------------------------------------------------%% ** Top-level predicate for testing intuitionistic sequentstest_sequent(Prems, Conc ) :-clean,add_mcon_list(Prems, test),prove(Conc),clean(test).%% query database%% Use check_new_cons_wrt_db to check consistency%% Necessary if all query Mcons also entailed by db Mcons%% and all query Econs entailed by db Econs%% This version only checks consistencyquery_db( Rel, Ans ) :-rcc8i( Rel, Mcons, Econs ),



APPENDIX C. PROLOG CODE 193(check_new_cons_wrt_db( Mcons, Econs )-> Ans = consistent; Ans = inconsistent),clean(test), clean(pr).check_new_cons_wrt_db(Mcons, Econs) :-add_mcon_list( Mcons, test ),add_econ_list( Econs, test ),all_econs_consistent.all_econs_consistent :-\+( ( econ( F, _ ),clean(pr),prove( F ))).%%-----------------------------------------------------------%% Time random queries wrt a fixed database.time_random_queries(No, Regs, T, AvT) :-statistics(runtime,[_,_]),do_n_random_queries(20, Regs),statistics(runtime,[_,T]),AvT is T/No.do_n_random_queries(0, _) :- !.do_n_random_queries(N, RegNo) :- !,random_rel( RegNo, RR ),gen_out( testing_rel(RR) ),query_db( RR, _ ),NextN is N-1,do_n_random_queries(NextN, RegNo), !.%% -----------------------------------------------------------generate_random_db( _, 0, 0).generate_random_db( RegNo, RelNo, RelsTried ) :- !,random_rel( RegNo, RR ),



APPENDIX C. PROLOG CODE 194gen_out( testing_rel(RR) ),rcc8i( RR, Mcons, Econs),( add_if_consistent( Mcons, Econs )-> ( MoreRels is RelNo -1,gen_out('Consistent: more rels to add '(MoreRels)),generate_random_db( RegNo, MoreRels, MoreTries),RelsTried is MoreTries +1); ( gen_out('Inconsistent wrt DB'),generate_random_db( RegNo, RelNo, MoreTries),RelsTried is MoreTries +1)), !.add_if_consistent( Mcons, Econs ) :-check_new_cons_wrt_db(Mcons, Econs),clean(pr),change_status(test,db), !.add_if_consistent(_,_) :-clean(pr), clean(test), fail.time_random_db(Regs, Rels, Tried, T) :-clean,statistics(runtime,[_,_]),generate_random_db(Regs,Rels, Tried),statistics(runtime,[_,T]),nl, write(regions(Regs)),nl, write(relations(Rels)),nl, write(tried(Tried)),nl, write(time(T)), nl, ttyflush.%% ------------------------------------------------------%% Predicates for adding removing and changing status of formulae%% in the database%% Add mcon unless already present%% Note that the existing fact need not have same status



APPENDIX C. PROLOG CODE 195assert_if_new( mcon_if(X,Y,S) ) :-( mcon_if(X,Y,_) ; assert(mcon_if(X,Y,S)) ), !.assert_if_new( mcon_nand(X,Y,S) ) :-( mcon_nand(X,Y,_) ; assert(mcon_nand(X,Y,S)) ), !.assert_if_new( mcon_or(X,Y,S) ) :-( mcon_or(X,Y,_) ; assert(mcon_or(X,Y,S)) ), !.assert_if_new( mcon_atom(X,S) ) :-( mcon_atom(X,_) ; assert(mcon_atom(X,S)) ), !.% clean(S) -- remove from the database all dynamic facts with status Sclean(S) :- retractall( mcon_or(_,_,S) ),retractall( mcon_if(_,_,S) ),retractall( mcon_nand(_,_,S) ),retractall( mcon_atom(_,S) ),retractall( econ(_,S) ).% clean% remove all dynamic facts from the databaseclean :- clean(_).% Change status of all mcons with status S1 to S2.change_status(S1,S2) :-sweep( ( (retract( mcon_or(X,Y,S1) ),assert(mcon_or(X,Y,S2)) );(retract( mcon_if(X,Y,S1) ),assert(mcon_if(X,Y,S2)) );(retract( mcon_nand(X,Y,S1) ),assert(mcon_nand(X,Y,S2)) );(retract( mcon_atom(X,S1) ),assert(mcon_atom(X,Y,S2)) ))).%% ----------------------------------------------------------%% rcc8i%% This predicate specifies the mapping from RCC8 relations%% to intuitionistic model and entailment constraint formulae%% RCC rel Model Constraints Entailment Constraints



APPENDIX C. PROLOG CODE 196rcc8i( dc(X,Y), [or(if(X,f), if(Y,f))], [if(X,f), if(Y,f)] ).rcc8i( ec(X,Y), [if(X,if(Y,f))], [or(if(X,f), if(Y,f)),if(X,f), if(Y,f)]).rcc8i( po(X,Y), [], [if(X,if(Y,f)), if(X,Y),if(Y,X), if(X,f), if(Y,f)]).rcc8i( tpp(X,Y), [if(X,Y)], [or(if(X,f),Y),if(X,f), if(Y,f)]).rcc8i( tppi(X,Y), [if(Y,X)], [or(if(Y,f),X),if(X,f), if(Y,f)]).rcc8i( ntpp(X,Y), [or(if(X,f),Y)], [if(X,f), if(Y,f)] ).rcc8i( ntppi(X,Y), [or(if(Y,f),X)], [if(X,f), if(Y,f)] ).rcc8i( eq(X,Y), [if(X,Y), if(Y,X)], [if(X,f), if(Y,f)] ).%---------------------------------------------------------% Auxilliary Minor Predicatesgen_out_flag(on).gen_out(_) :- gen_out_flag(off), !.gen_out(O) :- write(O), nl, ttyflush, !.:- use_module(library(random)).random_rel( RegNo, Rel ) :-random_elt([dc,ec,po,tpp,tppi,ntpp,ntppi,eq], R),random(0,RegNo, R1),random(0,RegNo, R2),Rel =.. [R, r(R1), r(R2)].random_elt(L,E) :- length(L,Len),Lim is Len +1,random(1,Lim,R),nth(R,L,E).



Appendix DRedundancy in Composition TablesThis appendix summarises the main results that were published in (Bennett 1994a) concerning theredundancy of information in composition tables.If a basis set contains n relations, then there will be n2 table entries and if computing eachentry requires making n consistency checks then the total number of consistency checks requiredto construct the table will be n3. However, a consideration of the structure of a composition tablewill reveal that it contains a large amount of redundant information. Hence much of the workdone in consistency checking to compute such a table is also redundant. One sort of redundancyoccurs because, if we compute each cell of a composition table separately, we end up checking theconsistency of identical sets of relations several times. Further redundancy is introduced by thefact that any relation can be written in two ways: by inverting the relation and swapping the orderof the arguments.Clearly a composition table can be constructed very easily once we know the set of consistenttriangular con�gurations of relations drawn from the basis set under consideration. Furthermore,once we have determined whether a triangle is consistent, we have already determined the con-sistency of the essentially equivalent triangles obtained by rotating the original or inverting eachof its relations. The exact number of triangles equivalent to a given triangle depends upon thedistribution of symmetric and asymmetric relations and whether it contains duplicate relations.The question I now address is: how many essentially distinct triangles can be formed froms symmetric and a asymmetric relations? Consider an arbitrary set of relations consisting of ssymmetric relations, a asymmetric relations and a further asymmetric relations which are theirconverses. Figure D.1 shows all possible con�gurations of symmetric and asymmetric relationsin a triangle, modulo rotation and 
ipping. The capital letters S and A stand for `symmetric'and `asymmetric' and indicate the numbers of each type of relation present in the triangle. Thesmall letters `c', `d' and `f', stand for `converging', `diverging' and `following', which describe thedi�erent ways in which two asymmetric relations can be arranged. `r' and `n' denote rotating andnot rotating con�gurations of three asymmetric relations.To calculate the total number of essentially di�erent triangles, the numbers of possible instan-tiations of each of these con�gurations were calculated case by case. After some manipulation, the197
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SSS SSA

SAAc SAAd SAAf

AAAr AAAnFigure D.1: Possible con�gurations of symmetric and asymmetric relationsfollowing polynomial giving the total number, T of essentially distinct triangles in terms of s anda was arrived at: T = 16(s3 + 3s2 + 2s) + s2a+ s(2a2 + a) + 13(4a3 + 2a)We also know that the total number n of relations in a theory is equal to s+2a, so s = n� 2a. Bysubstituting n� 2a for s in the polynomial we end up with a simpler equation primarily involvingn: T = 16(n3 + 3n2 + 2n) � naAs the number of relations increases, the n3 terms of the (second) equation will dominate. Thusfor large n the number of distinct triangles will approach n3=6.The following table shows values of s, a, n3, and T for a number of theories for which com-position tables have been constructed. RCC-8 is the basis of eight topological relations de�ned inRandell, Cui and Cohn (1992). RCC-23 is a basis of spatial relations involving containment whosede�nition is discussed in Cohn et al. (1993) (the complete composition table is given in Bennett(1994b)). IC-13 is Allen's (1983) temporal interval calculus; and LOS-14 is Galton's (1994) Lineof Sight calculus. The �nal column gives T as a percentage of n3.Basis Set s a n3 T %RCC-8 4 2 512 104 20.3RCC-23 7 8 21167 2116 17.4IC-13 1 6 2197 377 16.8LOS-14 2 6 2744 476 17.3Table D.1: Composition table redundancy �gures for four relation setsHence, by looking at relational compositions as being charaterised by a set of consistent tri-angles rather than by a table and by taking advantage of rotational and mirror symmetry exhibited



APPENDIX D. REDUNDANCY IN COMPOSITION TABLES 199by these triangles, the computational work needed to determine the compositions of a set of re-lations can be reduced to approximately one sixth of what would be required using the na��ve,table-based approach. Moreover, rather than storing a composition table, it is su�cient to storejust the consistent triangles (or the inconsistent ones, if there are less of those). It is easy to seethat from this information, composition table entries can be computed by a constant time boundedalgorithm.
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