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ABSTRACT

Conjugate flow and heat transfer has been investigated in an unbaffled pilot-scale stirred

tank reactor with a plain jacket. The vessel volume was 25 litres with a nominal capacity

of 20 litres. Experiments and three-dimensional CFD simulations have been conducted on

this vessel. The experiments involved heating, boiling, and cooling of methanol as well

as water. The heat transfer medium in the jacket was an oil mixture called ‘DW-Therm’.

The CFD simulations of some aspects of these experiments have been broken down into

jacket-only and process-only simulations, followed by a fully conjugate simulation.

The link between flow patterns, pressure drop and heat transfer in conventional jackets

of stirred tank reactors has been analysed. The experiments and CFD simulations have been

performed using a range of DW-Therm inlet temperatures. The CFD results were compared

with experimental data of temperature measurements and with the use of engineering

correlations found in the literature to predict heat transfer coefficients from the experimental

data. The simulations produced values of total heat transferred by the jacket within 10% of

the experimental results.

The simulations of boiling inside the vessel approximated a constant process temperature

which was used to investigate the jacket-only phenomena. The process-only and the

conjugate simulations simulated heating of water inside the vessel. Mathematical analysis

as well as and industrially and academically used correlations from the literature were used

to estimate heat transfer coefficients for boiling and external heat loss. These correlations

for overall heat transfer coefficients overlook maldistribution of heat transfer coefficients in

jackets that use a liquid heat transfer medium. This is industrially important because it

provides new information to consider when maintaining highly temperature-dependent

processes, in which adequate heat transfer to or from the process is required. This could be

for a variety of reasons, from maintenance of product quality to preventing runaway

reactions.
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1 INTRODUCTION

1.1 Background and Motivation for the Research

The ultimate purpose of this thesis is to investigate heat transfer (and hence temperature

control) in a stirred tank reactor with a plain jacket. Modelling heat transfer in this type

of system to provide a detailed understanding of the process is very important, both for

the purpose of ensuring optimum product quality and for helping to reduce incidence of

adverse events such as runaway reactions in the chemicals industry.

The current modelling techniques used by industry assume perfect mixing, uniform

distribution of flow up the jacket, and a steady state process to which the concept of an

‘overall heat transfer coefficient’ (OHTC) can be applied. However, these assumptions

are far from the truth. In this field, the more information obtained, the better.

This research is novel because previous literature has only touched lightly on heat transfer

in plain jackets and the formulae for approximating average wall heat transfer coefficients

may vary very significantly depending on which correlations are used. Recent literature

on thermal runaway reaction research in vessels, such as that conducted by Rudniak et al.

(2011), still assumes a constant jacket temperature.

Additionally, the literature contains some articles on heat transfer in unbaffled jacketed

stirred vessels with pitched blade turbines (such as Milewska and Molga, 2007), but while

these do include modelling exothermic reactions, they do not model a free surface. A free

surface should be modelled for increased accuracy, because it affects the shape of the

flow volume, changes the surface area for heat transfer and limits the total heat capacity

of the contents of the vessel. Literature that does model a free surface, on the other hand,

generally does not model heat transfer and uses Rushton turbines or paddle impellers

rather than pitched blade turbines (for example, Haque et al., 2006). This thesis aims to

combine these aspects.

It is fortuitous that the experiments done as part of this investigation have yielded many

data about the process temperature and these are similar to the results from computational

fluid dynamics (CFD) simulations, which have also yielded many data in particular on

the flow patterns of the heat transfer fluid in the jacket under the set conditions that were

used in the experiments.
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A stirred tank reactor (STR) is a vessel designed to hold liquid chemicals, with a stirrer

or agitator to mix the contents. STRs are a robust type of equipment used in many types

of unit operation, both in large scale production and in the fine chemicals and

pharmaceuticals industries. Processes include mixing, heating, cooling, boiling,

performing chemical reactions (endothermic or exothermic), and crystallisation. In

combination with a condenser, reflux and distillation operations can also be performed.

Figure 1.1 – 25 litre jacketed stirred tank reactor in iPRD, University of Leeds.

A common way to heat or cool the contents of an STR is to use a so-called ‘jacket’. An

STR with a jacket is called a ‘jacketed’ STR. Figure 1.1 is an image of a jacketed STR

with a capacity of 25 litres, in the Institute of Process Research and Development (iPRD)

located in the School of Chemistry, University of Leeds. It is jointly used in projects by

both the iPRD and SCAPE (the School of Chemical and Process Engineering), and has at

times been hired for testing by pharmaceutical companies. This is the equipment used in

the experimental investigations and approximated using CFD for the purpose of

simulation.
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A schematic of a jacketed STR is illustrated in figure 1.2. A heat transfer fluid is pumped

through the jacket. The inlet temperature of the heat transfer fluid is controlled, usually

by a separate heat exchanger or by a heating and/or cooling device such as a Huber

heater/chiller (Huber, 2014). If the heat transfer fluid is hotter than the liquid inside the

vessel, the STR is being heated. If the heat transfer fluid is colder than the liquid inside

the vessel, the STR is being cooled.

The industrial engineer is usually expected to make the following assumptions when using

heat transfer correlations: The overall heat transfer coefficient is constant for the process and

over the entire surface; the mass rate and inlet temperature of the heat transfer medium is

constant; all specific heat capacities are constant; the liquid in the vessel is perfectly mixed

(uniform temperature); no phase changes occur, and heat losses are negligible (Green and

Perry, 2007).

Correlations for heat transfer in the jacket side, based on experimental work, were developed

for laminar flow by Chen et al. (1946), and for turbulent flow a correlation found in Perry

and Chilton (1973). Bondy and Lippa (1983) and Dream (1999) use these equations as the

basis of their correlations.

Figure 1.2 – Schematic of a jacketed stirred tank reactor. Based on Heggs and Hills

(1994).

One of the underlying reasons this PhD project was started was to help towards preventing

runaway reactions. These are behind some of the most major industrial disasters in

history. For example, in the Bhopal disaster, a runaway reaction was caused by

mischarging of water into a tank of methyl isocyanate, a highly toxic substance. This

caused thousands of deaths when the methyl isocyanate escaped as a gas and was blown

towards the nearby town. The Seveso disaster was caused by an accidental triggering of

a runaway reaction. There have been tens of other incidents less well-known but still
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significant. Some of these may have been due to uneven, non-homogeneous temperature

profiles in the jacket, hence why much of the literature on jacket temperature profiles has

links to investigations into runaway reactions.

In large scale STRs, highly inhomogeneous and transient hydrodynamic conditions

prevail, where the mean velocities and turbulence quantities may vary by orders of

magnitude inside the vessel, resulting in imperfect mixing and non-uniform temperature

distribution. However, experiments in novel chemical reactions from pilot to industrial

scale are inherently highly expensive and may carry high risk if unexpected effects occur.

Simulation using mathematical models, including computational fluid dynamics (CFD)

is therefore more practicable.

Various mathematical models for heat transfer in STRs have been developed in the past.

These are based on the perfect mixing assumption, where the chemicals inside the reactor

are treated as a homogeneous body of liquid. Lumped parameter models are the most

common type of the perfectly mixed model. These use only an overall heat transfer

coefficient (OHTC), which is a steady state concept being employed in a transient

process. This essentially ignores the heat capacity of the vessel wall. They are divided

into models that only account for the thermal inertia of the contents of the vessel (which

is also called the ‘process’), and models which additionally accommodate the thermal

inertia of the vessel itself and the other peripheral equipment. Models using distributed

parameters also include conjugate heat transfer between the jacket and process side. These

models use individual heat transfer coefficients and the thermal inertia from at least the

vessel wall, and produce data on how the wall temperature is expected to change with

time.

CFD overcomes the assumption of perfect mixing, which is a major flaw of both the

lumped parameter and distributed parameter models. This is because in reality, some

areas are mixed better than others, and so the temperature at some positions in the process

may be significantly under or over the temperature that would occur in a perfectly mixed

system. “Hot spots” at some points may trigger unprecedented temperature spikes,

particularly in exothermically reactive systems.

The most basic type of CFD model is the Reynolds averaged Navier-Stokes (RANS)

model, which includes ,ߝ݇- -݇߱ and Reynolds Stress models (RSM). However, these are

known to be inadequate at providing the detail required in large and complex turbulent

systems such as reactors, because they do not model certain flows accurately enough,
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including radial jet flows that are present in many reactor mixing systems. Large eddy

simulation (LES) is a more reliable method of simulation, but is only recently being used

in academia and industry, because of the need for high memory and processing speed

required even for today's computers. Direct numerical simulation (DNS) is the most

accurate method, as it accounts for all scales of turbulence, but it is computationally

extremely costly in terms of time, and only used for problems involving small distances

or small Reynolds numbers.

Modelling the bulk behaviour of the type of reactive systems used in industry on a large

scale is riddled with complications. Turbulent flow is chaotic, and thus experimental

results thus often yield natural variations even under the “same” conditions. Nevertheless,

much serious scientific work has been conducted in an attempt to model turbulence using

various assumptions and empirically derived correlations. Numerical simulation at

smaller scales, moving from RANS to LES to DNS, yields more accurate results simply

because more of the system's complexity is taken into account and it more closely

resembles reality. This however increases the computational requirements in terms of

time, memory and processing speed, and therefore cost. Unless future computers are

developed powerful enough to simulate everything within an area on the order of a cubic

metre cheaply enough and within a practical amount of time, there will always be a point

at which the actual experiment becomes more cost effective than increasing the accuracy

of numerical simulations.

The models developed in this thesis will be extremely powerful tools in facilitating the

design, operation and safety of stirred tank reactors at all scales, but in particular pilot

scale as this investigation focuses on.

1.2 Aims and Objectives Achieved

Figure 1.3 displays a block diagram covering the proposed development of the research

studies. The aims and objectives achieved for this particular project are listed below.

1. Conduct experimental work on heating and cooling water and methanol in the

pilot-stale stirred tank reactor with a plain jacket.

2. Develop analytical solutions for heating, cooling and boiling the contents of the

vessel.

3. Develop a lumped parameter model of the heating and cooling processes involved.

4. Develop a distributed parameter model for the conjugate process.
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5. Develop a mathematical model using Bernoulli's equation to describe the pressure

drop in the jacket system.

6. Perform steady state non-isothermal CFD simulations of the jacket system to

compare with the predictions of the Bernoulli model for pressure drop and the

lumped parameter model for heat transfer.

7. Perform steady state isothermal CFD simulations of the process side to establish

the two-phase flow properties in the unbaffled reactor.

8. Perform steady state non-isothermal CFD simulations of the process side to

establish heat transfer within the vessel.

9. Perform transient non-isothermal CFD simulations of the process side to establish

the changes over time.

10. Perform steady state conjugate CFD simulations to combine the effects of the

jacket and process sides.

Knowledge of the geometry of the

equipment and properties of the

system

→
Meshing and input conditions for

CFD simulations

↓ ↓ 

Finding the pressure drop in the

jacket for uniform axial and

tangential flows, due to the

differences in friction factor.

Non-isothermal and steady state

CFD simulations of the jacket and

process sides of the reactor.

↓ ↓ 

Application of Petukov (1970)

equation for heat transfer

coefficients in straight pipes,

which require friction factor, to

jacket side.

Transient and conjugate system CFD

simulations – find heat transfer

coefficient distributions.

↓ ↓ 

Knowledge of the distribution of heat transfer coefficients for future modelling

Figure 1.3 – Block diagram illustrating the proposed development of the research

studies.
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1.3 Structure of the thesis and linkage between chapters

Chapter 1 introduces the thesis, with a basic description of the project and the layout.

↓ ↓

Chapter 2 starts off by reviewing the

basic concepts involved and builds up to

current knowledge from the literature.

Chapter 3 describes the

experiments done and presents

results from the experiments.

↓ ↓

Chapter 4 analyses the experimental results (from chapter 3) using the industrially

and academically used engineering correlations from the literature and the lumped

and distributed parameter mathematical models (from chapter 2).

↓ ↓

Chapter 5 introduces more detailed

mathematical models (e.g. CFD)

compared to chapter 4, and focuses on

the jacket side.

→

Chapter 6 continues CFD

simulations, focusing on the

process side.

↓ ↓

Chapter 7 introduces conjugate CFD modelling on both the jacket and process side.

↓

Chapter 8 reviews the conclusions found in each chapter and overall.

Figure 1.4 – Block diagram illustrating the structure of the thesis and linkage between

chapters.

Figure 1.4 displays a block diagram of the linkage between chapters.

Chapter 2 starts off by explaining the basic concepts and assumptions involved in

modelling the system. The literature is reviewed and the various analytical and empirical

techniques and mathematical models (such as the lumped parameter and distributed

parameter models) are introduced and reviewed. Industrially and academically used

engineering correlations are described and compared.

Chapter 3 describes the experimental procedure. Details of the equipment, measurements

taken and the experimental results are presented here.

Chapter 4 combines chapters 2 and 3, by using the techniques described in chapter 2 to

analyse the experiments conducted in chapter 3. Lumped parameter and distributed

parameter models are also used to analyse the data obtained.
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Chapters 5 and 6 move on from chapter 4 by introducing higher level mathematical

models (CFD). Chapter 5 covers modelling of the jacket side, starting with the Bernoulli

model and moving on to higher level CFD models. Chapter 6 covers modelling of the

process side with CFD, also using some of the results from chapter 5 for jacket side heat

transfer.

Chapter 7 combines chapters 5 and 6, by introducing conjugate simulation. That is, both

the jacket and process side are modelled together and the interaction between the two is

observed.

Chapter 8 then summarises the results of the previous chapters.
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2 LITERATURE REVIEW

2.1 Introduction to Past Developments in the Literature

Modelling any process always necessitates a simplification of the real thing. In

mathematical modelling, this takes the form of assumptions. Irrelevant assumptions are

not required to be stated, as these are likely to be a very large number of real-world

influences that may affect the process but, it is hoped, only in a negligible manner.

Another type of assumption is a simplification of random effects that would be too

complex to model individually. A common example to this effect is the assumption that

a volume of liquid is a single entity with specific physical properties, rather than separate

molecules interacting. These assumptions are not explicitly stated, but are rather given

symbols and numerical values, and related to more basic units such as temperature and

pressure, by empirically derived formulae. The field of thermodynamics arises from this

type of assumption, as it describes macroscopic effects resulting from statistical

mechanics (Gibbs, 1902). It must be noted that random effects and chaotic effects are

very different, as random effects tend to become more predictable on a macroscopic scale

due to the law of large numbers (Wolfram Mathworld, 2012), whereas chaotic effects

become less predictable at larger scales and require more detailed numerical simulation

such as CFD.

More relevant assumptions are about phenomena that can have a noticeable effect, but

often dramatically increase the complexity of modelling. The steady state concept of an

overall heat transfer coefficient (OHTC) is used in the lumped parameter models. The

most often-used type of model is the first type of lumped parameter model, which uses

linear ordinary differential equations (ODEs) to simulate the temperature and

concentration profiles for the process. The outer jacket side and heat loss effects may also

be modelled with a separate OHTC, which is one of the developments in chapter 3 of this

thesis. The second type of lumped parameter model (Ali, 2009) includes the heat capacity

of the vessel equipment, most critically the vessel itself. The assumption of a steady state

OHTC is relaxed in the distributed parameter models and replaced with individual film

heat transfer coefficients. Both the lumped and distributed parameter models have the

assumption of perfect mixing in the vessel, which is relaxed when CFD is used.

The lumped parameter models assume an instantaneous response to temperature change,

and can often be modelled either analytically or numerically. On the other hand, the

distributed parameter models include transient conduction and take into account the
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gradual movement of heat through the wall. Partial differential equations (PDEs) are used

and the process response is modelled numerically. The differential equations in the

distributed parameter model are non-linear. Numerical methods to solve them may

include the boundary element method (BEM), the finite difference method (FDM) and

the finite element method (FEM).

Other assumptions may include isothermal flow in the jacket, which is the same as

assuming an infinite mass flow of the heat transfer medium. This assumption is relaxed

in the CFD models of the jacket.

2.2 Operation of STRs – General Review

2.2.1 Mechanisms of Heat Transfer

All forms of heat transfer are transient processes that transfer energy across space from

hotter areas to colder areas, due to the driving force of temperature difference. Heat

transfer occurs by three pathways – conduction, convection and radiation.

Heat transfer by conduction occurs when molecules transfer kinetic energy either by

direct collisions between other molecules or through intermolecular forces. Conduction

occurs much less in fluids than in solids as the intermolecular forces are much weaker.

These forces include van der Waals forces, hydrogen bonds, ionic interactions, covalent

bonds and metallic bonds. In metallic bonds, more energetic electrons at a hotter area in

a metal spread out and share their energy with the other atoms, on average, resulting in

the colder atoms becoming hotter.

Heat transfer by convection occurs in fluids and can be divided into forced and free

(natural) convection. Free convection occurs due to density differences in the fluid, the

most common effect being that hotter fluids are generally less dense and will rise due to

buoyancy effects. This is taken into account more in the effects of heat loss on the outside

of the reactor. Forced convection is induced by the stirrer to enable heat to mix more

readily inside the reactor, and also by the pump used to move the heat transfer medium

through the jacket.

Heat transfer by thermal radiation occurs due to electromagnetic waves, and can transfer

heat through any medium, but can be limited by opacity and reflectivity. This accounts

for some heat losses through the jacket, and is greater at larger scales. Hence, large scale

reactors often have insulation against radiative heat transfer (such as reflective surfaces).
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2.2.2 Heat Transfer Equipment

Figure 2.1 illustrates the three most common types of heat transfer systems in STRs.

Either an external heat exchanger, a coil, a jacket, or a combination of any of these may

be used. Within these categories, there are also many types of agitators, jackets and coils.

Figure 2.1 – Heating and cooling options for STRs: external heat exchanger, jacket and

coil. Based on combined schematics in Heggs and Hills (1994).

When an external heat exchanger is used, the content of the vessel is extracted and

pumped through the heat exchanger. The heated or cooled stream is then returned to the

bottom of the vessel. This is the most effective option because the heat transfer area and

conduction through the walls between the hot stream and the cold stream is often much

greater in a heat exchanger as opposed to a coil or jacket. Unfortunately, however, as

corrosive or unsuitable substances may be used, the pipework and internal components

of the heat exchanger would all have to be lined with corrosion-resistant glass and would

therefore be more bulky, fragile and costly. For reasons of both cost and safety, therefore,

the jacket is considered the most robust option.

The use of a jacket or internal coil will form a run-around coil system, which is a system

that uses a pump-around stream (containing an intermediate heat transfer medium) to

carry heat between two separate streams (Bentham et al., 2015b). In this case, the heat is

transferred from the process contents to an external heat exchanger and into the pump-

around stream. The inlet temperature of the jacket or coil then depends on the heat

transferred by the external heat exchanger.
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Figure 2.2 – Different types of jacket – plain (left), half-pipe (centre), dimple (right).

Figure 2.2 displays some different types of jacket (plain, half-pipe and dimple). These

have different flow patterns and calculations to describe their behaviour, for example a

half-pipe jacket is essentially an external coil. The dimples in the dimple jacket are for

the purposes of increasing turbulence, which enhances heat transfer. Other features

include nozzles and vanes inside the jacket to direct the flow. The plain jacket, which is

the focus of this investigation, has no such guidance of flow.

2.2.3 Mixing Equipment

Thorough mixing of the vessel contents is highly desirable, with perfect mixing being the

ideal due to higher predictability and simplicity of calculations. Agitation can be divided

into proximity impellers (where the blades are set up close to the vessel wall) and the

more common non-proximity impellers. Examples of proximity impellers are illustrated

in figure 2.3. Examples of non-proximity impellers are illustrated in figure 2.4.

Figure 2.3 – Examples of proximity impellers. Adapted from Penney (1983).
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Figure 2.4 – Examples of non-proximity impellers. Adapted From Penney (1983),

courtesy of Mixing Equipment Co., Rochester, NY.

2.3 Heat Transfer Calculations

Figure 2.5 illustrates cold and hot streams passing through a simplified heat exchanger,

with the temperature of the cold stream increasing from Tc1 to Tc2 and that of the hot

stream decreasing from Th1 to Th2.

Figure 2.5: Basic representation of a heat exchanger.
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2.3.1 Effectiveness-NTU Methodology

The most common and familiar methodology used nowadays in heat transfer calculations

is still the LMTD (Log Mean Temperature Difference) methodology. However, the E-NTU

methodology (where E is the ‘thermal effectiveness’ and NTU is the ‘number of transfer

units’) has several useful advantages over the LMTD methodology. The effectiveness, for

example, can be compared for different heat exchangers or systems as a direct assessment

of the efficiency of the system, which is useful for optimisation calculations. This is a

result of the dimensionless values used. On top of this, fewer variables are required to

specify the system compared to the LMTD method, making the E-NTU method easier to

use. Kays et al. (1964, pp 22-24) provides examples of the advantages of the E-NTU

method, the main arguments being:-

 Effectiveness is a simply defined parameter for overall performance, giving

thermodynamic significance, and should stand alone as a dependent variable.

 The LMTD rate equation oversimplifies heat transfer design, giving the

impression that it is a rate equation only, rather than both a rate equation and an

energy balance.

 The E-NTU methodology simplifies the algebra used to predict the performance of

complicated flow arrangements.

 The E-NTU methodology does not require calculation of the log mean temperature

difference and often negates the need to perform iterations. It is therefore more

straightforward.

If either the ்ܰ or effectiveness are known, graphs can be used which relate

effectiveness, ்ܰ and heat capacity rate ratio ∗ܥ) ). These are available for many

different heat exchanger configurations, stream types and flow arrangements (ESDU

98005, 1998). These are sufficiently accurate to visually assess values for design

requirements, since the actual values will not be exactly the same as the values predicted.

The basic equations governing the E-NTU method are as follows (ESDU 98003, 1998):

ܥ ≡ (݉̇ ܿ) (2.1)

ܳ̇ = )ܥ ܶଶ− ܶଵ) = )ܥ ܶଵ− ܶଶ) (2.2)

Equation (2.3) is derived from the fact that for any single heat exchanger, the stream with

the smallest heat capacity rate ܥ)  ) will have the largest temperature difference

[ܶ߂]) ௫) and vice versa.
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ܳ̇ = ܥ [( ܶଶ− ܶଵ) )ݎ ܶଵ− ܶଶ)] ௫

= ܥ ௫[( ܶଶ− ܶଵ) )ݎ ܶଵ− ܶଶ)] 
(2.3)

Effectiveness is defined from the temperature changes as in equation (2.4).

ܧ =
ܳ̇

ܳ̇ ௫
=

[( ܶଶ− ܶଵ) )ݎ ܶଵ− ܶଶ)] ௫

ܶଵ− ܶଵ

=
ܥ ௫
ܥ 

[( ܶଶ− ܶଵ) )ݎ ܶଵ− ܶଶ)] 

ܶଵ− ܶଵ

(2.4)

where:-

ܳ̇ ௫ = ܥ ( ܶଵ− ܶଵ) (2.5)

Ineffectiveness is therefore defined in equation (2.6).

1 − ܧ =
ܶଵ− ܶଵ− [( ܶଶ− ܶଵ) )ݎ ܶଵ− ܶଶ)] ௫

ܶଵ− ܶଵ

=
[( ܶଶ− ܶଵ) )ݎ ܶଵ− ܶଶ)] 

ܶଵ− ܶଵ

(2.6)

்ܰ and ∗ܥ are defined in equations (2.7) and (2.8) respectively.

்ܰ =
ܣܷ

ܥ 
=
ܮᇱܣܷ

ܥ 
=

ܣܷ

ܥ 

ܥ [( ܶଶ− ܶଵ) )ݎ ܶଵ− ܶଶ)] ௫
∆ܣܷ ܶ

=
[( ܶଶ− ܶଵ) )ݎ ܶଵ− ܶଶ)] ௫

∆ ܶ

(2.7)

∗ܥ =
ܥ 
ܥ ௫

=
[( ܶଶ− ܶଵ) )ݎ ܶଵ− ܶଶ)] 
[( ܶଶ− ܶଵ) )ݎ ܶଵ− ܶଶ)] ௫

(2.8)

From equations (2.4) and (2.8), effectiveness can also be represented by equation (2.9).

ܧ =
1

∗ܥ
[( ܶଶ− ܶଵ) )ݎ ܶଵ− ܶଶ)] 

ܶଵ− ܶଵ

(2.9)

Equation (2.5) can be used to find the following:-

ܧ =
ܥ
ܥ 

ܶଶ− ܶଵ

ܶଵ− ܶଵ
=

ܥ
ܥ 

ܶଵ− ܶଶ

ܶଵ− ܶଵ
(2.10)

Equation (2.10) can be used to find normalised temperatures (ߠ) for the outlet of each

streams, as in equation (2.11) and (2.12), noting that ଵߠ and ଵߠ are defined as 0 and 1

respectively.
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ଶߠ = ( ܶଶ− ܶଵ) ( ܶଵ− ܶଵ)⁄ = ܧ
ܥ 
ܥ

(2.11)

ଶߠ = ( ܶଶ− ܶଵ) ( ܶଵ− ܶଵ)⁄ = ( ܶଵ + ܶଶ− ܶଵ− ܶଵ) ( ܶଵ− ܶଵ)⁄

= [( ܶଵ− ܶଵ) − ( ܶଵ− ܶଶ)] ( ܶଵ− ܶଵ)⁄ = 1 − ܧ
ܥ 
ܥ

(2.12)

Therefore, from equation (2.11), if ܥ  is equal to ܥ then ଶߠ is equal to the

effectiveness. Also, from equation (2.12), if ܥ  is equal to ܥ then ଶߠ is equal to the

ineffectiveness.

2.3.2 Individual Heat Transfer Coefficients

Heat passing from the hot stream to the cold stream must travel through several layers of

resistance – the two films and fouling layers on each side, and the wall itself, as displayed

in figure 2.6.

Figure 2.6 – Passage of heat between streams, displaying the layers of resistance.

For any point along the heat exchanger, the governing equation for heat transfer through

these layers is as follows:-

ܳ̇ = )ܣܷ ܶ − ܶ) = ൫ܶ(ܣߙ)  − ܶ൯= ൫ߙܣ൯
൫ܶ  − ܶ௪൯

=
௪ߣܮߨ2

lnቀ ݀

݀
ቁ

( ܶ௪ − ܶ௪ ) = ൫ߙܣ൯
൫ܶ ௪ − ܶ൯

= ൫ܶ(ܣߙ) − ܶ൯

(2.13)

For a clean surface and negligible wall resistance, ߙ and ௪ߣ tend to infinity, and ܶ௪ and

ܶ௪ are considered equal as�ܶ௪ . The equation for ௪ܶ is then as follows:-

௪ܶ = [ ܶ(ܣߙ) + ܶ(ܣߙ)] (ܣߙ)] + ⁄[(ܣߙ) (2.14)

Since ܷ is based on the outside surface, it is also referred to as ܷ. The areas of the inside

and outside of the wall are ܣ and ,whereܣ assuming a cylinder:-

ܣ = ,ܮݎߨ2 =ܣ ܮݎߨ2 (2.15)
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and:-

1

ܷ
=

ܣ
(ܣߙ)

+
ܣ

൫ߙܣ൯

+
ܣ

ܮ௪ߣߨ2
ln൬

݀

݀
൰+

ܣ

൫ߙܣ൯

+
ܣ

(ܣߙ)
(2.16)

2.3.3 Non-Isothermal Cooling Medium in the Jacket

The relevant calculations use a term called the proportionality constant, ,߯ to describe the

heat transfer in different heat exchangers (including jackets) by relating the heat transfer

to the temperature difference between the inlets of the hot and cold streams. This is

described in Heggs and Hills (1994). Considering a cooling operation in a jacketed stirred

tank, the whole “hot stream” is the constant temperature ܶ of the process fluid. This is

represented in equation (2.17).

ܶଵ = ܶଶ = ܶ (2.17)

The process temperature is constant when a phase change is taking place, with no pressure

drop, no sub-cooling and no superheating. The process temperature can also be

considered constant when using the assumption of perfect mixing and the consideration

of an instant of time. The following conditions therefore apply, reflecting the two-stream

heat transfer operation:-

ܶଵ = ܶ ଵ (2.18)

ܥ = ൫̇ܯ ܿ൯ = ܳ/( ܶଵ− ܶଶ) = ܳ/൫ܶ  − ܶ൯⇒ ∞ (2.19)

ܥ = ൫̇ܯ ܿ൯ (2.20)

The heat transfer rate decreases exponentially as the heat is transferred along the length

of the heat exchanger. The overall heat transfer related to the inlet temperatures of the hot

and cold streams is therefore expressed as equation (2.21):-

ܳ̇ = ( ܶଵ− ܶଵ)ܥ{1 − ܣܷ−]ݔ݁ ⁄ܥ ]}

= ൫ܶ  − ܶ ଵ൯൫̇ܯ ܿ൯ ቄ1 − ܯ/൫̇(ܣܷ)ቂݔ݁ ܿ൯ ቃቅ
(2.21)

where (ܣܷ) denotes the ܣܷ value for the jacket. The proportionality constant is defined

as the following:-

߯ = ܳ̇/( ܶଵ− ܶଵ) = ൫̇ܯ ܿ൯ ቄ1 − ܯ/൫̇(ܣܷ)−ቂݔ݁ ܿ൯ ቃቅ (2.22)
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Using the ்ܰ-ܧ methodology:-

ܳ̇ = ܥܧ ( ܶଵ− ܶଵ) = ܯ൫̇ܧ ܿ൯ ൫ܶ  − ܶ ଵ൯ (2.23)

It can then be seen that the expression for ߯ is much simpler:-

߯ = ܥܧ  = ܯ൫̇ܧ ܿ൯ (2.24)

where:-

ܧ = ቄ1 − ܯ/൫̇(ܣܷ)−ቂݔ݁ ܿ൯ ቃቅ (2.25)

2.3.4 Correlations for Individual Heat Transfer Coefficients

Figure 2.7 – Temperature profile and individual heat transfer coefficients across the

jacket walls during heating. In this case ܶ < ܶ > ܶ .

Figure 2.7 illustrates the temperature profiles and the nomenclature for the individual heat

transfer coefficients across the jacket walls during heating (as in the main experimental

analysis, rather than cooling as described in the previous section). If the values of ܳ̇ have

been found, the correlations can be used iteratively to find the film heat transfer

coefficients ߙ and the corresponding surface temperatures. As an example, the

temperatures on either side of the inner wall can be found by equation (2.26).

ܳ̇ = ௪ߣ௪ܣ
d ܶ

dݎ
= ( ܶ− ܶ)

௪ݖ௪ߣߨ2
ln(ܦ/ܦ)

(2.26)

Many so-called “jacket side heat transfer coefficients” include agitator speed and the

Reynolds number of the vessel contents. These are therefore referring to the process side
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heat transfer coefficient on the inner wall while being heated by a jacket (using the

nomenclature of this thesis, this is denoted by the term .(ߙ The correlations require a

Nusselt number (Nu), which is provided by correlations in the literature (examples of

which are given below). The film heat transfer coefficient on the inner wall (process side)

and its relationship to the Nusselt number is given in equation (2.27).

=ߙ
ܳ̇

൫ܶܣ − ܶ൯
= Nu

ߣ

ܦ
(2.27)

In the experiments conducted for this thesis, the reactors were clean (that is, there were

no fouling coefficients), so there was only one individual heat transfer coefficient for each

side of the glass. Hewitt et al. (1994, pp. 940) describes the jacket side heat transfer

coefficient as being “very dependent on the positions of the inlet and outlet connections”

when there is no phase change occurring in the jacket.

As reported by Hewitt et al. (1994, pp. 940), for liquid water in a cast iron jacket, a values

of fromߙ Brown et al. (1947) ranged from 631 W m-2 K-1 to 1170 W m-2 K-1. In that

investigation, Brown et al. (1947) also stated that a 50% increase in agitation speed could

cause a 21% increase in heat transfer coefficient, although at the cost of a 200% increase

in power for the agitator.

A possible correlation for heating with a jacket while using pitched blade mechanical

agitators is given by Penney (1983), as displayed in equation (2.28): This equation was

first developed by Brooks and Su (1959) for steam condensing in the jacket (isothermal

operation) and later adapted by Nagata et al. (1972).

In equation (2.28), the geometrical correction is displayed in square brackets.

Nu= 0.54Re
ଶ/ଷ

Prଵ/ଷ൬
ߤ
௪ߤ
൰
.ଵସ

ቈ൬
݀/ݖ

1/5
൰
.ଵହ

ቀ
݊

6
ቁ
.ଵହ

[sin( )].ହߴ (2.28)

where the Re and Pr are the Reynolds and Prandtl numbers respectively, ߤ and ௪ߤ are

the viscosities in the bulk process and at the inner wall respectively, ݖ is the height of

the impeller blade parallel to the axis of rotation, ݀ is the impeller diameter, ݊ is the

number of blades, and ߴ is the angle (in radians) between a pitched blade on the impeller

and a plane normal to the axis of rotation.
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Under the conditions stated in equation (2.29), Nagata et al. (1971) instead suggested the

correlation in equation (2.30) for the jacket side heat transfer coefficient, for unbaffled

reactors with no coils.

Reୟ > 100, 2 < Frୟ < 2000 (2.29)

Nu= 0.51Re
ଶ/ଷ

Prଵ/ଷ൬
௪ߤ
ߤ
൰
ି.ଵସ

× ൬
݀

ܦ
൰
ି.ଶହ

ݒ 
.ଵହ[sin( )].ହ൭ߴ

୧ݖ
iݖ

୧

൱

.ଵହ



(2.30)

ESDU 81045 (1981) describes a correlation for concentric flow in annuli. This would

approximate the case in the jacket, if the flow was uniformly distributed and rose equally

at all sides. The basic correlation is the Petukov (1970) equation, which additionally

accounts for friction in the pipes. This is described in ESDU 92003 (1992) with equation

(2.31):-

Nu =
(݂ 2⁄ )RePr

1.07 + 12.7(݂ 2⁄ )ଵ ଶ⁄ (Prଶ ଷ⁄ − 1)
(2.31)

where:-

݂= 1 {4[1.82 logଵ(Re) − 1.64]ଶ}⁄ (2.32)

The Reynolds number range for this correlation is from 4×103 to 3×106. Thus, it would

not be applicable in laminar flow cases such as uniform upwards flow in the jacket.

Bondy and Lippa (1983) suggested a jacket side correlation for laminar flow based on

Seider and Tate (1936). This is displayed in equation (2.33).

Nu = ܦߙ ⁄ߣ = 1.86 Rൣe ∙ Pr൫ܦ/ܮ൯൧
.ଷଷ

ߤ) ⁄௪ߤ ).ଵସ (2.33)

where the ‘equivalent diameter’ is:-

ܦ = ܦ)
ଶ − ܦ

ଶ ) ⁄ܦ (2.34)

For turbulent flow, Bondy and Lippa (1983) suggest a correlation from Perry and Chilton

(1973), displayed in equation (2.35).

Nu = ܦߙ ⁄ߣ = 0.027Re.଼Pr.ଷଷ(ߤ ⁄௪ߤ ).ଵସ (2.35)
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For transitional flow, Bondy and Lippa (1983) provide a graph connecting these two

equations.

Kakaç et al. (1987) provided tables and graphs, with related equations, to find the Nusselt

number and pressure drop in the following conditions, for laminar convective heat

transfer in concentric annular ducts:-

For fully developed flow:-

 Constant temperatures at both walls.

 Constant heat fluxes at both walls.

 Constant temperature at one wall, constant heat flux at the other.

For thermally developing flow:-

 Uniform temperatures at both walls, different from entering fluid temperature

(fundamental solution of the first kind).

 One wall insulated, one wall at uniform heat flux (fundamental solution of the

second kind).

 One wall insulated, one wall at uniform temperature, different from entering

fluid temperature (fundamental solution of the third kind).

 One wall at uniform heat flux, one wall at uniform temperature equal to the

entering fluid temperature.

However, no data are available for non-uniform heat transfer across any walls.

Dream (1999) listed equations for the jacket and process side heat transfer coefficients

under laminar and turbulent flow in the jacket, with different agitator types, and with

different jacket types. The preferred equation for laminar flow inside the jacket here is

that of Chen et al. (1946). This includes the Grashof number (Gr), which is used in

calculations of free convection. The equation for turbulent flow is also that from Perry

and Chilton (1973). However, while Bondy (1983) suggests for unbaffled jackets to

neglect the multiplier (1 + ܦ3.5 ⁄ܦ ), which, in the literature, is called the “turbulent

flow coil correction factor”. The equation in Dream (1999) suggests that this term should

be included for unbaffled jackets. The correlation for turbulent flow in Dream (1999) is

as displayed in equation (2.36). However, this can produce values of heat transfer

coefficient significantly higher than experimental values due to the inclusion of the term.

Nu = ܦߙ ⁄ߣ = 0.027Re.଼Pr.ଷଷ(ߤ ⁄௪ߤ ).ଵସ(1 + ܦ3.5 ⁄ܦ ) (2.36)
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where:-

ܦ = ܦ) + (ܦ 2⁄ (2.37)

Garvin (1999) provided equations to calculate the corrected Reynolds number and

Nusselt numbers in concentric annular ducts. This was adapted from ESDU 78031 (1978).

First, instead of the ‘equivalent diameter’ ܦ , the hydraulic diameter ுܦ is used:-

ுܦ = −ܦ ܦ (2.38)

The curvature diameter formula is:-

௨ܦ = ܦ cos(a)⁄ (2.39)

where:-

a = tanିଵ൫2ܮ ⁄ߨ ൯ܦ (2.40)

For laminar flow, a curvature formula is first worked out:-

X = Re.ହ(ܦுPr/ܦ௨).ଶହ (2.41)

Then the Nusselt numbers are worked out. For X > 4.9:-

Nu = ுܦߙ ⁄ߣ

= 0.0984X[1 − (1.48/X) + (23.2 Xଶ⁄ ) − (120 Xଷ⁄ )

+ (212 Xସ⁄ ߤ)[( ⁄௪ߤ ).ଵସ

(2.42)

and for X < 4.9:-

Nu = ுܦߙ ⁄ߣ = ට൫ℎܦு ݇⁄ ൯
ଷ

+ ൫ℎܦு ݇⁄ ൯
ଷయ

(2.43)

where the forced convection component is:-

ுܦ,ߙ ⁄ߣ = 4.86 + Ge (2.44)

and the natural convection component is:-

ுܦ,ߙ ⁄ߣ = ±0.7287߶
.ଷଷ Gൣr ∙ Pr൫ܦு/ܮ൯൧


(2.45)

Where the entrance correction factor Ge is:-
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Ge = 0.09525[Gz (1 + 0.0525Gz.)⁄ ߤ)[ ⁄௪ߤ ).ଵସ (2.46)

For aiding flow ( ௪ܶ > ܶ ), the symbol ± is positive and ݉ = 0.28.

For opposing flow ( ௪ܶ < ܶ ), the symbol ± is negative and ݉ = 0.25.

For turbulent flow, equation (2.47) is used:-

Nu = 0.0192Re.ଽହPr.ସଽହexp{−0.0225[ln(Pr)]ଶ} Ge(ߤ ⁄௪ߤ )

× {1 + 0.059[Re(ܦு ⁄௨ܦ )ଶ].ଷସ}
(2.47)

where for Re(ܦு ⁄௨ܦ )ଶ > 4.72:-

Ge = 1 (2.48)

In this case, for aiding flow ( ௪ܶ > ܶ ), ݉ = 0.30.

For opposing flow ( ௪ܶ < ܶ ), ݉ = 0.18.

For Re(ܦு ⁄௨ܦ )ଶ < 4.72:-

Ge = 1 + 5.71൫ܦு/ܮ൯ൣ1 − exp൫−0.07ܮ/ܦு൯൧ (2.49)

and ݉ = 0.18.

For transitional flow, there is no well-defined method. Garvin (1999) suggests to

interpolate between the upper laminar limit and the lower turbulent limit against the

logarithm of Re.

Free convection is usually considered negligible in turbulent forced convection flows, but

is included in laminar forced convection flows. In the equation in Garvin (1999),

described above, for the jacket side heat transfer coefficients ߙ) and ,(ߙ the laminar

flow equation uses Gr as a parameter also. Thus, the coefficient of thermal expansion (ߚ)

of the jacket oil is needed. This can be approximately derived from the data of density vs.

temperature, as follows:-

ߚ =
1

ܸ

dܸ

dܶ
≈ ߩ

1
)ߩ ଶܶ)

−
1

)ߩ ଵܶ)

ଶܶ− ଵܶ

(2.50)

The effects of free convection in the jacket can be to either aid or oppose the forced

convective flow. Figures 2.8 and 2.9 illustrate some cases.
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Figure 2.8 – Free convection opposing and aiding flow, during heating of the reactor

contents, when ܶ < ܶ < ܶ  (left) and when ܶ < ܶ > ܶ  (right).

Figure 2.9 – Free convection opposing and aiding flow, during cooling of the reactor

contents, when ܶ > ܶ < ܶ  (left) and when ܶ > ܶ > ܶ  (right).

In figure 2.8, during heating, the flow is opposed by free convection because the inner

wall is colder than the heat transfer medium. The medium (flowing upwards) is

subsequently denser at the wall, and natural convection produces a force slowing the flow

and reducing the heat transfer coefficient .(ߙ)

In figure 2.9, during cooling, the flow is aided on the inside by heat from the process side,

increasing .ߙ Usually the case will be as in the right hand image, but when cooling

below the ambient temperature, Tm is the lowest and the flow is aided on both sides as in

the left hand image.

As in the left hand images of figures 2.8 and 2.9, the flow on the outside wall may be

aided if the outside temperature ܶ  is higher than the jacket medium temperature, but

in most cases the right hand image will be the case, and the colder surroundings will cause

opposition to the flow, thus reducing the heat loss coefficient .(ߙ)
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Gnielinski (2009) provided a correlation for turbulent flow in concentric annular ducts:-

Nu =
( ெ݂ 8⁄ )Re ∙ Pr

ଵ݇ + 12.7ඥ ெ݂ 8⁄ (Prଶ ଷ⁄ − 1)
1 + ቆ

ுܦ
ܮ
ቇ

ଶ ଷ⁄

൩ܨܭ (2.51)

where:-

ଵ݇ = 1.07 +
900

Re
−

0.63

1 + 10Pr
(2.52)

and:-

ெ݂ = [1.8 logଵ(Re∗) − 1.5]ିଶ (2.53)

where:-

Re∗ = Re × ൫ൣ1 + (∗ݎ)ଶ൯ln∗ݎ + ൫1 − ଶ൯൧∗ݎ [(1 − ଶ(∗ݎ ln(ݎ∗)]⁄ (2.54)

and:-

∗ݎ = ݎ ⁄ݎ (2.55)

For heat transfer at inner wall, and outer wall insulated:-

ܨ = .ଵି∗ݎ0.75 (2.56)

For heat transfer at outer wall, and inner wall insulated:-

ܨ = 0.9 − .ି∗ݎ0.15 (2.57)

and for a liquid heat transfer medium:-

ܭ = ൬
Pr

Pr௪
൰
.ଵଵ

(2.58)

Gnielinski (2009) stated that equation (2.56) represented experimental data of concentric

annular ducts to ±5% within the specified conditions. However, no data are available in

Gnielinski (2009) for heat transfer at both sides.

Gaddis (2010) describes alternate methods for calculating the jacket side heat transfer

coefficient by Lehrer (1970) and Stein and Schmidt (1993). These methods were not

mentioned in the papers by Bondy and Lippa (1983), Dream (1999) or Garvin (1999).

They are more complex; however, they are still reported to have large errors – up to 50%

deviation from experimental values. According to Gaddis (2010), the mean relative error
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for the jacket side heat transfer coefficient in jackets with tangential inlet tubes was 26.4%

for Stein and Schmidt (1993) and 44.0% for Lehrer (1970).

Although the range of scales and geometries for the investigated reactors is severely

limited, Gaddis (2010) provides essential dimensions for the reactors in which these

experiments were performed, giving examples of the solution by both Lehrer (1970) and

Stein and Schmidt (1993). As a suggestion to mitigate overestimation of the heat transfer

coefficient, Gaddis suggests that both methods should be used and that the lower

coefficient should be considered.

In a further paper, Lehrer (1971) suggested that plain concentric cylindrical jackets, with

a height-to-diameter ratio of approximately unity, could be “equated to a number of equal

time-constant backmix vessels in series”. A comparison of tangential inlet and radial inlet

was made. It was found that in jackets with a radial inlet pipe, there were virtually no

“dead zones” (of low flow) in the jacket, but that the heat transfer was nevertheless more

effective with a tangential inlet. According to the Scopus database as of September 2015,

this paper has not been cited in any subsequent journals or books, at least since 1996. This

can be taken as an indicator that the relationship between flow and heat transfer in jackets

of reactors has still not been thoroughly investigated in the literature, as of the time of

publication of this thesis.

2.3.5 Boiling Heat Transfer

Boiling heat transfer is discussed in general by Hewitt et al. (1994). Alane (2007)

discussed a calculation for the inside heat transfer coefficient (ߙ) during boiling, but

used correlations for tubes. As stated by Alane (2007), this method was recommended by

Worley et al. (1985) and finalised by Gungor and Winterton (1986). Alane's work was on

a thermosyphon reboiler and used the Dittus-Boelter correlation for tubes (Dittus and

Boelter, 1930). In this case, however, a correlation for an agitated vessel is to be used,

such as equation (2.28) or (2.30). Pool boiling with a stirrer, as in the experiments

conducted for this thesis, is calculated from two parts – the part due to convection by the

agitator (which will be denoted ߙ here) and the part due to nucleate boiling (which will

be denoted .(ߙ

The overall expression is given by equation (2.59), where ߳ is the enhancement

coefficient due to boiling, ܵ is the suppression factor and ݔ is the vapour mass quality.

ߙ is equivalent to withoutߙ boiling, as previously described in section 2.3.4.
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=ߙ ൫߳1 − ൯ݔ
.଼
ߙ + ߙܵ (2.59)

The enhancement factor ߳was described in equation (2.60):-

߳= 1 + 1.37ܺ௧௧
ି.଼ + 24000Boଵ.ଵ (2.60)

where ܺ௧௧ is the Martinelli parameter:-

ܺ௧௧ = ቆ
1 − ݔ

ݔ
ቇ

.ଽ

ቆ
ߩ

ߩ
ቇ

.ହ

ቆ
ߤ

ߤ
ቇ

.ଵ

(2.61)

and Bo is the boiling number:-

Bo = ̇݉/ݍ̇ ℎ (2.62)

and where ߩ and ߩ are the vapour and liquid densities respectively, and ߤ and ߤ are

the corresponding viscosities, ሶisݍ the heat flux from the jacket, ݉ሶis the mass flux of the

agitated liquid (in the direction of flow) and ℎ is the latent heat of vaporisation.

As in Alane (2007), the pool boiling coefficient isߙ calculated using the correlation

by Cooper (1984), displayed by equation (2.63) where ୰ is the reduced pressure and ோܯ

is the molecular weight.

=ߙ
୰55

.ଵଶ̇ݍ.

[− log(୰)].ହହܯோ
.ହ

(2.63)

Finally, the suppression factor ܵ is calculated using equation (2.64).

ܵ= ቄ1 + 1.15 × 10ି߳ଶ Rൣe൫1 − ൯൧ݔ
ଵ.ଵ

ቅ
ିଵ

(2.64)

Note that results of all these heat transfer correlations are compared in later chapters once

valid results have been obtained to compare them. It turns out in chapter 4, for example,

that the description of boiling heat transfer from Alane (2007) here is difficult to assess

due to difficulty in identifying the values of vapour mass quality and boiling number,

because the cross section of flow in the vessel is difficult to define.

2.4 Modelling Flow in STRs

The flow of fluids in the vessel occurs primarily due to forced convection by the stirrer

and partially due to free convection on the outer surface in contact with the wall with the
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jacket fluid behind. The vessel used in the experiments conducted for this thesis is

unbaffled and thus have a free surface vortex as well as an internal flow pattern that would

require CFD modelling to thoroughly investigate.

2.4.1 Vortex Formation

The vessel used in the studies of this thesis was unbaffled, that is, there was nothing

intruding into the vessel contents intended to suppress the formation of a vortex. In the

experiments, therefore, a significant vortex was present in the reactor.

Figure 2.10 – Free and forced vortices, view from above. The arrows denote the

relative tangential velocities. The greatest velocity is at the critical radius, .ୡݎ

Brennan (1976) studied vortex models by Nagata et al. (1955), Braginskii (1967), and

Zlokarnik (1971). These were models in which the flow was separated into an inner forced

vortex, which is like a rotating cylinder of liquid, and an outer free vortex. These parts of

the vortex are displayed, as seen from above, in figure 2.10. The tangential velocity of a

forced vortex increases linearly with increasing radius, and that of a free vortex increases

proportionally to the inverse of the radius (slowing down with increasing radius). Brennan

found that Nagata's model and Zlokarnik's correlations did not take account of the factors

of blade width, liquid depth or impeller diameter satisfactorily, and required further
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modification before it could be reliably used. In addition, some parameters had to be

empirically found for the geometries initially, such as the critical radius ,ୡݎ which is the

radius where the transition occurs between the forced vortex and the free vortex. Also,

Braginskii's approach required more data on the power output of the impeller.

Brennan (1976) also made further empirical correlations to account for blade width and

liquid depth, as well as a means to estimate the critical radius ,ୡݎ which was found to be

“independent of impeller diameter and blade width”. Also, probes and immersed coils

had an effect similar to baffles – they “were observed to suppress the vortex”. Brennan

also found that the impeller depth “had negligible effect” on the vortex geometry, as long

as the impeller was fully submerged below the liquid surface. However, this is likely to

only be true in cases where the maximum impeller depth is limited by the practical shape

of the reactor (that is, if the reactor body was shaped like a long tube with a single impeller

at the very bottom, the vortex it creates may not significantly affect the surface).

Vortex depth (ℎ) is defined as the distance between the initial liquid height (ℎ) and the

minimum liquid height (ℎ ) which is at the bottom of the free vortex (at the centre of

the vortex, ignoring the impeller shaft), as displayed in figure 2.11.

Figure 2.11 – A diagram to illustrate vortex depth, ℎ.

Correlations for predicting the vortex depth for various impeller types have been reported

by Rieger et al. (1979), but the vortex profile as it varies with radius was not described in

this paper. Equation (2.65), from Rieger et al. (1979), is the most relevant correlation to

the work carried out in this thesis, derived from an experimental investigation to provide

the vortex depth for a pitched three-blade turbine, for a Galileo number (Ga) between 108

and 1010, using an empirically derived constant (B1) of 0.71 ± 0.03 under these conditions.

ℎ
݀

= ଵGa.ଽ൬ܤ
ܦ

݀
൰
ି.ଷ଼

Frଵ.ଵସୋୟషబ.బబఴ( ௗ⁄ )షబ.బబఴ (2.65)
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where D and d are the tank and impeller diameter, respectively, and Fr is the Froude

number.

Rieger et al. (1979) also produced a formula for the critical vortex depth (ℎୡ), displayed

in equation (2.66), where ℎ  is the height of the base of the impeller from the bottom

of the tank and ܾ is the blade width.

ℎୡ
݀

=
ܦ

݀
−
ℎ 

݀
−
ܾ

݀
(2.66)

Markopoulos and Kontogeorgaki (1995) discussed the earlier literature, noting that the

vortex depth “mainly depends on the impeller type and impeller speed”. Some

correlations for “vortex depth”, from other literature sources (such as Rieger et al., 1979)

were presented in a table for different agitator types. Several turbines were included

(pitched turbines, disc turbines, a propeller, an anchor and a grid agitator) for different

ranges of conditions. According to their study, the “vortex factor” (the ratio of the vortex

depth to the impeller diameter) became independent of the Reynolds number, when the

Reynolds number was more than 104. The “vortex depth” parameter is used for the bottom

of the forced vortex, neglecting the shaft (that is, it is treated as if the shaft was infinitely

thin). Additionally, the formulae for forced and free vortices were separate.

Ciofalo et al. (1996) presented a vortex geometry correlation that connects the free and

forced vortices (at the critical radius) that was presented in a book by Nagata (1975) and

corrected by Smit and Düring (1991). In this correlation, some dimensionless numbers

are first defined:-

=ߦ (2/݀)/ݎ (2.67)

ℎ
∗ = ℎ/݀ (2.68)

ܪ
∗ = ݀/ܪ (2.69)

where ݎ is the radial distance from the central axis of the tank, ℎ is the liquid height from

the base of the reactor and ܪ is the initial liquid height from the base. This assumes a

flat-bottomed vessel, which is not the case in this thesis (the reactor investigated in this

thesis uses a torispherical base).

The dimensionless liquid height is then defined for below the critical dimensionless radial

distance ୡߦ (forced vortex) and above it (free vortex), as follows, where:-
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when >ߦ ,ୡߦ ℎ
∗ = ܪ)

∗ − ℎଵ
∗) + ቆ

ଶߨ

2
ቇFrߦଶ (2.70)

when <ߦ ,ୡߦ ℎ
∗ = ܪ)

∗ + ℎଶ
∗) + ቆ

ଶߨ

2
ቇFrߦୡ

ସቈ
1

ଶߦ்
−

1

ଶߦ
 (2.71)

where ߦ் is the dimensionless radial distance at the tank wall and:-

ℎଵ
∗ = ୡߦଶFrቈߨ

ଶ−
ୡߦ
ସ

ଶߦ்
൬

3

4
− ln

ୡߦ
ߦ்
൰ (2.72)

ℎଶ
∗ = ଶFrߨ

ୡߦ
ସ

ଶߦ்

1

4
ln
ୡߦ
ߦ்
൨ (2.73)

The formula for the dimensionless critical radius ,ୡߦ reported in Nagata (1975) and

experimentally investigated by Yamamoto (referred to in Nagata, 1975) is based on

paddle impellers rather than pitched blade impellers and is as follows:-

ୡߦ = 1.23൬0.57 + 0.35
݀

ܦ
൰൬
ܾ

ܦ
൰
.ଷ

× ܰ
.ଵଵ

Re

1000 + 1.43Re
(2.74)

where ܰ is the number of blades and ܾ is the blade width.

2.4.2 CFD Modelling of Flow

Zwart et al. (2003) presented a method for resolving interface volume fractions in CFD

models of free-surface flows, “based on a compressive advection scheme for the fluid

volume fractions”. This paper analysed 2D flow of water over a bump, with air above.

This is also a standard tutorial that can set up in ANSYS CFX. The “interface compression

level” in ANSYS CFX is based on this scheme, with maximum interface compression

being the default value in the models used. In this scheme, conservation of mass and

momentum for both phases in each computational cell in the grid are related by a volume

fraction term and the average values are used in the cell. In Zwart et al.'s (2003) paper,

discrete conservation equations for phasic continuity and velocity are presented as

evolutionary equations. Mass flows are discretized in such a way “to avoid pressure-

velocity decoupling”, based on the interpolation scheme by Rhie and Chow (1983).

“Finite element shape functions are used to evaluate the gradients for pressure and viscous

forces” (Zwart et al., 2003). A discrete equation for pressure is also derived. However, in

the steady state CFD simulation of the process side of the vessel, conducted in this thesis,

the surface geometry was still difficult to define.
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Li et al., (2004) conducted an investigation of CFD in a vessel stirred with a retreat curve

impeller. They found that the results are similar to the use of a Rushton turbine. Also, the

Shear Stress Transport (SST) model worked very well to produce results similar to

experimental observations using Laser Doppler Anemometry (LDA). The SST model is

a mixture of the best qualities of the k-ω and k-ε models, where the kε model is used

away from the wall and the k-ω model is used near the wall. These models are described

in detail in chapter 5.

In the paper by Li et al. (2004), it was found that the random component of turbulent

kinetic energy in the region between the impeller and the vessel wall could not be

experimentally resolved sufficiently, because of high velocities in that region driving the

tracer particles out, so that a comparison with the CFD results was not possible in this

region. In any case, as the paper explains, the SST model severely underestimates the

magnitude of the turbulent kinetic energy, because it incorrectly assumes “locally

isotropic turbulence”. In this case, the use of a six-equation Reynolds Stress model may

be more useful.

Javed et al. (2006) carried out CFD simulations using the standard k–ε turbulence model

to predict the flow patterns in the baffled reactor of Distelhoff et al. (1997). This gave

“reasonably good predictions of the mean axial and radial velocities in the tank, including

in the impeller stream” (Javed et al., 2006). Predicted mixing times for a tracer were

similar in the simulation and the experiment. However, Javed et al. concluded that the k

values measured in Distelhoff's experiments were significantly higher than in the CFD

prediction. Also, due to a lack of experimental data, the accuracy of the simulation above

the impeller was limited.

Haque et al. (2006) numerically simulated flow and vortex shape in unbaffled vessels

with a paddle impeller and Rushton turbine and compared the results to previously

published experimental data. They used a volume of fluid (VOF) method and a

homogeneous multi-phase flow model to work out the geometry of the gas-liquid

interface and compute turbulent flow fields. A Reynolds stress turbulence (RST) model

was used, as well as an SST model. While the RST model displayed more prominent

eddies caused by the jet-like radial flow from the paddle impeller, it was not clear which

was the better predictor overall. The paper discussed the comparison of free-vortex shape,

stating that the SST model was closer to the experimental data in the inner region of the

vortex and the RST model was closer in the outer region.
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Smirnov and Menter (2008) later introduced a curvature correction term for the SST

model, based on Spalart and Shaw (1997). Compared to the normal SST model, this

provided results much closer to experiments, comparable to the RST model (Smirnov and

Menter, 2009).

Mahmud et al. (2009) carried out their own experiments to determine the flow and vortex

characteristics in an unbaffled vessel with a magnetic stirrer. They used laser Doppler

velocimetry to measure the flow field at varying stirrer speeds. They then modelled their

experiment with SST and RST models. Again, they found that the SST and RST models

were similar, and also that there was reasonably good quantitative agreement between the

models and the experimental results.

All the investigations so far described were conducted to compare the vortex geometry

using Rushton turbines or paddle impellers and flat-bottomed reactors, so more

experimental work is required to investigate more detailed profiles using different

impeller types and differently shaped vessels (for example torispherical base and

hemispherical base).

Chandra and Singh (2015) investigated Newtonian fluid flow and heat transfer in a flat-

bottomed unbaffled vessel equipped with a pitched blade turbine with 6-blades at 45

degrees. The results were compared to an experimental study of this setup in Armenante

et al. (1997). Chandra and Singh used a tetrahedral mesh and the chosen model was the

standard k-ε model with standard wall functions, with a second-order upwind

discretisation scheme and semi-implicit method for pressure linked equations (SIMPLE).

Good agreement was found with the experimental results. A suggestion for more thorough

investigation would be to use other models such as SST and Reynolds Stress models to

compare with the k-ε model.

2.5 Modelling Heat Transfer in STRs

2.5.1 Experimental Investigations and Analysis

Heat transfer in stirred tank reactors has been investigated empirically and by

mathematical modelling. Calorimetry has been used to obtain experimental data in

investigations of heat production with exothermic reactions. Landau (1996) describes this

process in detail. Reactors used for calorimetry typically range from 0.1 L to 10 L in

capacity, and many have sophisticated temperature control, for example a design

consisting of two reservoirs – one hot and one cold – to allow the jacket temperature to
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change rapidly in response to a sudden change in process temperature. In an exothermic

reaction, the onset of heat production causes the jacket to respond by rapid cooling to

attempt to keep the process at the same temperature. The heat balance of the jacket can

then be used to assess the heat produced by the reaction. Reaction kinetics can

subsequently be derived once the behaviour of the vessel contents is studied in detail.

Snee et al. (1993) conducted a study of the reaction between secondary butyl alcohol and

propionic anhydride, and the effects of using sulphuric acid (H2SO4) as a catalyst to

increase the rate of heat production. Over a range of compositions and temperatures, the

generation of heat was measured using differential scanning calorimetry (DSC) and

adiabatic calorimetry. Also, the reaction's isothermal kinetics were investigated. These

were measured using spectrophotometry and compared to similar data which used

isothermal reaction calorimetry. Key assumptions used for the kinetics were that the

dependences of heat production on temperature and concentration are separable, and that

the temperature dependence follows the Arrhenius equation. The separability of

temperature and concentration dependence was supported by the experiments at different

temperatures resulting in the same observed mechanism. The results agreed that addition

of H2SO4 as a catalyst caused larger exotherms overall. Without the catalyst, the initial

rate of conversion only decreased with time. In the presence of H2SO4, the conversion

rate started off lower, but increased with time, until the conversion approached unity and

thus forced the rate to decrease. The DSC data were much less reliable than the adiabatic

calorimetry, despite corrections made for the thermal lag and heating of the equipment.

Also, some corrections to the kinetics were able to be made by Saw (2003).

Investigating a last-resort safety measure, Gustin et al. (1993) reported on vent sizing for

the runaway reaction between phenol and formaldehyde. This reaction has been used in

the chemical industry to produce formo-phenolic resins used in building wooden houses,

and there have been a number of occasions in which the reaction has gone out of control

and destroyed the entire plant. The reaction was investigated using differential thermal

analysis (DTA) and isothermal calorimetry. When a catalyst was introduced, the heat rate

suddenly rose “to a value determined by an Arrhenius relationship” (Gustin et al., 1993)

and then increased with temperature. It was suggested that the sudden increase in heat

production may be surprising to operators of plants in which this situation occurs. The

results of this paper found a discrepancy between the experiments in the Dewar flask and

in the vent-sizing package (VSP) experiments, explained in the discussion as “a wrong

value of the adiabaticity coefficient” in the Dewar flask experiments.
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A method of monitoring chemical reaction exotherms in pilot-scale batch reactors was

described by Steele et al. (1993). The methodology used a bench scale experiment with a

reaction involving dimsyl sodium production and ester coupling. The concept of overall

heat transfer coefficient was used, but it was partially variable on the inside film of the

reactor, depending on agitation speed, the geometry of the agitator and vessel, and the

reaction fluid's density, thermal conductivity, specific heat capacity and viscosity. The

calorimetry for both bench scale and pilot-scale experiment found a high degree of

correlation.

Grau et al. (2000) modelled the thermal response to an exothermic reaction between

thiosulphate and hydrogen peroxide in a batch and a semibatch reactor. Separate

experiments were conducted in which the operating conditions of thiosulphate addition

rate, initial temperature and initial concentration of reactants were varied. When a time

delay was introduced into the model, the experimental results were closely matched by

the model of the concentration profile. No cooling was present, as the results for

temperature against time display a typical uncontrolled response in which the temperature

increases to a maximum level and remains there (with a slight decrease due to natural

heat loss).

Saw (2003) obtained data on an exothermic esterification reaction using calorimetric

methods. The experimental results presented in Saw's thesis revealed the importance of

correct sensor positioning and efficient mixing, in order to obtain accurate temperature

measurements and therefore accurate calorimetry. The “limitations of the peripheral

instruments have to be fully understood” (Saw, 2003). The control system and algorithms

used must also be fully understood, as well as the uncertainties in measurements and

control. Failure to take all these factors into account could lead to the possibility of an

unexpected runaway reaction occurring.

Westerterp and Molga (2006) describe the systems in place to prevent runaway reactions

in STRs. Correctly choosing the conditions of operation is the first priority. The

equipment's cooling capacity, the temperature of the heat transfer medium, the rates and

times of addition of the reactants, and the rates of agitation are all important factors. The

second priority is to guard against improper operation, for example by selecting strict

operating procedures and by using alarms and/or warning lights to indicate when the

conditions are escaping the required safe limits. There are many possible causes of

improper operation that can cause temperature to increase beyond the critical point where
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runaway begins (Nolan and Barton, 1987). The cooling system can be hindered by power

cuts or fouling, for example. Human error in operation or incorrect charging can

contribute to accidents. Compared to laboratory scales, unexpected reaction mechanisms,

for example autocatalysis, can be much more significant on an industrial scale. Finally, if

all else fails, pressure relief and/or chemical containment systems can be installed to

mitigate the damage that would otherwise happen if a runaway reaction proves to be

inevitable. According to Nolan (1993), the incidence of runaway reactions occurring in

industry increased towards the end of the 20th century, which prompted research on

monitoring runaway reactions and attempts to model their behaviour.

2.5.2 CFD Modelling of Heat Transfer

Milewska and Molga (2007) used CFD to simulate the consequences of stirrer failures in

a batch STR, “in which a strongly exothermic homogeneous reaction takes place in the

liquid phase”. At conditions usually considered safe when mixing, it was found that a

serious runaway reaction could occur following failure of agitation.

Further to this work, Milewska and Molga (2010) formed models using both a perfectly

mixed assumption and a CFD approach. The simulations used a simple second order

reaction between two reactants with realistic kinetic parameters, where the rate of

consumption of each reactant is directly proportional to the concentration (first order with

respect to each reactant). The heat balance included effects due to reaction, jacket,

accumulation in the vessel, loss through the head (ullage) region, as well as heat effects

due to dilution and dosing. The models were all solved numerically. It was found that the

perfectly mixed models could be very useful and pragmatic in situations where the mixing

time is significantly greater than the reaction time, but the more time-consuming CFD

models would have to be used if the reaction was fast enough that the agitator could not

spread out the heat before it could cause significant temperature fluctuations.

Also in Milewska and Molga (2010), a model based safety analysis was also conducted

for the second order reaction. Interestingly, damage to the cooling system causing a

disturbance as little as a 2°C temperature rise was enough to cause a much more

significant spike in the process temperature. For a reaction starting at room temperature

and with a set jacket temperature of 28°C, the peak temperature in the reactor was about

45°C, but if the jacket temperature was set to 30°C at an early stage, the peak temperature

in the reactor was 80°C. In another simulation, in which the coolant pump was stopped,

the temperature increased exponentially from about 30°C to 60°C in about 10 minutes,

and then suddenly jumped to a peak temperature of 140°C within seconds, before slowly
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cooling naturally. In this case, the jacket temperature was controlled by the process

temperature, which, in turn, was uncontrolled (except by the amount of reactant present

at the start of the simulation). When damage to the stirring system was simulated, for

example the stirrer slowing or stopping, perfect mixing could not be assumed, so the CFD

models had to be used.

Rudniak et al. (2011) investigated further into CFD simulations of runaway reactions,

finding that CFD could be a very robust and efficient method to provide an early warning.

The spatial and temporal distributions of velocity, temperature and concentration were

found, which were crucial for finding the important areas for temperature sensors to be

located.

2.5.3 Condensation on the Outside Surfaces

During a cooling operation, a condensation film may form on the outside surface of

reactors when the outside wall temperature of the jacket is low enough and the humidity

of the surroundings is sufficiently high. This results in heat gains by the jacket, which

reduces its cooling capacity.

Figure 2.12– Sections of a torispherical reactor, divided into elements.

Perry and Geddes (2011) developed a localised condensation model to simulate heat

transfer in a condensate film in kettle evaporators. Their model considered the side and
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bottom surfaces of a torispherical vessel. This is a standard shape of many reactors of

various sizes, including the ones used in the experimental investigation in this PhD thesis.

The model notably accounted for the increase in average thickness of the condensate film

towards the bottom of the reactor.

The model by Perry and Geddes (2011) provided equations for heat transfer coefficients

on the 3 surface geometries – the spherical base, the toroid knuckle, and the cylindrical

side. These surfaces were divided into elements along the length of the reactor, as

displayed in figure 2.12. Rather than using mean heat transfer coefficients, separate

coefficients are found for the different elements. This model did not take into account

heat exchange with the surroundings or conduction between surface elements.

2.5.4 Lumped parameter and distributed parameter models

There are two types of lumped parameter (“simple”) numerical models. The first take into

account the thermal inertia of only the process contents, and the second also include the

thermal inertia of the vessel itself, producing more realistic results. Lumped parameter

models have been developed on MATLAB by Ali (2009) and Bentham (2011). Transient

conduction in the walls of the vessel is also included in distributed parameter models. A

distributed parameter model was developed to also include the effect of the glass lining

of the vessel wall. Numerical solutions of the distributed parameter model yielded results

that initially had a slower response, then rose to values between the results of the two

types of lumped parameter models. This distributed parameter model used the assumption

of isothermal operation (in this case, meaning a constant jacket temperature or infinite

flow of the heat transfer medium). The experimental results in this case (example

displayed in figure 2.13) had a delay in process temperature of a few hundred seconds

before the temperature profile started to rise significantly. The isothermal distributed

parameter model here had a much less significant delay, presumably because the

temperature is assumed not to change across the jacket height. If this height profile was

taken into account, the vessel wall would need to be heated transiently, and this might

cause a longer delay, similar to the experimental (“observed”) result depicted in figure

2.13. The “analytical” results simply used the ܣܷ values and simulated an exponential

temperature curve with time (without thermal inertia).

Further testing has been done on the lumped parameter and distributed parameter models

on MATLAB (Kairzhanova, 2010). When the thermal inertia of the vessel was taken into

account, the results more closely matched the experimental data, which in this case were

obtained by Saw (2003). Some inaccuracies were introduced when the assumption was
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used that heat transfer only occurred in the cylindrical part of the vessel, and not the base.

Kairzhanova (2010) also described some methods to determine the overall heat transfer

coefficient when the jacket mass rate is unknown. A further assumption made in this

literature was that the jacket inlet temperature was constant – however, the most likely

case in industry is for this temperature to be regulated by another heat exchanger, with

the jacket medium playing the role of a run-around coil. As run-around coils often have

extensive pipework, the thermal response to control in the jacket would therefore be quite

slow and the inlet temperature would also be a dependent variable.

Figure 2.13 – Isothermal distributed parameter model (“calculated 1”) results for

heating methanol using water in a glass-lined jacketed vessel.

Bentham (2011) produced a numerical solution of the lumped parameter model under

isothermal conditions, also including a simple first order exothermic reaction, and

changed factors such as the pre-exponential factor, activation energy, heat of reaction and

overall heat transfer coefficient. It was found that the cases with a higher heat of reaction

in this case were also directly more likely to cause runaway situations, although this was

easily anticipated from knowledge of simple reaction kinetics. The lumped parameter

model in this case used constant jacket inlet temperatures.

In work by Bentham (2011) it was found that increasing the heat capacity rate of the heat

transfer medium ൫̇ܯ ܿ൯ , by increasing either ܯ̇ or ( ܿ) , cannot increase the cooling

rate indefinitely. The controlling resistance, especially at larger industrial scales, is the

resistance of the wall, and the only way for more heat to be exchanged across the solid

wall (since convection is ruled out) is by increasing the temperature difference. In the
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case of cooling the contents to prevent a runaway reaction, the only way to increase the

cooling duty in the jacket is therefore to reduce the jacket inlet temperature.

Bentham (2011) previously developed the distributed parameter model to be non-

isothermal by including changes in the jacket heat transfer medium temperature along the

jacket height, and to include an independent algorithm to simulate changes in the jacket

inlet temperature. In this model, the apparent heat capacity (and resultant time taken to

produce a change in temperature) was approximately twice as large as in the lumped

parameter model. However, this is because the reactor simulated in the distributed

parameter model was based on arbitrarily selected values and not on realistic dimensions

– in fact, the simulation used the inner wall diameter as 0.72 metres, and the pure metal

wall (iron) thickness was set to 4 centimetres. This is why the heat capacity of the wall

was about the same as the process contents themselves. In practical situations, most

vessels this size would have a much thinner wall – not just to conserve material while still

providing sufficient strength, but also because heat transfer is much more efficient with a

thinner wall. In the reactor studied in this thesis, the glass wall is 6 millimetres thick, for

example.

2.6 Summary of the Literature Review

Accurate modelling of the operating conditions is important. Mathematical models to

simulate the conditions within stirred tank reactors have been developed and are

becoming more sophisticated as research progresses. These models range from relatively

simple analytical models, lumped parameter and distributed parameter models, to high

level CFD models.

CFD modelling inside the vessel is much more prominent than modelling inside the

jacket. Some specific models have been developed for isolated sections of the process,

such as condensation on the outside surface of the jacket.

However, fully conjugate models incorporating both the distribution of temperature and

flow in the jacket and simultaneous modelling of a free surface have not yet been

thoroughly investigated and this thesis aims to work towards this goal.
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3 EXPERIMENTAL WORK

3.1 Introduction to the Experimental Work

This chapter addresses the experimental data obtained, and details the equipment and its

operation. Experimental data are presented.

The original purpose of the experiments was to investigate both heat transfer and batch

distillation. The author supervised the experiments, assisted by two MEng project

students (N. Fitch and S. Shaw). Fortuitously, much useful data were obtained from all

the experiments. All the data taken during these experiments were analysed independently

by the author.

Table 3.1 lists the experiments done in this context.

Table 3.1 – General list of experiments done.

Experiment

name

Substances

used
ࢀ range / °C

ࢀ range /

°C

Impeller

speed / rpm

Temperature

Ramping 1
Water (20 L) 20.0 – 45.0 20.0 – 50.0 366

Temperature

Ramping 2
Water (20 L) 17.5 – 31.5 17.5 – 32.5 366

Water Batch

Distillation
Water (20 L) 20.8 – 100 20.0 – 150.0 366

Methanol Batch

Distillation
Methanol (20 L) 21.0 – 64.7 25.0 – 100.0 264

3.2 Equipment Used

3.2.1 Agitated Vessel

The experimental data were obtained from experiments conducted in an unbaffled, pilot-

scale, 25 litre agitated vessel. This reactor has at times been requested for use by the

pharmaceuticals industry. The vessel is displayed in figure 3.1. It was situated in the

Institute of Process Research and Development (iPRD) in the School of Chemistry,

University of Leeds. It had a torispherical base. It was heated and cooled using only a

plain jacket – single-chambered and with no vanes to guide the flow. The nominal

capacity of this vessel was 20 litres (80% full). The main body and ullage region of the

vessel were both constructed by QVF, entirely from borosilicate glass with a wall

thickness of 6 mm on either side of the jacket. Details of the physical properties of this

type of glass are displayed in the appendix, section 10.2.
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Figure 3.1 – 25 litre jacketed stirred tank reactor, in iPRD, University of Leeds.

3.2.2 Heating and Cooling System

The controller for the vessel was a heating and cooling device (Huber Unistat 510). This

uses a heating and cooling medium called DW-Therm (physical property data of DW-

Therm are present in the Appendix, section 10.1). This substance remains in the liquid

state under atmospheric pressure at temperatures as high as 200°C and as low as 90°C.

The Huber Unistat 510 had a maximum heating capacity of 6 kW and a maximum cooling

capacity of 5.3 kW above 0°C. A table of further data on the unit, such as power

requirements, is accessible by the Huber website (Huber, 2014). As it is a commercial

product, information such as the control algorithms and heating and cooling mechanisms

are difficult to obtain. It is likely that short “on-off” bursts of electrical current are applied

through a resistant element every few seconds, producing heat (power supplied is equal

to resistance multiplied by the square of the current, or equivalently, the square of the

voltage divided by the resistance). When cooling, temperature profiles obtained every

12.5 seconds had fluctuations in the DW-Therm internal temperature.



43

The cooling system within the Huber unit predominantly used chilled water from the

School of Chemistry's chilled water tank. This contained 1% glycol to help reduce its

freezing point in rare cases when it is exposed to temperatures near 0°C. The temperature

of this chilled water was kept somewhat around 10°C but varied periodically over an

approximately 10 minute cycle. Heat from the surroundings would cause the temperature

to increase to 12°C then an external cooling system would chill the water to 8°C to restart

the cycle. To cool the vessel contents to temperatures near or below 12°C, the Huber

would switch to the use of refrigerant. This is to avoid freezing the water.

The Huber can be programmed to ramp temperature or to produce exponential

approaching functions. Once programmed, the set point will change gradually as desired.

To set a ramping function, one inputs the starting set point, ending set point and time

between set points. To set an exponential approaching function, one inputs the starting

set point, ending set point and a “time constant”. Describing this “time constant”, the

Huber operating manual (Huber, 2010) states: “when selecting an exponential ramp

function (E-grade Professional) the end value (more precisely 99% of the end value) will

be reached after 5 times the time constant has elapsed”.

The Huber operates in two main modes, named “process mode” and “internal mode”,

depending on whether the controlled variable is the process temperature or the Huber

internal temperature respectively. These modes are described in more detail in the

following paragraphs.

When set to “process mode”, the Huber unit uses a cascade PID control system to attempt

to directly control the process temperature to match the current set point temperature. In

this mode, there is a set maximum temperature difference setting between the jacket and

the process of 50°C. This is to prevent thermal shock. Incidentally, this means that if a

runaway reaction occurred in this mode and the temperature difference หܶ − ܶ ଵห

exceeded 50°C, the controller would attempt to heat up the jacket, furthering

complications.

When set to “internal mode”, the Huber unit uses the same cascade PID control system,

but instead attempts to control only the temperature of the oil inside the Huber. In this

mode, the jacket temperature is able to be manually controlled. In this case, the user is

responsible for watching the temperature difference หܶ − ܶ ଵหand keeping it below

50°C.
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3.2.3 Process Flow Diagrams

Figure 3.2 displays a process flow diagram for the reactor and Huber system. Figure 3.3

displays a process flow diagram for the adjacent condenser and receiver.

The process liquid (water or methanol, depending on experiment) was charged into the

five litre charge vessel. Four batches of five litres were transferred into the 25 litre reactor,

filling it to the recommended 20 litre capacity. The impeller was pitched-blade type with

three blades, each at a blade angle of 45° and a blade length of 72.5 mm.

Any vapour from the process side passed through a reflux condenser cooled with chilled

water from the department's chilled water tank (the same supply as for the Huber coolant).

An 80mm-diameter graphite “bursting disc” was installed in the vapour uplift stream.

This would burst if the gauge pressure in the system rose above 0.4 bars. Any vapour that

escaped the top of the condenser passed through a scrubber. The scrubber had clear plastic

Raschig rings and a downflow of water.

In figure 3.3, the valve at the bottom of the receiver is open. During the distillation

experiments, the condensed liquid was collected from the receiver and into a bottle with

a weighing machine below it, from which it was pumped back into the charge hole of the

25 litre reactor, using a peristaltic pump. During boiling at a constant Huber set point

temperature, the peristaltic pump was switched off, so that the rate of collection of vapour

could be evaluated using the weighed bottle. This part of the process is described in more

detail in section 3.3.3.

3.2.4 Data Logging

Most data from the instrumentation were sent to LabView, which automatically recorded

the data on a Microsoft Excel spreadsheet. The parameters recorded with LabView are

tabulated in table 3.2. These were later converted to SI units for analysis.

Additional variables were recorded manually. These were delayed by the time it took to

plug the thermocouple lead into the reader. These are tabulated in table 3.3.

The type of thermocouples used was the “type ‘K’ general purpose probe” (T.M.

Electronics, 2004).
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Figure 3.2 – Process flow diagram of the reactor and Huber (adapted from Fenney et

al., 2011).
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Figure 3.3 – Process flow diagram of the condenser and receiver (adapted from Fenney

et al., 2011).

Table 3.2 – Variables recorded with LabView.

Variable recorded with LabView Units recorded

Time Minutes

Huber Set Point Temperature ( ௦ܶ௧) °C

Huber Oil Temperature ( ܶ௨) °C

Process Temperature ( ܶ) °C

Jacket Inlet Temperature ( ܶ ଵ) °C

Jacket Outlet Temperature ( ܶ ଶ) °C

Condenser Inlet Temperature ( ܶௗଵ) °C

Condenser Outlet Temperature ( ܶௗଶ) °C

Vessel Pressure mbar absolute

Huber Oil Flow Rate Litres per hour

Condenser Flow Rate m3 per hour

Impeller Speed rpm

Impeller Motor Temperature °C
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Table 3.3 – Variables recorded manually.

Variable recorded manually Units recorded

Ullage wall temperature (outer side) ( ௨ܶ) °C

Outer Wall Temperature (outer side) ( ܶ) °C

Vapour Stream Temperature ( ௩ܶ) °C

Mass of substance in weighed bottle kg

3.3 Experimental Investigations

3.3.1 Operation of the Equipment

The experiments were all conducted according to the University's regulations and the

regulations of the School of Chemistry. For details on these standard operating

procedures, safety precautions and risk assessment, see the Appendix, section 10.7.

Figure 3.4 displays the levels of water in the reactor when the agitator is set to “25 Hz”.

The measured rotation frequency in these cases was 366 revolutions per minute, that is,

6.1 revolutions per second. When methanol was used (in the methanol batch distillation

experiment), the agitator was instead set to “18 Hz”, which is 264 revolutions per minute

(4.4 revolutions per second). Note that the Reynolds numbers are not quoted here because

they change significantly with the viscosity and hence with the temperature of the vessel

content.

Figure 3.4 – Photographs of the vessel under agitation, with 20 litres (left) and 10 litres

(right) of water inside. The vortex can be observed.

In figure 3.4, the image on the left displays the reactor filled with 20 litres of water, and

the image on the right displays the reactor filled with 10 litres of water. In the latter image,
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significant air entrainment can be observed at this agitation speed (366 rpm). At higher

temperatures, particularly in the distillation experiments, the decreased viscosity of the

water and methanol also allowed for some air entrainment when 20 litres of liquid were

in the vessel.

Figure 3.5 – Photograph of the internal content of the vessel when empty.

Figure 3.5 displays a view of the internal content of the vessel, including the

thermocouple and the impeller. The thermocouple did not act as a baffle, because a large

vortex can be observed during operation in figure 3.4. Some fouling can also be observed

inside the vessel. Both the thermocouple and the fouling were ignored in all models in

this thesis.

3.3.2 Temperature Ramping Experiments

In both temperature ramping experiments, “internal mode” was used.

The first temperature ramping experiment used 20 litres of water in the 25 litre reactor,

and the agitation speed was 6.1 revolutions per second on average (366 rpm). The starting

time in the results is at a point where both the process and jacket temperatures were at

20.0°C, and then the Huber was set to a temperature to 50.0°C on “internal mode”, as a

square step. Under maximum heating rate, the oil temperature increased sharply,

providing a ramped profile. As this oil is then pumped into the jacket, through insulated

pipes, this deviates very little from the jacket inlet temperature. After approximately 2.5

hours, when the process temperature had almost become constant, a set point of 20.0°C

was re-entered into the Huber, again a square step in which the oil cooled approximating

a ramp (although the gradient of this ramp decreases with time until it overshoots the set
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point). The contents were allowed to cool for approximately another 2 hours – until the

allowed time was over. The results are displayed in figure 3.6. Here, ௦ܶ௧ is the set point,

ܶ௨ is the Huber internal temperature, ܶ is the process temperature, ܶ ଵ is the jacket

inlet temperature and ܶ ଶ is the jacket outlet temperature.

Figure 3.6 – Experimental results of the first temperature ramping experiment.

The second temperature ramping experiment also used 20 litres of water and an average

agitation speed of 6.1 revolutions per second (366 rpm). The temperature control, again

on “internal mode”, was set at the ambient temperature of 17.5°C and then the set point

was increased by 0.5°C every 30 seconds until the final set point of 32.5°C. This relatively

low temperature was chosen to attempt to allow the process temperature to become almost

constant. After approximately 3 hours, the allowed time was nearly over so the set point

was reduced by 0.5°C every 30 seconds until it reached 17.5°C. After about 15 minutes,

the controller was turned off and the monitoring software was deactivated shortly after.

The results are displayed in figure 3.7.

In both the square step (figure 3.6) and programmed ramp (figure 3.7) profiles, the set

points were overshot slightly before being corrected by the control system. This is due to

the nature of the PID controller.

During the ramping, at the start of each experiment, the gradient of the process

temperature only increases slowly, partly due to thermal inertia of the vessel and partly
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due to the fact that a temperature ramp is a gradual increase in driving force for heating

and cooling.

Figure 3.7 – Experimental results of the second temperature ramping experiment.

The process temperature tails off towards a value that does not quite reach the jacket

temperature primarily because increased evaporation in the process side is taking heat off,

providing a minimum temperature gradient across the internal walls which would persist

even after an infinite amount of time. This is proportional to a function of the process

temperature, and thus can be observed more readily in the first ramping experiment

(where the Huber internal set point was 50°C and the process temperature tailed off at

47.5°C) compared to the second ramping experiment (where the Huber internal set point

was 32°C and the process temperature tailed off at 31.7°C).

3.3.3 Batch Distillation Experiments

The distillation experiments used 20 litres of substance in the process side. The water

distillation experiment distillation experiments had additional thermocouples (figure 3.8)

compared to the ramping experiments – one taped to the outer glass surface, to measure

the outer glass temperature, one taped to the top of the reactor, measuring the ullage outer

temperature, and one inserted into the vapour stream to measure the vapour temperature

before entering the condenser.
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The collecting tank for the condensate had its valve opened during the times when the

process was boiling, and the distillate was collected in a weighed bottle. A Watson

Marlow 323E/D peristaltic pump was used to pump the distillate back into the reactor

through a Marprene tube with 0.6 mm diameter. The pump was set to the maximum speed

of 400 rpm.

After a set point had been entered, and once the desired jacket temperature had also been

reached, the pump was switched off and the amount of distillate collected every two

minutes over a ten minute period was recorded with the weighed bottle. The average of

these amounts was taken as the rate of condensation of the distillate in the condenser.

Separately, readings of condenser inlet and outlet temperature from the condenser were

obtained. However, the variations over time in the condenser inlet temperature (coming

from the chilled water tank) were about three times higher than the temperature difference

between condenser inlet and outlet temperatures, so calculations of heat transfer using

these was much more unreliable. A more detailed description of this is in section 3.3.4.

Once the distillate had been put back into the reactor, the jacket temperature was increased

to the next step and the distillate was collected again. After the highest jacket temperature

step, the jacket temperature was set to process mode and cooled down to 25°C before

being turned off.

Figure 3.8 – Additional thermocouple positions for the 25 litre vessel during distillation

experiments.

The water distillation experiment used an agitation speed set to “25 Hz”, and the measured

impeller rotational speed was 6.1 revolutions per second (366 rpm). The methanol

distillation experiment used an agitation speed set to “18 Hz”, and the measured impeller

rotational speed was 4.4 revolutions per second (264 rpm).
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Figure 3.8 displays additional thermocouples used to attempt to retrieve extra data from

the ullage and outer walls respectively.

For these experiments, the set points of interest were for when the contents are boiling.

The water distillation experiment used set points for the Huber internal temperature as

130°C, 135°C, 140°C, 145°C and 150°C. The methanol distillation experiment used set

points for the Huber internal temperature of 80°C, 85°C, 90°C, 95°C and 100°C. In all

cases, the jacket inlet temperature was slightly lower than than the Huber internal set

temperature due to heat loss in the insulated pipes. This difference did not exceed 0.5°C.

For example, at the highest set point of 140°C, with the strongest driving force for heat

loss in the pipes, the jacket inlet temperature was 139.5°C. In any simulations,

nevertheless, the measured value of jacket inlet temperature was used, rather than the

Huber set point.

Figure 3.9 – Experimental results for the water distillation experiment. See

nomenclature or description in text for the meaning of the symbols.

During heating and cooling, in the water distillation experiment, the system was set to

“process mode”. During boiling, the system was set to “internal mode” to control the

jacket inlet temperature to desired set points. In the methanol distillation experiment,

“internal mode” was used throughout the whole experiment.
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Figures 3.9 and 3.10 display data plots from the thermocouples attached to the various

points inside and outside of the 25 litre reactor during the water distillation experiment

(figure 3.9) and the methanol distillation experiment (figure 3.10). Here, ܶ is the

temperature of the thermocouple taped on the outer vertical side of the vessel (figure 3.8,

right image), ௨ܶ is the temperature of the thermocouple taped on the outside of the ullage

region (figure 3.8, left image), and ௩ܶ is the temperature of the vapour stream going to the

condenser and collection vessel.

It would be expected that the temperatures of the vapour stream ௩ܶ and the ullage region

௨ܶ would remain at approximately the same value throughout all the boiling stages

despite the increases in jacket temperature, as these are based on the saturation

temperature of the process, but the outer wall temperature would increase with each stage

as this is based on the jacket fluid temperature. This trend can be seen in figures 3.9 and

3.10, although there are notable deviations as discussed below.

Figure 3.10 – Experimental results for the methanol distillation experiment. See

nomenclature or description in text for the meaning of the symbols.

Firstly, the outer ullage temperature Tuo appears to decrease during the water boiling

stages. Measurement was unreliable as the thermocouple was crudely taped onto the

surface, and some variations of up to ±5°C were observed for this measurement. Plus the

highest temperature boiling stage has slightly higher measured temperatures. The

methanol boiling data give only a slow increase in outer ullage temperature and then a

transient increase during the highest temperature setting. There could be several factors
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at play here such as ambient temperature variations, and the fact that more vapour is

driven off at the higher jacket temperature settings. In the water distillation case, the

decrease could be caused by an increased amount of vapour on the internal walls of the

ullage region evaporating, combined with the high latent heat of evaporation, thus

resulting in an apparent decrease in outer ullage temperature on higher settings.

Secondly, the temperature of the vapour stream Tv in the methanol boiling case transiently

increases during all the different boiling stages. Methanol is more volatile than water and

has a lower heat capacity, so the vapour stream in the methanol distillation experiment

turned out to be between 10°C and 20°C cooler than the boiling point of 64.7°C, whereas

in the water case it was only 2°C cooler than the boiling point of 100°C and remained

constant.

In figure 3.9, the Huber internal and jacket inlet and outlet temperatures briefly decreased

below 0°C, even reaching -10°C, during the cooling cycle. This is because the system

was in “process mode” during this time, providing the maximum cooling allowed (that

is, a temperature difference of 50°C between process and Huber internal temperature).

Deposited water (ice) could be seen on the outer surface of the Huber and the vessel

during this time, although none was in the process side (and by the time the DW-Therm

temperature had again risen above 0°C, the process temperature was still measured as at

least 35°C and under an agitation rate of 366 revolutions per minute, so ice would have

been unlikely to form in the process side).

3.3.4 Process Heat Rates

The amount of heat transferred to the process during boiling (in the distillation

experiments) is the amount of heat to generate the vapour. Some of the vapour will be

condensed in the ullage region and pipes before it reaches the condenser and a small

amount will continue past the condenser (to the scrubbing system). The majority of the

vapour is assumed to be condensed by the condenser and collected in the weighed bottle

at the same rate as it is generated.

In the ramping experiments and during heating and cooling, the amount of heat is mostly

sensible heat, but some heat loss due to evaporation will also occur. In any case, the

condenser inlet and outlet temperatures were measured to see if they could be used.

The condenser consists of a glass shell with a glass coiled tube inside. The condensate

condenses on the shell side of the condenser. In the tube side is chilled water, with 1%

glycol. Note that at the lowest jacket temperatures (below 0°C), there was no danger of
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freezing in the condenser, since the water vapour stream temperature had only dropped

to 35°C before the experiment had ended).

The controller for the chilled water temperature only responds when the temperature

deviates about 1.5°C away from its set point of 10°C, resulting in strong variations. The

ambient temperature heats the chilled water tank to approximately 11.5°C and the

controller cools it to 8.5°C then heats it to 10°C, then the process is repeated. This results

in a saw-tooth-like profile. However, the difference in temperature across the condenser

itself, from inlet to outlet, only goes up to about 0.5°C. Hence, the controller periodically

forces the condenser inlet temperature below the outlet temperature, resulting in large

variations in the apparent heat of the condenser (as displayed in figure 3.11).

Figure 3.11 – Temperature ramping experiment 1 condenser heat rate based on the

mass flow rate and heat capacity of the chilled water and the temperature difference

between the inlet and outlet of the tube side of the condenser.

Figure 3.11 displays widely scattered points, but a heating curve can be seen where most

of the points cluster. After almost 10 000 seconds, the first temperature ramping

experiment switched from heating to cooling. This produces a gap in the curve where the

clustered points lie. However, the condenser heat rate appears to stay high (and even rise

slightly) during the cooling cycle, rather than returning to the original starting point. There

are several factors that could cause this. Firstly, upon cooling, less vapour is produced

and the vapour at a higher temperature condenses. Although it is only a small amount of
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vapour (because it was not boiling; only heating to 50°C and cooling back to 22.5°C),

this would still have produced a contraction, since every 1500 unit volumes of water

vapour condense to a single unit volume of liquid water. Hence, the outside air would

flow back into the system and the temperature in the condenser would not be influenced

by the reactor. Secondly, the end of the experiment was later in the day, when the ambient

temperature would have risen. Overall, the heat rate into the chilled water in the condenser

tube side does not decrease during the process cooling cycle, and remains at around 600

W.

3.4 Errors Considered

The type ‘K’ general probe thermocouples were specified to have a calibration error of

±1.5°C and a measurement error of ±0.25°C (T.M. Electronics, 2004).

Measurement of Tamb was not recorded consistently. However, a thermocouple placed on

the floor near the reactor read a temperature of 19.4°C during the experiment and this has

been used in the diabatic simulations. The variation of Tamb from this value was not likely

to have exceeded ±2°C, which is a maximum error in temperature difference of ±2.3%

between Tamb and Tm2 for the chosen boiling experiments.

The thermocouples taped onto the outside of the vessel and jacket (for measuring the

outer jacket wall and outer ullage wall temperatures), as well as the thermocouple used

for measuring the vapour stream temperature, were calibrated manually by the author and

the assistants (N. Fitch and S. Shaw) according to the appropriate calibration procedure.

This involved setting the 0°C point in a beaker of water filled with melting ice and the

100°C point in a beaker of boiling water.

As previously mentioned, because two thermocouples were crudely taped onto the

surface, some variations of up to ±5°C were observed for these temperature readings (at

the outer jacket wall and outer ullage wall). These temperatures were not used in the

analysis.

The other thermocouples, for measuring the jacket inlet and outlet temperatures, the

process temperature and the condenser inlet and outlet temperatures, had been calibrated

by the School of Chemistry personnel.
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Errors in the evaluation of condenser heat rate were introduced based on the fact that the

condenser temperature was changing according to the chilled water cycle. This has

already been described in the last part of section 3.3.4.

The measurement of the mass rate of the DW-Therm in the jacket varied by ±0.026 and

kept relatively constant at about 0.269 kg s-1; a variation of ±9.5%. The instantaneous

measured mass flow was used in analysis and simulations, generating some variability in

the evaluation of heat rates in the jacket.

3.5 Summary of the Experimental Work

Experimental work has been conducted for the 25 litre vessel involving heating, boiling

and cooling of methanol and water. The experimental equipment used and the operating

procedures have been described. Data on the temperature profiles and operating

conditions in the reactor, condenser and jacket, have been obtained and presented.

These data are very useful for analysis and comparison with models of heat transfer,

which is conducted in subsequent chapters. However, they do not describe the details of

the flow or the distribution of temperature or pressure. Additional data from external

thermocouples taped onto the reactor were obtained, but may not be reliable due to the

effect of heat loss to the surrounding resulting in underestimation of the true surface

temperatures.
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4 THEORY AND ANALYSIS

4.1 Chapter Description

This chapter describes the initial analysis of the experimental results. The lumped

parameter heat transfer model of the response to heating and cooling is described. This is

developed for conditions when either a constant, linear or polynomial profile is used for

the jacket inlet temperature, providing basic assumptions are involved.

The distributed parameter model is also described. This relaxes the assumptions of no

thermal response through the wall, providing a result closer to a conjugate simulation.

4.2 Lumped Parameter Heat Transfer Model

4.2.1 Setup and Assumptions

Figure 4.1 – Heat transfer in an agitated vessel.

The schematic in figure 4.1 illustrates the general heat transfer to or from an STR. The

process content has an initial temperature of ܶଵ and a transient temperature of ܶ. It has

a heat capacity denoted by ܯ) ܿ). The overall conservation formula to be applied is

displayed in equation (4.1).

݅݊ −ݐݑ +ݐݑݐݑ ݃݁݊ ݎ݁ܽ ݊ݐ݅ − ݀ ݊ݐ݅ܽݏ݅ݏ݅ = ܽܿܿ ݈ܽݑ݉ݑ ݊ݐ݅ (4.1)

The rate of heat transfer to the process at any point in time, ܳ̇ , is the ratio of the

infinitesimals .ݐ݀/ܳ݀ This is also the rate of accumulation. Thus, for an arbitrary time

interval ,ݐ∆ the ܽܿܿ ݈ܽݑ݉ݑ ݊ݐ݅ term in equation (4.1) is equal to ∆ܳ.
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In this lumped parameter model, the following assumptions have been made about the

reactor (Heggs and Hills, 1994):-

 The fluid is perfectly mixed, that is, the temperature of the content of the vessel is

uniform throughout at any instant.

 The concept of an “overall heat transfer coefficient” (OHTC) applies.

 The OHTC is constant.

 The mass rate of the jacket medium does not change throughout the operation.

 All heat capacities remain constant throughout the operation.

 Heat losses or gains caused by anything other than the jacket cooling system are

negligible.

 The heat capacity of the vessel content is much larger than that of the vessel wall,

base, jacket and agitator.

 The thermal response of the jacket is instantaneous.

In all simulations, the values of the jacket medium inlet temperature ( ܶ ଵ) were input

from the experimental data.

Under these assumptions, for a constant process heat capacity ܯ) ǁܿ), the change in

process temperature ( ܶ) with time (ݐ) is proportional to the difference between the

temperatures ܶ ଵ and ܶ. The proportionality constant in this case is denoted by ,߯ as in

Heggs and Hills (1994).

4.2.2 With No Heat Loss to the Surroundings

When no reactions are occurring, the ݃݁݊ ݎ݁ܽ ݊ݐ݅ and ݀ ݊ݐ݅ܽݏ݅ݏ݅ terms in equation

(4.1) are both equal to zero.

For the time interval ,ݐ∆ a change in process temperature, ∆ ܶ , is observed. This is

directly related to ∆ܳ, as seen in equation (4.2).

ܽܿܿ ݈ܽݑ݉ݑ ݊ݐ݅ = ∆ܳ = ܯ) ܿ)∆ ܶ (4.2)

Under the assumption that all heat losses or gains not caused by jacket-to-process heat

transfer are negligible, the ݐݑݐݑ term is zero, and the ݅݊ ݐݑ term becomes the

following:-

݅݊ =ݐݑ ߯൫ܶ  ଵ− ܶ൯∆ݐ (4.3)
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where ߯ is the proportionality constant. Equation (4.1) then becomes equation (4.4).

߯൫ܶ  ଵ− ܶ൯∆ݐ= ܯ) ܿ)∆ ܶ (4.4)

Rearranging the terms, the overall equation is:-

ܯ) ܿ̃)
݀ ܶ

ݐ݀
= ߯൫ܶ  ଵ− ܶ൯ (4.5)

where:-

߯ = ܥܧ  = ܯ൫̇ܧ ܿ̃൯ (4.6)

and:-

ܧ = 1 − −ݔ݁
(ܣܷ)

൫̇ܯ ܿ̃൯
൩=

ܳ̇

ܳ̇ ௫
=

ܶ ଵ− ܶ ଶ

ܶ ଵ− ܶ
(4.7)

where ܷ is the overall heat transfer coefficient and ܣ is the area for heat transfer. Putting

equations (4.6) and (4.7) into the overall equation gives:-

ܯ) ܿ̃)
݀ ܶ

ݐ݀
= ൫̇ܯ ܿ̃൯ ቄ1 − ܯ/൫̇(ܣܷ)−ቂݔ݁ ܿ̃൯ ቃቅ൫ܶ  ଵ− ܶ൯ (4.8)

For the boundary conditions, the profile of ܶ ଵ(ݐ) is used, as well as the starting process

temperature:-

When ≥ݐ 0, ܶ = ܶଵ (4.9)

The jacket outlet temperature in this model is based only on how much heat was

transferred to the process, represented by equation (4.10). The jacket outlet temperature

can be calculated in this way because the effectiveness is also the ratio of temperature

differences as in equation (4.7).

ܶ ଶ = (1 − (ܧ ܶ ଵ + ܧ ܶ (4.10)

This is solved numerically using a predictor-corrector method, the 2nd-order Runge-Kutta.

This involves first predicting with the forward difference and then correcting using the

modified central difference. Microsoft Excel was used to perform these calculations. As

such, 4th order was not used because it would be more difficult to implement on Microsoft

Excel.
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Alternatively an analytical solution can be found when the jacket inlet temperature varies

with time, by solving equation (4.8). If ܶ ଵ is a polynomial function of time, then, using

the definitions in equations (4.6) and (4.7), the equation to solve is:-

d ܶ

dݐ
=

χ

ܯ) ܿ̃)
൫ܶ  ଵ− ܶ൯ (4.11)

For a variable inlet temperature to the jacket, the solution for the following conditions is

required:-

when ≥ݐ 0, ܶ = ܶଵ (4.12)

when ≤ݐ 0, ܶ ଵ = ܭ + +ݐଵܭ ݐଶܭ
ଶ + ⋯+ ݐܭ

 (4.13)

where ,ଵܭ,ܭ … ܭ, are constants. Theoretically any number of terms can be used, but as

ܶ ଵ is set in a linear manner in the experiments, only ܭ + isݐଵܭ essential. Higher order

terms are included here in case more complex profiles of ܶ ଵ(ݐ) are used in future work.

Let
χ

ܯ) ܿ̃)
= ܭ (4.14)

Let ܭ + +ݐଵܭ ݐଶܭ
ଶ + ⋯+ ݐܭ

 = ܲ(ݐ) = ܲ (4.15)

This can be differentiated ݊ times, until it becomes a constant:-

dP
dݐ

= ଵܭ + +ݐଶܭ ݐଷܭ
ଶ + ⋯+ ݐܭ

ିଵ (4.16)

dିଶP
dݐିଶ

= ିଶܭ + +ݐିଵܭ ݐܭ
ଶ (4.17)

dP
dݐ

= ܭ (4.18)

Using equations (4.13), (4.14) and (4.15), equation (4.11) becomes:-

1

ܭ

d ܶ

dݐ
= P − ܶ (4.19)

The polynomial term is substituted and differentiated ݊ times:-

Let P − ܶ = ଵݕ ∴
dݕଵ
dݐ

=
dP
dݐ

−
d ܶ

dݐ
∴

d ܶ

dݐ
=

dP
dݐ

−
dݕଵ
dݐ

(4.20)

∴
1

ܭ

dP
dݐ

−
1

ܭ

dݕଵ
dݐ

= ଵݕ ∴
1

ܭ

dݕଵ
dݐ

=
1

ܭ

dP
dݐ

− ଵݕ (4.21)
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Let
1

ܭ

dP
dݐ

− ଵݕ = ଶݕ ∴
dݕଶ
dݐ

=
1

ܭ

dଶP
dݐଶ

−
dݕଵ
dݐ

∴
dݕଵ
dݐ

=
1

ܭ

dଶP
dݐଶ

−
dݕଶ
dݐ

(4.22)

∴
1

ଶܭ
dଶP
dݐଶ

−
1

ܭ

dݕଶ
dݐ

= ଶݕ ∴
1

ܭ

dݕଶ
dݐ

=
1

ଶܭ
dଶP
dݐଶ

− ଶݕ (4.23)

until:-

Let
1

ܭ
ିଵ

dିଵP
dݐିଵ

− ିଵݕ = ݕ ∴
dݕିଵ

dݐ
=

1

ܭ
ିଵ

dP
dݐ

−
dݕ
dݐ

(4.24)

1

ܭ


dP
dݐ

−
1

ܭ

dݕ
dݐ

= ݕ ∴
1

ܭ

dݕ
dݐ

=
1

ܭ


dP
dݐ

− ݕ (4.25)

Combining with equation (4.18), equation (4.25) can then be solved using the initial

condition from equation (4.12):-

∴
−1

ܭ

dݕ
dݐ

= ݕ −
ܭ
ܭ
 ∴

−1

ܭ

d൬ݕ −
ܭ
ܭ
൰

dݐ
= ݕ −

ܭ
ܭ


(4.26)

∴ න

d൬ݕ −
ܭ
ܭ
൰

൬ݕ −
ܭ
ܭ
൰

௬

௬(సబ)

= −න ݐdܭ

௧



(4.27)

∴ ln൮

ݕ −
ܭ
ܭ


(௧ୀ)ݕ −
ܭ
ܭ


൲ = ݐܭ− (4.28)

∴

ݕ −
ܭ
ܭ


(௧ୀ)ݕ −
ܭ
ܭ


= exp൫−ܭݐ൯ (4.29)

∴

1
ܭ
ିଵ

dିଵP
dݐିଵ

−
1

ܭ
ିଶ

dିଶP
dݐିଶ

+ ⋯±
1
ଶܭ

dଶP
dݐଶ

∓
1
ܭ

dP
dݐ

± P ∓ ܶ −
ܭ
ܭ


ିଵܭ
ܭ
ିଵ−

ିଶܭ
ܭ
ିଶ+⋯±

ଶܭ
ଶܭ

∓
ଵܭ
ܭ

± K∓ ܶଵ−
ܭ
ܭ


= exp൫−ܭݐ൯

(4.30)
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∴ ܶ = ±ቆ+
1

ܭ
ିଵ

dିଵP
dݐିଵ

−⋯±
1

ଶܭ
dଶP
dݐଶ

∓
1

ܭ

dP
dݐ

± P −
ܭ
ܭ
ቇ

∓ ቆ
ିଵܭ

ܭ
ିଵ−

ିଶܭ

ܭ
ିଶ+⋯±

ଶܭ
ଶܭ

∓
ଵܭ
ܭ

± K∓ ܶଵ

−
ܭ
ܭ
ቇexp൫−ܭݐ൯

(4.31)

In equations (4.30) and (4.31), the sign ± denotes a plus if ݊ is odd, and a minus if ݊ is

even. Also in equations (4.30) and (4.31), the sign ∓ denotes denotes a minus if ݊ is odd,

and a plus if ݊ is even. For the example of a linear profile of ܶ ଵ with time:-

݊ = 1 ∴ ܶ = ቆ−
1

ܭ

dPଵ
dݐ

+ Pଵቇ− ቆK− ܶଵ−
ଵܭ
ܭ
ቇexp൫−ܭݐ൯ (4.32)

and:-

P = ܶ ଵ = ܭ + ݐଵܭ (4.33)

∴ ܶ = ܭ + −ݐଵܭ
ଵܭ
ܭ

− ቆܭ− ܶଵ−
ଵܭ
ܭ
ቇexp൫−ܭݐ൯ (4.34)

Alternatively, equations (4.11), (4.12) and (4.13) can be solved using a complementary

function and particular integral. The solution must be in the following form:-

ܶ = ܶி + ܶூ (4.35)

First, the constant term in equation (4.11) is shortened using equation (4.14), so that

equation (4.11) becomes the following:-

d ܶ

dݐ
= ൫ܶܭ  ଵ− ܶ൯ (4.36)

The complementary function is obtained from the homogeneous part of equation (4.36),

which is:-

d ܶ

dݐ
= ܭ− ܶ (4.37)

The complementary function is:-

ܶி = ൯ݐܭ−ଵexp൫ܥ (4.38)
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where ଵܥ is an integration constant. Let us assume that the particular integral has the

following form:-

ܶூ= ଶܥ + +ݐଷܥ ݐସܥ
ଶ + ⋯+ ݐାଶܥ

 (4.39)

Differentiation of equation (4.39) gives:-

d ୍ܶ

dݐ
= ଷܥ + +ݐସܥ ⋯+ ݐାଶܥ

ିଵ (4.40)

Substitution of equations (4.13), (4.39), and (4.40) into equation (4.36) gives:-

ଷܥ + +ݐସܥ ⋯+ ݐାଶܥ
ିଵ

= −ܭ]ܭ ଶܥ + −ଵܭ) +ݐ(ଷܥ ⋯+ ܭ) − [ݐ(ାଶܥ
(4.41)

Collecting terms for values of -:ݐ

ݐ ݐ݁ ݎ݉ :ݏ ଷܥ = −ܭ)ܭ (ଶܥ (4.42)

ଵݐ ݐ݁ ݎ݉ :ݏ ସܥ = −ଵܭ)ܭ (ଷܥ (4.43)

ିଵݐ ݐ݁ ݎ݉ :ݏ ାଶܥ = −ିଵܭ)ܭ (ାଵܥ (4.44)

ݐ ݐ݁ ݎ݉ :ݏ 0 = ܭ)ܭ − (ାଶܥ (4.45)

From equations (4.42) to (4.45):-

ାଶܥ = ܭ (4.46)

ାଵܥ = −ିଵܭ
ܭ
ܭ

(4.47)

ଷܥ = −ଵܭ
ଶܭ
ܭ

+ ⋯∓
ିଵܭ

ܭ
ିଶ ±

ܭ

ܭ
ିଵ (4.48)

ଶܥ = −ܭ
ଵܭ
ܭ

+ ⋯±
ିଵܭ

ܭ
ିଵ∓

ܭ
ܭ
 (4.49)

From equations (4.35), (4.38), (4.39), the general solution is:-

୮ܶ = +൯ݐܭ−ଵexp൫ܥ ଶܥ + +ݐଷܥ ⋯+ ݐାଶܥ
 (4.50)

The integration constant ଵܥ is now obtained from the initial condition in equation (4.12),

by substitution of the constants from equations (4.46) to (4.49) into equation (4.50):-

ଵܥ = ୮ܶଵ− ܭ +
ଵܭ
ܭ

−⋯∓
ିଵܭ

ܭ
ିଵ ±

ܭ
ܭ
 (4.51)
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Hence the solution is as follows:-

୮ܶ = ቆ ୮ܶଵ− ܭ +
ଵܭ
ܭ

−⋯∓
ିଵܭ

ܭ
ିଵ ±

ܭ
ܭ
ቇexp൫−ܭݐ൯

+ ቆܭ−
ଵܭ
ܭ

+⋯±
ିଵܭ

ܭ
ିଵ∓

ܭ
ܭ
ቇ

+ ቆܭଵ−
ଶܭ
ܭ

+ ⋯∓
ିଵܭ

ܭ
ିଶ ±

ܭ

ܭ
ିଵቇݐ+ ⋯+ ݐܭ



(4.52)

In equation (4.52), as in equation (4.31), the sign ± denotes a plus if ݊ is odd, and a minus

if ݊ is even, and the sign ∓ denotes a minus if ݊ is odd, and a plus if ݊ is even. Equation

(4.52) agrees with equation (4.31), which can be found by first rearranging the plus and

minus terms:-

୮ܶ = ∓ቆ∓ ୮ܶଵ ± ∓ܭ
ଵܭ
ܭ

± ⋯+
ିଵܭ

ܭ
ିଵ−

ܭ
ܭ
ቇexp൫−ܭݐ൯

± ቈ±ቆܭ−
ଵܭ
ܭ

+⋯±
ିଵܭ

ܭ
ିଵ∓

ܭ
ܭ
ቇ

± ቆܭଵ−
ଶܭ
ܭ

+ ⋯∓
ିଵܭ

ܭ
ିଶ ±

ܭ

ܭ
ିଵቇݐ± ⋯± ݐ(ܭ)

(4.53)

Collecting all the individual terms, and considering equation (4.15), equation (4.53) can

be rearranged into equation (4.31):-

∴ ܶ = ±ቆ+
1

ܭ
ିଵ

dିଵP
dݐିଵ

−⋯±
1

ଶܭ
dଶP
dݐଶ

∓
1

ܭ

dP
dݐ

± P −
ܭ
ܭ
ቇ

∓ ቆ
ିଵܭ

ܭ
ିଵ−

ିଶܭ

ܭ
ିଶ+⋯±

ଶܭ
ଶܭ

∓
ଵܭ
ܭ

± K∓ ܶଵ

−
ܭ
ܭ
ቇexp൫−ܭݐ൯

(4.31)

For the example of a linear profile of ܶ ଵ with time, equation (4.52) becomes:-

݊ = 1 ∴ ୮ܶ = ቆ ୮ܶଵ− ܭ +
ଵܭ
ܭ
ቇexp൫−ܭݐ൯+ ቆܭ−

ଵܭ
ܭ
ቇ+ ݐ(ଵܭ) (4.54)

which agrees with equation (4.34):-

∴ ܶ = ܭ + −ݐଵܭ
ଵܭ
ܭ

− ቆܭ− ܶଵ−
ଵܭ
ܭ
ቇexp൫−ܭݐ൯ (4.34)
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To illustrate that equation (4.52) and (4.31) are equivalent; consider an example of a

quartic profile of ܶ ଵ with time. Equation (4.52)'s solution is:-

݊ = 4 ∴ ୮ܶ = ቆ ୮ܶଵ− ܭ +
ଵܭ
ܭ

−
ଶܭ
ଶܭ

+
ଷܭ

ܭ
ଷ−

ସܭ
ସܭ
ቇexp൫−ܭݐ൯

+ ቆܭ−
ଵܭ
ܭ

+
ଶܭ
ଶܭ

−
ଷܭ

ܭ
ଷ +

ସܭ
ସܭ
ቇ

+ ቆܭଵ−
ଶܭ
ܭ

+
ଷܭ
ଶܭ

−
ସܭ

ܭ
ଷቇݐ+ ቆܭଶ−

ଷܭ
ܭ

+
ସܭ
ଶܭ
ቇݐଶ

+ ቆܭଷ−
ସܭ
ܭ
ቇݐଷ + ݐସܭ

ସ

(4.55)

Equation (4.31)'s solution is:-

݊ = 4 ∴ ܶ = −ቆ+
1

ܭ
ଷ

dଷPସ
dݐଷ

−
1

ଶܭ
dଶPସ
dݐଶ

+
1

ܭ

dPସ
dݐ

− Pସ−
ସܭ
ସܭ
ቇ

+ ቆ
ଷܭ

ܭ
ଷ−

ଶܭ
ଶܭ

+
ଵܭ
ܭ

− K + ܶଵ−
ସܭ
ସܭ
ቇexp൫−ܭݐ൯

(4.31)

∴ ܶ =
ସܭ
ସܭ

−
1

ܭ
ଷ

dଷPସ
dݐଷ

+
1

ଶܭ
dଶPସ
dݐଶ

−
1

ܭ

dPସ
dݐ

+ Pସ

+ ቆ ୮ܶଵ− ܭ +
ଵܭ
ܭ

−
ଶܭ
ଶܭ

+
ଷܭ

ܭ
ଷ−

ସܭ
ସܭ
ቇexp൫−ܭݐ൯

(4.56)

Pସ = ܶ ଵ = ܭ + +ݐଵܭ ݐଶܭ
ଶ + ݐଷܭ

ଷ + ݐସܭ
ସ (4.57)

∴ ܶ =
ସܭ
ସܭ

−
ଷܭ + ݐସܭ

ܭ
ଷ +

ଶܭ + +ݐଷܭ ݐସܭ
ଶ

ଶܭ
−
ଵܭ + +ݐଶܭ ݐଷܭ

ଶ+ܭସݐ
ଷ

ܭ

+ ܭ + +ݐଵܭ ݐଶܭ
ଶ + ݐଷܭ

ଷ + ݐସܭ
ସ

+ ቆ ୮ܶଵ− ܭ +
ଵܭ
ܭ

−
ଶܭ
ଶܭ

+
ଷܭ

ܭ
ଷ−

ସܭ
ସܭ
ቇexp൫−ܭݐ൯

(4.58)

which agrees with equation (4.55).

In most cases, the Runge-Kutta (lumped parameter) model is more recommended than

this analytical model because of the sensitivity of the coefficients in the polynomial. An

attempt at the analytical model in Microsoft Excel, for example, was not accurate because

of the high precision required. However, the analytical model could be easier for use in

programming a controller if the coefficients are stored with sufficient precision.
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4.2.3 With Heat Loss to the Surroundings

If heat loss to the surroundings is significant, the assumption that it is negligible must be

relaxed. In this case the input term is based on the jacket temperature change and the

output term is the heat loss to the surroundings, as seen in equations (4.56) and (4.57).

݅݊ =ݐݑ ൫̇ܯ ܿ̃൯
( ܶ ଵ− ܶ ଶ)∆ݐ (4.56)

=ݐݑݐݑ ܳ௦௦ = )௦௦(ܣܷ) ܶ  − ܶ ݐ∆( (4.57)

As the values of ܶ in equation (4.56 and (4.57) are required along the jacket height ,ݖ∆

the input and output terms must be based on the rates of transfer. These are represented

in equations (4.58) and (4.59).

݅݊ ݎܽݐݑ ݐ݁ = ൫̇ܯ ܿ̃൯
( ܶ ଵ− ܶ ଶ) (4.58)

ݎܽݐݑݐݑ ݐ݁ = )௦௦(ܣܷ) ܶ  − ܶ ) = )௦௦(ᇱܣܷ) ܶ  − ܶ )dݖ (4.59)

where ᇱisܣ the area per unit height along the jacket. The accumulation rate can also be

described by the following:-

ܽܿܿ ݈ܽݑ݉ݑ ݊ݐ݅ ݎܽ ݐ݁ = ൫ܶ(ܣܷ)  − ܶ ൯= ൫ܶ(ᇱܣܷ)  − ܶ ൯dݖ (4.60)

Rearranging the rate terms above based on equation (4.1) gives the following equation:-

൫̇ܯ ܿ̃൯
d ܶ

dݖ
= ൫ܶ(ᇱܣܷ)  − ܶ ൯+ )௦௦(ᇱܣܷ) ܶ  − ܶ ) (4.61)

Further rearrangement gives:-

d ܶ

dݖ
=
− +(ᇱܣܷൣ) ௦௦൧ܶ(ᇱܣܷ) 

൫̇ܯ ܿ̃൯
+

ܶ(ᇱܣܷ) 

൫̇ܯ ܿ̃൯
+

௦௦ܶ(ᇱܣܷ)  

൫̇ܯ ܿ̃൯
(4.62)

As only ܶ is assumed to change with ,ݖ equation (4.62) can be put in the following

form:-

d ܶ

dݖ
= −A ܶ + B (4.63)

where:-

A =
+(ᇱܣܷ) ௦௦(ᇱܣܷ)

൫̇ܯ ܿ̃൯
(4.64)
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B =
(ᇱܣܷ) ܶ + ௦௦ܶ(ᇱܣܷ)  

൫̇ܯ ܿ̃൯
(4.65)

Equation (4.63) is rearranged and solved as follows:-

−
d ܶ

Adݖ
= ܶ −

B

A
(4.66)

∴ න
d ቀܶ  −

B
Aቁ

ܶ −
B
A

்

் భ

= න −Adݖ

௭



(4.67)

∴ ݈݊ ቌ
ܶ −

B
A

ܶ ଵ−
B
A

ቍ = −Aݖ (4.68)

∴
ܶ −

B
A

ܶ ଵ−
B
A

= exp(−Aݖ) (4.69)

∴ ܶ =
B

A
− ൬

B

A
− ܶ ଵ൰exp(−Aݖ) (4.70)

The total heat transferred from the jacket is:-

்ܳ̇ = ൫̇ܯ ܿ̃൯
( ܶ ଵ− ܶ ଶ) (4.71)

The jacket outlet temperature ܶ ଶ is equal to ܶ at the maximum height ܼ, which is

defined using equation (4.70), therefore:-

ܶ ଶ =
B

A
− ൬

B

A
− ܶ ଵ൰exp(−Aܼ) (4.72)

∴ ்ܳ̇ = ൫̇ܯ ܿ̃൯ ൬ܶ  ଵ−
B

A
+ ൬

B

A
− ܶ ଵ൰exp(−Aܼ)൰ (4.73)

∴ ்ܳ̇ = ൫̇ܯ ܿ̃൯ ൬ܶ  ଵ−
B

A
൰[1 − exp(−Aܼ)] (4.74)

The total heat transfer comprises the heat transferred to the process (ܳ̇) and the heat lost

to the surroundings (ܳ̇௦௦):-

்ܳ̇ = ܳ̇ + ܳ̇௦௦ (4.75)

where:-
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ܳ̇ = න ൫ܶ(′ܣܷ)  − ܶ൯݀ ݖ





(4.76)

ܳ̇௦௦ = න )௦௦(′ܣܷ) ܶ − ܶ )݀ݖ





(4.77)

Equation (4.76) is combined with equation (4.70) and solved:-

ܳ̇ = න (′ܣܷ)
B

A
− ܶ − ൬

B

A
− ܶ ଵ൰exp(−Aݖ)൨݀ ݖ





(4.78)

∴ ܳ̇ = ൬(′ܣܷ)
B

A
− ܶ൰ݖ+

1

A
൬

B

A
− ܶ ଵ൰exp(−Aݖ)൨





(4.79)

∴ ܳ̇ = ൬(′ܣܷ)
B

A
− ܶ൰ܼ+

1

A
൬

B

A
− ܶ ଵ൰exp(−Aܼ) −

1

A
൬

B

A
− ܶ ଵ൰൨ (4.80)

Re-arrangement gives:-

ܳ̇ = ቆ
B(′ܣܷ) − A ܶ

A
ቇܼ−

(′ܣܷ)

Aଶ
(B − A ܶ ଵ)[1 − exp(−Aܼ)] (4.81)

Combining equation (4.81) with the definitions of the constants from equations (4.64)

and (4.65):-

ܳ̇ =
௦௦൫ܶ(ᇱܣܷ)(ᇱܣܷ)   − ܶ൯ܼ

+(ᇱܣܷ) ௦௦(ᇱܣܷ)

−
ܯ൫̇(ᇱܣܷ) ǁܿ൯

ଶ

+(ᇱܣܷൣ) ௦௦൧(ᇱܣܷ)
ଶ൭

൫ܶ(ᇱܣܷ)  − ܶ ଵ൯+ )௦௦(ᇱܣܷ) ܶ  − ܶ ଵ)

൫̇ܯ ǁܿ൯
൱

× 1 − exp൭−
+(ᇱܣܷ) ௦௦(ᇱܣܷ)

൫̇ܯ ܿ̃൯
ܼ൱൩

(4.82)

∴ ܳ̇ =
൫ܶ   − ܶ൯ܼ

1
(ᇱܣܷ)

+
1

௦௦(ᇱܣܷ)

−
൫̇ܯ ǁܿ൯

1 +
௦௦(ᇱܣܷ)

(ᇱܣܷ)
൨
ଶ൭ ܶ − ܶ ଵ +

௦௦(ᇱܣܷ)
(ᇱܣܷ)

( ܶ  − ܶ ଵ)൱

× 1 − exp൭−
+(ᇱܣܷ) ௦௦(ᇱܣܷ)

൫̇ܯ ܿ̃൯
ܼ൱൩

(4.83)
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Now, based on equation (4.5), the process temperature equation can be written as:-

ܯ) ܿ̃)
d ܶ

dݐ
= ܳ̇൫ܶ ൯ (4.84)

∴ ܯ) ܿ̃)d ܶ = ܳ̇൫ܶ ൯dݐ (4.85)

The experimental values of ܶ ଶ can be used to find a value of ௦௦(ᇱܣܷ) which can then

be used in the overall model in equation (4.83). Based on equations (4.75) and (4.84):-

(ݐ)்̇ܳ = ܯ) ܿ̃)
d ܶ

dݐ
+ ܳ̇௦௦(ݐ) (4.86)

Combining the terms in equation (4.86) with those in equations (4.71) and (4.77) gives:-

൫̇ܯ ܿ̃൯
[ ܶ ଵ(ݐ) − ܶ ଶ(ݐ)] = ܯ) ܿ̃)

d ܶ

dݐ
+ න ௦௦൫ܶ෨(′ܣܷ) − ܶ ൯dݖ





(4.87)

where, using the mean of the jacket inlet and outlet temperatures:-

෨ܶ
 = [ ܶ ଵ(ݐ) + ܶ ଶ(ݐ)]/2 (4.88)

∴ ൫̇ܯ ܿ̃൯
[ ܶ ଵ(ݐ) − ܶ ଶ(ݐ)]

= ܯ) ܿ̃)
d ܶ

dݐ
+ ௦௦ቊ(′ܣܷ)

[ ܶ ଵ(ݐ) + ܶ ଶ(ݐ)]

2
− ܶ ቋܼ

(4.89)

The time derivative of ܶ can be inferred from an analytical solution designed to fit the

curve (as in equation (4.31) or (4.52)) or from the experimental ܶ values and previously

guessed (ܣܷ) values (from equation (4.11)).

ܳ̇ = ൫̇ܯ ܿ̃൯

d ܶ

dݐ
= ൫ܶ෨(ܣܷ) − ܶ൯ (4.90)

Equation (4.90) is used to find ܳ̇ directly from the experimental data in order to find an

approximate value for ܳ̇௦௦ using equation (4.86), and therefore ௦௦(′ܣܷ) using

equation (4.89). This is then used in equation (4.83) for the analytical model. A more

accurate approach is to use the log mean temperature difference instead of the average

temperature difference, so, in equation (4.87), equation (4.91) would be used instead of

equation (4.88).
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෨ܶ
 − ܶ  = ܦܶܯܮ =

[ ܶ ଵ(ݐ) − ܶ ] − [ ܶ ଶ(ݐ) − ܶ ]

ln൜
[ ܶ ଵ(ݐ) − ܶ ]
[ ܶ ଶ(ݐ) − ܶ ]

ൠ
(4.91)

The analytical solution of equation (4.83) can be found by combining with equation (4.84)

and re-arranging:-

d ܶ

dݐ
= Aଶ ܶ  + Bଶ ܶ ଵ− Dଶ ܶ

(4.92)

where:-

Aଶ

=
ܯ)/ܼ ǁܿ)

1
(ᇱܣܷ)

+
1

௦௦(ᇱܣܷ)

−

(݉ሶܿǁ)

1 +
௦௦(ᇱܣܷ)

(ᇱܣܷ)
൨
ଶ

௦௦(ᇱܣܷ)
(ᇱܣܷ)

൨1 − exp൬−
+(ᇱܣܷ) ௦௦(ᇱܣܷ)

(݉ሶܿǁ)
ܼ൰൨

ܯ) ܿ̃)

(4.93

)

Bଶ =

(݉̇ ܿ̃)

1 +
௦௦(ᇱܣܷ)

(ᇱܣܷ)
൨
ଶ1 − exp൬−

+(ᇱܣܷ) ௦௦(ᇱܣܷ)
(݉ሶܿǁ)

ܼ൰൨1 +
௦௦(ᇱܣܷ)

(ᇱܣܷ)
൨

ܯ) ܿ̃)

(4.94

)

Dଶ

=

ܼ
1

(ᇱܣܷ)
+

1
௦௦(ᇱܣܷ)

+
(݉ሶܿǁ)

1 +
௦௦(ᇱܣܷ)

(ᇱܣܷ)
൨
ଶ1 − exp൬−

+(ᇱܣܷ) ௦௦(ᇱܣܷ)
(݉ሶܿǁ)

ܼ൰൨

ܯ) ܿ̃)

(4.95

)

For a ramped jacket temperature profile and constant ambient temperature, the same

initial conditions as equations (4.12) and (4.13) can be used, in linear form:-

when ≥ݐ 0, ܶ = ܶଵ (4.12)

when ≤ݐ 0, ܶ ଵ = ܭ + ݐଵܭ (4.13)

d ܶ ଵ

dݐ
= ଵܭ (4.96)

Let =ݕ Aଶ ܶ  + Bଶ ܶ ଵ− Dଶ ܶ = Aଶ ܶ  + Bଶܭ + Bଶܭଵݐ− Dଶ ܶ (4.97)
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∴
dݕ

dݐ
= Bଶܭଵ− Dଶ

d ܶ

dݐ
∴

d ܶ

dݐ
=

Bଶ

Dଶ
−ଵܭ

1

Dଶ

dݕ

dݐ
(4.98)

From the initial conditions:-

ݕ = Aଶ ܶ  + Bଶܭ− Dଶ ܶଵ (4.99)

Combining equations (4.92), (4.97) and (4.98), and considering the constant terms:-

Bଶ

Dଶ
−ଵܭ

1

Dଶ

dݕ

dݐ
= ݕ ∴

−1

Dଶ

dቀݕ−
Bଶ

Dଶ
ଵቁܭ

dݐ
= ൬ݕ−

Bଶ

Dଶ
ଵ൰ܭ (4.100)

∴ න
dቀݕ−

Bଶ

Dଶ
ଵቁܭ

ቀݕ−
Bଶ

Dଶ
ଵቁܭ

௬

௬బ

= න −Dଶdݐ

௧



(4.101)

∴ ln൬ݕ−
Bଶ

Dଶ
ଵ൰൨ܭ

௬బ

௬

= ln൮
−ݕ

Bଶ

Dଶ
ଵܭ

−ݕ
Bଶ

Dଶ
ଵܭ

൲ = −Dଶt (4.102)

∴
−ݕ

Bଶ

Dଶ
ଵܭ

−ݕ
Bଶ

Dଶ
ଵܭ

= exp(−Dଶt) (4.103)

∴ Aଶ ܶ  + Bଶܭ + Bଶܭଵݐ− Dଶ ܶ −
Bଶ

Dଶ
ଵܭ

= ൬Aଶ ܶ  + Bଶܭ− Dଶ ܶଵ−
Bଶ

Dଶ
ଵ൰exp(−Dଶt)ܭ

(4.104)

∴ ܶ =
Aଶ

Dଶ
ܶ  +

Bଶ

Dଶ
ܭ +

Bଶ

Dଶ
−ݐଵܭ

Bଶ

Dଶ
ଶܭଵ

−
1

Dଶ
൬Aଶ ܶ  + Bଶܭ− Dଶ ܶଵ−

Bଶ

Dଶ
ଵ൰exp(−Dଶt)ܭ

(4.105)

For a constant ܶ ଵ, ଵܭ is set to zero.

4.3 Boiling Heat Transfer

Although the analytical model generally uses ܷ for the overall heat transfer coefficient,

the individual resistances between the jacket and the vessel can be separated. Presuming

there is no fouling on either surface:-
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1

ܣܷ
=

1

(ܣߙ)
+

lnቀ ݀

݀
ቁ

ܮ௪ߣߨ2
+

1

(ܣߙ)

(4.106)

The wall resistance equation is the middle term on the right hand side of equation (4.106).

This wall resistance and the heat capacity rate of the jacket (݉ሶܿǁ) are assumed to

remain constant during boiling.

4.3.1 Adiabatic Operation

If there is no heat loss to the surroundings, the heat transferred by the jacket is put into

the process and the following equations apply:-

ܳ̇ = ൫̇ܯ ܿ̃൯
( ܶ ଵ− ܶ ଶ) = ܦܶܯܮ(ܣܷ) (4.107)

where:-

=ܦܶܯܮ ൫ൣܶ  ଵ− ܶ൯− ( ܶ ଶ− ܶ)൧/ lnቆ
ܶ ଵ− ܶ

ܶ ଶ− ܶ
ቇ

= ( ܶ ଵ− ܶ ଶ)/ lnቆ
ܶ ଵ− ܶ

ܶ ଶ− ܶ
ቇ

(4.108)

To find the inside coefficient ,ߙ a correlation is needed for pool boiling combined with

a constant stirring rate. This method is described in the literature review, section 2.3.5.

4.3.2 Diabatic Operation

Figure 4.2 – Paths of heat in the reactor during boiling.

The total heat transferred by the jacket has three main pathways, illustrated in figure 4.2.

Firstly, heat loss from the jacket ( ܳ̇௦௦), which has been covered in section 4.2.3.

Secondly, heat loss from the ullage region (ܳ̇௨). This is assumed to be constant during

boiling even at different values of ܶ ଵ, because it is assumed that the temperature on the
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inside surface of the ullage region is the same as the boiling point of the vessel contents.

Thirdly, heat carried by the vapour to the condenser.

The vapour taken to the condenser is condensed and cools down as it is collected. The

main path of the heat in this process is the condensation itself, which is represented in

equation (4.109).

ܳ̇ௗ = ௩ℎܯ̇ (4.109)

A correlation for a film heat transfer coefficient can be found for the outer wall. This is a

combination of convection and radiation coefficients. The convection coefficient for the

outer surface of the outer wall is:-

ߙ ݊ܿ ݒ = ܽݑܰ ߣܽݎ݅ ݎ݅ ൗݖ݆ (4.110)

where:-

Nuܽ =ݎ݅ 0.59(Grܽ Prܽ݅ݎ݅ 0.25(ݎ (4.111)

Grܽ =ݎ݅ ܽߩ3ܮ ݎ݅
2 ܽߚ݃ Δܶݎ݅ ߤܽ ൗݎ݅ (4.112)

Prܽ =ݎ݅ ܿܲ ߤܽ ݎ݅ ߣܽ ⁄ݎ݅ (4.113)

and the radiation coefficient (where the temperatures in the radiation equation are in Kelvins

and ߪ is the Stefan-Boltzmann constant) is:-

ݎܽߙ ݀ =
ߝ݃ ൫ܶߪ ݃

4 − ܾܶܽ݉
4

൯

ܶ݃− ܾܶܽ݉
(4.114)

The combined coefficient for the outer wall is:-

ߙ = ߙ ݊ܿ +ݒ ݎܽߙ ݀ (4.115)

4.4 Analysis of the Experiments

The analysis of the results used the experimental profile of the jacket inlet temperature

ܶ ଵ as the input. Detail about the experimental data has been covered in chapter 3.

4.4.1 Temperature Ramping Experiments (Internal Mode)

The lumped parameter model simulation of the first temperature ramping experiment was

run in Microsoft Excel. A value of ܣܷ was searched for, using the maximum process

temperature. This was a temperature of 47.4°C at 9540 seconds, which was also the first
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measured value after the set point of the Huber temperature was changed from 50°C to

20°C. The ܣܷ value was initially guessed to be 29.0 W K-1. “Goal seek” was used on the

data to adjust the ܣܷ value so that the same peak temperature occurred at the same time.

The ܣܷ value here was 23.1 W K-1 (ܷ = 50.7 W m-2 K-1). The solution is displayed in

figure 4.3. The disagreement with experimental values is likely because external heat loss

is not accounted for. This is particularly visible as the experimental results have a lower

peak temperature and lower temperatures during cooling.

Figure 4.3 – Lumped parameter simulation of the first temperature ramping experiment

for the 25 litre vessel. Using ܣܷ = 23.1 W K-1.

An overshoot occurs in the experimental data, once heating and cooling are completed,

which is reflected in the Runge-Kutta simulations of ܶ ଶ but not in the experimental data.

This is because the response of ܶ ଶ is assumed to be instant in the numerical solution but

in reality the DW-Therm takes some time to go round the jacket and the outlet temperature

is not instantly responsive to sudden changes in ܶ ଵ.

In the second temperature ramping experiment, the values of ܶ ଵ, ܶ ଶ and ܶ were

approximated using the following conditions (temperatures in these equations are

represented in Kelvins and without displayed units, for mathematical purposes):-

when 0 ≤ ≥ݐ 870.18, ܭ = 290.5, ଵܭ = 0.016815, (4.116)

ܶ ଵ = ܭ + ݐଵܭ (4.117)

and ܶ = ܭ + −ݐଵܭ
ଵܭ
ܭ

− ቆܭ− ܶଵ−
ଵܭ
ܭ
ቇexpቆ−

(ܣܷ)
ܯ) ܿ̃)

ቇݐ (4.118)

when 0 ≤ ≥ݐ 900.18, ܶ ଶ = 289.6 + 0.015844 × ݐ (4.119)
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when 900.18 ≤ ≥ݐ 10501.26, ܶ ଵ = 305.4 (4.120)

and ܶ = ܶ ଵ + ൫ܶ ଵ− ܶ ଵ൯expቆ−
(ܣܷ)

ܯ) ܿ̃)
ቇݐ (4.121)

when 900.18 ≤ ≥ݐ 10561.26,

ܶ ଶ = 305.3 − 1.00 × exp(−0.0004 × (ݐ
(4.122)

when 10531.26 ≤ ≥ݐ 11401.56, ܭ = 403.45,

ଵܭ = −0.016906,
(4.123)

ܶ ଵ = ܭ + ݐଵܭ (4.117)

and ܶ = ܭ + −ݐଵܭ
ଵܭ
ܭ

− ቆܭ− ܶଵ−
ଵܭ
ܭ
ቇexpቆ−

(ܣܷ)
ܯ) ܿ̃)

ቇݐ (4.118)

when 10591.26 ≤ ≥ݐ 11431.56, ܶ ଶ = 470.6 − 0.015646 × ݐ (4.124)

when 11431.56 ≤ ≥ݐ 12061.56, ܶ ଵ = 290.4 (4.125)

and ܶ = ܶ ଵ + ൫ܶ ଵ− ܶ ଵ൯expቆ−
(ܣܷ)

ܯ) ܿ̃)
ቇݐ (4.121)

when 11461.56 ≤ ≥ݐ 12061.56, ܶ ଶ = 291.1 (4.126)

The numerical values of ܭ and ,ଵܭ displayed in equations (4.116), (4.119), (4.120),

(4.123), (4.124), (4.125) and (4.126), were obtained from the data using specific data

points from the experimental results, with the gradients obtained using equation (4.127)

which is based on a well-known technique for finding the gradient of a straight line.

Where data point 1 on the temperature-time graph has coordinates ( ଵܶ,ݐଵ) and data point

2 has coordinates ( ଶܶ,ݐଶ):-

ଵܭ =
ଶܶ− ଵܶ

−ଶݐ ଵݐ
(4.127)

The ܭ values were obtained using the same formula but with ଵܶ as the intercept,

becoming:-

ܭ = ଶܶ− ଶݐଵܭ (4.128)

The constants in the exponential function of ܶ ଶ in equation (4.122) were chosen

arbitrarily to closely match the data. Equation (4.117) is the form of the linear function

for ܶ ଵ during ramping, and equations (4.121) and (4.123) are the analytical solutions of

ܶ using the general polynomial function, in equation (4.52), for ݊ values of 0 and 1

respectively.
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For the conditions in equations (4.116) and (4.123), which describe the ramping up and

down respectively, the (ܣܷ) value from equation (4.118) was initially selected as

26.0 W K1. For the conditions in equation (4.120), which describes the constant jacket

inlet temperature at the higher temperatures, the (ܣܷ) value from equation (4.121) was

initially selected as 29.0 W K1. For the conditions in equation (4.125), the (ܣܷ) value

from equation (4.121), which describes the constant jacket inlet temperature at the lower

temperatures, was initially selected as 28.0 W K1. These (ܣܷ) values were arbitrarily

selected so that the results could be seen visually to closely match the experimental data.

When the curves are fitted using these (ܣܷ) values with equations (4.116) to (4.126),

they match the experimental results very closely, as can be seen in figure 4.4.

Figure 4.4 – Experimental data for jacket inlet and outlet temperatures and process

temperature, compared to the functional values for jacket inlet and outlet temperatures

and analytical values for process temperature.

Figure 4.4 seems to illustrate visibly that the curvature was stronger in the experiments

than in this simulation, which has a constant ܣܷ value. This would mean that the actual

ܣܷ value between the jacket and the process temperature was higher with higher set

temperatures, but the equivalent ܣܷ value was reduced due to heat losses to the

surroundings by both surface evaporation and through the outer side of the un-insulated

jacket. This could also explain why the simulated ܣܷ values were more significantly

lower when the desired temperature was higher. That is, a set point of 50°C (the first

temperature ramping experiment) yielded a simulated ܣܷ value of 23.1 W K1 and a set
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point of 32.5°C (the second temperature ramping experiment) yielded a simulated ܣܷ

value of 27.7 W K-1.

The lumped parameter solution to the second temperature ramping experiment is

displayed in figure 4.5. The ܣܷ value for the simulation of this experiment was also

initially set as 29.0 W K-1, based on the first temperature ramping experiment, then

adjusted using Goal Seek. For the alternative ܣܷ value, the experimental peak

temperature here was 31.7°C at 10530 seconds. The ܣܷ value found in this case was 27.7

W K-1 (ܷ = 60.8 W m-2 K-1).

Figure 4.5 – Lumped parameter simulation of the second temperature ramping

experiment for the 25 litre vessel. ܣܷ = 27.7 W K-1.

Some of the discrepancy between the final ܣܷ value in figure 4.3 (23.1 W K-1) compared

to figures 4.4 and 4.5 (27.7 W K-1) may arise from slightly different levels of water in the

vessel. To take this into account, the following equations may be used to account for the

distance along the vessel (height, -:(ݖ

൫̇ܯ ܿ̃൯

݀ ܶ ()

ݖ݀
= ܷᇱܣᇱ( ܶ − ܶ ()) (4.129)

At =ݖ 0, ܶ () = ܶ ଵ (4.130)

Where ܷᇱis the overall heat transfer coefficient when the water surface is at a specified

level, and ᇱisܣ the area per unit height. The overall value of ܷᇱis the average value of ܷ

in this case, and is expected to be lower if the water level is lower, due to the lowered

overall thermal conductivity inside the vessel.
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At heights <ݖ 0, ܷ changes depending on whether the jacket is transferring heat to either

air or water in the vessel. The average process temperature for a specified water level is

denoted ܶ
ᇱ. The effectiveness at a specified water level is .′ܧ Note that at the maximum

height ,ܼ there is still some air being heated at the top of the jacket.

Figure 4.6 displays the results of the analytical model of the second temperature ramping

experiment including heat loss to the surroundings. Here, the heat transfer coefficient per

unit height (′ܣܷ) was used. The heat transfer coefficients were initially chosen to visually

match the data. In this experiment, there was only a small amount of heat loss due to the

small difference between the jacket inlet temperature and the ambient temperature (this

difference was 13°C). As a result, setting the heat loss to zero would result in very little

deviation from the experimental values. To make the analytical solution of the process

temperature curve most closely match the experimental results, a jacket ′ܣܷ value of 94.1

W m-1 K-1 ( ܷ = 65.7 W m-2 K-1) and a heat loss ′ܣܷ value of 27.4 W m-1 K-1 (ܷ௦௦ =

12.9 W m-2 K-1) were required. These were found using “Goal Seek” and the sum of

squares of difference between the analytical solution and the experimental values. The

average residual error (root mean square) for ܶ was 0.107°C for the full run.

Figure 4.6 – Results of the analytical model including heat loss, with (′ܣܷ) and

௦௦(′ܣܷ) found with Goal Seek.
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During heating, the average residual error in this analytical model was 0.086°C. As a rule

of thumb, most temperature measurements in this context are taken to have an error of

about 0.1°C, so this model produces some quite accurate results.

During cooling, the model seems to under-predict the temperature and the average

residual error is 0.285°C. This may be caused by a slight underestimation of the delay in

response to cooling in the current model.

Figures 4.7 and 4.8 display the values of ௦௦(ᇱܣܷ) in the second temperature ramping

experiment for the 25 litre vessel. The experimental and predicted values were both

worked out as displayed in equations (4.131) to (4.133). The difference is that the

experimental values used only the raw data and the predicted values used the analytical

approximations of ܶ ଵ and ܶ ଶ and the analytical solution of ܶ which used only ܶ ଵand

the operating conditions. In this way, ܶ ଶ was used to find the heat loss coefficient.

Figure 4.7 – A graph displaying values of the heat transfer coefficient for heat loss,

multiplied by area per unit height. The predicted values use analytical approximations

of the experimental values of temperature.

ܳ̇ = ൫̇ܯ ܿ൯ ( ܶ ଵ− ܶ ଶ) (4.131)

ܳ̇ = ൫̇ܯ ܿ൯
ܶ(ݐଶ) − ܶ(ݐଵ)

−ଶݐ ଵݐ
(4.132)

ᇱ௦௦ܣܷ =
ܳ̇ − ܳ̇

( ܶ ଵ + ܶ ଶ)
2 − ܶ 

(4.133)
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Figure 4.8 – Part of figure 4.7; a closer graph displaying values of the heat transfer

coefficient for heat loss, multiplied by area per unit height, during the heating period

only. The predicted values use analytical approximations of the experimental values of

temperature.

All results used the experiment's measured transient data of the jacket flow and the

densities based on the measured temperatures, thus some noise can be seen in the

“predicted” values as well as the “experimental” values. The results closely match except

during the cooling cycle, where the “predicted” values increase while the empirical values

are much more scattered but seem overall to decrease instead.

The asymptotes in figure 4.7 occur when the temperature difference briefly passes by zero

(as displayed in figure 4.6), at which point the instantaneous heat transfer coefficient

cannot be defined. Towards the start of the experiment, in figure 4.8, the difference

between the analytical solution of ܶ ଶ and the experimental values are due to the thermal

capacity of the vessel, temporarily increasing the value of ௦௦(ᇱܣܷ) to much higher

values, as seen in figures 4.7 and 4.8.

4.4.2 Batch Distillation Experiments

Figures 4.9 and 4.10 display results for the analytical model with heat loss included. In

figures 4.9 and 4.10, the pure methanol and pure water distillation experiments, the

analytical solution for the ܶ ଶ curve was much closer to the experimental values at the

start, compared to figure 4.6, despite the same thermal capacity of the vessel. This is
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because the temperature difference between the jacket and the process was larger at the

start (49°C in figure 4.9, compared to 14°C in figure 4.6) and the vessel thus heated up

proportionately faster, causing less of a lag in ܶ ଶ. Once boiling started, during the steady

phases (at constant ܶ ଵ values), the experimental values of ܶ ଶ also became constant. At

these steady states, at constant pressure and jacket heat capacity rate, the difference

between the experimental values of ܶ ଵ and ܶ ଶ depended only on the ambient

temperature ( ܶ ), which was assumed as a constant 19.4°C in these experiments (based

on a reading from a spare temperature probe that was placed near the reactor).

Figure 4.9 – Results of the analytical model with heat loss, for the methanol distillation

experiment, with (′ܣܷ) and ௦௦(′ܣܷ) found during all constant-temperature times with

Goal Seek.

The (ᇱܣܷ) values used to produce the analytical solutions in figures 4.9 and 4.10 are the

heat transfer coefficient multiplied by the area per unit length. As previously mentioned,

the area ܣ for the 25 litre vessel was 0.422 m2 (QVF, 2005). The liquid height at 20 litres

capacity ܼwas 0.318 m. The area per unit length, ,ᇱܣ is the ratio of these two values,

which is 1.327 for the 25 litre vessel. For the pure methanol distillation experiment, the

(ܣܷ) value of 27.7 W K-1 would correspond to a (ᇱܣܷ) value of 87.1 W m1 K1 ( ܷ =

60.8 W m-2 K-1). For the deionised water distillation experiment, the (ܣܷ) value of 34.0

W K-1 would correspond to a (ᇱܣܷ) value of 106.9 W m1 K1 ( ܷ = 80.6 W m-2 K-1).
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Figure 4.10 – Results of the analytical model with heat loss, for the water distillation

experiment, with (′ܣܷ) and ௦௦(′ܣܷ) found for all constant-temperature times with

Goal Seek.

Note that a uniform distribution of flow in the jacket has been assumed, although it is

likely that in reality, the flow would be non-uniform. Also, the Reynolds number

calculated inside the jacket using this assumption varied between 673 and 791 at the

different jacket temperatures during the methanol boiling. This would correspond to a

laminar flow. However, because the viscosity changes significantly with temperature (as

displayed in figure 4.11), it was assumed that the correlation for turbulent flow in

concentric annuli found in ESDU 81045 (1981) could be used.

Nevertheless, the ESDU 81045 (1981) correlation for the jacket side heat transfer

coefficients (see the literature review, section 2.3.4) yielded impossible results because

the heat transfer coefficients were too low (21.5 W m2 K1 to 23 W m2 K1). This would

correspond to a large temperature drop of 63°C in the jacket film heat transfer coefficient,

when the maximum possible is 4.1°C if the process side film heat transfer coefficient is

infinite. Simply guessing the values of ߙ as between 635 W m-2 K-1 and 1170 W m-2 K1,

as suggested by Hewitt et al. (1994), would have yielded better results. The Reynolds

number range for this correlation is from 4×103 to 3×106. It is expected that because the

expected Reynolds number is out of the range applicable to this correlation, the calculated

values of αj are not applicable here. It would also seem that in reality, the non-uniform
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flow distribution significantly helps the heat transfer in this regard by enhancing

turbulence.

Figure 4.11 – DW-Therm dynamic viscosity vs. temperature.

Figure 4.12 – Jacket heat duties for the methanol distillation experiment.

The values of the overall heat transfer coefficient were expected to change slightly

depending on the temperature, due to different boiling stages, changing physical

properties of the Huber oil, and radiation effects.

In figure 4.12, the methanol was boiling from approximately 5000 to 9000 seconds into

the experiment. In this region, the jacket temperature was increased in stages. The

important times are when the jacket temperatures were constant and the methanol was

boiling.

0.E+00

1.E-04

2.E-04

3.E-04

4.E-04

5.E-04

6.E-04

7.E-04

8.E-04

9.E-04

1.E-03

60 70 80 90 100 110

μ
/

kg
m

-1
s-1

T / °C

DW-Therm Dynamic Viscosity vs. Temperature

-4000

-3000

-2000

-1000

0

1000

2000

3000

0 2000 4000 6000 8000 10000 12000 14000

Y
ȩ m

/
W

t / s

Jacket Duty for Methanol Distillation experiment

Data



85

Figure 4.13 – Mass of the collected methanol.

The collected amount of methanol was recorded during the five times during the

experiment in which boiling took place with a constant jacket inlet temperature. A graph

displaying the measurements of mass collected is in figure 4.13. The difference between

these data points was taken as the mass rate ܯ̇) ). Multiplying this by the latent heat of

vaporisation of methanol at 1 atmosphere pressure (1094.5 kJ kg-1) gives the value of

ܯ̇ ℎ, which is the heat rate required to condense the collected methanol. These results

are displayed in figure 4.14.

Figure 4.14 – Heat transfer rate needed to condense the collected methanol.
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Figure 4.15 – Remaining heat rate for each temperature step.

The mode values of ܯ̇ ℎ were taken as the average, eliminating some anomalies caused

by the condensation process, as it was still transient during recording. When these values

are taken from ܳ̇ , the remaining heat values (ܳ̇௨ + ܳ̇௦௦) are displayed in figure 4.15.

A contentious second-order polynomial line has been fitted to account for some possible

variation in heat transfer coefficients with temperature (that is, a non-linear relationship

between heat transferred and temperature difference). However, it is not recommended to

use this because there is too much extrapolation and there are too few data points.

If the experiment were repeated, it would be suggested to find a jacket temperature at

which the rate of collection is zero, that is, all the methanol re-condenses before it reaches

the condenser. Also, the effects of heat loss through the ullage and the sides of the jacket

may be reduced by using insulation providing a more accurate calculation of the jacket-

to-process heat transfer coefficient, although some heat would still escape through the

insulation.

If the heat loss term has the polynomial relationship to ෨ܶ
 − ܶ , displayed in figure

4.15, the constant value of ܳ̇௨ during the methanol boiling experiment would be 97.1 W

(the intercept of the curve). The difference between ܳ̇௦௦ values at different jacket

temperatures can also be worked out from figure 4.12. The ܳ̇ values are found from

equation (4.134).

ܳ̇ = ܳ̇ − ܳ̇௦௦ = ܳ̇௨ + ܯ̇ ℎ (4.134)

With the values of ܳ̇ and ܳ̇௦௦ known, an attempt to find individual heat transfer

coefficients for the jacket can be undertaken. The correlation found in Garvin (1999)
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predicts different coefficients for the surfaces inside the jacket on the inner wall (ߙ) and

outer wall ,(ߙ) based on the different viscosities caused by the different temperatures

on either surface. The Garvin (1999) correlation does seem to give plausible values for

either ߙ or ,ߙ and the ratio between these two values can be used to infer one from the

other when one of them could be found by solving equation (4.135) for the whole wall.

ܳ̇ = )ܣܷ ܶ − ܶ) = )(ܣߙ) ܶ − ܶ௪ ) =
௪ߣܮߨ2

lnቀ ݀

݀
ቁ

( ܶ௪ − ܶ௪ )

= )(ܣߙ) ܶ௪ − ܶ)

(4.135)

In the most reliable method found to determine the heat transfer coefficients, the value of

wasߙ found first by substituting the values for the outer jacket wall into equation

(4.135) to give equation (4.136).

ܳ̇௦௦ = ൫ܶ෨ܣܷ − ܶ ൯= ൫ܶ෨(ܣߙ) − ܶ൯=
ߣܮߨ2

lnቀ ݀

݀
ቁ

( ܶ− ܶ)

= )(ܣߙ) ܶ− ܶ )

(4.136)

In equation (4.136), ߙ is a combination of heat transfer by free convection and

radiation, which is found by the correlations described in section 4.3.2.

The ratio found by the Garvin (1999) correlation is then used to find ߙ and expected

values for the combined coefficient of boiling with agitation (ߙ) by substituting the

values for the outer jacket wall into equation (4.135) to give equation (4.137).

ܳ̇ = ൫ܶ෨ܣܷ − ܶ൯= ൫ܶ෨(ܣߙ) − ܶ൯=
ߣܮߨ2

lnቀ ݀

݀
ቁ

( ܶ− ܶ)

= ൫ܶ(ܣߙ) − ܶ൯

(4.137)

Tables 4.1, 4.2 and 4.3 display various parameters measured or calculated during the

methanol experiment. In these three tables, ܶ is 64.7 °C and ܶ  is 19.0 °C.

Table 4.1 displays the average jacket temperature and calculated values of heat passing

from the jacket to the process (ܳ̇) and from the jacket to the surroundings (ܳ̇௦௦). It also

displays the inner and outer wall jacket heat transfer coefficients predicted by the Garvin

(1999) correlation. These values provide a useful ratio between the inner and outer walls,

which could be used in other correlations.
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Table 4.1 – Comparison of heat transfer coefficients in the methanol distillation

experiment, using correlations from the literature.

Parameter
Tset

=80°C

Tset

=85°C

Tset

=90°C

Tset

=95°C

Tset

=100°C
෨ܶ
 / °C 78.9 83.7 88.5 93.3 97.8

ܳ̇ / W 375.5 550.8 751.1 905.4 1090.1

ܳ̇௦௦ / W 405.9 422.4 436.4 447.9 457.2

ܷ / W m-2 K-1 62.4 67.1 72.2 72.0 73.8

ܷ௦௦ / W m-2 K-1 10.7 10.3 9.9 9.5 9.1

ߙ / W m-2 K-1

(Garvin, 1999)

(equation 2.47)

226.9 229.8 237.1 238.3 240.5

ߙ / W m-2 K-1

(Garvin, 1999)
227.5 230.5 237.9 239.2 241.5

/ߙ W m-2 K-1

(Cooper, 1984)

(equation 2.63)

337.1 435.9 536.6 608.1 688.7

ߙ / W m-2 K-1

(Penney, 1983)

(equation 2.28)

196.4 196.6 196.6 196.6 196.6

ߙ / W m-2 K-1

(Alane, 2007)

(equation 2.59)

1589 1635 1681 1714 1751

Additionally, in table 4.1, the agitation (Penney, 1983) and boiling (Cooper, 1984) heat

transfer coefficients are displayed, as well as the Penney-Cooper correlation developed

by Alane (2007) for the inner wall.

In the equations used to find the combined boiling and agitation coefficient, described by

Alane (2007), the values of vapour mass quality and boiling number in the process side

were difficult to assess because the cross sectional flow is harder to define within the

vessel. In this case a ballpark estimated vapour mass quality of 0.05 and a boiling number

of 6.7×10-4 were used, resulting in reasonable values. However, the Cooper correlation

(with no agitation) has more well-defined parameters and is used in this thesis by default.

The Garvin (1999) correlation produced reasonable values of heat transfer coefficient in

the jacket (displayed in table 4.1). Values for both ߙ and couldߙ be found, and it was

investigated whether the ratio between these could be used to predict an alternate value

of ߙ if ߙ is known, using back-calculated values of ߙ from equation 4.136. This

method started by finding the temperature ܶ using the convection and radiation

formulae as described in section 4.3.2.
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Table 4.2 – Calculated values of the outside film heat transfer coefficient.

Parameter
Tset

=80°C

Tset

=85°C

Tset

=90°C

Tset

=95°C

Tset

=100°C

௩ߙ / W m-2 K-1

(Convection, outside)
5.30 5.34 5.37 5.39 5.41

ௗߙ / W m-2 K-1

(Radiation, outside)
6.05 6.11 6.15 6.19 6.21

ߙ / W m-2 K-1

(Total, outside)
11.36 11.44 11.52 11.58 11.63

Table 4.3 – Back-calculated values of jacket and process film heat transfer coefficients.

Parameter
Tset

=80°C

Tset

=85°C

Tset

=90°C

Tset

=95°C

Tset

=100°C

ߙ / W m-2 K-1

(Using equation 4.136)
450.0 255.9 208.9 175.1 158.5

ߙ / W m-2 K-1

(Using the ratio of ߙ to

fromߙ Garvin, 1999)

447.1 251.0 201.9 167.4 149.4

ߙ / W m-2 K-1

(Using equation 4.137)
70.0 124.3 279.8 690.9

-1130

(negative)

Table 4.4 – Alternative pool boiling coefficients.

Parameter
Tset =

80°C

Tset =

85°C

Tset =

90°C

Tset =

95°C

Tset =

100°C

/ߙ W m-2 K-1

(Forster and Zuber,

1955)

662.1 805.6 948.3 1045.8 1152.3

/ߙ W m-2 K-1

(Cooper, 1984)
337.1 435.9 536.6 608.1 688.7

/ߙ W m-2 K-1

(Mostinskii, 1963)
204.4 267.3 332.1 378.5 431.0

/ߙ W m-2 K-1

(Palen et al., 1972)
199.2 260.5 323.7 369.0 420.1

/ߙ W m-2 K-1

(Bier et al., 1983)
192.3 251.4 321.4 356.0 405.4

Displayed in table 4.2 are the calculated heat transfer coefficients for convection and

radiation, and the combined outer wall coefficient, which can be used in equations 4.136

and 4.137. This can then be used to find the expected temperatures and heat transfer

coefficients throughout the system if Garvin's (1999) ratio is used to make the jump

between the outer and inner sides of the jacket. The results gave some apparent values of

heat transfer coefficient (displayed in table 4.3); however, this method is not

recommended because the calculated heat transfer coefficient passes an asymptote and
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becomes negative, which is impossible because it would mean the net heat is travelling

from cold to hot.

Table 4.4 displays alternative values for the pool boiling coefficients, for use in finding

other correlations for .ߙ The range of possible values is quite large, for example the

largest values (predicted by the correlation in Forster and Zuber, 1955) are about three

times larger than the smallest values (predicted by Bier et al., 1983).

4.5 Distributed Parameter Model

The distributed parameter model (developed by Bentham, 2011) relaxes assumptions of

instant heat conduction through the walls. It simulates transient operation by allowing the

walls to heat up over time. In Bentham (2011), it was assessed that in large industrial

scale reactors, perhaps as much heat goes into heating the walls and equipment as it does

into the process, as the total heat capacity of the wall may be similar to the total heat

capacity of the content of the vessel. A time delay in the heating or cooling response is

present due to the thermal inertia of the solid.

4.5.1 Derivation of the Distributed Parameter Model

Neglecting the source term (from diffusion and convection at small scales), the general

energy equation in cylindrical coordinates for pure Newtonian fluids with constant

density ߩ and thermal conductivity ߣ is as follows (adapted from Bird et al., 2002):-

ߩ ܿ ൬
߲ܶ

ݐ߲
+ ݒ

߲ܶ

ݎ߲
+
ఏݒ
ݎ

߲ܶ

ߴ߲
+ ௭ݒ

߲ܶ

ݖ߲
൰= ቈߣ

1

ݎ

߲

ݎ߲
൬ݎ
߲ܶ

ݎ߲
൰+

1

ଶݎ
߲ଶܶ

ଶߴ߲
+
߲ଶܶ

ଶݖ߲
 (4.138)

where ܿ is the heat capacity, ܶ is the temperature, isݐ the time, ݎ is the radius, ߴ is the

angle around the cylinder, ݖ is the height, and ݒ is the velocity component (with the

subscripts denoting its direction).

The following subsets of this equation will be derived, assuming perfect symmetry around

the jacket, perfect mixing in the vessel and no longitudinal conduction of heat in the wall:-

In the jacket:-

߲ ܶ

ݖ߲
ฬ
௧ᇲ

= ܭ− ൫ܶ  − ௪ܶ |ୀ൯ (4.139)

where:-
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ܭ = ܣߙ
ᇱ ൫̇ܯ ܿ൯ൗ (4.140)

In the wall:-

߲ ௪ܶ

ᇱݐ߲
ฬ
௭

= ௪ܭ ቆ
߲ଶ ௪ܶ

ଶݎ߲
ቤ
௭

+
1

ݎ

߲ ௪ܶ

ݎ߲
ฬ
௭
ቇ (4.141)

where:-

௪ܭ = ௪ߣ ߩ) ܿ)௪⁄ (4.142)

In the vessel:-

d ܶ

dݐᇱ
= ܭ ቀܶ෨௪หୀ

− ܶቁ (4.143)

where:-

ܭ = ܣߙ ܯ) ܿ)⁄ and ෨ܶ
௪หୀ

is the mean inner wall temperature. (4.144)

Assuming symmetry (neglecting any changes with ,(ߴ for the conditions in equation

(4.145) equation (4.146) applies to the glass wall, where the subscript ݓ denotes the

values in the vessel wall, and the radius ݎ is the distance from the central axis of the

vessel.

<ݐ 0, ≥ݎ ≥ݎ ,ݎ 0 < >ݖ ܼ (4.145)

ߩ) ܿ)௪
߲ ௪ܶ

ݐ߲
= ௪ߣ ቆ

߲ଶ ௪ܶ

ଶݎ߲
+

1

ݎ

߲ ௪ܶ

ݎ߲
+
߲ଶ ௪ܶ

ଶݖ߲
ቇ (4.146)

Assuming either an isothermal jacket fluid or no longitudinal (vertical) heat conduction,

ܼ�>> −ݎ) .(ݎ That is, the height is far greater than the thickness of the vessel wall, the

partial derivative with respect to ݖ is insignificant, and thus equation (4.146) becomes

equation (4.147).

ߩ) ܿ)௪
߲ ௪ܶ

ݐ߲
=
௪ߣ
ݎ

߲

ݎ߲
൬ݎ
߲ ௪ܶ

ݎ߲
൰ (4.147)

Here ௪ܶ is itself still a function of ,ݖ provided that the jacket fluid is non-isothermal. Heat

transfer to or from the jacket fluid will affect its temperature as it travels in the ,directionݖ

and this will affect the adjacent wall temperature.
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The equations can be further simplified by converting Eulerian time to Lagrangian time

(where ࢜ is the velocity vector of the heat transfer fluid), as follows:-

=ᇱݐ −ݐ
ݖ

࢜
(4.148)

∴ (ݖ,ݐ)ܶ → (ݖ,ᇱݐ)ܶ (4.149)

The derivative of the temperature is as follows:-

dܶ =
߲ܶ

ᇱݐ߲
ฬ
௭

dݐᇱ+
߲ܶ

ݖ߲
ฬ
௧ᇲ

dݖ (4.150)

∴
dܶ

dݐ
ฬ
௭

=
߲ܶ

ᇱݐ߲
ฬ
௭

dݐᇱ

dݐ
ቤ
௭

+
߲ܶ

ݖ߲
ฬ
௧ᇲ

dݖ

dݐ
ฬ
௭

(4.151)

and
dܶ

dݖ
ฬ
௧

=
߲ܶ

ᇱݐ߲
ฬ
௭

dݐᇱ

dݐ
ቤ
௧

+
߲ܶ

ݖ߲
ฬ
௧ᇲ

dݖ

dݐ
ฬ
௧

(4.152)

Using equation (4.148) and visually evaluating the exact derivatives in the right hand side

of equations (4.151) and (4.152) results in equations (4.153) and (4.154):-

dܶ

dݐ
ฬ
௭

=
߲ܶ

ᇱݐ߲
ฬ
௭

(4.153)

dܶ

dݖ
ฬ
௧

=
߲ܶ

ݖ߲
ฬ
௧ᇲ
−

1

࢜

߲ܶ

ᇱݐ߲
ฬ
௭

(4.154)

For the heat transfer fluid, where ᇱܣ is the heat transfer area per unit length and the

subscripts ݅and denote the inner and outer wall surface respectively:-

൫̇ܯ ܿ൯
߲ ܶ

ݖ߲
ฬ
௧

+
൫̇ܯ ܿ൯

࢜

߲ ܶ

ݐ߲
ฬ
௭

= ܣߙ−
ᇱ൫ܶ  − ௪ܶ |௭,ୀ൯

(4.155)

Using equations (4.153) and (4.154), equation (4.155) becomes:-

൫̇ܯ ܿ൯ ൬
߲ ܶ

ݖ߲
ฬ
௧ᇲ
−

1

࢜

߲ ܶ

ᇱݐ߲
ฬ
௭
൰+

൫̇ܯ ܿ൯
࢜

߲ ܶ

ᇱݐ߲
ฬ
௭

= ܣߙ−
ᇱ൫ܶ  − ௪ܶ |ୀ൯

(4.156)

In equation (4.156), the velocity vector terms cancel out to become:-

൫̇ܯ ܿ൯
߲ ܶ

ݖ߲
ฬ
௧ᇲ

= ܣߙ−
ᇱ൫ܶ  − ௪ܶ |ୀ൯

(4.157)

A detailed numerical solution and MATLAB code for these equations is provided in the

appendix, section 10.6.
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4.5.2 MATLAB Model Results

Figures 4.16 and 4.17 display the results of heating water in the vessel using the

distributed parameter model on MATLAB. In the example displayed, the initial process

temperature was set to 293.15 K (20°C). the jacket inlet temperature ܶ ଵ first rises from

20°C (293.15 K) to 100°C (373.15 K) from 0 to 2000 seconds and remains constant at

373.15 K until the end time of 10 000 seconds. Water is used as the process fluid, assumed

at a constant heat capacity of 4184 J kg-1 K-1. The DW-Therm is assumed to be at a

constant heat capacity of 1950.9 J kg-1 K-1, which is at 100°C.

Figure 4.16 – MATLAB simulation of heating water – temperature vs. time.

In figure 4.16, the jacket outlet temperature ܶ ଶ changes rapidly at first, along with the

jacket inlet temperature, until it is held constant. The process temperature ܶ at first takes

a while to form an upward trend, because the vessel wall is heated first. After this, both

profiles follow the expected exponential curve approaching a steady state when all

temperatures are the same. This is because of the assumption of a closed system. In

reality, some heat would be escaping from the jacket (into the surroundings), as well as

from the process (predominantly through the ullage region), so the temperatures would

never equalise as they do in this simulation.

Figure 4.17, displays the heat transfer rates of the DW-Therm as it passes through the

jacket (ܳ̇ ) and the rate of heating the process itself (ܳ̇). From these figures, it can be

seen that there is an initial period of a few hundred seconds when there is more heat being

transferred between the jacket and the wall than between the wall and the process, and
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that when the jacket inlet temperature turns constant (at 2000 seconds), the wall heating

profile (through the glass) evens out quickly and both heat transfer rates decrease

exponentially as the system reaches equilibrium.

Figure 4.17 – MATLAB simulation of heating water – heat transfer rate vs. time.

After 2000 seconds, the simulation displays more heat being transferred to the process

than from the jacket. Although it is only a small amount, this is not realistic in

experimental settings as the jacket will lose some heat to the surroundings. However, in

this simulation, the reason this phenomenon occurs is due to the thermal inertia of the

glass wall – as the system is approaching equilibrium, this heat present in the wall

preferentially passes to the process side because it is colder. As the wall profile evens out,

this causes a little more heat transfer to the process side than is coming from the jacket at

that time.

Note that the MATLAB model is not currently developed well enough to compare with

experimental data because the experimental values of ܶ ଵ would have to be input at every

time step. Currently it can only show an idealised profile of ܶ ଵ.

4.6 Summary of the Analysis

The data obtained in the experiments (from chapter 3) have been simulated using an

analytical model to describe the jacket operation with time and to account for heat transfer



95

between the jacket and the process, as well as heat loss to the surroundings. Analysis of

the experiments during boiling was also conducted.

The lumped parameter model and analytical solutions used several important assumptions

to simplify the mathematics behind the process. Heat transfer coefficients were predicted

using the analytical model as well as industrially used engineering correlations found in

the literature.

A distributed parameter model has been derived which accounts for the thermal inertia of

the vessel wall, although the assumptions of perfect mixing, symmetry, uniform upward

jacket flow and no longitudinal conduction through the vessel wall have not yet been

relaxed.
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5 MODELS TO INVESTIGATE THE PLAIN JACKET

5.1 Basic Description of the Jacket Models

Precisely what happens inside the jacket in terms of the distribution of pressure, velocity

and heat transfer coefficients has not yet been thoroughly investigated in the literature.

The 25 litre stirred tank reactor in the iPRD laboratory (see chapter 4) was used as the

basis for this investigation, although experimental measurements could not be established

because of the high predicted cost of extra equipment and installation. Pressure

measurements at the inlet and outlet points of the jacket, as well as at various points inside

the jacket, would be useful for completing a more thorough investigation.

A low-level model using Bernoulli's equations and basic textbook fluid mechanics for

sudden contractions and expansions was used as an idealised model for pressure drop

calculation. High-level modelling of the flow and heat transfer was then conducted using

the CFD software packages ANSYS FLUENT and ANSYS CFX.

Using the Bernoulli model, two extreme cases were investigated, and these are described

as low-level models due to the simple formulae used. The first of these is for a flow that

suddenly turns into a uniform upwards flow through the jacket, as in previous idealised

models, for the ones developed by Ali (2009), Kaiyrzhanova (2010) and Bentham (2011).

The second of the low-level models is for a flow that expands very little upon entry, and

then swirls tangentially around inside the jacket in a coil-like manner, without spreading

out as it rises. In reality, the flow is expected to spread out considerably, and thus the

results are expected to be much closer to the first low-level model.

A further case was investigated using the Bernoulli model – one with an ‘equivalent flow

area’ derived from the CFD simulation (from which an equivalent length scale is

obtained). In both cases, the hydraulic diameter was taken as the difference in diameter

between the inside wall and outside wall of the jacket (which is 0.058 m). In the equivalent

flow area case, the Reynolds number found in the CFD is used. The jacket pressure drop

from the CFD is taken to be the same as that for the equivalent flow area, from which an

equivalent length scale is derived from the friction factor formula (discussed below).

Figure 5.1 displays the locations of the profiles in the CFD models. In the cylindrical

coordinates used in the descriptions in this chapter, the radius ݎ is the magnitude of

distance from the central axis, the height startsݖ at 0 from the middle of the inlet pipe,

and the angle ߴ starts at 0° from the place where the flow direction of inlet pipe is
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perpendicular to the radial direction. The outlet pipe therefore exits the jacket parallel to

the radial direction, at the angle position of 270° (in cylindrical coordinates).

Figure 5.1 – Locations of the profiles in the CFD model, in cylindrical

coordinates. The left image indicates the designated heights of the inlet pipe (0

m) and outlet pipe (0.33 m). The right image is a view from the top.

In the CFD models, the inlet and outlet pipe lengths 1 metre away from the plane that

crosses the angular positions of 0° and 180°. This distance was selected in order to achieve

fully developed flow at the end of each pipe. Based on this geometry, the actual pipe

lengths in the model (the minimum distance to where they connect to the outer wall) are

0.8994 m for the inlet pipe and 0.811 m for the outlet pipe. Table 5.1 displays other

important dimensions used in the models. The dimensions in this table, as well as other

specific geometry dimensions such as knuckle radii, were supplied by the manufacturer

of the reactor.

The flow inside the jacket will change due to the change in viscosity and density affecting

the pump. Dead zones in the jacket are expected at the bottom (below the inlet pipe) and

at the top, where the flow has lost swirl compared to the lower walls.
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Table 5.1 – Important geometrical dimensions used in the models.

Dimension Symbol Value / m

Radius of the inner jacket wall rio 0.16

Radius of the outer jacket wall roi 0.189

Gap between the inner and outer jacket wall rio- roi 0.029

Hydraulic diameter of the jacket DH 0.058

Jacket height (from the centres of the inlet pipe to the outlet pipe) Δz 0.33

Inlet and outlet pipe diameter dpipe 0.025

5.2 The Bernoulli Model

The Bernoulli equation is:-

ଵ
݃ߩ

+
ଵݒ
ଶ

2݃
+ ଵݖ =

ଶ
݃ߩ

+
ଶݒ
ଶ

2݃
+ ଶݖ + ൫ℎ + Σℎ൯ (5.1)

Using the Bernoulli equation accounting for frictional losses, two extreme cases of

uniform axial flow and tangential flow, replicating a strongly swirling flow path, were

calculated. The aim of this investigation is to find out the extent to which the results from

the CFD lie between the two cases, so an empirical swirl factor can be found. The two

cases are, firstly, uniform distribution in the jacket (axial flow) and, secondly, a tangential

flow through a rectangular cross sectional area with dimensions of the width of the jacket

by the diameter of the pipe (see figure 5.2).

Figure 5.2: Cross section for the tangential flow case.

The cases of axial flow and tangential flow were compared. In the axial flow case, the

hydraulic diameter ுܦ) ) was taken as the difference in diameter between the inside wall

and outside wall of the jacket (which is 0.058 m). In the tangential flow case, the hydraulic

diameter is the same, as the equation (5.2) for hydraulic diameter comes to the same value

when the wetted perimeter consists of only the two vertical edges displayed in the right
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hand image on figure 5.2. The horizontal lines here are assumed to be frictionless

surfaces, as the flow is going in the same direction above and below.

ுܦ = /ܣ4 ௐܲ (5.2)

The shortest distance between different flow points in the jacket in the axial flow case

(Δݖ) was used to compare the pressure drops for the different scenarios. However,

interestingly, the total length of the path taken by the flow in the tangential flow case in

the jacket itself is 16.6 metres, that is 46.9 times longer than the axial flow case.

In both cases, the pressure drop in the inlet and outlet pipe was assumed to be by frictional

losses only. The relative roughness ( ܦ߳/ ) for the glass pipes was sufficiently small

(2.4×10-7) to be considered a smooth surface, for the pipe Reynolds number (Re) of

14237, the Blasius equation (Blasius, 1913) gave a Moody (1944) friction factor of 0.029

(Coulson & Richardson, 1999).

The pressure head and pressure are related by:-

ℎ = ݃ߩ/ (5.3)

The velocity head (hv) in the inlet pipe or jacket is related to the cross sectional average

velocity (ݒ) by:-

ℎ௩ = ଶ/2݃ݒ (5.4)

The head loss due to friction along the length of pipe or jacket (ܮ) was worked out by the

Moody (1944) friction factor formula (Coulson & Richardson, 1999):-

ℎ = ெ݂ (ଶ/2݃ݒ)(ܦ/ܮ) (5.5)

The entry point was treated as a sudden expansion and the exit point was treated as a

sudden contraction. The formula used for entry and exit losses (where ݒ is the pipe

velocity in both cases) is as follows:-

ℎ = (ଶ/2݃ݒ)ܭ (5.6)

where for the inlet point, the formula for a sudden expansion (Douglas et al., 2006) was

used:-

ܭ = (1 − ଵ)ଶܣ/ଶܣ (5.7)

and for the outlet point, ܭ was found using a chart (Douglas et al., 2006), for a sudden

contraction.
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In the axial flow case, the full cross sectional area of the jacket was used (about 100 times

larger than that of the pipes, hence almost all of the velocity head was converted into

pressure in the jacket entry point and back to velocity in the jacket exit point. In the

tangential flow case, the cross sectional area of the jacket was taken as the area displayed

on the right side in figure 5.2.

There are different definitions of friction factor – Stanton-Pannell ( ௌ݂), Fanning ( ி݂) and

Moody (also known as Darcy or Darcy-Weisbach) ( ெ݂ ). These are closely related to each

other, as displayed in equation (5.8).

௪߬

ݒߩ
ଶ = ௌ݂ =

ி݂

2
=

ெ݂

8
(5.8)

It was decided that the Moody (Darcy or Darcy-Weisbach) friction factor ( ெ݂ ) would be

used, because it is used in the equations for annular flow by Kakaç et al. (1987) and

Gnielinski (2009). In these equations, firstly, a radius ratio was defined:-

∗ݎ = ݎ ⁄ݎ (5.9)

For the laminar axial flow case (Kakaç et al., 1987):-

ெ݂ = (4 Re⁄ ) × 24 × .ଷହ∗ݎ (5.10)

For the turbulent tangential flow case (Gnielinski, 2009):-

Re∗ = Re × ൫ൣ1 + (∗ݎ)ଶ൯ln∗ݎ + ൫1 − ଶ൯൧∗ݎ [(1 − ଶ(∗ݎ ln(ݎ∗)]⁄ (5.11)

ெ݂ = [1.8 logଵ(Re∗) − 1.5]ିଶ (5.12)

Although the flow path in the tangential flow case was a spiral rather than an annulus, the

dimensionless friction factor was calculated based on annular formulae purely because

the jacket has annular geometry.

Points along the fluid path were labelled point 0 to 5. This is displayed in figure 5.3. To

perform the manual calculations, the final outlet pressure (ହ) was firstly assumed to be

101325 Pa (1 atmosphere). The pressure head (ℎ) at each point was converted to actual

pressure using equation (5.3). The inlet pressure was found by working out all the other

pressures backwards from the known outlet pressure.

The hydrostatic (potential) head change is not included in these pressure drop calculations

because this change is not due to friction factor.

At any defined point in the Bernoulli model, equation (5.3) can be used to convert the

pressure head into the absolute pressure at that point.
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Figure 5.3: Designated points in the pipes and jacket.

5.3 CFD Modelling of the Jacket

CFD simulations provide deeper insight into the possible phenomena within the limits of

the model itself. For example, details of the flow that would be much more difficult and/or

expensive to measure in the experiment. The drawback is that it cannot provide an exact

simulation taking into account everything (again without excessive cost and/or difficulty),

so a compromise has to be reached between the two approaches.

One specific instance of the experiments conducted was chosen to be analysed in detail

at first – part of the methanol distillation experiment (see section 3.3.3 and section 4.4.2).

In this case, the methanol was boiling (providing a constant Tp of 64.7°C). The

experimentally measured values of Tm1 and Tm2 stayed constant at 89.8°C and 87.4°C

respectively, which evaluates to a steady total heat transfer rate of 1174.9 W based on the

measured jacket mass flow of 0.2631 kg s-1 and average heat capacity of 2831 J kg1 K-1.

An ambient temperature of 19.4°C was measured during the experiment and this has been

used in the diabatic simulations.

5.3.1 Basic Mathematics Behind the CFD Models

Much of the mathematics presented here for the CFD models is present in the ANSYS

Help files (ANSYS, 2012). Within ANSYS Help 14.5, the section on “Mechanical

ADPL”, sub-section “Theory Reference”, part 7.1, contains the description and equations

for fluid flow fundamentals. The section on “CFX”, sub-section “Modeling Guide” (sic),

part 2.7.5, contains the equations for heat transfer used in the CFD simulations. The
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section on “CFX”, sub-section “Theory Guide”, part 2.8.1, contains the equations for

mathematical formulations such as “near-wall” values and definitions thereof.

The fluid flow problem is defined by the laws of conservation of mass and momentum

(Navier-Stokes equations) and heat transfer by the law of conservation of energy. These

laws are expressed in terms of partial differential equations, which are discretized with a

finite difference or finite volume based technique. They are considered “common

knowledge” and their derivations can be found in many CFD text books, such as Versteeg

and Malalasekra (2009).

The primary assumption is that there is only one fluid phase in each zone analysed. Also,

the user must determine whether the problem is laminar or turbulent.

The first equation used is the continuity equation (5.13), which represents the law of

conservation of mass. In tensor notation:-

ߩ߲

ݐ߲
+
߲൫ݒߩ൯

ݏ߲
= 0 (5.13)

where ݒ is the velocity, isݏ distance, isݐ time and ߩ is density. The subscript ݆denotes

that the ,ݔ ݕ and componentsݖ are summed, for example:-

߲൫ݒߩ൯

ݏ߲
=

(௫ݒߩ߲)

ݔ߲
+
߲൫ݒߩ௬൯

ݕ߲
+

(௭ݒߩ߲)

ݖ߲
(5.14)

Tensor notation for the momentum equation (Navier-Stokes):-

(ݒߩ)∂

ݐ∂
+
∂൫ݒߩݒ൯

ݏ∂
=

∂

ݏ∂
ቆߤ

ݒ∂
ݏ∂

ቇ−
∂

ݏ∂
+ ߩ ݃+

∂

ݏ∂
ቆߤ

ݒ∂

ݏ∂
ቇ ,

݅= 1, 2, 3

(5.15)

In equation (5.15), the letter isݏ used to denote spatial distance and the subscripts ݅and ݆

denote the directions. In Cartesian coordinates (used in the CFD simulations), these

equations expand into three each, corresponding to the subscript ݅being ,ݔ ݕ and ,ݖ and

the subscript ݆within each equation referring to the sum of the ,ݔ ݕ and .componentsݖ

The last term in equation (5.15) is the viscous loss term, which is eliminated in

incompressible constant property cases.

The energy equation includes heat and work done on the fluid:-
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∂൫ߩ ܿ ܶ൯

ݐ∂
+
∂൫ݒߩ ܿ ܶ൯

ݏ∂
=

∂

ݏ∂
ቆߣ

∂ ܶ

ݏ∂
− +ቇݒ

∂൫ݒ߬ ൯

ݏ∂
(5.16)

where ܶ is defined in ‘CFX Help’ as “the total (or stagnation) temperature”. This is

related to the static temperature (ܶ) by equation (5.17), although the difference is

extremely small and its calculation was deactivated during all the CFD models presented

in this thesis.

ܶ = ܶ+
ݒ
ଶ

2 ܿ

(5.17)

The final term in equation (5.16) contains the heating contribution by viscous work,

viscous dissipation and viscous kinetic energy (which were also deactivated during all the

CFD models presented in this thesis) and can be expanded as follows:-

∂൫ݒ߬ ൯

ݏ∂
= ቈߤݒ

∂

ݏ∂
ቆ
ݒ∂

ݏ∂
ቇ+

∂

ݏ∂
ቆ
ݒ∂
ݏ∂

ቇ+ ߔ −
∂

ݏ∂
ቈ
ߣ

ܿ

∂

ݏ∂
ቆ
ݒ
ଶ

2
ቇ (5.18)

where ߔ is the viscous heat generation term:-

ߔ = ൬ߤ
ݒ∂
ݏ∂

+
ݒ∂
ݏ∂

൰
ݒ∂
ݏ∂

(5.19)

Note that the letters ,݅ ݆and ݇ in equations (5.16), (5.18) and (5.19) do not refer to

different equations as in equation (5.15), but to the different combinations of the

dimensions used.

Under turbulence, the velocity fluctuates seemingly randomly about its average value. It

is thus assumed to be divided into a mean component and a fluctuating component, as in

equation (5.20).

ݒ = +ݒ̅ ݒ
ᇱ (5.20)

Substituting equation (5.20) into the three momentum equations (5.15) leads to the

following additional terms, labelled Reynolds stress terms:-

=ோߪ −
∂

ݏ∂
൫ݒߩపᇱݒఫᇱ൯
തതതതതതതതതത, ݅= 1, 2, 3 (5.21)
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The Reynolds stress terms in equation (5.21) are related to the mean velocity gradients

through the eddy viscosity or turbulent viscosity ,(௧ߤ) using Boussinesq's Eddy Viscosity

model, as follows:-

ଓݒߩ−
ᇱݒఫᇱതതതതതതത= ௧ቆߤ

ݒ∂
ݏ∂

+
ݒ∂

ݏ∂
ቇ−

2

3
ߜ݇ߩ = ௧ܵߤ2 −

2

3
ߜ݇ߩ (5.22)

where:-

ܵ =
1

2
ቆ
ݒ∂
ݏ∂

+
ݒ∂

ݏ∂
ቇ (5.23)

5.3.2 Turbulence Models

The standard modelߝ݇- and the shear stress transport (SST) model are both academic and

industrial standard CFD models and are a primary focus of study in this thesis. The

baseline (BSL) Reynolds Stress model will also be described because it was used in

modelling the jacket and was intended for use in all models. It is also used often as

standard in many investigations in the literature, because it is generally considered more

accurate (although more computationally expensive and difficult to converge). Many

other CFD models exist, including Low-Re turbulence models. However, these were not

used in any of the CFD simulations in this thesis and therefore will not be described here.

In the standard modelߝ݇- (Launder and Spalding, 1974), the terms ݇ and referߝ to the

turbulent kinetic energy and turbulence dissipation rate respectively, which are standard

parameters describing eddies within the turbulent flow. They are also written as follows:-

݇=
1

2
൫ݒఫᇱ൯

ଶതതതതതതത
, =ߝ

ߤ

ߩ
൬
పᇱݒ∂

ݏ∂
൰
ଶതതതതതതതതത

(5.24)

The modelߝ݇- description begins with the definitions of the velocity scale (௧ݒ) and length

scale ( ௧݈) associated with the large-scale turbulence:-

௧ݒ = ݇ଵ ଶ⁄ (5.25)

௧݈ =
݇ଷ ଶ⁄

ߝ
(5.26)

The turbulent viscosity (௧ߤ) is associated to the above terms by:-

௧ߤ = ௧݈ݒఓܥߩ ௧ = ఓܥߩ
݇ଶ

ߝ
(5.27)



105

where ఓܥ is a dimensionless constant (Versteeg and Malalasekra, 2009).

The transport equations for ݇ and areߝ as follows:-

ߩ)∂ )݇

ݐ∂
+
∂൫ݒߩ݇൯

ݏ∂
=

߲

ݏ∂
ቆ
௧ߤ
ߪ

∂݇

ݏ∂
ቇ+ ௧൫ܵߤ2  ∙ ܵ൯− ߝߩ (5.28)

(ߝߩ)∂

ݐ∂
+
∂൫ݒߩߝ൯

ݏ∂
=

߲

ݏ∂
ቆ
௧ߤ
ఌߪ

ߝ∂

ݏ∂
ቇ+ ௧ߤଵఌܥ2

ߝ

݇
൫ܵ  ∙ ܵ൯− ߩଶఌܥ

ଶߝ

݇
(5.29)

The default coefficients used for closure of the standard modelߝ݇- model are as follows

(Versteeg and Malalasekra, 2009):-

ఓܥ = 0.09 (5.30)

ߪ = 1 (5.31)

ఌߪ = 1.3 (5.32)

ଵఌܥ = 1.44 (5.33)

ଶఌܥ = 1.92 (5.34)

The standard k-ε model works better further from walls and the standard k-ω model

(Wilcox, 2006 and 2008) works better closer to walls. The Shear Stress Transport (SST)

model (Menter, 1994), primarily used in the CFD analysis, is a modification of the

standard k-ε model, which combines the advantages of both the standard k-ε and k-ω

models.

To introduce the SST model, the formulae for the standard k-ωmodel and the transformed

k-ε model (ANSYS, 2013) must first be introduced.

The SST model begins with the following relation:-

௧ߤ = ߩ
݇

߱
(5.34)

where ߱ is the specific turbulence dissipation rate:-

߱ =
ߝ

ఓ݇ܥ
(5.35)

Equations (5.37) and (5.38) display the formulae for the standard k-ω model (Wilcox,

1986).
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ߩ)∂ )݇

ݐ∂
+
∂൫ݒߩ݇൯

ݏ∂
=

߲

ݏ∂
ቈ൬ߤ+

௧ߤ
ଵߪ

൰
∂݇

ݏ∂
+ ܲ − ߱݇ߩᇱߚ (5.37)

(߱ߩ)∂

ݐ∂
+
∂൫ݒߩ߱൯

ݏ∂
=

߲

ݏ∂
ቈ൬ߤ+

௧ߤ
ఠଵߪ

൰
∂߱

ݏ∂
+ ଵߙ

߱

݇ ܲ − ߱ߩଵߚ
ଶ (5.38)

where ܲ is the “turbulence production due to viscous forces” (ANSYS, 2013), displayed

in equation (5.39). The other as-yet-unexplained constants and terms will be listed after

all the SST model equations.

ܲ = minቊቈߤ௧ቆ
ݒ∂
ݏ∂

+
ݒ∂

ݏ∂
ቇ
ݒ∂
ݏ∂

−
2

3

ݒ∂
ݏ∂

൬3ߤ௧
ݒ∂
ݏ∂

+ ,൰݇ߩ ቋߝߩ10 (5.39)

Equations (5.40) and (5.41) display the transformed k-ε model formulae.

ߩ)∂ )݇

ݐ∂
+
∂൫ݒߩ݇൯

ݏ∂
=

߲

ݏ∂
ቈ൬ߤ+

௧ߤ
ଶߪ

൰
∂݇

ݏ∂
+ ܲ − ߱݇ߩᇱߚ (5.40)

(߱ߩ)∂

ݐ∂
+
∂൫ݒߩ߱൯

ݏ∂

=
߲

ݏ∂
ቈ൬ߤ+

௧ߤ
ఠଶߪ

൰
∂߱

ݏ∂
+ ߩ2

1

ఠଶ߱ߪ

∂݇

ݏ∂

∂߱

ݏ∂
+ ଶߙ

߱

݇ ܲ

− ߱ߩଶߚ
ଶ

(5.41)

The baseline (BSL) -݇߱ model is a stage closer to the SST model. It combines these two

by combining equations (5.37) to (5.41) with an extra function, here denoted by .ఠଵܨ

Additional buoyancy effects were included, to account for the possibility of natural

convection. The BSL k-ω model formulae are then as follows:-

ߩ)∂ )݇

ݐ∂
+
∂൫ݒߩ݇൯

ݏ∂
=

߲

ݏ∂
ቈ൬ߤ+

௧ߤ
ଷߪ

൰
∂݇

ݏ∂
+ ܲ − ߱݇ߩᇱߚ + ܲ (5.42)

(߱ߩ)∂

ݐ∂
+
∂൫ݒߩ߱൯

ݏ∂
=

߲

ݏ∂
ቈ൬ߤ+

௧ߤ
ఠଷߪ

൰
∂߱

ݏ∂


+(1 − ߩఠଵ)2ܨ
1

ఠଶ߱ߪ

∂݇

ݏ∂

∂߱

ݏ∂
+ ଷߙ

߱

݇ ܲ − ߱ߩଷߚ
ଶ + ఠܲ 

(5.43)

where the full buoyancy terms (with no extra options selected) are as follows:-

ܲ = −
௧ߤ
ߩ ݃

ߩ߲

ݏ߲
(5.44)
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ఠܲ  =
߱

݇
ଷߙ)] + )ଷmaxܥ(1 ܲ, 0) − ܲ] (5.45)

In equations (5.42) and (5.43), the function ఠଵܨ is a function of the distance ݕ from the

nearest wall:-

ఠଵܨ = tanh(ܽ݃ݎ ଵ
ସ) (5.46)

where:-

ݎ݃ܽ ଵ = minቈmaxቆ
√݇

ᇱ߱ߚ ݕ
,
ߤ500

ଶݕ߱ߩ
ቇ ,

݇ߩ4

ଶݕఠଶߪఠܦܥ
 (5.47)

where:-

ఠܦܥ = maxቆ2ߩ
1

ఠଶ߱ߪ

∂݇

ݏ∂

∂߱

ݏ∂
, 10ିଵቇ (5.48)

The SST model is then formed by limiting the turbulent viscosity as follows:-

௧ߤ =
ଵ݇ߙߩ

max(ߙଵ߱ , ோܵܨଶ)
(5.49)

where:-

ଶܨ = tanh(ܽ݃ݎ ଶ
ଶ) (5.50)

where:-

ݎ݃ܽ ଶ = maxቆ
2√݇

ᇱ߱ߚ ݕ
,
ߤ500

ଶݕ߱ߩ
ቇ (5.51)

and ோܵ is “an invariant measure of the strain rate” (ANSYS, 2013). ோܵ is later described

in non-invariant form, as follows:-

ோܵ = ට2 ܵܵ  (5.52)

where ܵ is as defined in equation (5.23).

The default coefficients (ANSYS, 2013) used for closure of the SST model are as

follows:-

=ᇱߚ 0.09 (5.53)
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ଵߙ = 5/9 (5.54)

ଵߚ = 0.075 (5.55)

ଵߪ = 2 (5.56)

ఠଵߪ = 2 (5.57)

ଶߙ = 0.44 (5.58)

ଶߚ = 0.0828 (5.59)

ଶߪ = 1 (5.60)

ఠଶߪ = 1/0.856 (5.61)

ଷߙ = ଵߙఠଵܨ + (1 − ଶߙ(ఠଵܨ (5.62)

ଷߚ = ଵߚఠଵܨ + (1 − ଶߚ(ఠଵܨ (5.63)

ଷߪ = ଵߪఠଵܨ + (1 − ଶߪ(ఠଵܨ (5.64)

ఠଷߪ = ఠଵߪఠଵܨ + (1 − ఠଶߪ(ఠଵܨ (5.65)

The Reynolds Stress models (RSM) are a type of “seven-equation model”, solving for the

six Reynolds stresses and either ε orω. The ε-based models are divided into three possible

models. Two of them were developed by Launder et al. (1975) and are named the

Launder, Reece and Rodi Isotropization of Production (LRR-IP) and Quasi-Isotropic

(LRR-QI) models. The remaining ε-based model “uses a quadratic relation for the

pressure-strain correlation” (ANSYS, 2013) and is named the Speziale, Sarkar and Gatski

(SSG) model (Speziale et al., 1991). The ω-based model is described in ANSYS (2013).

These models are better suited to swirling flows with stronger 3D directionality of motion,

for example the vortex in an unbaffled stirred tank (which is highly relevant to the

experiments conducted).

The BSL RSM, which includes the features just described, is formed as a blend of the

LRR and SSG models with the ω-based model described in ANSYS (2013), in the same

way that the BSL k-ω model is a blend of the k-ε and k-ω models. The equations for the

Reynolds stresses take the following form (ANSYS, 2013):-

∂൫ݒߩపᇱݒఫᇱതതതതതത൯

ݐ∂
+
∂൫ݒݒߩపᇱݒఫᇱതതതതതത൯

ݏ∂

= ܲ−
2

3
+ߜ݇߱ߩᇱߚ ߮+ ܲ,

+
∂

ݏ∂
ቈ൬ߤ+

௧ߤ
ߪ
൰
∂൫ݒపᇱݒఫᇱതതതതതത൯

ݏ∂


(5.66)

where the buoyancy term is expanded:-
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ܲ, = −ܤ C௨൬ܤ−
1

3
൰ߜܤ (5.67)

In equation (5.67), according to ANSYS (2013), “the second term represents the

buoyancy contribution from the pressure-strain term” given by Launder (1989). The term

C௨ may be found from Launder (1989). The term ܤ is expanded:-

ܤ = ݃b+ ݃b (5.68)

Using the full buoyancy model, the b terms take the form:-

b= −
௧ߤ
ఘߪߩ

ߚ
ߩ∂

ݏ∂
(5.69)

The omega equation for the BSL Reynolds stress model takes the following form:-

(߱ߩ)∂

ݐ∂
+ (߱ߩݒ)∂

= ଷߙ
߱

݇ ܲ + ఠܲ  − ߱ߩଷߚ
ଶ +

∂

ݏ∂
൬ߤ+

௧ߤ
ఠଷߪ

൰
∂ω

ݏ∂
൨

+ (1 − (ோௌଵܨ ∙ ߩ2
1

ଶ߱ߪ

∂݇

ݏ∂

∂߱

ݏ∂

(5.70)

where:-

ோௌଵܨ = tanh(ܽ݃ݎ ோௌ
ସ ) (5.71)

where:-

ݎ݃ܽ ோௌ = minቈmaxቆ
√݇

ᇱ߱ߚ ݕ
,
ߤ500

ଶݕ߱ߩ
ቇ ,

݇ߩ4

ଶݕିఌߪఠܦܥ
 (5.72)

where:-

ఠܦܥ = maxቆ2ߩ
1

ିఌ߱ߪ

∂݇

ݏ∂

∂߱

ݏ∂
, 10ିଵቇ (5.73)

and the default coefficients used for closure are the same as for the BSL k-ω model

(equations (5.53) to (5.65).

The remaining terms ܲ and ߮ in equation (5.66) are from the pressure-strain

correlation. The production term:-
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ܲ = ݒపᇱݒߩ−
ᇱതതതതതതതത
ݒ∂

ݏ∂
− ݒఫᇱݒߩ

ᇱതതതതതതതത
ݒ∂
ݏ∂

(5.74)

and:-

߮ = ߱ߩଵܥᇱߚ ൬−ݒపᇱݒఫᇱതതതതതത+
2

3
−൰ߜ݇ ො൬ܲߙ −

1

3 ܲߜ൰

−ܦመ൬ߚ−
1

3 ܲߜ൰− ൬ܵ݇ߩොߛ −
1

3 ܵߜ൰

(5.75)

where:-

ܦ = ݒపᇱݒߩ−
ᇱതതതതതതതത
ݒ∂
ݏ∂

− ݒఫᇱݒߩ
ᇱതതതതതതതത
ݒ∂
ݏ∂

(5.76)

and:-

=ොߙ (8 + (ଶܥ 11⁄ (5.77)

=መߚ −ଶܥ)8 2) 11⁄ (5.78)

=ොߛ −ଶܥ)60 4) 55⁄ (5.79)

where the default coefficients are:-

=ᇱߚ 0.09 (5.80)

ଵܥ = 1.8 (5.81)

ଶܥ = 0.52 (5.82)

As an alternative to the Reynolds Stress models, the SST model can be modified by a

“curvature correction” term. This enables the model to more accurately simulate strongly

swirling flows without resolving all the individual Reynolds stresses. Compared to the

normal SST model, this provides results much closer to experiments, comparable to the

RST model (Smirnov and Menter, 2009).

For the curvature correction, the production term ( ܲ) in the k equation of the SST model

is multiplied by a factor ݂, which is limited by ANSYS CFX in the following way

(ANSYS, 2013):-

݂ = max 0ൣ, 1 + −௦൫݂ሚܥ 1൯൧ (5.83)

where ௦ܥ is unity by default but can be set by the user to tune the level of curvature

correction, and:-
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ሚ݂
 = max[min( ݂௧௧) , 1.25] (5.84)

where ݂௧௧ is the factor used by Smirnov and Menter (2008) based on Spalart and

Shur (1997), which is:-

݂௧௧ = (1 + ܿଵ)
∗ݎ2

1 + ∗ݎ
[1 − ܿଷ tanିଵ( ܿଶ̃ݎ)]− ܿଵ (5.85)

where the constants ܿଵ, ܿଶ and ܿଷ are set “based on performed tests” (ANSYS, 2013)

as:-

ܿଵ = 1 (5.86)

ܿଶ = 2 (5.87)

ܿଷ = 1 (5.88)

and:-

∗ݎ = ߗܵ/ (5.89)

=ݎ̃ ߗ2 ܵ
ܦ ܵ

ݐܦ
+ ߝ) ܵ+ ߝܵ ߗ( ൨

1

ଷܦߗ
(5.90)

where:-

ܵଶ = 2 ܵܵ  (5.91)

ଶߗ = ߗߗ2 (5.92)

ଶܦ = max(ܵଶ, 0.09߱ଶ) (5.93)

and where:-

ܵ =
1

2
ቆ
∂ܷ
ݏ∂

+
∂ ܷ

ݏ∂
ቇ (5.94)

ߗ =
1

2
ቆ
∂ܷ
ݏ∂

+
∂ ܷ

ݏ∂
ቇ+ ߝ2 ߗ (5.95)

Also, in equation 5.90, the term ܦ ܵ ⁄ݐܦ denotes the components of the Lagrangian

derivative of the strain rate tensor, which is the second velocity gradient (ANSYS, 2013).

The term ߝ  denotes the tensor of Levi–Civita (Smirnov and Menter, 2009) and ߗ�

denotes the components of the system rotation vector (Smirnov and Menter, 2009).

Details of the numerical discretisation schemes used in CFD are found in many text

books, for example Versteeg and Malalasekra (2009). The most common are first-order
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upwind and second-order upwind, and the Quadratic Upstream Interpolation for

Convective Kinematics (QUICK) scheme, used by ANSYS FLUENT. ANSYS CFX uses

the “High Resolution” scheme, which is a blend of first-order upwind and second-order

upwind. The “High Resolution” scheme was used in the main simulations presented in

this thesis.

5.3.3 Geometry and Mesh Creation

Using ANSYS Workbench, the geometry was first sketched in Design Modeller based on

diagrams provided by QVF, the manufacturer of the vessel. Unstructured, automatically

generated meshes were made on ANSYS Mesher. These consisted only of tetrahedral

cells. They were used for the preliminary FLUENT models, which used water as the

medium in the jacket.

The procedure for making these automatic meshes was relatively simple – a cross-

sectional sketch of the wall of the reactor was constructed, using the dimensions provided

for the reactor, and rotated 360° to form the shape of the wall with the jacket fluid inside.

Then on ANSYS Meshing, the default settings were used to create an automatic mesh

that was composed entirely of tetrahedral elements.

ANSYS ICEM was used to create a more regular mesh, made purely from hexahedral

cells (cubes), rather than tetrahedral cells. Both meshes classified as ‘unstructured’ by

strict definition. ICEM saves its meshes as a file with the extension “.uns”, which stands

for ‘unstructured’.

The procedure for creating the meshes in ICEM was much more complex and tedious.

This is detailed in the appendix, section 10.3.

5.3.4 Isothermal Models on ANSYS FLUENT

The purpose of using ANSYS FLUENT was to establish a preliminary, qualitative view

of the jacket flow, to know roughly what flow pattern to expect, before learning how to

use ANSYS CFX. Initially, water was used in the jacket, and the jacket was simulated

isothermally on ANSYS FLUENT at the default temperature (in this case 15°C). This

was to establish an initial qualitative view of the expected flow pattern in the jacket.

In this CFD simulation, the realizable k-ε model was used, with standard wall functions

(with the no-slip condition), and the flow boundary conditions were a constant

atmospheric pressure at the end of the outlet pipe and a constant velocity of 0.653 m s-1

at the start of the inlet pipe. This is the mean pipe velocity that occurs at the default mass
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flow set by the Huber system. Two tetrahedral meshes were produced, one with 6.6×105

cells and one with 1.7×106 cells. In both meshes, the cells were smaller near the walls.

These gave similar results, but the finer mesh was selected for extra accuracy.

The convergence criteria for the residuals of the ANSYS FLUENT models were set to

the standard value of 10-4. The maximum number of iterations was set to 50,000.

Figure 5.4 – Direction vectors of the flow in the jacket in the CFD model, providing a

qualitative representation of the expected flow pattern.

Figure 5.5 – Contours of velocity in the jacket at 90 degree intervals. Displayed

velocities range from 0 (blue) to 0.7 m s-1 (red).



114

Figure 5.4 displays the result of this simulation. In this figure, the vectors are coloured by

velocity. Blue indicates zero velocity (dead zones) and red indicates the highest velocity,

which in this case is 0.892 m s-1, at a point in the outlet pipe. Aside from this, the highest

velocities are observed in the middle of the pipes (as expected due to their smaller cross

sectional area of flow).

Figure 5.5 displays velocity contours at cross sections in the jacket at 90 degree intervals.

In combination with figure 5.4, it can be deduced that in this simulation, the bulk of the

flow misses the bottom of the reactor and rises along the walls, spreading out over one

revolution and with a smaller stream breaking off towards the outlet port. Additional flow

at the top of the reactor is drawn towards the outlet. The regions of lowest flow are at the

top rim of the jacket and the bottom section (below the main stream).

Figure 5.6 – Contours of pressure (negating the hydrostatic head) in the jacket at 90

degree intervals. Displayed pressures range from 600 Pa (blue) to 650 Pa (red).

Figure 5.6 displays pressure contours at cross sections in the jacket at 90 degree intervals.

It is observed that the highest pressure is at the outer wall, due to the centripetal force,

and that this pressure at the wall is highest at and above the inlet port.

5.3.5 Non-Isothermal Models on ANSYS CFX

ANSYS CFX offered several advantages over ANSYS FLUENT, one of the major

advantages being that it would simulate the flow using the more structured and

customised meshes which were created in ANSYS ICEM. In the attempts made, it seemed

CFX could not deal with the mesh made of tetrahedral cells that did work in FLUENT,

whereas the mesh made in ICEM with hexahedral cells worked well on CFX but not on

FLUENT. It is unknown why the tetrahedral mesh was preferred by FLUENT and the
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hexahedral mesh was preferred by CFX, as CFX does not inherently have difficulty

working with tetrahedral meshes and FLUENT does not inherently have difficulty

working with hexahedral meshes (this was discussed with a CFX programmer, A. D.

Burns).

For the main CFD models (using ANSYS CFX), monitor points were set up to check the

velocity at points inside the simulation where flow was expected. When these monitors

flat-lined (did not change with iteration number), this would indicate converged values.

The convergence criteria for the residuals were set to 10-10, because time was the main

factor in the runs rather than convergence. The run-time was set high enough for

maximum convergence to be observed within the simulation. Graphs of the residuals vs.

time, as well as mass and energy balances, for all relevant simulations, are displayed in

the appendix, sections 10.4 and 10.5.

DW-Therm was added to ANSYS CFX as a custom material with user-defined properties.

Firstly, the physical properties of DW-Therm (see appendix, section 10.1) were input into

Microsoft Excel. Graphs were generated and equations describing the trends on these

graphs (the change in physical property with temperature at atmospheric pressure) were

found using the ‘add trendline’ option and selecting ‘display equation’. These equations

were then entered into the ‘CFX-Pre’ program as user-defined functions using CFX

Expression Language (CEL).

The physical properties of methanol and water were already known by the program, so

these did not require extra inputs.

The models used within ANSYS CFX for the jacket side were the “BSL Reynolds Stress”

(the Baseline Reynolds Stress model) and “Shear Stress Transport” (the SST model).

These used automatic wall functions if the dimensionless distance y+ was less than 2 at

the walls, however, this was calculated to be approximately 70 μm (Pointwise, 2014), so 

the mesh would have to be built fine enough to be close enough to this. During analysis

of the walls post-process, it was found that the y+ was still too large (for the coarse mesh,

used in most of this analysis, an area weighted average y+ of 8.34 on the outer wall and

5.26 on the inner wall). The distribution of y+ was very non-uniform, reaching values

around 25 in the outer wall where flow impinged on the surface.

At the inlet face the flow boundary condition was a constant mass rate, of 0.2631 kg s-1 for

the methanol boiling simulations and 0.2761 kg s-1 for the water boiling simulations. The

jacket inlet temperature was 89.8°C for the methanol boiling simulations and 134.6°C for
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the water boiling simulations. All these jacket inlet values were the same as those measured

in the experiments detailed in section 3.3.3.

The flow boundary condition at the outlet was a static pressure of zero (gauge) on the outlet

face. The reference pressure was 101325 Pa. All walls had a non-slip condition (which was

the CFD program's default).

The inner and outer walls used the ANSYS CFX method called “heat transfer coefficient”,

in which a combined external heat transfer coefficient and external temperature were input:

the process temperature of 100°C on the inner wall and the ambient temperature of 19.4°C

on the outer, coupled with a modified overall heat transfer coefficient accounting for the

conductive resistance of each wall and the outside thermal resistance – boiling on the process

side and free convection and radiation on the outer side. The other walls of the model,

including the pipes, were adiabatic.

The combined heat transfer coefficient for the inner wall was:-

1

ܷ
∗ =

ߜ

൫ܣ ⁄ܣ ൯ߣ
+

1

ܣ) ⁄ܣ ߙ(
(5.96)

where the Cooper (1984) correlation, using the properties of methanol or water (depending

on the simulation), was used to assess the boiling coefficient:-

=ߙ
୰55

.ଵଶ̇ݍ.

[− log(୰)].ହହܯோ
.ହ

(5.97)

and the inner wall glass area is:-

ܣ = −ܣ) /(ܣ ln(ܣ/ܣ) (5.98)

The combined heat transfer coefficient for the outer wall was:-

1

ܷ∗
=

ߜ

൫ܣ ⁄ܣ ൯ߣ
+

1

ܣ) ⁄ܣ ௩ߙ)( + (ௗߙ
(5.99)

where the outer wall glass area is:-

ܣ = ܣ) − /(ܣ ln(ܣ/ܣ) (5.100)

and the convection coefficient for the outer surface of the outer wall is:-
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ߙ ݊ܿ ݒ = ܽݑܰ ߣܽݎ݅ ݎ݅ ൗݖ݆ (5.101)

where:-

Nuܽ =ݎ݅ 0.59(Grܽ Prܽ݅ݎ݅ 0.25(ݎ (5.102)

Grܽ =ݎ݅ ܽߩ3ܮ ݎ݅
2 ܽߚ݃ −ܶ)ݎ݅ ܾܶܽ݉) ߤܽ ൗݎ݅ (5.103)

Prܽ =ݎ݅ ܿܲ ߤܽ ݎ݅ ߣܽ ⁄ݎ݅ (5.104)

and the radiation coefficient (where the temperatures in the radiation equation are in Kelvins

and σ is the Stefan-Boltzmann constant) is:- 

ݎܽߙ ݀ =
ߝ݃ ൫ܶߪ 

4 − ܾܶܽ݉
4

൯

−ܶ ܾܶܽ݉
(5.105)

The convection coefficient used the formula for laminar free convection on a vertical

surface, with the physical properties of air evaluated at the arithmetic mean of the surface

temperature and the ambient temperature. The length scale L used in the Grashof number

(equation 5.103) is the jacket height zj (0.33 metres), which is also used in the Nusselt

number (equation 5.102). Laminar flow was used because the criterion is that GrairPrair (the

product of the Grashof number and the Prandtl number) is less than 109. The calculated value

of GrairPrair was 1.49×108.

5.3.6 Grid and Model Independence (ANSYS CFX models only)

Table 5.2 – Details of the grids used in the jacket.

Jacket Mesh No. of cells
Max cell edge

length / mm

Approx. desktop run

time / days

Fine 9.22×106 1.6×10-3 8

Medium 6.16×106 2.0×10-3 4

Coarse 3.25×106 2.5×10-3 2

Coarsest 1.75×106 4.0×10-3 1

In ANSYS CFX, four different meshes were made, with different cell sizes (‘coarsest’,

‘coarse’, ‘medium’ and ‘fine’). Figure 5.7 displays a cross-section of the coarse jacket

mesh used in ANSYS CFX. All three meshes used hexahedral cells only and used smaller

cell widths near the wall. The minimum width of the computational cells near the wall

was chosen to equate the ାݕ value less than 2, to resolve the laminar sublayer near the

wall. Table 5.2 displays details of the grid sizing and number of cells in the jacket meshes.

In this case, the near-wall cell distance was set to 5×10-5 metres (50 micrometres), as this

was thought to be within the approximate value of 70 micrometres, corresponding to the
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desired distance calculated using the online ାݕ calculator in Pointwise, Inc. (see

references section). The maximum cell size of 1.6 mm was chosen for the fine mesh rather

than 1.5 mm because using a cell size any smaller would require too much computer

memory. In fact, even the computer memory used by this fine mesh (with 1.6 mm

maximum cell size) was slightly more than the system RAM of 16.340 GB.

Figure 5.7 – Cross section of the coarse jacket mesh used in the ANSYS CFX

simulations.

The results of the grid independence tests are displayed in figures 5.8 and 5.9. The

coarsest mesh was an outlier and the coarse, medium and fine meshes are very similar.

As a result, the coarse mesh was selected to test the effect of turbulence model.

The effect of turbulence model independence was a comparison between only the SST

model and the BSL RSM. The reason why the standard modelߝ݇- was not included here

was because it was not recommended, because the jacket flow was expected to be more
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dominated by wall effects, which are much better dealt with using the SST model than

the �݇ .modelߝ-

Figure 5.8 – Grid independence tests (SST model) and model independence

test (BSL RS) for the fully developed pipe flow entering the jacket.

Figure 5.9 – Grid independence tests (SST model) and model independence

test (BSL RS) for the velocity in the back of the jacket, at ߴ = 180° and =ݖ

0.165 m.
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Different models yielded very similar results for fully developed pipe flow, as displayed

in figure 5.8, but there can be significantly different results for individual locations in the

jacket. In figure 5.9, the BSL RSM results appear quite different from the SST results.

Compared to the SST model, from the peak velocity (which is the same in both models),

the BSL RSM results display a sharper decrease in velocity with decreasing radius until

the transition layer (at which point the velocity decrease is lesser as it tends towards zero).

This could be due to the unusual position in which small details of the flow may be highly

sensitive to different models. Additionally, the BSL RSM results in figure 5.8 display a

higher peak velocity and unusual shape of the velocity profile, indicating that these results

have not converged sufficiently. The BSL RSM is known to have more difficulty

converging than the SST and ,modelsߝ݇- and therefore the SST model was chosen to be

the main model to use in the jacket-only simulations.

In both figures 5.8 and 5.9, the results for the coarsest mesh were consistent outliers,

predicting a lower velocity. This indicated that the coarsest mesh was too coarse to

provide valid results.

Table 5.3 displays the area averaged values for heat transfer coefficients, wall

temperatures and shear stresses for the inner and outer walls for to compare the two

models for the conditions of a Huber set point of 135°C and boiling water in the process

side.

Table 5.3 – Comparison of average values at the walls between the SST and BSL RS

models.

Variable SST model
BSL Reynolds

Stress model

Area averaged inner wall heat transfer coefficient

(ߙ) / W m-2 K-1 293.5 271.0

Area averaged inner wall temperature ( ܶ) / °C 118.1 117.2

Area averaged inner wall shear / Pa 0.0679 0.0478

Area averaged outer wall heat transfer coefficient

(ߙ) / W m-2 K-1 376.3 380.3

Area averaged outer wall temperature ( ܶ) / °C 125.3 125.0

Area averaged outer wall shear / Pa 0.1639 0.1643

Interestingly, the BSL Reynolds Stress model outputs an average inner wall shear stress

30% lower than the SST model, but an average inner wall heat transfer coefficient only

8% lower. The temperature at the inner wall is predicted to be 0.9°C lower for the BSL

Reynolds Stress model in this particular case.
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As the BSL Reynolds Stress model is more accurate for swirling flows with vortices, it

was assessed that it may be more appropriate to have used this model for the jacket.

However, the run times would be significantly longer, it is computationally significantly

more expensive and convergence is known to be more difficult to achieve.

5.3.7 Mass, Momentum and Energy Balances

The results of each run were recorded automatically by ANSYS CFX in a file with the

extension ‘.out’. These provided detailed reports of the iterations, residuals and balances.

The section of the file entitled “Normalised Imbalance Summary” gives a summary of

any differences between inlets and outlets of each domain (in the case of the jacket-only

mesh, this is the whole jacket). These summaries are given in the Appendix, section 10.4.

5.4 Jacket Flow and Pressure Drop Comparison

5.4.1 Velocity Distribution

The velocity distributions in this section are based on the results of the isothermal DW-

Therm model for the methanol boiling experiment during a Huber set point of 90°C. The

physical properties of the DW-Therm were set as constant, for the average temperature

of 88.58°C. The results of velocity flow distribution for the variable property model were

also extracted but did not vary significantly from the isothermal case in the areas depicted

(along the wall of the jacket).

Figure 5.10 depicts axial velocity profiles of the fluid in the jacket. Figure 5.11 depicts

the tangential velocity profiles. It should be noted that the scale is conserved only within

each figure. That is, the axial velocities in figure 5.10 are to scale with each other, but not

to scale with the tangential velocities in figure 5.11. Similarly, the tangential velocities in

figure 5.11 are to scale with each other, but not to scale with the axial velocities in figure

5.10.

In figure 5.10 in particular, areas of higher axial velocity rise as the flow moves from the

90° position, through 180°, to the 270° position. Due to the path of momentum travelling

from the inlet to the outlet, an overall upward motion is expected. There is no depiction

of velocity below the inlet port, because it is negligible.

In the 90° and 180° positions, a significant downward component of velocity is also

observed closer to the inner wall. As displayed in figure 5.11, the flow is more tangential
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than axial. The main reason for this downward velocity is likely to be due to a vortex

effect, where the pressure is higher on the outer walls. As the higher pressure areas tend

to force fluid towards the outlet, this is balanced by the lower pressure areas on the inner

walls. When the flow is stronger, which is closer to the bottom, the lower pressure on the

inner walls draws some fluid downwards.

It also seems that this downward flow may be at least partly the result of natural

convection opposing the jacket flow during heating – the flow should be opposed on both

sides of the jacket because the jacket fluid is hotter than both the surroundings and the

process. The air on the outside insulates the outer wall more, so the effect should be

observed more on the inner wall.

Figure 5.10 – Profiles of axial velocity in the jacket, to scale. Cylindrical

coordinates are given. The maximum velocity that is displayed, in the 3rd

image, is 0.145 m s-1.
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Figure 5.11 – Profiles of tangential velocity in the jacket, to scale. Cylindrical

coordinates are given. The maximum velocity that is displayed (in the top left

image at 90°) is 0.4 m s-1.
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It is important to consider that when the components of the velocity magnitudes are

analysed, the tangential component of the flow in the CFD simulation is greater than the

axial component, particularly in the areas with greater velocity. See figures 5.10 and 5.11,

particularly the images of the 90° position. As the flow moves around, from the 0°

position to the 90°, 180° and 270° position, a single major tangential flow is present at

the lower heights (though this is still above the inlet point). By the time it reaches back

round to 0°, this tangential flow has decayed from an average velocity of 0.65 m s-1 (in

the pipe) to just above 0.1 m s-1 (in the top left image of figure 5.11 at the 0° position),

and has risen slightly due to the axial component.

Figure 5.12 – Streamlines in the methanol batch distillation experiment when the Huber

set point temperature is 90°C.

Figure 5.12 displays flow streamlines and velocity distributions inside the jacket. Note

that most streamlines appear to circulate about three or four times in the jacket before

reaching the outlet.

If a uniform upwards flow was assumed, using the hydraulic diameter (58 mm) with the

density and viscosity in the jacket, the Reynolds number would be between 962 and 1090

(laminar flow), but based on the average velocity in the whole jacket in the CFD simulations,

the average Reynolds number in the jacket is calculated to be between 14779 and 16875
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(turbulent flow). It is likely that laminar flow occurs in the base of the jacket, below the inlet

port, where the flow stagnates, so the use of a transitional flow model may be advisable for

more detail in the bottom.

5.4.2 Pressure Drop

A correlation factor (factor1) was developed for the pressure drop in the jacket alone,

Δptotal, which can be either measured from the actual equipment or simulated by a CFD

program. The factor is described by the following relationship:-

ݐܽݐ∆ ݈= ݔ݅ܽ∆ ݈ܽ× ݂ܽ ଵݎݐܿ (5.106)

Table 5.4 displays Reynolds numbers, mean velocities and pressure drops in the jacket in

the manual cases and the pipes. Within in the jacket itself, the pressure drop due to friction

was much lower than the pressure drop due to the entry and exit effects. The exception is

the tangential flow case, but this unrealistically assumed that the flow would not spread

out at all in the jacket. Note that the Reynolds number is higher in the tangential flow case

than in the pipes because the hydraulic diameter (0.058 m) is more than double that of the

pipes (0.025 m) while the velocity (displayed in table 5.4) is close to two thirds of the

velocity in the pipes.

Table 5.4 – Reynolds numbers, mean velocities and pressure drops in different

regions and cases in the Bernoulli model.

Region and

case
Re Flow type

Mean v /

m s-1 Δpmodj / Pa Δpfriction / Pa factor1

Inlet and outlet

pipes, all cases
20720 Turbulent 0.6549 185 / metre 185 / metre N/A

Jacket, axial

flow case
742 Laminar 0.0101 258 0.031 1.00

Jacket,

tangential flow

case

32547 Turbulent 0.4434 595 505 2.31

Table 5.5 displays the pressures in the jacket and inlet and outlet pipes and the pressure

drop factors for the manual and selected CFD cases. The factors for the CFD cases (except

the “coarsest” mesh) all cases have about 10% more pressure drop in the jacket overall

than the axial flow case. The CFD model produced results that lay in between the

tangential flow and axial flow cases of the Bernoulli model (described in section 5.2).

Therefore, despite some swirl being clearly present in the jacket in the CFD model, the

pressure loss is much closer to that of the uniform flow case than the tangential flow case.
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Table 5.5 – Pressure drop factors.

Model
Δpmodt

/ Pa

Δpmodj

/ Pa
Δppi / Pa Δppo / Pa factor1

Axial 575 258 167 150 1.00

Tangential 912 595 167 150 2.31

(SST) Coarsest mesh 530 274 141 115 1.06

(SST) Coarse mesh 618 283 176 160 1.10

(SST) Medium mesh 631 282 180 168 1.10

(SST) Fine mesh 637 281 186 171 1.09

BSL RS (Coarse mesh) 612 281 178 153 1.09

(SST ) Variable Property

(Coarse VP)
622 291 174 157 1.13

Figure 5.13 – Graph of modified pressure vs. distance for the models across

the system when the Huber set point temperature is 90°C. The final outlet

pressure was set to 1 atmosphere in all cases.

The modified pressure drop (Δpmodj for the jacket only and Δpmodt for the total pressure

drop in the system) displayed in tables 5.4 and 5.5 negates both the ambient pressure and

the pressure differences due to height differences, leaving only frictional losses and entry

or exit effects (including the velocity head conversion into pressure and back). A graph

of the modified gauge pressure in the system and the pressure drop across the pipes,
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according to manual calculations for the two cases and for the CFD models, is displayed

in figure 5.13.

In Figure 5.13, the dashed lines represent the results of the Bernoulli models while the

unbroken lines represent the CFD results from different grids. For the modified pressure

the contribution of height was removed. The distance was normalised so that the curves

match each other for display purposes. That is, the distance inside the jacket is represented

by the jacket height for all models. Compared to the axial case, the actual distance

travelled by the flow is slightly higher in the CFD cases and much higher in the tangential

case. This contributes to the higher pressure drop inside the jacket in the tangential case.

In the axial flow case, the pressure drop inside the jacket itself (negating all entry and exit

losses) was negligible.

In figure 5.13, the distance of zero represents the start of the inlet pipe (this corresponds

to point 0 in figure 5.3, section 5.2). The fluctuation in pressure at about 0.9 metres is at

the inlet port (points 1 and 2 in figure 5.3). The sudden large dip in pressure at about 1.25

metres is the pressure change at the outlet port (points 3 and 4 in figure 5.3). Zero pressure

represents the end of the outlet pipe (point 5 in figure 5.3).

The profile for the “coarsest” mesh is excluded from figure 5.13 because it was producing

unreliable results. The “Coarse VP” line represents the results of the diabatic variable

property model (including heat transfer), while the other CFD models represented are

isothermal models. The difference between these pressure profiles is negligible.

One major difference between the pressure drop calculations for the cases of the

tangential flow and axial flow cases was in the hydraulic diameter (and subsequently area

for the expansion coefficients). This causes the great difference in entry and exit losses

for the tangential flow case.

There is a rise in pressure upon entering the jacket which occurs at the end of the inlet

pipe, because of the conversion of velocity head from the pipe into additional pressure

head. In the axial flow case, although the difference in velocity head is greater, the entry

loss is also greater, and this cancels out most of the velocity head difference. Hence, the

overall entry pressure rise is greater in the tangential case. In the CFD model, the

predicted losses were somewhere in between the axial flow case and the tangential flow

case.
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For the pressure drop at the exit region, the sudden contraction of areas again causes a

greater difference in velocity head for the axial case and the pressure drop here is greater

in the axial case. The pressure drop at the exit predicted by the Bernoulli model in the

axial case very closely matched the pressure drop predicted by the CFD model. In all

cases, the CFD model predicted results much closer to the axial case than the tangential

case in the Bernoulli model.

Figure 5.14 – Pressure contours in the jacket under the conditions when the

Huber set point temperature is 90°C, for the coarse mesh with the isothermal

SST model.

Figure 5.14 displays the pressure contours inside the jacket for the CFD model at 90°

intervals. It can be seen, similarly to the preliminary FLUENT results, that the higher

pressure generally occurs at the outer walls and is much more defined at the bottom half

of the straight section, and much more uniform in the top half of the reactor. The pressure

at the very bottom (the dish section) is generally lower than the pressure in the reactor

walls, due to the centripetal force from the outer wall. The flow is moving upwards overall

because of the much lower pressure at the outlet port.

Table 5.6 displays separate inlet (sudden expansion) and outlet (sudden contraction)

pressure drops. A negative value of pressure drop (∆p) indicates a pressure rise. It turns

out that the pressure change calculation for a sudden expansion into a much larger area

(such as the uniform axial flow case) is closer to the CFD values for the expansion and

contraction head losses than using an equivalent flow area derived from the average

velocity in the CFD values. The similarity between the jacket pressure drops in the last

two cases displayed (25 Pa) is a direct result of using the equivalent flow area that would
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produce the same result as the CFD calculations, so this is to be expected. Interestingly,

the flow length would be 4.91 metres (5.07 circumferences). This is similar to the

qualitative representation in figure 5.12 of the flow circulating three or four times.

Table 5.6 – Pressure drop comparison with ‘equivalent flow area’ Bernoulli Model

case.

Model

Inlet

(expansion)

Δp / Pa

Jacket

Δp / Pa

Outlet

(contraction)

Δp / Pa

Flow

Area / m2

Flow

Length /

m

Axial flow -5.60 0.023 276.4 3.2×10-2 0.33

Tangential

flow
-80.9 490.4 133.6 7.3×10-4 14.47

Equivalent

flow area
-67.6

25.0
250.2 2.1×10-3 4.91

CFD SST -8.31 269.6 N/A N/A

5.5 Jacket Heat Transfer

5.5.1 Main Analysis

The distribution of individual heat transfer coefficients within the jacket conforms to the

flow.

The external heat transfer coefficient is calculated by ANSYS CFX, using a reduced

temperature (ܶା) defined in equation (5.107) (ANSYS, 2013), which is rearranged into

equation (5.108).

ܶା =
ߩ ܿݑ

∗൫ܶ ௪ − ܶ൯

௪ݍ
(5.107)

௪ݍ =
ߩ ܿݑ

∗

ܶା
൫ܶ ௪ − ܶ൯ (5.108)

where ௪ܶ is the wall temperature, ܶ is the near-wall fluid temperature (the temperature

in of the nearest computational node to the wall), ܿ is the fluid heat capacity, ௪ݍ is the

heat flux at the wall, and ∗ݑ is the velocity. The heat transfer coefficient is therefore

defined as in equation (5.109) (ANSYS, 2013):-

ߙ =
ߩ ܿݑ

∗

ܶା
(5.109)

As automatic wall treatment is used in the SST model, the dimensionless temperature is

modelled using equation (5.110) (ANSYS, 2013):-
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ܶା = Pr ∙ ∗ݕ ∙ ݁ି௰ + [2.12 ln(ݕ∗) + ଵ/௰ି݁[ࢼ (5.110)

where

ࢼ = ൫3.85Prଵ/ଷ− 1.3൯
ଶ

+ 2.12 ln(Pr) (5.111)

and

߁ =
0.01(Pr ∙ ସ(∗ݕ

1 + 5Prଷ ∙ ∗ݕ
(5.112)

An investigation was conducted to see if the heat transfer coefficient could be defined

another way. Heat transfer coefficients (ߙ) take the form:-

=݆ߙ ݍ̇ ൫ܶ ݂݈ ݀݅ݑ − ⁄൯݈݈ܽݓܶ (5.113)

The temperature ܶ௨ௗ must be defined to compare coefficients. This could be from using

the bulk fluid temperature at a particular height using either the area averaged formula:-

ܶ ݈݇ݑܾ =
Σ(ܣ )ܶ

Σܣ
(5.114)

or the mass flow averaged formula:-

ܶ݉ ݂ܽ =
Σ൫̇ܯ ܶ൯

Σ̇ܯ
(5.115)

The “absolute mass flow averaged” values were also considered (not taking into account

whether the fluid was moving up or down):-

ܶ  =
Σ൫ห̇ܯ หܶ ൯

Σห̇ܯ ห
(5.116)

Using the jacket fluid inlet temperature was also taken into account, to provide a lower limit

for possible heat transfer coefficients, as this provides the maximum temperature difference.

ANSYS CFX can calculate the wall temperatures using the “function calculator”, but by

default uses “conservative values” (adjacent cell temperature) rather than “hybrid values”

(wall surface temperature), so the “hybrid” button must be clicked to calculate the correct

values.
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The individual heat transfer coefficients for the glass wall could be calculated based on

the areas and physical properties of the glass (such as thermal conductivity) and the total

heat transferred through these surfaces, and the process wall temperature ( ܶ) and outer

surface temperature ( ܶ) could then be calculated. These could then be used to evaluate

expected values of andߙ ߙ as displayed in table 5.7.

Table 5.7 – Experimental and CFD results for the different Huber set point

temperatures in the methanol distillation experiment.

࢚ࢋ࢙ࢀ / °C 80 85 90 95 100

ܶ ଵ,௫௧= ܶ ଵ,ி / °C 79.7 84.8 89.8 94.7 99.7

ܶ ଶ,௫௧ / °C 78.1 82.7 87.4 91.9 96.6

ܶ ଶ,ி / °C 78.0 82.6 87.2 91.7 96.2

ܳ̇ ,௫௧ / W 788.0 987.9 1185.4 1386.7 1555.4

ܳ̇ ,ி / W 848.8 1072.1 1302.7 1527.2 1750.7

ܳ̇ ,ி /ܳ̇ ,௫௧ 1.077 1.085 1.099 1.101 1.126

ܶ(*) / °C 77.0 81.4 85.8 90.3 94.7

(*)ߙ / W m-2 K-1 345.1 348.9 356.2 358.2 360.1

Area weighted (*)ݍ̇ / W m-2 635.2 688.5 744.2 796.3 848.8

ܳ̇,ி = ×ݍ̇ ,ிܣ / W 342.0 370.7 400.6 428.7 457.0

ܳ̇, = ×ݍ̇ ,௫௧ܣ / W 318.3 339.9 362.0 389.9 401.0

ܶ, (using wall conductivity) / °C 74.6 78.8 83.1 87.3 91.6

,ߙ = /൫ܶݍ̇ ,− ܶ ൯/ W m-2 K-1 9.2 9.2 9.3 9.3 9.4

ܷ = ܷ௦௦ / W m-2 K-1 8.6 8.6 8.7 8.7 8.8

ܶ (*) / °C 76.4 80.4 84.5 88.5 92.5

ߙ (*) / W m-2 K-1 275.8 278.4 282.8 284.7 286.6

Area weighted ݍ̇ (*) / W m-2 1197.4 1657.2 2131.4 2595.5 3056.7

ܳ̇,ி = ݍ̇ × ,ிܣ / W 506.8 701.4 902.1 1098.5 1293.7

ܳ̇, = ݍ̇ × ,௫௧ܣ / W 469.8 648.0 823.5 996.8 1154.4

ܳ̇ௗ (**) / W 280.9 438.9 615.7 805.5 988.0

ܳ̇௨, = ܳ̇, - ܳ̇ௗ / W 188.8 209.1 207.8 191.3 166.4

ܶ, (using wall conductivity) / °C 71.1 73.0 75.1 77.1 79.3

,ߙ = /൫ܶݍ̇ ,− ܶ൯/ W m-2 K-1 223.9 226.4 227.5 227.8 225.7

ܷ= ܷ / W m-2 K-1 76.4 76.9 77.3 77.5 77.4

Wall superheat ൫ܶ ,− ܶ൯/ °C 6.4 8.3 10.4 12.4 14.6

(*) = CFD only (not measured). (**) = Experimental only (not simulated).

Table 5.7 displays experimental and CFD results as a comparison as well as calculated

values of heat transfer coefficients on the process side and outer surface. The total heat

transferred by the jacket (ܳ̇ ) in the experiment compared to the CFD differs by only about
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10%. This is displayed in table 5.7 with the different values of ܳ̇, ܳ̇ and ( ܶ ଶ− ܶ ଵ). As

well as this, the evaluated heat transfer coefficients, as well as the overall heat transfer

coefficients ܷ and ܷ௦௦, are notably similar to the values calculated in chapter 4 (section

4.4.1). The difference may largely be due to a difference in areas used in the CFD compared

to the experiment, as well as a difference in the definition of ܶ௨ௗ. These areas are tabulated

in table 7.2 (page 190). These factors will need to be corrected for, upon further

investigation. Additional errors are due to rounding of values in calculation.

Another factor influencing the difference in heat assumed to have been transferred

through the outer vs inner walls in the experimental analysis (in chapter 4) was the amount

of condensate collected. It was assumed that 100% of the heat transferred to the methanol

was used to boil it, and the amount of condensate collected was taken to match up with

ܳ̇ௗ in the experimental results.

As described in chapter 3, the re-condensed methanol was collected in a weighed bottle

to record the rate of condensation, and returned to the process at an unmeasured

temperature (most likely close to ambient temperature) after the condensation rate at each

incremental Huber set point temperature had been measured. This ensured that the heat

required to heat up the returned methanol to its boiling point was not transferred during

these times in the experiment.

Table 5.8 – Jacket side heat transfer coefficients when the Huber set point temperature

is 90°C.

Correlation
ࢻ /

W m-2 K-1

/ࢻ

W m-2 K-1

Petukov (1970) equation for flow in pipes 523.9

ESDU 81045 (1981) modification of Petukov (1970) for

annuli
445.8 434.8

Gnielinski (2009) model for turbulent flow in annuli 511.0 506.2

Hewitt et al. (1994), from Brown et al. (1947) 635 to 1170

Bondy and Lippa (1983) turbulent correlation 163.7 165.0

CFD (SST model in ANSYS CFX) 282.8 356.2

The jacket heat transfer coefficients ߙ) for the inner and ߙ for the outer) were

significantly lower than common correlations, as displayed in table 5.8, with the

exception of the Bondy and Lippa (1983) correlation. Standard correlations such as the

Petukov (1970) equation for pipe flow and the ESDU 81045 (1981) modification for

annuli, as well as the Gnielinski (2009) correlation, result in significantly higher values,
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and hence these correlations are not considered suitable for this investigation. The

suggested values in Hewitt et al. (1994) based on Brown et al. (1947) are especially

unsuitable, as they use liquid water rather than DW-Therm.

=ߙ ൫ߙ
ଷ + ߙ

ଷ ൯
ଵ/ଷ

(5.117)

Figure 5.15 – Distributions of wall heat transfer coefficient and wall shear for the inner

wall in the methanol batch distillation experiment when the Huber set point temperature

is 90°C. View from the outside.

Table 5.9 displays the results of some correlations for nucleate boiling coefficients (ߙ)

from different sources based on the inner vessel wall, for different Huber set points of the

methanol distillation experiment. The Nagata et al. (1971) correlation suggested a forced

convection heat transfer coefficient due to the stirrer (ߙ) of 531.3 W m2 K1. Steiner

and Taborek (1992) suggest combining these two as in equation (5.117), which would
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result in higher values than ߙ alone, whereas the calculated values displayed in table

5.7 have a process heat transfer coefficient staying almost constant at around 225

W m2 K1.

Table 5.9 – Boiling coefficients for methanol in the vessel, according to different

sources found in Hewitt et al. (1994).

Huber set point temperature 80°C 85°C 90°C 95°C 100°C

Forster-Zuber (1956) / W m-2 K-1 883 1487 2125 2808 3508

Cooper (1984) / W m-2 K-1 231 287 337 383 422

Montinskii (1963) / W m-2 K-1 138 173 204 233 259

Montinskii-Palen (Palen, 1972) /

W m-2 K-1 134 168 199 227 252

Montinskii-Bier (Bier et al., 1983) /

W m-2 K-1 130 162 192 220 243

Figure 5.16 – Distribution of wall heat transfer coefficient and wall shear for the inner

wall in the methanol batch distillation experiment when the Huber set point temperature

is 90°C. View from the bottom.

Figures 5.15 to 5.21 display the CFD results for the wall heat transfer coefficient and wall

shear stress on the jacket side (inner and outer walls), when the Huber set point

temperature is 90°C. Both sets of data have a similar pattern. In these data, the average

values for wall heat transfer coefficient were 282.8 W m2 K1 on the inner surface and

356.2 W m2 K1 on the outer surface.

For the CFD results of wall shear stress, the average values were 0.071 Pa on the inner

wall surface and 0.175 Pa on the outer wall surface. Much greater values of wall shear

stress are observed at certain points on the walls, where the flow impinges.
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Engineering correlations in the literature usually predict higher values of wall shear stress

on the inner surface because they do not account for the flow impinging on the outer

surface. Attachment of flow is predominantly on the outer wall. Attachment to the inner

wall due to the Coandă effect occurs comparatively little – some at the back of the jacket, 

but most prominently just after the flow passes by the outlet point.

Figure 5.17 – Distribution of wall temperature for the inner wall in the methanol batch

distillation experiment when the Huber set point temperature is 90°C. View from the

outside.

Figure 5.18 – Distribution of wall temperature for the inner wall in the methanol batch

distillation experiment when the Huber set point temperature is 90°C. View from the

bottom.

Note that the visual distortions in figures 5.15 to 5.21 (apparent vertical lines or “waves”)

are a result of the polygonal structure of the mesh, a necessary component of the CFD
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model. These minor distortions in the values at the wall occur at regular intervals no

matter whether temperature, shear stress, heat transfer coefficient, wall heat flux or wall

temperature is displayed. The distortions correspond to the polygonal (prismatic)

structure of the original geometry generated in ANSYS Design Modeler. Re-associating

the block faces with the geometry surfaces in the meshing program ICEM made no

difference, as it ensured that the mesh would conform to the polygonal geometry. Also,

attempting to disassociate the block faces with the surface – so that they were only

definable by the curves in the geometry, which did not have a polygonal structure –

prevented the mesh from being generated.

Figure 5.19 – Distributions of wall heat transfer coefficient and wall shear for the outer

wall in the methanol batch distillation experiment when the Huber set point temperature

is 90°C. View from the inside.

The highest temperatures inside the jacket (just below the jacket inlet temperature) occurred

when the inlet stream impinged against the outer wall surface. The higher temperatures on



137

the inner wall surface (approximately 88°C) were observed at the inlet point and the outlet

point, when the flow was disturbed by the presence of the outlet port. Additionally, a small

region of higher temperature was observed at the back of the reactor. The lowest

temperatures (approximately 58°C) were observed at the bottom of the jacket, where the

flow stagnated. It is likely that laminar flow and natural convection dominate in this region.

Figures 5.16 and 5.18 appear to display a pattern produced by natural convection at the

bottom.

Figure 5.20 – Distributions of wall heat transfer coefficient and wall shear for the outer

wall in the methanol batch distillation experiment when the Huber set point temperature

is 90°C. View from the top.

Figure 5.21 – Distribution of wall temperature for the outer wall in the methanol batch

distillation experiment when the Huber set point temperature is 90°C. View from the

inside.
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Figure 5.22 – Distribution of wall temperature for the outer wall in the methanol batch

distillation experiment when the Huber set point temperature is 90°C. View from above.

5.5.2 Reversed Flow Conditions

Figure 5.23 – Streamlines with vector arrowheads at the plane of the ‘inlet’ pipe for the

reversed flow simulation of the water batch distillation experiment when the Huber set

point temperature is 135°C. The plane displayed is at the height of the centre of the top

pipe.
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Figure 5.24 – Streamlines with vector arrowheads for the reversed flow simulation of

the water batch distillation experiment when the Huber set point temperature is 135°C.

Along each line, an arrowhead is displayed for every 1 second a DW-Therm particle

travels along the streamline.

To test what the CFD would produce for different flow conditions, the inlet and outlet

ports were swapped. This meant that the jacket flow would come in at the top radially and

exit near the bottom tangentially.

The direction of feed can have a dramatic effect on the distribution of heat transfer

coefficients, although the area averaged heat transfer coefficients do not change as much

as might be expected. Figures 5.23 and 5.24 each display 9 streamlines based on particle

tracks with starting points on the inlet face (in this case, for the pipe at the top of the

reactor).
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Figure 5.25 – Distributions of heat transfer coefficient and wall shear stress on the inner

wall (convex surface, viewed from outside) for the reversed flow simulation of the

water batch distillation experiment when the Huber set point temperature is 135°C.

Figure 5.26 – Distributions of heat transfer coefficient and wall shear stress on the inner

wall (convex surface, viewed from the bottom) for the reversed flow simulation of the

water batch distillation experiment when the Huber set point temperature is 135°C.
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Figure 5.27 – Distribution of wall temperature on the inner wall (convex surface,

viewed from outside) for the reversed flow simulation of the water batch distillation

experiment when the Huber set point temperature is 135°C.

Figure 5.28 – Distribution of wall temperature on the inner wall (convex surface,

viewed from the bottom) for the reversed flow simulation of the water batch distillation

experiment when the Huber set point temperature is 135°C.

The distance between two arrowheads on the same path in figures 5.23 and 5.24 indicates

a time of 1 second, hence the fluid is moving very slowly in most areas inside the jacket.

Note that these starting points are not distributed in specific symmetrical positions at the

inlet face, and this means that the paths tracked by the streamlines may not be evenly or

symmetrically distributed in the jacket. In addition, the slow flow in the jacket makes the
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particle tracks very susceptible to slight changes in the flow, further increasing the

apparent asymmetry, particularly in figure 5.24.

Figure 5.29 – Distributions of heat transfer coefficient and wall shear stress on the outer

wall (concave surface, viewed from inside) for the reversed flow simulation of the water

batch distillation experiment when the Huber set point temperature is 135°C.

Figures 5.25 and 5.26 display the distributions of heat transfer coefficient and wall shear

in the inner wall. In both cases, the greatest heat transfer coefficient and the greatest shear

stress both occur at the point where the ‘inlet’ jet impinges on the inner wall. This is a

highly concentrated region, so there is maldistribution of heat transfer, but the advantage

is that the higher heat transfer occurs on the inner wall, rather than the outer wall. Figures

5.27 and 5.28 display the inner wall temperature distributions. A similar pattern is

observed to the heat transfer, where a large non-uniform distribution of temperature

occurs and the highest wall temperature occurs at the point where the inlet jet impinges

against the inner wall. There is a sudden jump from this region of high temperature (about

130°C) to the rest of the jacket (about 118°C).
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Figure 5.30 – Distributions of heat transfer coefficient and wall shear stress on the outer

wall (concave surface, viewed from the top) for the reversed flow simulation of the

water batch distillation experiment when the Huber set point temperature is 135°C.

Figures 5.29 and 5.30 display the distributions of heat transfer coefficient and wall shear

in the outer wall. There is a high heat transfer coefficient and high shear stress at the top

of the jacket, where the inlet jet enters the jacket, the flow is spreading throughout the

jacket and the highest velocities occur at this inlet point.

Figure 5.31 – Distribution of wall temperature on the outer wall (concave surface,

viewed from inside) for the reversed flow simulation of the water batch distillation

experiment when the Huber set point temperature is 135°C.
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Figure 5.32 – Distribution of wall temperature on the outer wall (concave surface,

viewed from the top) for the reversed flow simulation of the water batch distillation

experiment when the Huber set point temperature is 135°C.

Figures 5.31 and 5.32 display the outer wall temperature distributions. Compared to the

inner wall temperature distributions, most outer wall temperatures are higher (about

125°C). This is due to a lower overall heat transfer coefficient, where less heat is being

transferred at the outer wall.

Figure 5.33 – Streamlines with vector arrowheads for the forwards flow simulation of

the water batch distillation experiment when the Huber set point temperature is 135°C.

Along each line, an arrowhead is displayed for every 1 second a DW-Therm particle

travels along the streamline.
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Figure 5.34 – Distributions of heat transfer coefficient and wall shear stress on the inner

wall (convex surface, viewed from the bottom) for the forwards flow simulation of the

water batch distillation experiment when the Huber set point temperature is 135°C.

Figure 5.35 – Distributions of heat transfer coefficient and wall shear stress on the inner

wall (convex surface, viewed from outside) for the forwards flow simulation of the

water batch distillation experiment when the Huber set point temperature is 135°C.
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Figure 5.36 – Distribution of wall temperature on the inner wall (convex surface,

viewed from outside) for the forwards flow simulation of the water batch distillation

experiment when the Huber set point temperature is 135°C.

Figure 5.37 – Distribution of wall temperature on the inner wall (convex surface,

viewed from the bottom) for the forwards flow simulation of the water batch distillation

experiment when the Huber set point temperature is 135°C.
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Figure 5.38 – Distribution of heat transfer coefficient and wall shear stress on the outer

wall (concave surface, viewed from inside) for the forwards flow simulation of the

water batch distillation experiment when the Huber set point temperature is 135°C.

Figure 5.39 – Distribution of heat transfer coefficient and wall shear stress on the outer

wall (concave surface, viewed from the top) for the forwards flow simulation of the

water batch distillation experiment when the Huber set point temperature is 135°C.
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Figure 5.40 – Distribution of wall temperature on the outer wall (concave surface,

viewed from inside) for the forwards flow simulation of the water batch distillation

experiment when the Huber set point temperature is 135°C.

Figure 5.41 – Distribution of wall temperature on the outer wall (concave surface,

viewed from the top) for the forwards flow simulation of the water batch distillation

experiment when the Huber set point temperature is 135°C.

To compare the reverse flow with the forwards flow, the conditions were set to the same

values. Figure 5.33 displays the streamlines in the forward flow simulation. Relative

distributions of heat transfer coefficient, wall shear stress and wall temperature (and

explanations thereof) are the same as those in the previous section (5.5.1), but the

temperatures are higher because this experiment was boiling water rather than methanol.

These results are displayed in figures 5.34 to 5.41.
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Table 5.10 – Comparison of data for the forward and reversed flow CFD simulations.

Variable

Water batch

distillation, Tset =

135°C (forwards

flow)

Water batch

distillation, Tset =

135°C (reversed

flow)

ܶ ଵ / °C 134.6 134.6

ܶ ଶ / °C 130.8 131.1

ܶ / °C 100.0 100.0

ܶ  °C 19.4 19.4

Average ܶ /
°C

118.2 127.1

Average ܶ /
°C

125.2 128.7

ܷ
∗ (input) /

W m-2 K-1 153 153

ܷ
∗ (input) /

W m-2 K-1 12.3 12.3

పതതതത(output)ߙ /
W m-2 K-1 293 268

పതതതത(output)ߙ /
W m-2 K-1 376 242

Average inner
wall shear /

Pa
0.068 0.062

Average outer
wall shear /

Pa
0.164 0.034

ݍ / W m-2 2999 2765

ݍ / W m-2 1692 1660

factor1 1.11 1.07

The heat transfer coefficients and wall shear stresses are more spread out in the forwards

flow simulation. Despite the inlet jet impinging on the inner wall in reversed flow, the

average heat transfer coefficients and wall shear stresses are higher in the forwards flow

simulation. These variables are displayed in table 5.10. The value of factor1 (see section

5.4.2 for explanation), and therefore the pressure drop, is also found to be slightly higher

in the forwards flow simulation. Overall, the reversed flow conditions are thus less

desirable than forwards flow, but not drastically so.
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5.5.3 Heat Transfer as a Function of Height

Figure 5.42 – Possible heat transfer coefficient as a function of jacket height above the

feed point, for the inner wall, in the annular part of the jacket.

Figure 5.43 – Possible heat transfer coefficient as a function of jacket height above the

feed point, for the outer wall, in the annular part of the jacket.
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The temperature of the wall at a particular height was found in CFD-Post by setting an

iso-clip on the wall within a set height, in this case one millimetre thick. For example, for

the lowest analysed plane at height 0.02 metres, the corresponding wall temperature was

area-averaged over the height 0.0195 to 0.0205 metres. This was done in intervals of 0.02

metres from height values of 0.02 metres to 0.30 metres, and at 0.31 metres. The reason

why a height of zero was not included is because this would include the temperatures of

the inlet pipe (the centre of which is defined as a height of zero). The reason why results

at 0.31 metres rather than 0.32 metres were taken is because 0.32 metres would include

the temperatures of the outlet pipe (which ranges from the z values of 0.3175 to 0.3425

m). The pipes were not included in the height calculations because doing so would have

to involve working out the area excluding the pipes; an unnecessary complication.

Figures 5.42 and 5.43 display these selected possible heat transfer coefficients as a

function of jacket height above the feed point. For the inner wall, the coefficient increases

up to about 0.09 metres (27% of the jacket height). This is due to the flow partly attaching

itself to the back of the jacket on the inner wall (the Coandă effect). The coefficient then 

steadily decreases as heat is lost, up to about 0.25 metres (76% of the jacket height), where

it begins to increase again due to further flow attachment because the flow is disrupted

near the outlet point. For the outer wall, the coefficient is predominantly higher, and

steadily decreases along the entire jacket height, as the flow preferentially attaches to the

outer side due to the centripetal force directing the fluid around the jacket.

5.5.4 Comparison with the Resistance Model

Engineering correlations to describe jacket side heat transfer coefficients are present in the

literature. However, they have some significant drawbacks. The correlations by Bondy and

Lippa (1983), Dream (1999) and Garvin (1999) consider only the inner film coefficient

,(ߙ) and the correlations by Gnielinski (2009) and Kakaç et al. (1987) do not have formulae

for scenarios with heat transfer from both walls of the annulus.

Bondy and Lippa (1983) and Dream (1999) both use a correlation found in Perry and Chilton

(1973) for turbulent flow, the only difference being that Bondy and Lippa suggest neglecting

a term in unbaffled jackets. It makes a greatly significant difference whether this term is

included or not. Kakaç et al. (1987) uses laminar flow only, so their correlation is excluded

in the table below.

To compare these heat transfer coefficients, the CFD values were included, as well as results

from a typical 1D resistance model of the form displayed in figure 5.44. The resistance
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model schematic displayed has historically been the standard overall method of calculating

the temperatures in a heat transfer process such as this. In this model, a constant heat Q̇ 

passes from side 1 to side 2, through three layers of resistance: the film resistance on side 1,

the wall resistance, and the film resistance on side 2.

Figure 5.44 – Model of heat transfer through three layers of resistance.

The inputs for the resistance model were all the values of temperatures and heat transfer

coefficients except the heat transfer coefficient on the jacket side. Putting in the same

temperatures, areas and heat transfer coefficients as were used as the boundary conditions

into the CFD defines all inputs but the temperature on side 1. This can either be the average

of the jacket inlet and outlet temperatures, or the volume-averaged temperature in the entire

jacket from the CFD values ( ܶ
തതതത). For most purposes, ܶ

തതതതwas used.

Table 5.11 displays the results of the calculations for heat transfer coefficients, including

correlations and the resistance model. Noticeably, the values predicted using the correlation

by Bondy and Lippa (1983) (when using ܶ
തതതത) are similar to the results of the resistance model

when using the mean of the jacket inlet and outlet temperatures. In either of these cases,

however, the value of ߙ is underpredicted compared to the values derived from the CFD

simulations. The Garvin (1999), Dream (1999) and Gnielinski (2009) correlations are

considered to be less suitable because the values are much higher, implying different

definitions of temperatures or different flow and heat transfer arrangements were used.

The results of evaluating correlations using the average of ܶ ଵ and ܶ ଶ rather than ܶ
തതതതare

not significantly different, so only the values using ܶ
തതതതare displayed in table 5.11. This

occurs because the correlations do not directly use the values of temperature, but rather use

Reynolds number, Prandtl number and viscosity. A small difference in temperature thus will

hardly impact the correlations, but will significantly impact the values given by the

resistance model. In a similar manner, there is very little difference between the inner and

outer wall when using the engineering correlations, because the only difference is the wall

viscosity, which is raised to the power of 0.14 (and thus has a relatively small influence on

the overall equation).
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Table 5.11 – Average heat transfer coefficient comparison for the inner wall in the

water boiling experiment.

Experiment mean jacket inlet

temperature / °C
129.4 134.6 139.5 144.5 149.5

Inner wall

heat

transfer

coefficient

αio /

W m-2 K-1

CFD values

(using ܶ
തതതത)

239.9 238.9 241.0 246.8 252.3

Bondy and Lippa

(1983)

correlation

185.8 184.8 186.8 193.4 198.5

Dream (1999)

correlation
421.6 419.2 423.9 438.9 450.3

Garvin (1999)

correlation
274.1 272.8 276.6 288.1 296.9

Gnielinski (2009)

correlation
728.4 726.6 738.4 770.9 796.0

resistance model

using CFD ܶ
തതതത 239.8 237.6 240.5 246.3 252.1

resistance model

using

( ܶ ଵ+ ܶ ଶ)/2

192.4 191.8 194.3 201.3 207.7

Minimum

(resistance model

using ܶ ଵ only)

169.9 169.6 172.5 180.0 185.9

In table 5.11, differences between the CFD values and the resistance model were negligible

if the CFD geometry model's area and the CFD simulation's volume-averaged bulk

temperature ( ܶ
തതതത) were used in both cases. This is a direct consequence of using the same

values for everything except wall temperature (ANSYS CFX calculates wall temperature as

a distribution across the surface).

The surface area of the experimental setup must be well known, as this can greatly affect the

film heat transfer coefficients when using the resistance model. For example, putting the

originally assumed jacket side outer wall area of 0.6356 m2 instead of the CFD geometry's

own area (based on the known dimensions of the jacket) of 0.5384 m2 into the resistance

model changes the predicted outer wall heat transfer coefficient from 278 W m2 K1 to 52

W m2 K1. This is because of the much larger temperature drop on the outside surface (side

2), so if this is reduced by a small percentage, since the overall temperature drop is constant,

the smaller temperature drop on the jacket side (side 1) is added to the large temperature

drop caused by the area change.
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5.6 Summary of Modelling the Plain Jacket

This chapter has relaxed the assumption of uniform upwards flow in the jacket, using a

model for pressure drop in the jacket with the Bernoulli equation, and CFD simulations

have been conducted on the jacket and process sides separately. The simulations appear

to agree reasonably with the experimental results and analysis.

Much can be learned from studying the results of the CFD models. Flow in the jacket is

non-uniform and heat transfer is greater near the inlet and outlet ports of the jacket.

Running a mesh-intensive CFD simulation may reveal details such as temperature hotspots

that could affect the process. Comparatively, the commonly used resistance model combined

with engineering correlations can be reliable as an estimate to expected average

temperatures. Predicted values of heat transfer coefficient for the inner wall in the case of

Bondy and Lippa (1983) are at most 5% different from the CFD values in the inner wall, at

most 15% different in the outer wall. However, comparing the results of the resistance

model, this translates into a temperature error only up to about 1.1°C in both the inner and

outer wall. Other correlations would have higher errors in this case, but may be more suitable

for other geometries such as uniform annular flow, flow guided by vanes, or different jacket

types such as half-pipe or dimple jackets.

In cases such as when high mixing and/or boiling coefficients are used for the process side

– though these have a high degree of uncertainty – the values are usually high enough not to

be the controlling factor for heat transfer. On the other hand, in the outer wall, the input

values often become the controlling resistance and require specific known conditions to

estimate, such as free convection of air on a vertical surface (as detailed in section 4.3.2).
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6 MODELS TO INVESTIGATE THE PROCESS SIDE

6.1 Introduction to Modelling the Process Side

According to the literature, the assumption of perfect mixing in the process side (that is,

inside the vessel) is very robust for most applications. However, for very fast reactions or

very temperature-sensitive reactions “CFD models should be definitely used” (Milewska

and Molga, 2010). Detailed understanding of the heat transfer and fluid flow in the

specific type of reactor under operation is therefore important in such situations.

Knowledge of the distributions of heat transfer coefficients is an essential part of this,

because this will highlight areas of the reactor in which temperature peaks (or “hot spots”)

may occur.

The dominant direction of flow in unbaffled vessels agitated using a pitched blade turbine,

as with most impellers, is tangential. In an unbaffled vessel, the bulk of the fluid will thus

create a vortex. A lack of baffles will mean mixing and turbulence are reduced, and

resistance to flow is reduced. The primary flow pattern generated by a pitched three-blade

turbine is that the flow is directed downwards at the blades and moves upwards axially

along the wall. Secondary flow effects may include an outer, slower-moving flow

circulation that moves downwards closer to the wall. This is especially promoted if the

contents are cooling, as natural convection will aid downward flow at the walls. During

heating, natural convection will aid upward flow at the walls – however, in this CFD

simulation, the secondary effects of forced convection still result in net downward flow

near the walls despite the heating condition.

Areas for temperature peaks are known to occur in the centres of the recirculation zones

of the secondary flow, “since heat transfer is dominated by the secondary flow” (Pedrosa

and Nunhez, 2003). These zones are slower-moving than the primary flow zones

generated directly by the turbine and thus are less well mixed.

Brennan (1976) reviewed the vortex models developed by Nagata et al. (1955), Braginskii

(1967) and Zlokarnik (1971). In these models, the flow was separated into an inner forced

vortex, which is like a rotating cylinder of liquid, and an outer free vortex. This model of

a forced vortex in the centre and a free vortex on the outside, joined at a ‘critical radius’,

is widely used in predicting the free-surface profile, for example in Nataga (1975), but

the focus has been on Rushton turbines and flat-blade impellers, rather than pitched blade

turbines.
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Correlations for predicting the vortex depth, defined as the distance between the initial

surface height and the surface height at the centre of the vortex, for various impeller types,

have been reported by Rieger et al. (1979). Equation (6.1) is such a correlation, derived

from an experimental investigation to provide the vortex depth for a pitched three-blade

turbine, for a Galileo number between 108 and 1010, using an empirically derived constant

(ଵܤ) of 0.71 ± 0.03 under these conditions.

ℎ/݀ = .ଷ଼Frଵ.ଵସୋୟషబ.బబఴ(/ௗ)షబ.బబఴି(݀/ܦ)ଵGa.ଽܤ
(6.1)

Nagata (1975) provided equations to describe the vortex profile in a six-bladed Rushton

turbine, which were later used by many authors, including Haque et al. (2006). This

profile is compared to the CFD results for the three-bladed pitched turbine used in this

investigation.

Nagata et al. (1972) provided a correlation, equation (6.2), for predicting the average wall

film heat transfer coefficient on the inside surface of an unbaffled agitated vessel from

the Nusselt number in terms of a Reynolds number, a Prandtl number, a viscosity ratio

and parameters related to the turbine: ܾ is the turbine blade width, ߴ is the blade angle

measured from the horizontal, ݀ is the turbine diameter and ݊ is the number of blades.

This equation alone is not suitable for the type of problem discussed in chapter 4, as it

does not account for boiling.

Nu= 0.54Re
.Pr.ଷଷVi.ଵସቈ

5ܾsin( (ߴ

݀


.ଶ

ቀ
݊

6
ቁ
.ଶ

[sin( )].ହߴ (6.2)

6.2 CFD Modelling of the Process Side

6.2.1 CFD Simulation Methodology

Figure 6.1 displays the ‘domains’ used in the CFD simulation (on ANSYS CFX) for the

impeller (purple) and tank (green). An optional wall mesh (red) was used in non-

isothermal simulations. The ‘ANSYS Meshing’ program was used to automatically

generate a mesh for the impeller using tetrahedral elements, because of the complex

geometry involved. ANSYS ICEM was used to make the mesh for the rest of the tank,

which had a height 0.2 metres higher than the top of the jacket. This was to ensure no

water could reach the top of the tank domain, which would cause problems as it would be

deleted from the simulation.
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The ‘2D bump tutorial’ in ANSYS CFX was first practised to learn how to simulate a

two-phase problem with water and air. The initial volume fraction distribution and

pressure distribution had to be set. This required knowledge of an initial water level.

Figure 6.1 – The computational domains of the process side and wall mesh.

In the ANSYS program ‘DesignModeler’, clicking on any “body” (which means any 3D

part of the model), automatically displays values such as the volume. For example the

“process” body, when clicked on without the stirrer, takes up 26.589 litres. The volume
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of the stirrer is then taken off this value, and the volume of a cylinder with a hole in it

(hole diameter the same as the stirrer shaft, which is 0.034 m) and outer diameter the same

as the process side of the vessel, which is 0.308 m) can be used to calculate the liquid

height at which 20 litres of substance is in the process side. This can then be used to set

the initial volume fraction of air and water in the process side.

The conservation equations for mass, momentum and energy were used by all CFD

programs and implemented in the simulations in this thesis. These have been discussed

in section 5.3.1. Both the standard k-ε turbulence model and the shear stress transport

(SST) model were used to model turbulence. These models have been described in detail

in section 5.3.2. The BSL RSM was also attempted, however, all attempts failed for

unknown reasons. This is discussed more in section 6.2.3.

According to ANSYS Help (2013), the ‘homogeneous model’ should be selected if “the

interface is distinct and well-defined everywhere”. This condition applies in this

simulation. The homogeneous model solves the conservation equations using the same

velocity and temperature fields across both fluids.

The interface capturing method described in Zwart et al. (2003) was used. ‘Aggressive

interface compression’ is used by default in ANSYS CFX, although an option exists to

disable it if needed.

The detailed equations describing the ‘homogeneous’ two-phase model in ANSYS CFX

are provided in Zwart (2005). For two-phase liquid-vapour systems, as in this thesis, the

liquid continuity equation is used, where the subscripts ݈and ݒ represent the liquid and

vapour phases respectively, and ሶ௩ߩ represents the rate of mass transfer from vapour to

liquid:-

ߩݔ∂
ݐ∂

+
ݒߩݔ∂
ݏ∂

= ௩ߩ̇ (6.3)

The volume continuity equation, assuming incompressible phases (as is the case with

water and subsonic air) is:-

ݒ∂
ݏ∂

= ௩൬ߩ̇
1

௩ߩ
−

1

ߩ
൰ (6.4)

The bulk momentum equation is:-
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(ݒߩ)∂

ݐ∂
+
∂൫ߩݒݒ൯

ݏ∂
= −

∂

ݏ∂
+ ݃ߩ +

∂ ߬̃

ݏ∂
(6.5)

where:-

=ߩ +ߩݔ ௩ߩ௩ݔ (6.6)

and:-

߬̃= ቆߤ
ݒ∂
ݏ∂

+
ݒ∂

ݏ∂
ቇ (6.7)

where:-

=ߤ +ߤݔ ௩ߤ௩ݔ (6.8)

Finally, the volume fraction constraint is:-

+ݔ ௩ݔ = 1 (6.9)

According to Zwart (2005), this system involves six equations for the six unknowns,

which are ݒ (three directions), , andݔ .௩ݔ

ANSYS Help section 7.18 of the CFX Modelling Guide states that the inhomogeneous

model is to be used when entrainment of one phase into the other is expected, so that the

phases can separate. Hence, as no entrainment is expected in this simulation, the

homogeneous model was selected.

The University of Leeds's ‘ARC2’ computing facility could not run the internal

simulation at first and produced an output file suggesting to set the expert parameter

‘topology estimate factor zif’ to a value above 1.0 but not as high as 1.2.

The description of the expert parameter ‘topology estimate factor zif’ in ANSYS Help,

CFX Modeling Guide section 17.3.4 (Convergence Control Parameters) (ANSYS, 2013)

was that it was an internal memory factor, so shouldn't affect the results.

A ‘topology estimate factor zif’ value of 1.15 was initially put into the ARC2 simulation

with the internal content and wall with heat transfer (thermal run). The corresponding

desktop run had no such expert parameter set. A different level of convergence was the

only other difference in these runs as a result of the difference in running time (momentum
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equation residuals of approximately 10-4 in the desktop run and 10-6 in the ARC2 run).

Note that these residual values were not part of the convergence criteria in this case, as

minimum residuals were turned off and the simulation was left to converge for two days

in the desktop run and 8 hours in the ARC2 run. Comparison of these results produced

apparently different values – a visually deeper vortex (by about 1 centimetre) was present

in the ARC2 run (with the expert parameter active). An inquiry submitted to ANSYS

customer support confirmed that this difference could not be due to the ‘topology estimate

factor zif’ because it is a memory allocation factor.

Consequently, a further set of isothermal runs were conducted, with the convergence

criteria of 10-5 as the stopping condition. Again, the desktop run had no expert parameters

and the ARC2 run had the expert parameter ‘topology estimate factor zif’ set to 1.05. This

value was sufficient in this case. This time, there was no significant difference in vortex

depth or maximum velocity between the two runs.

One of the suggested options to more accurately resolve the interface between the air and

water was ‘mesh adaption’. This is the process of refining the mesh (decreasing the cell

size) at the place where the interface is expected. ANSYS CFX does offer an option to do

this automatically – however, when ‘mesh adaption’ was selected, CFX-Pre (version 15)

did not allow it, instead producing the message: “Mesh Adaption is unavailable for multi

domain cases, cases with external solver coupling, elapsed time control, transient, mesh

motion, radiative tracking or particle transport cases or until a Domain has been created!”

Parallel processing was thought to be a factor as to why some problems kept occurring

with the simulation, as ANSYS Help, CFX Modeling Guide section 7.18.5.9 (ANSYS,

2013) suggested that a free surface model where a portion of the partition boundary is

aligned with the free surface can cause problems with parallel processing. The guide

suggested using “coupled partitioning” or reducing the value of the expert parameter

‘overlap relaxation fluids’ from its default value of 1. However, this parameter was not

adjusted during these simulations. Additionally, serial processing on the desktop may be

sufficient to overcome this problem, although the computational power of the desktop

used is far lower and the maximum memory may be insufficient.

6.2.2 Boundary and Setup Conditions

For the flow calculation, a non-slip boundary condition was implemented on all walls.

The log law of the wall was used by default. The top of the ullage region was set as an

‘opening’ with an ‘entrainment’ type selected, which was set to 1 atmosphere pressure
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and a constant volume fraction of 1 for air and 0 for water. In the non-isothermal

simulations, the ‘opening’ was set to a constant temperature of 30°C. Any air escaping

the boundary due to convection would thus be replaced with air at 30°C. When heated,

this would induce natural convection in the air, where air at 30°C would come down at

the centre of the vessel while hotter air would rise at the walls, because the walls are hotter

due to the jacket heating the contents.

Figure 6.2 displays the thermal boundary conditions used for the non-isothermal flow

(semi-conjugate) calculation. The walls were divided into an upper (ullage) section and a

lower (jacket) section. The upper wall was exposed to the ambient temperature (Tamb) and

the lower wall (the outside of the wall mesh) was exposed to the mean jacket heat transfer

medium temperature (Tm), which was treated as constant.

Figure 6.2 – Thermal boundary conditions for the semi-conjugate simulation.

At the walls, an external heat transfer coefficient including conduction and convection

resistances and external temperature were specified. This procedure is the same as

discussed in section 5.3.5.

For the lower wall, the mean jacket temperature was set to 78.2°C, based on the

experiment, and the heat transfer coefficient was set to 220 W m-2 K-1; a reasonable guess

based on the values discussed in section 5.5.4.

The upper wall used the ambient temperature of 20°C. The heat transfer coefficient in the

upper wall accounts for the conductive resistance of the upper wall and the outside

thermal resistance – free convection and radiation on the outer side. The assessed value

used in this case was 12 W m-2 K-1; again based on the possible values discussed in section

5.5.4.
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To connect the different meshes (tank to impeller and tank to wall), ‘general grid

interfaces’ (GGI) were set up at the boundaries between them. According to the ‘CFX

Help’ documentation, “a control surface approach is used to perform the connection

across a GGI attachment or periodic condition”. Additionally, “A physically based

intersection algorithm is employed to provide the complete freedom to change the grid

topology and physical distribution across the interface.” The documentation does not

provide the equations used, for commercial reasons.

ANSYS CFX cannot simulate different fluids in different domains unless the settings for

“constant domain physics” and “default domain” are disabled. In ANSYS 15, this is a

‘beta feature’. In future versions it might become a more standard feature of ANSYS

CFX.

The shaft (inner tank domain wall) and the impeller domain were set to rotate at 180 rpm

(corresponding to a Reynolds number of 7.67×104 at 30°C). Gravity was set as 9.81 m s-

1 in the vertical direction. The homogeneous multiphase flow model was used. For heat

transfer, the separate ‘homogeneous’ option was selected (which means the same

temperature field will be used for both phases) and the ‘thermal energy’ option was

chosen, which means the energy contribution due to viscous work is ignored – this is

recommended for subsonic flow.

An initial pressure and volume fraction of water had to be specified in the simulation, so

an initial height was required. The liquid level in the reactor when 20 litres full was the

same as the tank diameter (0.308 m) when measured from the bottom of the vessel. Based

on the coordinate system in the simulation (with the centre of the jacket inlet pipe marking

the base height of zero), the water level was assessed to be at a height of 0.2733 metres.

Above this height, the initial volume fraction of air was set to 1 and the initial volume

fraction of water was set to 0. Below this height, the initial volume fraction of air was set

to 0 and the initial volume fraction of water was set to 1.

The initial pressure was set as the hydrostatic pressure of the water, proportional to height

under the surface pressure of 1 atmosphere. This was set using equation (6.10), where ݖ

is the height value in the simulation's coordinates.

௪௧ = ௪௧݃(0.2733ߩ௪௧ݔ − (ݖ (6.10)

The initial pressure of the air above the surface was set to 1 atmosphere (independent of

height).
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The simulation was set to ‘steady state’ in order to investigate the heat transfer rates. It

should be noted that the heat transfer process to be modelled is intrinsically transient (non-

steady state) in reality, but the calculation method uses “pseudo time steps”, in which the

water gradually heats up from the initial temperature (30°C). This was deemed sufficient

for an initial investigation, although it meant that the final water temperature needed to

be used in estimating the temperature difference for the heat transfer investigation.

The typical maximum time scale to be used (in each pseudo time step) was worked out

by using the reciprocal of the rotational speed in radians per second. This worked out as

0.053 seconds, but a smaller value (0.026 seconds) was used to provide greater stability

in the solution's convergence.

6.2.3 Grid and Turbulence Model Independence Tests

Coarse, medium and fine meshes were constructed for the tank, while only medium and

fine meshes were made for the turbine. A single size of mesh was also used for the inner

jacket wall in the lower half of the vessel. Table 6.1 lists some details of the grids used

for the simulation (impeller, tank and wall) – number and type of cells, maximum cell

edge lengths and the refined cell edge lengths of the cells adjacent to the wall (labelled as

the “near-wall cell edge length”). Note that the ‘coarse’ impeller mesh was used with the

‘coarse’ tank mesh, and the ‘fine’ impeller mesh was used with the ‘medium’ and ‘fine’

tank meshes.

Table 6.1 – Details of the grids for the tank and impeller.

Mesh

Number

of cells ×

10-5

Type of

cells

Maximum cell

edge length /

mm

Near-wall cell

edge length / mm

Impeller (Coarse) 3.69 Tetrahedral 6.8 0.034

Impeller (Fine) 5.42 Tetrahedral 5.0 0.022

Tank (Coarse) 6.90 Hexahedral 5.4 0.800

Tank (Medium) 27.5 Hexahedral 2.9 0.100

Tank (Fine) 96.2 Hexahedral 1.5 0.100

Wall 1.68 Hexahedral 2.0 N/A

Figure 6.3 displays the predicted tangential velocity profiles for the three grid sizes (see

Table 6.1) obtained using the standard .modelߝ݇- The results are very similar for all grid

sizes. On the other hand, Figure 6.4 displays some different profiles depending on the

grid used with the SST model. Further refinement is required for the SST model, although

this was not practical without further investment of time and computational resources. In
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the main simulations and analysis, the medium mesh was used with the standard ߝ݇-

model.

The curvature corrected SST model was also tested, but the results again were

inconsistent, so further refinement will be needed.

Figure 6.3 – Predicted tangential velocities, at a height of 0.1 m above the jacket inlet

port, using three mesh sizes and the standard .modelߝ݇-

Figure 6.4 – Predicted tangential velocities above the gap between the blades, at a

height of 0.1 m above the jacket inlet port, using three mesh sizes and the SST model.



165

The BSL Reynolds Stress model could not run when the process side simulation was

involved, and an investigation into this lead to the use of the Explicit Algebraic Reynolds

Stress Model (EARSM), which produced results that had a very large error in mass

conservation (such as the water level dropping by about 50%). This was speculated to be

due to poor mesh quality in the automatically generated, tetrahedral ANSYS mesh (in

which one single cell was identified to be over the acceptable skewness), although it is

unknown if the automatic mesh generator in ANSYS Meshing can alter individual cells

to reach any acceptable level. Further development of automatic meshing software may

be required.

6.2.4 Flow Pattern

Figure 6.5 – Predicted velocity vectors (coloured by tangential velocity) and

streamlines (purple) using the standard modelߝ݇- and the medium grid.

Figure 6.5 displays the flow pattern in the tank using the velocity vectors and streamlines

obtained with the k-ε model and the medium grid. The magenta line in the right-hand

image displays the position of the vertical plane seen from above. As expected, the motion

of the water in the vessel agitated by the pitched blade turbine creates a toroidal vortex

around the impeller, with the liquid being drawn down along the impeller shaft and up

further away. However, this effect does not reach the walls, so there is also an outer,

slower toroidal vortex and a small downward velocity close to the walls. This is

considered part of the secondary flow, so “hot spots” are more likely to occur in these

regions as well as nearer the surface where the turbulence is lower.

At the blades, there is a much stronger downward motion, due to the blade pushing the

fluid downwards. The asymmetry in the flow field is due to the position of the turbine
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blades with respect to the vertical plane as displayed in the right-hand image in figure 6.5.

Heat transfer and turbulence are greater in this part of the vessel.

Figure 6.6 – Tangential velocities at different heights (between the blades) predicted

using the standard .modelߝ݇-

Figure 6.7 – Tangential velocities at different heights (at the blades) predicted using the

standard .modelߝ݇-

Figures 6.6 and 6.7 display the radial profiles of the tangential velocity obtained using the

turbulenceߝ݇- model at key vertical locations along the liquid height. Figure 6.8 displays

all of these heights relative to the liquid depth in the reactor as magenta lines, as a visual

indicator, as well as the location of the vertical plane with respect to the impeller position.
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Figure 6.6 displays the velocities in the vertical plane located between two turbine blades,

whereas figure 6.7 displays the velocities in the plane aligned with the turbine blade itself.

Above and even at the impeller, there is little change in the flow as the blade passes.

Below the impeller, the tangential velocity increases rapidly – when the blade is passing,

closer to the shaft, the tangential velocity drops from 0.4 to 0.3 m s1. This is due to the

flow being re-directed downwards at this point. The velocity vectors in figures 6.5 and

6.8 also display this effect.

Figure 6.8 – Indication of height lines used in figures 6.5 and 6.6.

6.2.5 Vortex Geometry

The distribution of volume fractions of water and air in the tank is displayed in figure 6.9,

which also reveals the shape of the vortex. As can be seen in the figure, the air-water

interface is not very sharp, which could be due to numerical errors. The shape of the

vortex (that is, free surface profile) in figure 6.5 and figure 6.8 is not well defined and

varies significantly with the value of liquid volume fraction (LVF) used to capture the

air-water interface.

A range of LVF values between 0.5 and 0.9 has been used in previous studies (for example

Haque et al., 2006 and 2011). In figures 6.5 and 6.8, three surface profiles are visible on

the image as black lines at the surface, corresponding to LVFs of 0.1, 0.5 and 0.9, similar

to the images in Zwart et al. (2003). The surface profiles for an LVF of 0.1 and 0.5 have

a raised section, within which the profile seems to follow a “forced vortex” shape, and

outside which it seems to follow a “free vortex” shape. It is interesting to note that this

may be related to the point of transition between the “forced” and “free” vortices,
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predicted by the simulation. The surface profile for an LVF of 0.9 displays a typical “free

vortex” shape, only appearing “forced” right at the shaft.

Figure 6.9 – Volume fraction contours obtained using the medium grid and the standard

,modelߝ݇- for the steady state process-only simulation.

Figure 6.10 – Possible vortex profiles from the CFD (using a three-bladed pitched

turbine) in comparison with Nagata's (1975) correlation (for a six-bladed Rushton

turbine).

Figure 6.10 displays possible vortex profiles from the CFD simulations based on different

values of LVF. Using an LVF of 0.1 (red line) or 0.9 (blue line) appears to deviate strongly

from the expected surface position (that is, significantly far from the initial flat height),

whereas the LVF of 0.5 (green line) lies in the expected area. However, the shape of the

surface profile for an LVF of 0.5 is very different from that calculated using the Nagata

(1975) correlation (black solid line), which uses a Rushton turbine rather than a pitched
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blade impeller. The surface profiles for the free curve and the forced curve are also

displayed in figure 6.10, to demonstrate the shape only. These profiles are derived from

the equations given in Rieger et al. (1979) with the vortex depth and the tank wall depth

(also calculated by equations in Rieger et al., 1979) as input parameters for the forced and

free vortex, respectively, hence these profiles do not match up with the appropriate initial

flat height displayed (all profiles ideally should cross the initial flat height line due to

conservation of mass).

6.2.6 Heat Transfer

For the steady state semi-conjugate CFD simulation, figure 6.11 displays the temperature

distribution inside the vessel and figure 6.12 displays the temperature distribution at the

vessel wall ( ܶ). In figures 6.11 and 6.12, the image is cut off just below the water surface

in order to allow the distribution below the surface to be displayed with more contrast,

because the wall temperature above this point is much higher than below the surface. A

small temperature range of 0.4°C is used in figure 6.11 otherwise these small temperature

variations would not be visible, as the mixing evens out the distribution quite effectively.

Figure 6.11 – Water temperature distribution in the bulk of the tank, for the steady state

semi-conjugate simulation.

Higher temperatures occur at the toroidal section of the wall and above the liquid surface.

The toroidal section is within the zone of secondary flow, described by Pedrosa and

Nunhez (2003), and is where the greatest temperature spikes are expected. The higher

temperature above the liquid surface is due to the low thermal conductivity of air, so the

temperatures here are closer to the jacket temperature.
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The lowest wall temperatures occur at the bottom of the jacket, because of the higher heat

transfer coefficient (ߙ) in this region. As the water is forced downwards in these areas,

the temperatures at the wall are closer to the temperature in the vessel. These higher values

of heat transfer coefficient result from higher shear stress in these areas, as described in

Mahmud et al., (2015).

Figure 6.12 – Distribution of temperature at the vessel wall for the steady state semi-

conjugate simulation.

As described in section 5.3.4, and in Bentham et al. (2015a), it was assessed that the flow

pattern in plain jackets includes a major ‘dead zone’ (very low flow) at the bottom of the

reactor, where natural convection dominates, and so the coldest jacket temperatures ( ܶ)

tend to occur here, regardless of whether the overall process is of heating or cooling the

vessel contents. As the bottom of the vessel has a higher heat transfer coefficient inside

the vessel due to the impeller, the heat transfer is especially dominated by the jacket in

these areas.

The distribution of heat transfer coefficient on the bottom and sides of the tank displayed

in figure 6.13. The simulation uses the procedure outlined in section 5.5.1 to assess these

values. This image is not cut off near the water surface, and displays the very low heat

transfer coefficient resulting from the low conductivity of air. These results are visually

similar to those found in Milewska and Molga (2010), which display three areas of high

heat transfer coefficient below the pitched blades of the impeller. Figure 6.14 displays a

similar pattern for the wall shear stress, as is expected considering the results of

simulations in chapter 5.
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Figure 6.13 – Distribution of heat transfer coefficient at the vessel wall, for the steady

state semi-conjugate simulation.

Figure 6.14 – Distribution of wall shear stress at the vessel wall, for the steady state

semi-conjugate simulation.

The highest values of heat transfer coefficient and wall shear stress occur where the three

pitched blades forced the liquid downwards. Below the blade tips, in this simulation, the

heat transfer coefficient reaches a maximum of 3800 W m2 K1 and the wall shear a

maximum of 1.46 Pa. At the walls, the average wall heat transfer coefficient (based on

the procedure outlined in section 5.5.1) is predicted as 3280 W m2 K1 (corresponding to

a ܷ value of 101.5 W m2 K1). This value of ߙ is somewhat higher than the prediction

of 2663 W m2 K1 (corresponding to a ܷ value of 100.8 W m2 K1) from the correlation

of Nagata et al. (1972), displayed in equation (6.2) (see section 6.1). However, both

predictions are still high enough to mean that the dominant resistances to heat transfer are
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those of the wall and jacket, which is why the ܷ values are so similar. The average wall

shear in this case is predicted as 1.08 Pa.

The definition of the inside film heat transfer coefficient depends on the temperature used

( ௗܶ in equation 6.11). This depends on the location of the temperature used as ௗܶ. For

example, using the inner temperature of the liquid (at the shaft), the average value of heat

transfer coefficient in the simulation is 1142 W m2 K1 (corresponding to a ܷ value of

96.0 W m2 K1). This value of ߙ is significantly lower than the 2663 W m2 K1 predicted

using the Nagata et al. (1972) correlation (again, the overall ܷ is similar because the

jacket and wall are the controlling resistances).

௪ݍ̇ = ௪ߙ ൫ܶ ௪ − ௗܶ൯ (6.11)

In the ANSYS CFX software, the ‘wall heat transfer coefficient’ ௪ߙ) , which in this case

is (ߙ is obtained using the procedure outlined in section 5.5.1. The definition of the

temperature difference here is not recommended – although it often provides a reasonable

estimate that falls within theoretical values, it is often a smaller temperature difference

because the temperature is taken to be nearer to the wall rather than the average or bulk

temperature. A lower temperature difference will mean a larger heat transfer coefficient

is calculated. Using this procedure, the heat transfer coefficient on the process side in the

CFD simulation was assessed as an average of 3213 W m-2 K-1.

Figure 6.15 – Interdependence of inner and outer wall film heat transfer coefficients.

Figure 6.15 displays the jacket side film heat transfer coefficient (vertical axis) vs. the

process side film heat transfer coefficient. The resistance to heat transfer in the 6 mm
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glass wall provides a heat transfer coefficient of 200 W m2 K-1, so this is usually the main

controlling resistance because of the relatively low thermal conductivity of glass (in this

case, 1.2 W m-1 K-1). If the jacket film heat transfer coefficient is between about 150 and

200 W m2 K-1, as predicted using the correlation of Bondy and Lippa (1983), and/or the

process side film heat transfer coefficient is above about 800 W m-2 K-1, as is predicted

both by Nagata's (1972) correlation and the CFD simulations, the resistance to jacket side

heat transfer becomes another controlling resistance and the process side heat transfer

coefficient becomes less relevant overall.

6.2.7 Transient Semi-Conjugate Simulation

Results have been obtained for a transient simulation using the initial conditions as the

steady state semi-conjugate simulation results obtained in sections 6.2.4 to 6.2.6 (k-ε

model, medium grid). For this simulation, the settings and boundary conditions were the

same as described in section 6.2.2, except that the ‘transient’ setting was active and the

time setting were set to run for time steps of 0.0025 seconds for 100 seconds maximum.

However, the maximum elapsed run-time of the simulation was set to 8 hours, which is

not enough to simulate 100 seconds of operation. In the final results file, 11.09 seconds

of operation had been simulated at the final time step. This was deemed to be a sufficient

time (by the author), and the results obtained were indeed reasonable.

Figure 6.16 – Volume fraction contours for the transient semi-conjugate simulation.

The distribution of liquid volume fraction (LVF) is much better defined in the transient

simulation, as is displayed in figure 6.16. Although the overall transition is a little

smoother compared to the steady state simulation (figure 6.9, in section 6.2.5), the shape

of the surface is more well defined. This is also visible in figure 6.17, which displays the

streamlines and velocity vectors, in a similar fashion to figure 6.5 (in section 6.2.4). The
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black wavy lines at the top of figure 6.17 indicate the positions of the LVF of 0.1, 0.5 and

0.9, from top to bottom.

The streamlines in figure 6.17 also present, as in the steady state simulation, zones of

secondary flow near the walls (a slow-moving toroidal vortex that runs down the walls

and up in the middle next to the primary flow zone).

Figure 6.18 displays the distribution of wall temperature in the transient semi-conjugate

simulation. This is as would be expected – a large temperature drop through the wall,

caused by the low thermal conductivity of the glass (1.2 W m-1 K-1, about a tenth that of

steel) and high resistance to heat transfer. The wall temperature above the surface,

however, stays almost equal to the set jacket temperature of 78.2°C. This is due to the

low thermal conductivity of air (0.03 W m-1 K-1) compared to the water (0.62 W m1 K1),

as well as the comparatively low wall shear (lack of agitation) in the areas exposed to air.

Figure 6.17 – Streamlines and velocity distributions for the transient semi-conjugate

simulation.

Figure 6.19 displays the distribution of heat transfer coefficient and figure 6.20 displays

the wall shear stress. The images display results only at an LVF above 0.5 (being defined

as below the surface of the water in this case). Below the water surface, the average heat

transfer coefficient is 3207 W m-2 K-1 (corresponding to a ܷ value of 101.4 W m2 K1)

and the average wall shear stress is 1.07 Pa. The wall shear stress and heat transfer

coefficient follow a very similar pattern to one another, as expected and similarly to the

previous steady state simulations. The lower value of heat transfer coefficient (and lower

shear stress) above the surface appears to be primarily due to the much lower density (and
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hence much lower momentum) of the air. The highest value of heat transfer coefficient is

located below the impeller blades, where the water is being forced downwards.

Figure 6.18 – Wall temperature distribution in the transient semi-conjugate simulation.

Figure 6.19 – Heat transfer coefficient distribution at the vessel wall, for the transient

semi-conjugate simulation.

Figure 6.21 displays the wall temperature distribution. In this simulation, the average

temperature at the wall, under the water surface, is 38.6°C. The temperature distribution

appears to be almost the inverse of the heat transfer coefficient distribution, displaying

high temperatures at the wall (due to the glass above the water surface heating up across

the entire wall profile as explained previously) and low temperatures below the impeller
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blades. These low temperatures in this case are entirely due to the impeller blades forcing

the colder parts of the fluid onto the wall surface. This is because the jacket temperature

distribution has not yet been combined as it would be in a full conjugate simulation.

Figure 6.20 – Shear stress distribution at the vessel wall, for the transient semi-

conjugate simulation.

Figure 6.21 – Temperature distribution at the vessel wall, for the transient semi-

conjugate simulation.

Figure 6.22 displays the temperature distribution inside the vessel, for the transient semi-

conjugate simulation. This is similar to the steady state conjugate simulation displayed in

figure 6.11 (in section 6.2.6). As in the steady state version, the temperature variation can

only be seen if the range is narrowed (in this case to 0.5°C). This is due to the effectiveness

of the mixing. In the water, again, higher temperatures are seen at the bottom of the vessel,
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particularly near the toroidal section and in the zones of secondary flow, similar to section

6.2.6. Much higher temperature differences are seen in the air, again due to the lower

thermal conductivity of the air. The air is heated up by the wall and rises out of the

simulation space by natural convection. An equivalent volume of air at 30°C enters via

the opening at the top. However, interfacial thermal conduction is not sufficient to affect

the heat transfer and water temperature distribution compared to the effect of heating from

the jacket.

Figure 6.22 – Temperature distribution within the vessel, for the transient semi-

conjugate simulation.

6.3 Summary of Modelling of the Process Side

Using CFD, the flow in the process side has been modelled using an isothermal model

(with no wall mesh) and the flow and heat transfer have been modelled using a non-

isothermal semi-conjugate model (with a wall mesh to add thermal inertia from the wall,

but keeping the assumption of a constant jacket temperature). A steady state simulation

and a transient simulation have been run for the semi-conjugate model.

The results obtained were similar to those predicted in similar CFD simulations in the

literature (Milewska and Molga, 2010). Predicted vortex geometry is dissimilar to

correlations found in the literature which assume a central forced vortex and outer free

vortex, although this may be due to the different impeller type used. Additionally, the



178

vortex is difficult to define due to the gradual change in volume fraction as a result of

numerical errors. In reality, the volume fraction has a step change and is very well defined.

Table 6.2 displays the average values obtained from the steady state and conjugate

simulations. The steady-state and transient results are very similar, providing some

support to the possibility that steady state simulations with pseudo time steps can be used

in place of transient simulations. However, this is just one instance, so many more CFD

simulations will have to be done to come to that conclusion.

Temperatures are not included in table 6.2 because the simulations were heated up for

different amounts of time, thus they are not relevant for comparison between the two

cases.

Table 6.2 – Average values obtained from the conjugate and semi-conjugate

simulations.

Simulation
ߙ /

W m2 K1

Wall shear

stress / Pa

Steady state semi-conjugate 3280 1.08

Transient semi-conjugate 3207 1.07

In the process side, hot spots are expected near the wall at the top and bottom of the

reactor, particularly in zones of secondary flow where the mixing is lessened. As the water

level is below the jacket, high temperature variations occur at the walls near the top

because of insulation from the air.
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7 CONJUGATE SIMULATION

7.1 Introduction to Conjugate Modelling

Through chapters 5 and 6, more of the assumptions laid out in section 4.2.1 have been

relaxed. In this conjugate CFD simulation, the only assumptions still in place are that a

steady state can apply and that there is a uniform constant ambient temperature and

uniform constant heat transfer coefficient on the outer walls.

7.2 Steady State CFD Conjugate Simulation

7.2.1 Boundary and Setup Conditions

The conjugate simulation used the same settings and boundary conditions as the non-

isothermal simulation with a wall mesh (see section 6.2.2 for the boundary values input),

and combined these with the jacket mesh and boundary conditions from section 5.3.5,

except for the differences outlined as follows. The main difference was that the jacket

temperature was not constant – instead it was based on the originally measured jacket

inlet temperature ( ܶ ଵ) of 80.6°C. A general grid interface (GGI) was used on both sides

of the wall. A visual representation of the thermal boundary conditions is displayed in

figure 7.1.

Figure 7.1 – Thermal boundary conditions and paths of heat in the conjugate

simulation.

As in the non-isothermal simulation, the objective of this simulation was to assess the heat

transfer to the water from the jacket at an instant in time when the jacket inlet temperature

was 50°C higher than the process temperature, and the process temperature was not expected

to be significantly higher than 30°C. The effect of heat transfer from the water outside the

simulation boundary was therefore expected to be negligible in this simulation, so the
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constant temperature ‘opening’ boundary condition at the top was deemed acceptable,

despite being unphysical.

Grid independence tests were not performed on the full conjugate simulation, because

they were already performed on all meshes in the separate jacket and process simulations.

Figure 7.2 – Computational domains used in the conjugate simulation.
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Figure 7.2 displays the full extent of the meshes (or ‘domains’) used in ANSYS CFX. In

this image, the jacket mesh is in blue, the wall mesh is in red, the tank mesh in green and

the impeller mesh in purple. This chapter deals with all four meshes simultaneously.

The model used in the only successful full conjugate run was the curvature corrected SST

model, on the medium meshes for the tank and impeller and the coarse mesh for the jacket,

and in steady state mode. In chapter 6, the SST model was concluded to need more

refinement in the tank and impeller domains. Hence, the results are not entirely

quantitatively realistic. However, much useful information can still be derived from this

simulation.

7.2.2 Conjugate Heat Transfer Simulation

The results in this section will be presented in a similar fashion to section 5.5. However,

the data are only displayed for the inner wall, as the general phenomena at the outer wall

have already been investigated in section 5.5. Again, it must be emphasized that the

variations taking the form of vertical lines visible in these results are a purely result of the

polygonal structure of the mesh and not an intrinsic feature in reality.

Figure 7.3 – Heat transfer coefficient on the jacket side of the inner wall, for the full

conjugate simulation. View from the outside.

Figures 7.3 to 7.8 display results for the jacket s8ide. In figures 7.3 to 7.6, the heat transfer

coefficient and wall shear stress again appear to follow similar distribution patterns. The

average value of the jacket inner wall heat transfer coefficient is predicted to be 289
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W m2 K1, which is similar to that predicted by literature correlations and other CFD

results (discussed in section 5.5).

Figure 7.4 – Heat transfer coefficient on the jacket side of the inner wall, for the full

conjugate simulation. View from the bottom.

Figure 7.5 – Wall shear stress on the jacket side of the inner wall, for the full conjugate

simulation. View from the outside.
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Figure 7.6 – Wall shear stress on the jacket side of the inner wall, for the full conjugate

simulation. View from the bottom.

Figure 7.7 – Wall temperature on the jacket side of the inner wall, for the full conjugate

simulation. View from the outside.

A pattern which appears to be the result of natural convection is visible at the bottom of

the wall in figures 7.4, 7.6 and 7.8. The average wall shear stress on the jacket side is

predicted to be 0.089 Pa. In general, the areas of higher wall shear and heat transfer

coefficient on the jacket side also result in higher wall temperatures. This is because the

jacket fluid is hotter than the process fluid (predicted average 59.2°C at the wall on the
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jacket side), so a higher heat transfer coefficient will mean the temperature at the wall is

closer to the jacket temperature, and hence hotter.

Figure 7.8 – Wall temperature on the jacket side of the inner wall, for the full conjugate

simulation. View from the bottom.

Figures 7.9 to 7.14 display results for the process side. In these images, “wispy lines” are

observed crossing the jacket almost horizontally (as well as the aforementioned vertical

lines, which should be ignored). These rise as the angle around the jacket increases, and

appear to be due to the effect of the jacket fluid.

Figure 7.9 – Heat transfer coefficient on the process side of the inner wall, for the full

conjugate simulation. View from the inside.
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In the process side, the heat transfer coefficient now appears to be much higher than

predicted by literature correlations or by the non-conjugate (or semi-conjugate) CFD

simulations, with an average of 8765 W m-2 K-1 (corresponding to a combined ܷ value

of 116.6 W m2 K1) below the water surface. It is not clear why the values of heat transfer

coefficient are so much higher than expected in this simulation, or why their distribution

follows a symmetrical ring shape rather than three individual areas corresponding to each

impeller blade (as in figure 6.19 in section 6.2.7). It is speculated that this could be a

result of a relatively low level of convergence (see appendix, section 10.5, for residuals).

However, then it is unclear why there are three distinct areas of high wall shear stress in

figure 7.12 or distinct areas of colder temperature in figure 7.14.

Figure 7.10 – Heat transfer coefficient on the process side of the inner wall, for the full

conjugate simulation. View from the top.

The average wall shear stress on the process side, under the water surface, is predicted to

be 0.664 Pa. Areas of higher shear stress caused by the impeller forcing the fluid

downwards, displayed in figure 7.12, appear to be distributed differently to the more

expected pattern observed in the semi-conjugate simulation (figure 6.20 in section 6.2.7)

and also observed in the literature (Milewska and Molga, 2010). This difference may

again be due to insufficient convergence, or, with further research, it may turn out to be

the result of the jacket temperature distribution.

The average wall temperature on the process side, below the water surface, is predicted

at 32.8°C. It appears that the temperature distribution in the jacket affects the wall
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temperature on the process side (figures 7.13 and 7.14) which in turn affects the viscosity

and hence the transfer of momentum on the process side (figures 7.11 and 7.12) is also

influenced by the jacket, which in turn affects the heat transfer (figures 7.9 and 7.10).

This phenomenon is more clearly seen at the sides of the jacket, that is, in figures 7.9,

7.11 and 7.13. However, the shape of the patterns of wall shear and temperature do not

appear to match up well with the distribution of temperatures on the jacket inner wall

(figure 7.7). Reasons for this discrepancy are unknown and will require further

investigation.

Figure 7.11 – Wall shear stress on the process side of the inner wall, for the full

conjugate simulation. View from the inside.

Figure 7.12 – Wall shear stress on the process side of the inner wall, for the full

conjugate simulation. View from the top.
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Figure 7.13 – Wall temperature on the process side of the inner wall, for the full

conjugate simulation. View from the inside.

Figure 7.14 – Wall temperature on the process side of the inner wall, for the full

conjugate simulation. View from the top.

The higher temperature areas in figure 7.13 display a similar pattern to the heat transfer

coefficient and wall shear stress patterns on the jacket side (figures 7.3 and 7.5). Note that

due to the position of the viewer looking at the relevant wall side, the view in figure 7.13

follows the jacket flow direction from left to right, while in figures 7.3 and 7.5 the jacket

flow is followed from right to left. In this case, as was discussed in section 6.2.6, the wall

and jacket film are the controlling resistances, and since the wall resistance is relatively

constant, the distribution of heat transfer through the wall should be strongly influenced

by the jacket flow, as in figure 7.13.
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The temperature distribution in figure 7.14 appears to have some “cold spots”

corresponding to the expected lower temperatures below the impeller blades (as the areas

of higher heat transfer coefficient in the process side will mean the wall temperature here

more closely matches that of the process side). However, these are not as smoothly

distributed as the equivalent in the semi-conjugate version (figure 6.21 in section 6.2.7).

This appears to be a factor of the influence of the jacket side temperature distribution

(figure 7.8) which causes an unevenness of temperature conduction through the bottom

of the wall.

The normalised imbalance summary is displayed in the appendix (table 10.8 in section

10.4). The errors in energy conservation both in the jacket (-1.6%) and in the water in the

tank (3.4%) are above the acceptable error level of 1%. This may be due to insufficient

convergence (see appendix, section 10.5.5) or the mesh quality or resolution may need to

be improved.

7.3 Conclusions Drawn from the Conjugate Simulation

When the assumption of constant jacket temperature is relaxed, results for the conjugate

simulation display significantly different patterns of wall heat transfer and shear stress

(wall momentum). The conjugate simulation used the beta features of ANSYS CFX to

have three domains (tank, wall and jacket) each with different domain physics and

different materials (single-phase DW-Therm in the jacket, two-phase water and air in the

tank).

The uneven flow in the jacket creates uneven distribution of heat transfer, which distorts

the symmetrical patterns observed in the process side when a constant jacket temperature

is assumed. However, the results for heat transfer coefficient are unexpectedly insensitive

to the position of the impeller blades (whereas the temperature and wall shear distribution

are sensitive to the impeller blade position) and the distributions of temperature, wall

shear and wall heat transfer coefficient seem to vary based on flow attachment in the

jacket inner wall, but these patterns do not match up well. These problems may be due to

an insufficient level of convergence or mesh resolution in the simulation.

The simulation in chapter 7 (section 7.2) has been the only working fully conjugate

simulation during the course of the PhD as there was not enough time to conduct further

investigations before the deadline of submission of the thesis (and therefore the end of

the funding from EPSRC). Further investigation into conjugate simulations, as well as
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validation of the results, will be required, including the use of a better quality of impeller

mesh, finer meshes in general, and different turbulence models. Nevertheless, these initial

results prove a promising insight into the operation of plain jackets for stirred tank

reactors.

No transient conjugate simulations could be set up, as all attempts so far to reach this

“holy grail” have failed. Further learning of the workings of the programs of CFX may

be required, as well as the time required to create new meshes that may be sufficient for

investigating this problem. However, as chapter 6 has hinted, a steady-state conjugate

simulation could still turn out to be sufficient.

Table 7.1 displays predicted overall heat transfer coefficients on the jacket-process side

( ܷ, which is equivalent to ܷ) to compare with values investigated in the other chapters.

The conjugate results are higher due to the insufficiently converged values (excessively

high value of .(ߙ However the difference is only about 15% because the jacket and wall

resistances are the controlling resistances.

Table 7.1 – Comparison of inner wall overall heat transfer coefficients from different

chapters in this thesis.

Model or correlation Chapter
ࢁ /

W m2 K1

Steady state conjugate CFD 7 116.6

Transient semi-conjugate CFD 6 101.4

Steady state semi-conjugate CFD 6 101.5

Steady state semi-conjugate CFD with

bulk ܶ as ௗܶ in the process side.
6 96.0

Steady state jacket-only CFD with

Cooper (1984)
5 100.5

Bondy and Lippa (1983) with Cooper

(1984)
5 93.8

Garvin (1999) with Cooper (1984) 5 112.1

Analytical model 4 80.6

The ܷ values calculated using the analytical model in chapter 4 are significantly lower

(by about 20%) than those predicted using CFD in chapters 5 and 6. The definition of

temperature difference is not enough to account for this discrepancy. However, the

definition of the area for heat transfer could explain the difference. Different areas used in

the CFD models and experimental analyses are displayed in table 7.2. The heat transfer area

used in the analytical model was the specified area of 0.422 m2, while the under-water

heat transfer area in the CFD simulations was 0.337 m2. This is about 80% of the area
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used in the analytical model, which explains why the overall ܷ in the analytical model is

about 80% of that of the semi-conjugate CFD models. Hence, the CFD models produce

similar results for overall heat transfer coefficient when compared to the experiment.

Table 7.2 – Different areas used in the experimental and CFD simulations.

Area

Used in experimental

analysis (chapters 3

and4)

Used in CFD (chapters

5, 6 and 7)

With liquid level

taken into account

ܣ / m2 0.4220 0.4018 0.3367

ܣ / m2 0.4555 0.4232 0.3603

ܣ / m2 0.6356 0.5384 N/A

ܣ m2 0.6766 N/A N/A
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8 CONCLUSIONS AND FUTURE RESEARCH

8.1 Overall conclusions

The CFD results appear to agree reasonably with the results in both a qualitative and

quantitative sense, which is particularly useful when investigating phenomena in the use

of a plain jacket with a stirred vessel. Despite significant errors and variation within

different CFD models, much insight can still be derived.

Maldistribution of flow in plain jackets is a major problem associated with this type of

equipment. The temperature distribution in plain jackets can vary by tens of degrees, and

this can provide uneven heating. This can make necessary the use of strong and efficient

mixing within the vessel, in particular during highly temperature-sensitive processes

when the contents must be kept within a small temperature range. Heat transfer

coefficients calculated using engineering correlations from the literature can be

sufficiently accurate if the surface area for heat transfer and the average bulk temperature

in the whole jacket are known accurately.

The swirl decays rapidly as the heat transfer fluid moves around the jacket. Although the

tangential component of the velocity is greater than the axial velocity component, the

pressure drop is much closer to a pure axial flow case (only about 10% higher). The

average cross sectional area of flow in the jacket is therefore more likely to be closer to

that of the pure uniform axial flow case than a concentrated, coil-like tangential flow case.

The simulated amount of swirl generated in the plain jacket is much weaker than in jackets

where a tangential flow is forced. It may be concluded that if no experimental data are

available, calculating the jacket pressure drop using the axial flow assumption, adding the

entry and exit head losses, and multiplying this total by a factor of 1.1 is recommended

for plain jackets.

During heating, the average bulk temperature in the jacket is likely to be somewhat lower

than the more commonly used average of the jacket inlet and outlet temperatures, due to

natural convection effects in dead zones allowing significantly colder temperatures at the

bottom of the jacket.

The vortex geometry using a pitched three-blade turbine is not well investigated

experimentally in the literature and may differ from profiles generated by a paddle or

Rushton turbine. Correlations for paddles in the literature produce a vortex shape that

differs from the vortex shapes found in the CFD models in this thesis. Free surface vortex



192

geometry and vortex depth is hard to define using CFD because the liquid volume fraction

changes gradually, whereas in reality there is a sudden step change and a well-defined

surface. A free surface may need to be modelled for increased accuracy because it affects

the shape of the flow volume and limits the total heat capacity of the contents of the

vessel.

The film heat transfer coefficient on the process side is not likely to affect the overall heat

transfer coefficient when a plain jacket is used with DW-Therm and a glass wall. In this

setup, the resistance to heat transfer in the jacket film is likely to be a controlling

resistance, which, when combined with the wall resistance, will limit the overall heat

transfer coefficient. However, it should be noted that in pitched blade turbines, greater

heat transfer will occur at the bottom of the vessel, and this is especially important in

cooling, when the coldest jacket temperature is generally found in a “dead zone” at the

bottom of the jacket.

The commonly used resistance model combined with engineering correlations can be

reliable as an estimate to expected average temperatures in the jacket and vessel, for general

use where the distribution of temperature and heat transfer may be less significant. Predicted

values of heat transfer coefficient for the inner wall using the correlation of Bondy and Lippa

(1983) are at most 5% different from the CFD values in the inner wall, at most 15% different

in the outer wall. However, comparing the results of the resistance model, this translates into

a temperature error only up to about 1.1°C in both the inner and outer wall. Other correlations

would have higher errors in this case, but may be more suitable for other geometries such as

guided flow or uniform annular flow.

The distributed parameter model laid out in chapter 4 demonstrates thermal inertia in the

vessel wall and significantly adds to the overall heat capacity of the process. This added

heat capacity effect must be considered to correctly and safely evaluate the effects of

heating, which is very important in temperature-sensitive processes such as crystallisation

or highly exothermic or endothermic reactions.

When all assumptions about heat transfer between the jacket and the process side are

relaxed, the conjugate simulation demonstrates that uneven flow in the jacket creates

uneven distribution of heat transfer, which can distort the patterns of heat transfer and

momentum at the wall on the process side.

Improvements to the heat transfer process may include modification of the piping and

connections, for example by keeping the reactor close to the heat exchanger or device that
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controls the inlet temperature of the heat transfer fluid. Additionally, when designing a

new reactor, the option should always be considered to choose a different and more

efficient type of jacket, such as with guiding vanes, dimples or a half-pipe jacket.

8.2 Conclusions drawn from each chapter

As reviewed in chapter 2, mathematical models to simulate the conditions within stirred

tank reactors have been developed in the literature and are becoming more sophisticated

as research progresses. These models range from relatively simple analytical models,

lumped parameter and distributed parameter models, to high level CFD models.

The data presented in chapter 3 are very useful for analysis and comparison with models

of heat transfer, which is conducted in subsequent chapters. However, they do not

describe the details of the flow or the distribution of temperature or pressure, as

attempting to modify the equipment to provide this information would be difficult and

expensive. CFD simulation (from chapter 5) is required to provide such detail to compare

with the experimental analysis (from chapter 4).

In chapter 4, the data obtained in the experiments (from chapter 3) have been simulated

using an analytical model to describe the jacket operation with time and to account for

heat transfer between the jacket and the process, as well as heat loss to the surroundings.

The lumped parameter model and analytical solutions used several important assumptions

to simplify the mathematics behind the process. Heat transfer coefficients were predicted

using the analytical model as well as industrially used engineering correlations found in

the literature. The distributed parameter model has additionally accounts for the thermal

inertia of the vessel wall.

Chapter 5 describes the expected pressure drops with the Bernoulli equation, and follows

on to use CFD, which relaxes chapter 4's assumptions of perfect mixing, symmetry,

uniform upward jacket flow and lack of longitudinal heat conduction in the vessel walls.

The simulations appear to agree reasonably with the experimental results and analysis.

Flow in the jacket is non-uniform and heat transfer is greater near the inlet and outlet ports

of the jacket. Stagnation of flow occurs mostly at the bottom of the jacket and partly at

the top. It is concluded that a mesh-intensive CFD simulation could reveal details such as

temperature hotspots due to the maldistribution of flow.

In chapter 6, the flow in the process side has been modelled with CFD. The results

obtained were similar to those predicted in similar CFD simulations in the literature.
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Predicted vortex geometry is dissimilar to correlations found in the literature which

assume a central forced vortex and outer free vortex, although this may be due to the

different impeller type used. Additionally, the vortex is difficult to define due to the

gradual change in volume fraction as a result of numerical errors. In the process side, hot

spots are expected near the wall at the top and bottom of the reactor, particularly in zones

of secondary flow where the mixing is lessened. As the water level is below the jacket,

high temperature variations occur at the walls near the top because of insulation from the

air.

In chapter 7, results for the conjugate simulation display significantly different patterns

of wall heat transfer and shear stress (wall momentum) compared to modelling only the

jacket side or only the process side. The uneven flow in the jacket creates uneven

distribution of heat transfer, which distorts the symmetrical patterns observed in the

process side when a constant jacket temperature is assumed. However, further

investigation is required into this conjugate simulation.

8.3 Future Research

Further possible work will attempt to achieve as many of the following as possible:-

1. Further validation of data (more simulations, more experiments).

2. Simulations of cooling (only heating and boiling have been covered in this thesis).

3. More extensive comparison of results using different CFD models, such as

Reynolds Stress models.

4. Performing transient conjugate CFD simulations of the process.

5. Obtaining further experimental data for model validation. Lower stirrer speeds,

such as 180 rpm, are recommended to be within the acceptable range for CFD

simulations.

6. Obtaining further results from laboratory scale reactors (between 0.5 litre and 5

litre capacity).

7. Finding the residence time distribution in the jacket.

8. The effect of scale-up on the heat transfer characteristics is to be investigated.

These models will be scaled up to semi-tech and industrial sizes. As the reactor is

scaled up, inhomogeneity increases and in an exothermic reaction it is more likely

that there will be “hot spots” that produce much more heat per unit volume than

the overall mixture.

9. The effects of agitation speed.

10. The responses to exothermic reactions.
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11. Simulation of runaway reactions.

12. For accurate modelling of product distributions in these reactors, an appropriate

micro-mixing model will be used to account for the effect of turbulent mixing on

chemical reactions at molecular level.

13. Extension of the conjugate CFD model to include processes such as chemical

reactions, runaway reactions, crystallisation, etc.

14. Control algorithms to be put in place to be able to set the heating or cooling system

appropriately as would occur in industry.

15. Investigate the effects of wall changing the wall material. This should have a large

impact as the wall is a controlling resistance to heat transfer in most cases.

16. Further development of the distributed parameter model (in MATLAB) to include

chemical reactions, as well as more easily customisable jacket inlet temperature

and flow profiles and variable physical properties of substances with temperature.

17. The distributed parameter models may also be developed further based on the

CFD models to include separate, perfectly mixed “zones” in the reactor where the

temperatures are different and where “hot spots” may occur – such as the zones

of secondary flow. This is because the industry may not be able to practically use

CFD in each case, due to high computational requirements and cost of licences,

and may rely on simpler models instead.

18. More detailed error analysis.
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10 APPENDIX

10.1 DW-Therm Technical Data

Table 10.1 – Original DW-Therm data for density, heat capacity, conductivity and

dynamic viscosity at temperatures ranging from -90°C to 200°C. Data provided by

HUBER (2010).

T / °C ρ / kg m-3 cP / J kg-1 K-1 λ / W m-2 K-1 m μ / kg m-1 s-1

-90.0 969 1530 0.132 1.70E-01

-80.0 961 1550 0.131 8.78E-02

-70.0 952 1570 0.130 4.58E-02

-60.0 944 1600 0.128 2.44E-02

-50.0 935 1620 0.127 1.37E-02

-40.0 927 1640 0.126 8.06E-03

-30.0 918 1660 0.124 5.23E-03

-20.0 910 1680 0.123 3.82E-03

-10.0 902 1710 0.122 3.07E-03

0.0 893 1730 0.120 2.68E-03

10.0 885 1750 0.119 2.30E-03

20.0 876 1770 0.118 1.83E-03

30.0 868 1800 0.116 1.51E-03

40.0 859 1820 0.115 1.25E-03

50.0 851 1840 0.114 1.06E-03

60.0 842 1860 0.113 9.09E-04

70.0 834 1880 0.111 7.92E-04

80.0 826 1910 0.110 7.10E-04

90.0 817 1930 0.109 6.37E-04

100.0 809 1950 0.107 5.82E-04

110.0 800 1970 0.106 5.44E-04

120.0 792 2000 0.105 5.07E-04

130.0 783 2020 0.103 4.78E-04

140.0 775 2040 0.102 4.57E-04

150.0 767 2060 0.101 4.45E-04

160.0 758 2080 0.099 4.24E-04

170.0 750 2110 0.098 4.13E-04

180.0 741 2130 0.097 4.08E-04

190.0 733 2150 0.095 3.96E-04

200.0 724 2170 0.094 3.91E-04
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10.2 Borosilicate Glass 3.3 Physical Properties

Table 10.2 – Borosilicate Glass 3.3 Physical Properties. Table adapted from QVF

(2014).

Physical property Temperatures / °C Value

Mean linear thermal expansion

coefficient (β)
20 to 300 (3.3 ± 0.1) × 10-6 K-1

Mean thermal conductivity (λ) 20 to 200 1.2 W m-1 K-1

Mean specific heat capacity (ܿ̃) 20 to 100 800 J kg-1 K-1

Mean specific heat capacity (ܿ̃) 20 to 200 900 J kg-1 K-1

Density (ρ) 20 2230 kg m-3
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10.3 ICEM Mesh creation (for the jacket-only mesh)

The images in this section have been colour-inverted to conserve printing ink. That is,

while the original curves were in green, red and blue, the curves in these images are

rendered magenta, cyan and yellow respectively.

Using the ‘Workbench Readers’ option in ICEM, the geometry from ANSYS Design

Modeller was imported. This is displayed in figure 10.1. The ‘model’ curves here are

rendered magenta. The large gap in this image is because there were no vertical curves

along the walls of the jacket.

Figure 10.1 – Curves of the imported geometry.

Four attempts (or “strategies”) were made to attempt to “block” the geometry. “Blocking”

in this context means to divide the mesh into sub-sections (called “blocks”) within which

mesh elements can conform to the shape in a more well-defined way. Previous attempts

were based on simpler geometries in which not every curve and point needs to be

associated with a particular block. These attempts proved more difficult in later stages of

meshing. The fourth strategy was to resort to creating all the individual curves and points

that would all be associated to every block in the geometry.

A basic plan was made for which the blocks would be able to conform to. Each block is

a hexahedral shape which is modified to conform to a part of the geometry, so curves

must be added to the geometry in such a way as to separate it into hexahedron-like

sections that connect perfectly to each other (that is, one face connecting to one face, in

the internal structure).
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Figure 10.2 – Initial construction of extra curves required for blocking in the fourth

strategy.

Initially, “scaffold” curves and vertices (rendered here in cyan) were created along the

model curves to help to construct further ‘geometry’ curves (rendered here in yellow).

The “scaffold” curves were straight, while the “geometry” curves were mapped to the

surface of the model.

Figure 10.3 – Probing for points along the curves and connecting where each block is

desired.

Figure 10.2 displays some of these curves at the bottom of the model and figure 10.3

displays further detail added, such as lines at the base and points around the inlet pipe

connection to the jacket. Many points were generated so that it would be easier to probe

for appropriate locations to create an o-grid around the inlet part without too much

distortion in the block shapes. Figure 10.4 displays initial points at the top of the reactor.

The cyan points here will be connected vertically to form the shapes of blocks on the top,

including a smaller block where the outlet pipe will be.
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Figure 10.4 – Preparation for blocking the top pipe and top section of the jacket.

Figure 10.5 – Constructing all curves required for the blocking strategy (bottom view).

Figure 10.6 – Constructing all curves required for the blocking strategy (top view).

The “scaffold” (cyan) curves were then projected onto the surface of the model to form

the “geometry” (yellow) curves. Details of this are displayed in figures 10.5 (bottom of

the reactor) and 10.6 (top of the reactor). Notice in these figures how the yellow curves

conform to the surface of the model, for example (in figure 10.5) the spherical part of the
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base of the reactor, compared to the straight cyan curves. In figure 10.6 the shape of the

o-grid running through the jacket to the outlet pipe is clearly visible as a series of

concentric squares with connected corners.

Figure 10.7 – Deselecting the “scaffold” curves.

Figure 10.8 – Blocks in the ICEM jacket mesh, excluding the inlet pipe.
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Once the “geometry” (yellow) curves were all created, the “scaffold” (cyan) curves could

be deselected, revealing the geometry ready for blocking. This is displayed in figure 10.7.

Once the geometry was ready, the ‘create block’ option was selected and a large block

was created to encompass the entire geometry. This was then split according to the block-

like structure of the “geometry” (yellow) curves. The result is displayed in figure 10.8.

However, due to the complexity of the structure, it was difficult to cut out an inlet pipe.

In ICEM, the central block structure is automatically surrounded by 26 hidden blocks

(forming a 3-by-3-by-3 cube altogether). This extraneous structure is automatically

labelled ‘VORFN’ by the program. From this ‘VORFN’ part, the extra block required for

the inlet pipe could be selected and added to the blocks from the main geometry, thus un-

hiding it. The result of this is displayed in figure 10.9. The vertices in this block were then

adjusted to conform to the inlet pipe.

Figure 10.9 – The ‘VORFN’ block for the inlet pipe, added to the regular blocks.

For added clarity, figure 10.10 displays the final structure including the ‘VORFN’ blocks,

which are rendered here in red. Notice that ICEM automatically splits the blocks in the

‘VORFN’ part when the regular geometry blocks are split. The somewhat chaotic

structure in the middle of the figure is the result of the block splitting which was done for

the inlet pipe without going through to the other side of the vessel. The advantage is that

the main jacket blocking need not be more complicated than it already is. The

disadvantage is that this would make it extremely difficult to model the interior vessel

(process side) in the same mesh.
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Figure 10.10 – The revealed ‘VORFN’ blocks in ICEM (rendered in red).

Figure 10.11 – Association process in progress.

Each vertex and edge of each block was then associated to a point and curve in the

geometry and model. Figure 10.11 depicts this process under way. ICEM uses green

(rendered magenta here due to the use of inverted colours to conserve printer ink) to

indicate associated block edges and red (rendered cyan here) to indicate associated block

vertices. Cyan edges (rendered red here) are used to indicate non-associated block edges.

Figure 10.12 displays the completed association for the whole structure. This is the shape

of the connected blocks that will be part of the mesh.
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Figure 10.12 – Completed association of edges to curves and vertices to points.

Figure 10.13 – Global element size set for the pre-mesh.

Figure 10.14 – Local refinement of the pre-mesh.
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Figure 10.15 – A close-up of the coarse mesh at the bottom, without inverted colours

(zooming out would render individual cells invisible).

The global element size was then set to 0.005 metres. Figure 10.13 depicts a close-up

view of the top of the mesh at the back of the reactor when the pre-mesh is active. At this

stage, the block edges all conformed to the geometry curves, but the block faces

conformed to the geometry surfaces, which were not curved. This is the stage at which

the cross section of the majority of the mesh structure becomes ‘polygonal’, causing the

vertical distortions visible in the results in chapters 5 and 7. This problem arose with the

original geometry but was only discovered at this stage and would necessitate complete

re-meshing just to attempt to see if it could be rectified. It was found that neither
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associating nor disassociating the faces helps, because associated faces are forced to

conform to the polygonal cross section and disassociated faces cause problems with the

meshing program).

Local refinement of the edges of the mesh involved making the cells at the wall smaller

than the bulk. This had to be done using a manual ‘graph’ function, where a curve is

drawn using manual inflection points on a graph of cell length vs. normalised edge length,

and took several attempts to get to desired settings without causing problems. The result

is displayed in figure 10.14. The local refinement parameters were copied to all parallel

edges.

Figure 10.15 displays close-up detail of the final mesh, without inverted colours. The

view is of the detail of the bottom of the jacket.
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10.4 Mass, Momentum and Energy Balances

Table 10.3 – Domain imbalances for the jacket-only mesh.

Experiment Domain Imbalance (%)

Process
Fluid

Huber
Set

Point /
°C

U-
Mom

V-
Mom

W-
Mom

P-
Mass

H-
Energy

Methanol

80 0.0000 0.0000 0.0000 0.0000 -0.0184

85 0.0000 0.0000 0.0000 0.0000 -0.0151

90 0.0000 0.0000 0.0000 0.0000 0.0588

95 0.0000 0.0000 0.0000 0.0000 0.0005

100 0.0000 0.0000 0.0000 0.0000 0.0110

Water

130 0.0000 0.0000 0.0000 0.0000 0.0418

135 0.0000 0.0001 0.0000 0.0000 0.0844

140 0.0000 0.0001 0.0000 0.0000 0.1315

145 0.0000 0.0000 0.0000 0.0000 0.0722

150 0.0000 0.0000 0.0000 0.0000 0.0341

Table 10.4 – Normalised imbalance summary for the jacket-only mesh using the

Curvature Corrected SST model for boiling methanol in the process side, Huber set

point 90°C. This type of summary is not available in the ‘.out’ file for the normal SST

model.

Table 10.5 – Normalised imbalance summary for the jacket-only mesh using the BSL

Reynolds Stress model for boiling water in the process side, Huber set point 135°C.
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Table 10.6 – Normalised imbalance summary for the steady state semi-conjugate

simulation.

Table 10.7 – Normalised imbalance summary for the transient semi-conjugate

simulation.
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Table 10.8 – Normalised imbalance summary for the steady state conjugate simulation.
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10.5 Graphs of Residuals and Monitor Points for Main Simulations

10.5.1 Methanol Batch Distillation Experiment

Figure 10.16 – Mass and momentum residuals for the curvature corrected SST model in

the jacket for the methanol batch distillation experiment when the Huber set point

temperature is 90°C.

Figure 10.17 – Heat transfer residuals for the curvature corrected SST model in the

jacket for the methanol batch distillation experiment when the Huber set point

temperature is 90°C.
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Figure 10.18 –  and ࣓ residuals for the curvature corrected SST model in the jacket

for the methanol batch distillation experiment when the Huber set point temperature is

90°C.

Figure 10.19 – Monitor points for the curvature corrected SST model in the jacket for

the methanol batch distillation experiment when the Huber set point temperature is

90°C.
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10.5.2 Water Batch Distillation Experiment

Figure 10.20 – Mass and momentum residuals for the curvature corrected SST model in

the jacket for the water batch distillation experiment when the Huber set point

temperature is 135°C.

Figure 10.21 – Heat transfer residuals for the curvature corrected SST model in the

jacket for the water batch distillation experiment when the Huber set point temperature

is 135°C.
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Figure 10.22 –  and ࣓ residuals for the curvature corrected SST model in the jacket

for the water batch distillation experiment when the Huber set point temperature is

135°C.

Figure 10.23 – Monitor points for the curvature corrected SST model in the jacket for

the water batch distillation experiment when the Huber set point temperature is 135°C.
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Figure 10.24 – Mass and momentum residuals for the BSL Reynolds Stress model in

the jacket for the water batch distillation experiment when the Huber set point

temperature is 135°C.

Figure 10.25 – Heat transfer residuals for the BSL Reynolds Stress model in the jacket

for the water batch distillation experiment when the Huber set point temperature is

135°C.
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Figure 10.26 – Reynolds Stress residuals for the BSL Reynolds Stress model in the

jacket for the water batch distillation experiment when the Huber set point temperature

is 135°C.

Figure 10.27 – Monitor points for the BSL Reynolds Stress model in the jacket for the

water batch distillation experiment when the Huber set point temperature is 135°C.
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10.5.3 Steady State Semi-Conjugate Model

The settings and results for this simulation are displayed in section 6.2.6.

Figure 10.28 – Mass and momentum residuals for the steady state semi-conjugate

model.

Figure 10.29 – Heat transfer residuals for the steady state semi-conjugate model.
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Figure 10.30 –  and ࢿ residuals for the steady state semi-conjugate model.

Figure 10.31 – Monitor points for the steady state semi-conjugate model.
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10.5.4 Transient Semi-Conjugate Model

The settings and results for this simulation are displayed in section 6.2.7.

Figure 10.32 – Mass and momentum residuals for the transient semi-conjugate model.

Figure 10.33 – Heat transfer residuals for the transient semi-conjugate model.
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Figure 10.34 –  and ࢿ residuals for the transient semi-conjugate model.

Figure 10.35– Monitor points for the transient semi-conjugate model.
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10.5.5 Steady State Conjugate Model

The settings and results for this simulation are displayed in section 7.1.2.

Figure 10.36 – Process mass and momentum residuals for the steady state conjugate

model.

Figure 10.37 – Jacket mass and momentum residuals for the steady state conjugate

model.
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Figure 10.38 – Heat transfer residuals for the steady state conjugate model.

Figure 10.39 – Process  and ࣓ residuals for the steady state conjugate model.
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Figure 10.40 – Jacket  and ࣓ residuals for the steady state conjugate model.

Figure 10.41 – Monitor points for the steady state conjugate model.
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10.6 Detail of the Distributed Parameter Model

10.6.1 Numerical Solution

As derived in section 4.5.1, the equations to solve numerically are:-

߲ ௪ܶ

ᇱݐ߲
ฬ
௭

= ௪ܭ ቆ
߲ଶ ௪ܶ

ଶݎ߲
ቤ
௭

+
1

ݎ

߲ ௪ܶ

ݎ߲
ฬ
௭
ቇ (10.1)

where:-

௪ܭ = ௪ߣ ߩ) ܿ)௪⁄ (10.2)

In the jacket:-

߲ ܶ

ݖ߲
ฬ
௧ᇲ

= ܭ− ൫ܶ  − ௪ܶ |ୀ൯ (10.3)

where:-

ܭ = ܣߙ
ᇱ ൫̇ܯ ܿ൯ൗ (10.4)

In the vessel:-

d ܶ

dݐᇱ
= ܭ ቀܶ෨௪หୀ

− ܶቁ (10.5)

where:-

ܭ = ܣߙ ܯ) ܿ)⁄ and ෨ܶ
௪หୀ

is the average inner wall temperature. (10.6)

The temperature dependence on dimensional variables is as follows:-

௪ܶ = fn(ݖ,ݐ,ݎ), ܶ = fn(ݖ,ݐ), ܶ = fn(ݐ) (10.7)

When >ݐ 0:-

௪ܶ = fn(ݖ,ݎ), ܶ = fn(ݖ), 0 ≤ ≥ݖ ,ܼ ≥ݎ ≥ݎ ,ݎ

ܶ = ܶଵ

(10.8)

Boundary conditions are:-

at =ݎ ,ݎ ௪ߣ−
߲ ௪ܶ

ݎ߲
= ൫ܶߙ  − ௪ܶ൯ (10.9)
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at =ݎ ,ݎ ௪ߣ−
߲ ௪ܶ

ݎ߲
= )ߙ ௪ܶ − ܶ ) (10.10)

and at =ݖ 0, ܶ = ܶ ଵ (10.11)

These first have to be discretised. Let the time interval 0 ≤ ≥ݐ ܰ be split into intervals

of equal time Δݐ. Let (୬)ݐ equal nΔݐwhere n is an integer ranging from 0 to ܰ . Therefore

ே)ݐ ) is the time at which the simulation is chosen to be ended, for example when steady

state is approximated.

Similarly, let the distance interval ≥ݎ ≥ݎ ݎ be split into intervals of equal length Δݎ

where (୧)ݎ equals iΔݎ and i is an integer from 0 to ܹ . Note the use of brackets to

differentiate between these different subscripts. The boundary values of areݎ therefore:-

()ݎ = ݎ and ௐ)ݎ ) = ݎ = +ݎ ܹ ݎ∆ (10.12)

Also, let the height interval 0 ≤ ≥ݖ ܼ be split into equal intervals Δz where (୨)ݖ equals

jΔݖand ݖ is an integer from 0 to .ܼ The boundary values of areݖ therefore:-

()ݖ = 0 and ()ݖ = =ݖ∆ܼ ݖ (10.13)

Note that in equation (10.13), ݖ (using an italic subscript) is the full height of the jacket,

while (୨)ݖ (using a bracketed, non-italic subscript) denotes a particular jacket height.

There are two options for solution – the explicit method and the fully implicit backward

method.

The explicit method is first-order accurate. It is useful for very small time steps, although

this severely restricts the size of the distance steps and the result becomes unstable if

larger distance or time steps are used. Instability in the solution, if it occurs, should be

obvious – for example with rapidly oscillating or diverging values, indicating that either

the steps must be shortened or an implicit method should be used.

The fully implicit backward method is unconditionally stable, that is, the values will not

diverge. It can therefore be used at larger time or distance steps to reduce computing time.

However, at small enough time steps, this is less accurate than the explicit method.

Approximating the differential terms with numerical equivalents, using the central

difference method for the wall profiles and forward difference for the change in process

fluid temperature with time:-
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௪ܶ (୬ାଵ,୧,୨) − ௪ܶ (୬,୧,୨)

ᇱݐ∆

= ௪ܭ ൬
௪ܶ (୬ାଵ,୧ାଵ,୨) − 2 ௪ܶ (୬ାଵ,୧,୨) + ௪ܶ (୬ାଵ,୧ି ଵ,୨)

ଶݎ∆

+
1

ݎ

௪ܶ (୬ାଵ,୧ାଵ,୨) − ௪ܶ (୬ାଵ,୧ି ଵ,୨)

ݎ∆2
൰

(10.14)

ܶ(୬ାଵ) − ܶ(୬)

ᇱݐ∆
= ൫ܶ෨௪ܭ (୬,,୨) − ܶ(୬)൯ (10.15)

where ෨ܶ௪ (୬,,୨) is the average of all the ௪ܶ (୬,,୨) values.

Applying the modified central difference at n + 1 and j − 0.5 on the height profile:-

ܶ (୬ାଵ,୨) − ܶ (୬ାଵ,୨ି ଵ)

ݖ∆
=

1

2
ቆ
߲ ܶ

ݖ߲
ฬ
୬ାଵ,୨

+
߲ ܶ

ݖ߲
ฬ
୬ାଵ,୨ି ଵ

ቇ

= −
ܭ
2
൫ܶ  (୬ାଵ,୨) − ௪ܶ (୬ାଵ,ௐ ,୨) + ܶ (୬ାଵ,୨ି ଵ)

− ௪ܶ (୬ାଵ,ௐ ,୨ି ଵ)൯

(10.16)

Equation (10.14) is re-arranged into equation (10.18) via equation (10.17) as follows:-

௪ܶ (୬,୧,୨) = ቆ1 +
ݐ∆௪ܭ2

ᇱ

ଶݎ∆
ቇ ௪ܶ (୬ାଵ,୧,୨)

ݐ∆௪ܭ−
ᇱ

௪ܶ (ାଵ,ାଵ,) + ௪ܶ (୬ାଵ,୧ି ଵ,୨)

ଶݎ∆
+

௪ܶ (୬ାଵ,୧ାଵ,୨) − ௪ܶ (୬ାଵ,୧ି ଵ,୨)

ݎ∆ݎ2
൨

(10.17)

∴ ௪ܶ (୬,୧,୨) = ቆ1 +
ݐ∆௪ܭ2

ᇱ

ଶݎ∆
ቇ ௪ܶ (୬ାଵ,୧,୨)

−ቆ
ݐ∆௪ܭ

ᇱ

ଶݎ∆
+
ݐ∆௪ܭ

ᇱ

ݎ∆ݎ2
ቇ ௪ܶ (୬ାଵ,୧ାଵ,୨) − ቆ

ݐ∆௪ܭ
ᇱ

ଶݎ∆
−
ݐ∆௪ܭ

ᇱ

ݎ∆ݎ2
ቇ ௪ܶ (୬ାଵ,୧ି ଵ,୨)

(10.18)

and equations (10.15) and (10.16) respectively become equations (10.19) and (10.20).

ܶ(୬ାଵ) = ൫ܭ∆ݐ
ᇱ൯ܶ෨௪ (୬,,୨) + ൫1 − ݐ∆ܭ

ᇱ൯ܶ (୬) (10.19)

൬1 +
ܭ ݖ∆

2
൰ ܶ (୬ାଵ,୨) −

ܭ ݖ∆

2 ௪ܶ (୬ାଵ,ௐ ,୨)

= ൬1 −
ܭ ݖ∆

2
൰ ܶ (୬ାଵ,୨ି ଵ) +

ܭ ݖ∆

2 ௪ܶ (୬ାଵ,ௐ ,୨ି ଵ)

(10.20)

Note that the perfect mixing assumption implies that for every time step, in equation

(10.15), the total heat flux at the inner wall temperature ෨ܶ
௪ (୬,୧ୀ,୨) is taken, becoming

௪ܶ (୬,୧ୀ) before re-use in equation (10.19) to find the values at the next time step.
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The discrete forms of the boundary conditions in equations (10.9) to (10.11) respectively

are:-

௪ߣ−
௪ܶ (୬,ଵ,୨) − ௪ܶ (୬,ିଵ,୨)

ݎ∆2
= ൫ܶߙ (୬) − ௪ܶ (୬,,୨)൯ (10.21)

௪ߣ−
௪ܶ (୬,ௐ ାଵ,୨) − ௪ܶ (୬,ௐ ିଵ,୨)

ݎ∆2
= ൫ܶߙ ௪ (୬,ௐ ,୨) − ܶ (୬,୨)൯ (10.22)

and ܶ (୬,,) = ܶ ଵ (10.23)

Equations (10.21) and (10.22) are re-arranged to the following for time n + 1:-

௪ܶ (୬ାଵ,ିଵ,୨) = ௪ܶ (୬ାଵ,ଵ,୨) + ൬
ݎ∆ߙ2

௪ߣ
൰ ܶ(୬ାଵ) − ൬

ݎ∆ߙ2

௪ߣ
൰ ௪ܶ (୬ାଵ,,୨) (10.24)

௪ܶ (୬ାଵ,ௐ ାଵ,୨) = ௪ܶ (୬ାଵ,ௐ ିଵ,୨) + ൬
ݎ∆ߙ2

௪ߣ
൰ ܶ (୬ାଵ,୨) − ൬

ݎ∆ߙ2

௪ߣ
൰ ௪ܶ (୬ାଵ,ௐ ,୨) (10.25)

The value of ܶ(୬ାଵ) is needed in equation (10.24), and this is known using equation

(10.19) (by the forward difference method). Note that the central difference method will

not be used here because it would require iteration, as the fully implicit backward method

is used and ෨ܶ
௪ (୬ାଵ,,୨) would be required, which is not found until the whole jacket profile

has already been evaluated at the next time step. At the inside wall, equation (10.18)

becomes:-

௪ܶ (୬,,୨) = ቆ1 +
ݐ∆௪ܭ2

ᇱ

ଶݎ∆
ቇ ௪ܶ (୬ାଵ,,୨) − ቆ

ݐ∆௪ܭ
ᇱ

ଶݎ∆
+
ݐ∆௪ܭ

ᇱ

ݎ∆ݎ2
ቇ ௪ܶ (୬ାଵ,ଵ,୨)

− ቆ
ݐ∆௪ܭ

ᇱ

ଶݎ∆
−
ݐ∆௪ܭ

ᇱ

ݎ∆ݎ2
ቇ ௪ܶ (୬ାଵ,ିଵ,୨)

(10.26)

Equations (10.24) and (10.26) are combined to eliminate the fictitious value of

௪ܶ (୬ାଵ,ିଵ,୨) and re-arranged to form equation (10.27):-

௪ܶ (୬,,୨) + ቆ
ݐ∆௪ܭ

ᇱ

ଶݎ∆
−
ݐ∆௪ܭ

ᇱ

ݎ∆ݎ2
ቇ൬

ݎ∆ߙ2

௪ߣ
൰ ܶ(୬ାଵ)

= ቈ1 +
ݐ∆௪ܭ2

ᇱ

ଶݎ∆
+ ቆ

ݐ∆௪ܭ
ᇱ

ଶݎ∆
−
ݐ∆௪ܭ

ᇱ

ݎ∆ݎ2
ቇ൬

ݎ∆ߙ2

௪ߣ
൰ܶ ௪ (୬ାଵ,,୨)

−
ݐ∆௪ܭ2

ᇱ

ଶݎ∆ ௪ܶ (୬ାଵ,ଵ,୨)

(10.27)

At the outside wall, equation (10.18) becomes:-
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௪ܶ (୬,ௐ ,୨) = ቆ1 +
ݐ∆௪ܭ2

ᇱ

ଶݎ∆
ቇ ௪ܶ (୬ାଵ,ௐ ,୨) − ቆ

ݐ∆௪ܭ
ᇱ

ଶݎ∆
+
ݐ∆௪ܭ

ᇱ

ݎ∆ݎ2
ቇ ௪ܶ (୬ାଵ,ௐ ାଵ,୨)

− ቆ
ݐ∆௪ܭ

ᇱ

ଶݎ∆
−
ݐ∆௪ܭ

ᇱ

ݎ∆ݎ2
ቇ ௪ܶ (୬ାଵ,ௐ ିଵ,୨)

(10.28)

Equations (10.25) and (10.28) are combined to eliminate the fictitious value of

௪ܶ (୬ାଵ,ௐ ାଵ,୨) and re-arranged to form equation (10.29):-

௪ܶ (୬,ௐ ,୨) = ቈ1 +
ݐ∆௪ܭ2

ᇱ

ଶݎ∆
+ ቆ

ݐ∆௪ܭ
ᇱ

ଶݎ∆
+
ݐ∆௪ܭ

ᇱ

ݎ∆ݎ2
ቇ൬

ݎ∆ߙ2

௪ߣ
൰ܶ ௪ (୬ାଵ,ௐ ,୨)

− ቆ
ݐ∆௪ܭ2

ᇱ

ଶݎ∆
ቇ ௪ܶ (୬ାଵ,ௐ ିଵ,୨)

− ቆ
ݐ∆௪ܭ

ᇱ

ଶݎ∆
+
ݐ∆௪ܭ

ᇱ

ݎ∆ݎ2
ቇ൬

ݎ∆ߙ2

௪ߣ
൰ ܶ (୬ାଵ,୨)

(10.29)

The constant terms in equations (10.18), (10.20), (10.27) and (10.29) will be shortened as

follows:-

ݐ∆௪ܭ
ᇱ

ଶݎ∆
= bଵ (10.30)

ܭ ݖ∆

2
= bଶ (10.31)

ݎ∆ߙ

௪ߣ
= bଷ (10.32)

ݎ∆ߙ

௪ߣ
= bସ (10.33)

ݐ∆ܭ
ᇱ= bହ (10.34)

1 + 2bଵ[1 + bଷ(1 − p)] = b (10.35)

1 + 2bଵ[1 + bସ(1 + p)] = b (10.36)

Thus equations (10.18), (10.20), (10.27) and (10.29) respectively become:-

௪ܶ (୬,୧,୨) = (1 + 2bଵ) ௪ܶ (୬ାଵ,୧,୨)

−bଵ(1 + p) ௪ܶ (୬ାଵ,୧ାଵ,୨) − bଵ(1 − p) ௪ܶ (୬ାଵ,୧ି ଵ,୨)

(10.37)

(1 − bଶ) ܶ (୬ାଵ,୨ି ଵ) + bଶ ௪ܶ (୬ାଵ,ௐ ,୨ି ଵ) = (1 + bଶ) ܶ (୬ାଵ,୨) − bଶ ௪ܶ (୬ାଵ,ௐ ,୨) (10.38)

௪ܶ (୬,,୨) + 2bଵbଷ(1− p) ܶ(୬ାଵ) = b ௪ܶ (୬ାଵ,,୨) − 2bଵ ௪ܶ (୬ାଵ,ଵ,୨) (10.39)

௪ܶ (୬,ௐ ,୨) = b ௪ܶ (୬ାଵ,ௐ ,୨) − 2bଵ ௪ܶ (୬ାଵ,ௐ ିଵ,୨) − 2bଵbସ(1 + p) ܶ (୬ାଵ,୨) (10.40)

where p =
ݎ∆

ݎ2
, p=

ݎ∆

ݎ2
, p =

ݎ∆

ݎ2
(10.41)
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Equations (10.37) to (10.40) form a tridiagonal system of equations, which can be

represented in the form:-

,n)ࡰ j) = n)ࢀ(j)ࡿ + 1, j) (10.42)

whereࡰ�(n, j) =

⎣
⎢
⎢
⎢
⎢
⎢
⎡
(1 − bଶ) ܶ (୬ାଵ,୨ି ଵ) + bଶ ௪ܶ (୬ାଵ,ௐ ,୨ି ଵ)

௪ܶ (୬,ௐ ,୨)

௪ܶ (୬,ௐ ିଵ,୨)

⋮

௪ܶ (୬,ଵ,୨)

௪ܶ (୬,,୨) + 2bଵbଷ(1 − p) ܶ(୬ାଵ) ⎦
⎥
⎥
⎥
⎥
⎥
⎤

’ (10.43)

n)ࢀ + 1, j) =

⎣
⎢
⎢
⎢
⎢
⎢
⎡

ܶ (୬ାଵ,୨)

௪ܶ (୬ାଵ,ௐ ,୨)

௪ܶ (୬ାଵ,ௐ ିଵ,୨)

⋮

௪ܶ (୬ାଵ,ଵ,୨)

௪ܶ (୬ାଵ,,୨) ⎦
⎥
⎥
⎥
⎥
⎥
⎤

(10.44)

and (j)ࡿ =

⎣
⎢
⎢
⎢
⎢
⎡

1 + bଶ −bଶ 0 0 …

−2bଵbସ(1 + p) b −2bଵ 0 …

0 −bଵ(1 + p) 1 + 2bଵ −bଵ(1 − p) ⋱
0 0 ⋱ ⋱ ⋱
⋮ ⋮ ⋱ ⋱ ⋱
0 ⋯ … −2bଵ b⎦

⎥
⎥
⎥
⎥
⎤

(10.45)

Initially, the vessel and contents are all at an initial temperature ௦ܶ, when the jacket

heating fluid inlet temperature ܶ ଵ is increased with a step change for pre-heating. The

thermal response to heating can now be studied. For j = 0 at any time step, the top values

in the vectors of ,n)ࡰ 0) and n)ࢀ + 1,0) are set both equal to ܶ ଵ and the top row of ࡿ is

changed so that:-

(0)ࡿ = ⌈1 0 0 0 …⌉ (10.46)

Initially, and at zero height, equation (10.43) is set to:-

(0,0)ࡰ =

⎣
⎢
⎢
⎢
⎡

ܶ ଵ

௦ܶ

⋮

௦ܶ

௦ܶ+ 2bଵbଷ(1− p) ܶ(ଵ)⎦
⎥
⎥
⎥
⎤

(10.47)

For the first time step, at any other height, equation (10.43) becomes:-
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,0)ࡰ j) =

⎣
⎢
⎢
⎢
⎡
(1 − ଶܾ) ܶ (୬ାଵ,୨ି ଵ) + ଶܾ ௪ܶ (୬ାଵ,ௐ ,୨ି ଵ)

௦ܶ

⋮

௦ܶ

௦ܶ+ 2bଵbଷ(1 − p) ܶ(ଵ) ⎦
⎥
⎥
⎥
⎤

(10.48)

This means that for every time step, the distance profile can only be found once

௪ܶ (୬ାଵ,ௐ ,୨ି ଵ) has been found, from the next time step. This poses no significant problem

as it has been assumed, as previously stated, that each temperature profile along the length

is independent from the temperature profile in the wall at any time step.

To perform Thomas' Algorithm to find the temperature distribution at the next time step,

the known matrices (0)ࡿ and (j)ࡿ must be broken down into known vectors ,(0) ,(0)

,(0) ,(j) (j) and ,(j) where (j) is the right diagonal, (j) is the middle diagonal

and (j) is the left diagonal. For every term in each vector, the row number is the same

as for the matrix, therefore the top term in vector (j) and the bottom term in vector (j)

must always be zero. Wikipedia (2011) had a pre-written MATLAB function named

“TDMAsolver.m”, displayed in figure 10.42. This has been used to solve the tridiagonal

system at each time step. Once the average value of ෨ܶ௪ (୬ାଵ,,୨) has been found, ܶ(୬ାଶ),

is found using equation (10.19) for the next time step.

Figure 10.42 – Implementation of Thomas' algorithm with “TDMAsolver.m” in

MATLAB. Based on code in Wikipedia (2011).

An example of the main program script for the distributed parameter model in MATLAB

is presented in the next section (10.6.2). Temperatures in this code are currently in K

rather than °C. The profiles for heat transfer rates at the outer wall (ܳ̇ ) and the inner
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wall (ܳ̇) are worked out via equations (10.49) and (10.50). Central difference is not

needed here as the rates are found independently for each time step.

ܳ̇ (୬) = −൫̇ܯ ܿ൯ ൫ܶ  ଶ(୬) − ܶ ଵ൯= −൫̇ܯ ܿ൯ ൫ܶ  (୬,) − ܶ ଵ൯ (10.49)

ܳ̇() =
ܯ) ܿ)൫ܶ (୬) − ܶ(୬ିଵ)൯

ݐ∆
(10.50)

10.6.2 MATLAB Code

% Distributed Parameter Model for steady initial temperature
clear
clf

% Ending time
tf = 10000; % s

% Jacket height
Z = 0.33; % m

% Process mass
Mp = 20; % kg

% Process specific heat capacity
cPp = 4184; % J kg^-1 K^-1

% Process fluid initial temperature
Tp1 = 293.15; % K

% Initial temperature of system
Ts = Tp1;

% Jacket fluid mass flow
Mm = 0.2631; % kg s^-1

% Jacket fluid specific heat capacity
cPm = 1950.9; % J kg^-1 K^-1

% Wall radii
ro = 0.16; % m
ri = 0.154; % m

% Wall thickness
deltaw = ro-ri; % m

% Wall conductivity
lambdaw = 1.2; % W m^-1 K^-1

% Wall density
rhow = 2230; % kg m^-3

% Wall specific heat capacity
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cPw = 800; % J kg^-1 K^-1

% Outside area
Apro = 2*pi*ro; % m
Ao = Apro*Z; % m^2

% Inside area
Apri = 2*pi*ri; % m
Ai = Apri*Z; % m^2

% Resistances
alphao = 293; % W m^-2 K^-1
alphai = 2633; % W m^-2 K^-1

% Finite differences
dr = deltaw/10; % m
dz = 0.01; % m
dt = 10; % s

% Number of steps
W = deltaw/dr;
J = Z/dz;
N = tf/dt;

% Jacket fluid inlet temperature function
Tm1 = zeros(N+1,1);
for n = 1:N/5

Tm1(n) = 293.15 + (373.15 - 293.15)*n/(N/5); % K
end
for n = (N/5)+1:N+1

Tm1(n) = 373.15; % K
end

% Compressed constants 1
Kw = lambdaw/(rhow*cPw);
Km = alphao*Apro/(Mm*cPm);
Kp = alphai*Ai/(Mp*cPp);

% Compressed constants 2
pin = dr/(2*ri);
pout = dr/(2*ro);
b1 = Kw*dt/(dr^2);
b2 = Km*dz/2;
b3 = alphai*dr/lambdaw;
b4 = alphao*dr/lambdaw;
b5 = Kp*dt;
b6 = 1 + 2*b1*(1 + b3*(1-pin));
b7 = 1 + 2*b1*(1 + b4*(1+pout));

% Pre-allocation of vector sizes
vecA = zeros(W+2,1);
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vecB = zeros(W+2,1);
vecC = zeros(W+2,1);
vecD = zeros(W+2,1);

% Components of known matrix at time n and height 0

% Diagonal A
vecAn0 = vecA;
vecAn0(2) = -2*b1*b4*(1+pout);
for i = 3:W+1

r = ri + (i-2)*dr;
p = dr/(2*r);
vecAn0(i) = -b1*(1+p);

end
vecAn0(W+2) = -2*b1;

% Diagonal B
vecBn0 = vecB;
vecBn0(1) = 1;
vecBn0(2) = b7;
for i = 3:W+1

vecBn0(i) = 1 + 2*b1;
end
vecBn0(W+2) = b6;

% Diagonal C
vecCn0 = vecC;
vecCn0(2) = -2*b1;
for i = 3:W+1

r = ri + (i-2)*dr;
p = dr/(2*r);
vecCn0(i) = -b1*(1-p);

end

% Components of known matrix at any time and nonzero height
vecAnj = vecAn0;
vecBnj = vecBn0;
vecBnj(1) = 1+b2;
vecCnj = vecCn0;
vecCnj(1) = -b2;

% Pre-allocation of mean Tw(0,n) profile
Tw0n = zeros(N+1,1);
Tw0n(1) = Ts;

% Pre-allocation of Tp profile
Tpn = zeros(N+1,1);
Tpn(1) = Tp1;
Tpn(2) = b5*Tw0n(1) + (1-b5)*Tpn(1);

% Pre-allocation of Qm and Qp profiles
Qm = zeros(N+1,1);
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Qp = zeros(N+1,1);

% Components of known vector at time 0 and height 0
vecD00 = vecD;
vecD00(1) = Tm1(1);
for i = 2:W+1

vecD00(i) = Ts;
end
vecD00(W+2) = Ts + (2*b1*b3*(1-pin))*Tpn(2);

% Initial outer and inner Tw profiles
TwW0j = zeros(J+1,1);
for j = 1:J+1

TwW0j(j) = Ts;
end
Tw00j = zeros(J+1,1);
for j = 1:J+1

Tw00j(j) = Ts;
end

% Initial Tm profile
Tm0j = zeros(J+1,1);
Tm0j(1) = Tm1(1);
for j = 2:J+1

Tm0j(j) = (b2/(1+b2))*TwW0j(j)...
+ ((1-b2)/(1+b2))*Tm0j(j-1)...
+(b2/(1+b2))*TwW0j(j-1);

end

% Jacket exit temperature
Tm2 = zeros(N+1,1);
Tm2(1) = Tm0j(J+1);

% Wall profile at time 1 and height 0
vecT10 = TDMAsolver(vecAn0, vecBn0, vecCn0, vecD00);

% Height profile vectors at time 1
Tm1j = Tm0j; % vector for Tm(j) at n=1
Tm1j(1) = vecT10(1); % = Tm1 in this case
TwW1j = TwW0j; % vector for Tw(j) outer at n=1
TwW1j(1) = vecT10(2); % value from previous TDMA solution
Tw01j = Tw00j; % vector for Tw(j) inner at n=1
Tw01j(1) = vecT10(W+2); % value from previous TDMA solution

% Initialising for height profile
vecD0j = vecD00;

% Calculation of height profile at n=1
for j = 2:J+1

% Components of known vector at time 1 and height j
vecD0j(1) = (1-b2)*Tm1j(j-1) + b2*TwW1j(j-1);
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vecT1j = TDMAsolver(vecAnj, vecBnj, vecCnj, vecD0j);
Tm1j(j) = vecT1j(1);
TwW1j(j) = vecT1j(2);
Tw01j(j) = vecT1j(W+2);
end

% New exit temperature
Tm2(2) = Tm1j(J+1);

% Mean inner wall temperature at n=1
Tw0n(2) = mean(Tw01j);

% Procedure applied for all further time levels

% Ready for time steps
vecDn0 = vecT10;
Tmnj = zeros(J+1,1);
TwWnj = TwW1j;
Tw0nj = Tw01j;

for n = 2:N % time steps

% Forward difference to find Tp at n+1
Tpn(n+1) = b5*Tw0n(n) + (1-b5)*Tpn(n);

% at zero height
vecDn0(1) = Tm1(n);
vecDn0(W+2) = Tw0nj(1) + (2*b1*b3*(1-pin))*Tpn(n+1);

% Wall profile at time n+1 and height 0
vecTn0 = TDMAsolver(vecAn0, vecBn0, vecCn0, vecDn0);

% Ready for height steps
Tmnj(1) = vecTn0(1); % = Tm1 in this case
TwWnj(1) = vecTn0(2); % value from previous TDMA solution
Tw0nj(1) = vecTn0(W+2); % value from previous TDMA solution

% Initialising for height profile
vecDnj = vecDn0;

% Calculation of height profile
for j = 2:J+1

% Components of known vector at height j
vecDnj(1) = (1-b2)*Tmnj(j-1) + b2*TwWnj(j-1);
vecTnj = TDMAsolver(vecAnj, vecBnj, vecCnj, vecDnj);
Tmnj(j) = vecTnj(1);
TwWnj(j) = vecTnj(2);
Tw0nj(j) = vecTnj(W+2);
end

% New exit temperature



242

Tm2(n+1) = Tmnj(J+1);

% Mean inner wall temperature
Tw0n(n+1) = mean(Tw0nj);

% Ready for the next time step
vecDn0 = vecTn0;

end % time steps

% Time axis
time = zeros(N+1,1);
for n = 0:N
time(n+1) = n*dt;
end

% Qm profile
for n = 0:N

Qm(n+1) = -Mm*cPm*(Tm2(n+1) - Tm1(n+1));
end

% Qp profile
Qp(1) = 0;
for n = 1:N

Qp(n+1) = (1/dt)*Mp*cPp*(Tpn(n+1) - Tpn(n));
end

% Plotting curves
plot(time,Tpn,'k')
hold on
plot(time,Tm1,'b')
plot(time,Tm2,'r')
legend('Tp','Tm1','Tm2')
xlabel('Time / s')
ylabel('Temperature / K')
hold off

figure(2)
plot(time,Qm,'b')
hold on
plot(time,Qp,'r')
legend('Qm rate','Qp rate')
xlabel('Time / s')
ylabel('Heat transfer rate / W')
hold off
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10.7 Detail of the Experimental and Safety Procedures

10.7.1 Standard operating procedure

Here, only the standard operating procedure for the methanol distillation experiment will

be presented. The standard operating procedure for the water distillation experiment was

the same but without the recommended safety procedures for handling methanol.

Process summary

This distillation procedure has been designed to test the heat losses associated with the

large scale system.

• Hazards:-

Methanol is colourless liquid. It is highly flammable. Its boiling point is 65°C.

It may cause eye irritation and may have a degreasing effect on the skin.

In the event of contact with either skin or eyes, wash immediately with plenty of

water – for eyes continue for at least 15 minutes – and obtain medical help as

soon as possible.

In the event of inhalation, remove from exposure and obtain immediate medical

help.

In the event of spillage, use the spill kit to soak up the liquid and place in a drum

for disposal.

• Personal Protective Equipment Required:-

Safety Glasses

Antistatic Lab Coat

Antistatic Steel Toe Capped Shoes

Industrial Marigold Gloves

Special Considerations for Safe Operation of the Large Scale Glassware when using

Flammable Solvents

Always:-

• Wear antistatic safety shoes.

• Earth metal drums, funnels and scoops.

• Blanket vessel contents with nitrogen.
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• Break vacuum with nitrogen.

• Transfer solvents using residual vacuum (<1m/s line velocity) to prevent static

build up in transfer lines.

• Clean up spillages immediately.

Never:-

• Charge solids to vessels from plastic bags. The static build up may discharge and

ignite the solvent.

• Place electrical items in the fume cupboard which are not ATEX rated when

flammable solvents are in use.

• Use non conducting plastics, beakers, funnels, scoops, filter funnels.

• Transfer 2-phase systems.

• Use the Large Scale Glassware Laboratory to store flammables.

Stage 1. Pre Batch Checks

Step

No.

Operation Comment Operator

Initials

1.1 Confirm that the fume cupboard air flow is greater

than 0.4m/s and air flow failure alarm is

functioning.

Acceptable: Y/N

1.2 Confirm that the agitator failure alarms are

functioning.

Acceptable: Y/N

1.3 Confirm that the high temperature alarms on the

Hubers are set to 180oC. (Temperature Class 3

solvents: Max jacket temp 180oC, max process

temp 156oC)

Acceptable: Y/N

1.4 Confirm the earth testing to the fume cupboard,

scaffolding and floor mat is in date.

Acceptable: Y/N

1.5 Inspect the silicon seal in the fume cupboard base

and confirm it is complete and intact.

Acceptable: Y/N

1.6 Confirm there are only ATEX rated electrical

appliances are inside the fume cupboard.

Acceptable: Y/N

1.7 Confirm all vessels are empty and all lines have

been drained.

Acceptable: Y/N
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1.8 Confirm all valves are in the closed position and

manhole covers are closed.

Acceptable: Y/N

1.9 Confirm the nitrogen supply is adequate for the

daily use.

Acceptable: Y/N

1.10 Confirm the condenser water is switched on and

flowing.

Acceptable: Y/N

1.11 Confirm that all hosing is attached to the

condensers and Huber units and that it is in good

repair with no leaks.

Acceptable: Y/N

1.12 Confirm that hosing connects the scrubber unit to

the reaction units via the condenser vents and it is

good repair.

Acceptable: Y/N

1.13 Confirm the scrubber vent is inserted into the

fume cupboard ducting.

Acceptable: Y/N

1.14 Confirm all raw materials to be used are in the

Large Scale Glassware solvent storage area.

Acceptable: Y/N

1.15 Confirm all Personal Protective Equipment is

available for use.

Acceptable: Y/N

Stage 2. Set up the scrubber

Step

No.

Operation Comment Operator

Initials

2.1 Charge 15 litres Deionised Water to the scrubber

via the manhole.

2.2 Open the valves, on the scrubber column and

reactors, to the 25 and 50 litre vessels.

Vent is

open Y/N?

2.3 Turn on the scrubber pump.

Stage 3. Distillation of Methanol Mixture

Step

No.

Operation Comment Operator

Initials

3.1 Ensure the vent valves are open to the scrubber.

3.2 Flush the 25 litre vessel with 40 litres of nitrogen/min

for 15 minutes.
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3.3 Reduce the nitrogen flow to 5 litres/minute to ensure

that nitrogen is flowing through the vessel.

3.4 Earth the 25 l drum.

3.5 Using the residual vacuum charge the vessel with 5

litres of methanol straight from the metal drum.

3.6 When the charge is complete, isolate the charge line

and release the vacuum.

3.7 Open the valve and allow the contents of the measure

vessel to enter the 25 litre vessel.

3.8 Repeat steps 3.5 to 3.7 until 20 litres of methanol have

been charged.

3.9 Start the agitator and the Huber.

3.10 Ensure data logging of readings produced by

temperature reading/Huber at set intervals.

3.11 Record the water temperature and enter it as the set

point of into the Huber controller using “process

mode”, then allow the contents of the 25 litre vessel

to reach equilibrium.

3.12 Enter a set point of 60oC into the Huber controller and

heat the contents of the 25 litre vessel while

monitoring using Labview. Ensure the vessel is

configured for distillation to the receiver.

3.13 When the Huber internal temperature rise begins to

slow down, change the Huber control to “internal

mode” and enter a set point of 75oC. Take care not to

overload the condenser.

3.14 Hold this setting for 10 minutes, pumping the

distillate back into the reactor when it is collected.

Take a sample of the distillates.

3.15 Enter a set point of 80oC into the Huber controller and

heat the contents of the 25 litre vessel while

monitoring using Labview.

3.16 Repeat Step Nos. 3.14 – 3.15 with the set points of

85oC, 90oC, 95oC, 100oC and 105oC.

3.17 Set the temperature to 20oC using the Huber

controller, cooling the contents of the 25 litre vessel

while monitoring using Labview.
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3.18 Change the Huber control to “process mode”.

3.19 At this point set Huber temp to ambient and allow

process to cool.

Stage 4. Discharge and Drying of the 25 Litre Unit

Step

No.

Operation Comment Operator

Initials

4.1 Discharge 25 litre vessel and receiver via the bottom

outlet valves straight into the drums and allow the

equipment to drain by leaving the valves open.

10.7.2 Safety and risk assessment

A single risk assessment document covered both the water and methanol distillation

experiments, as well as acetone (acetone was used in a training run before the main

experiments as well as to clean out the reactors after use). It was signed by the author, the

primary supervisor and the laboratory manager.

The first section of the risk assessment document was entitled “Hazardous area

classification and basis of safety”. The basis of safety was the elimination of ignition

sources. This section had the following three questions:-

Q: “Are you using or making any chemicals which during processing are capable of

detonation, deflagration, high rate decomposition or have a pyrophoric nature?” A: “No.”

Q: “Do any of the chemicals or processing activities require a Basis of Safety of an Inert

Blanket rather than a Basis of Safety of Elimination of Ignition Sources?” A: “No. Inert

blanket will be used as a secondary safety measure.”

Q: “Do any chemicals fall outwith the scope of the electrical ATEX standard of

Temperature Class 4 and or Gas Type 2C?” A: “No.”

The second section of the document was entitled “Reaction scheme & brief summary of

reaction principles (Show or describe all processes, reagents, intermediates, products, by-

products, off-gases and summary conditions)”. In this section was written: “Measurement

of heat flow across the reactor during various distillation rates of water, methanol and

acetone. There is no reaction.” No further information was required because there was no

reaction.
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The third section was entitled “COSHH – intrinsic chemical hazards (List all materials in

scheme, including isolated intermediates, off-gases, scrubber liquors, clean-out solvents

and waste)”. The information displayed in table 10.9 was below it:-

Table 10.9 – COSHH details (part of the risk assessment).

Material
Quantity

/ kg

Significant Intrinsic Hazards and

Risk Phrases

Special Precautions

or Personal

Protective

Equipment

Deionised

water
60

Methanol & Acetone: Highly

flammable

Methanol: Toxic – danger of very

serious irreversible effects through

inhalation, in contact with skin and if

swallowed.

Acetone: Irritating to eyes, repeated

exposure may cause skin dryness or

cracking, vapours may cause

drowsiness and dizziness.

Safety glasses,

antistatic lab coat,

antistatic steel toe

capped boots,

industrial marigold

gloves.

Especially with

methanol, avoid skin

contact or splashes,

and take care not to

inhale vapours.

Methanol 20

Acetone 60

The fourth section was entitled “Reactive chemical hazards of each material (List

sensitivities, incompatibilities (including interactions with condenser coolant, Huber oil

and scrubber liquors), thermochemical threats, flash points etc)”. The information

displayed in table 10.10 was below it:-

Table 10.10 – Reactive hazards and control measures (part of the risk assessment).

Material

Reactive

Hazards
Control Measures Required

Methanol,

acetone

Flammable

(reaction with

oxygen in

air)

Elimination of ignition sources within the fume

cupboard.

Constant air flow to remove flammable vapours.

Nitrogen blanket

The fifth section was entitled “Energy hazards of the process (List energies present,

sources)”. It had two parts: “What is the Stability of the Raw Materials, Intermediates,

Products and Distillation Residues etc especially if elevated temperatures are required?”

and “What Reaction Energy is Present?”
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The second question (“What Reaction Energy is Present?”) was not applicable, so this

section was about the boiling points of the substances (water 100°C, methanol 65°C,

acetone 56°C). The possible dangers were pressure rise due to possible excessive boiling

of the substances and overloading of the condenser. The substances greatly expand when

boiled and correspondingly greatly contract when condensed. The control measures were

to firstly keep the vent valves open to the scrubber to equalise the pressure, and secondly

to watch the condenser for signs of overload and cool the reactor if this were to occur.

The last line of safety was the bursting disk, set to release if the pressure difference

between the system and surroundings was 0.4 bars or more.

The sixth section was entitled “Other physical hazards (List any other significant hazards

that could conceivably arise, including spillage and clean-up)”. The natures of the hazards

listed were spillage of the liquids and the flammability of the vapour. The hazards could

arise from charging or discharging the vessel, not collecting all the contents after the

experiment, and accidentally leaving the run-off valves open (this would be checked in

the standard operating procedure).

The control measures for spillage were firstly to use suitable gloves when cleaning. If a

small spillage were to occur, it would be soaked up with tissues (which would be left in

the fume cupboard until any flammable liquid had evaporated). If a larger spillage were

to occur, the fume cupboard would be purged, all windows would be closed, and any

flammable liquid would be left to evaporate. If a very large spillage occurred, the spill kit

would be used, as well as closing all windows, purging the fume cupboard and leaving it

to evaporate.

The control measures for flammable vapour during these operations were to ensure that

all the drums (which were made of metal) were earthed during charging, and the

substances were charged using residual vacuum only (not pumped). Flammable solvents

would be discharged into glass bottles. Waste disposal bins would be placed into the fume

cupboard during filling, so any vapours would stay in the fume cupboard.

The seventh section was entitled “Potential hazards arising from mal-operation (List

process deviations that could give rise to a hazard)”. The potential deviations listed here

were if the run-off valves were open (causing large spillage), or the vent valves were

closed (causing pressure build-up), or if there was a large enough temperature difference

(causing thermal shock to the vessel wall). The control measures for spillage were

discussed in the previous section. The control measures for pressure build-up were to
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check the vent valves were open (as part of the standard operating procedure) and to have

the bursting disk in place. The control measures for temperature difference were to

monitor the difference between the jacket inlet temperature and the process temperature

and to make sure this difference does not exceed 50°C. The Huber control system would

do this automatically if set to “process mode”.

The eighth section was entitled “Emergency shutdown procedures”. The emergency

situations identified were temperature spikes (from Huber malfunction or mal-operation),

the possibility of the fire alarm activating during an experiment and the possibility of

fume cupboard failure.

The control measures for temperature spikes were three temperature trips and alarms set

in the Huber unit. Firstly if there was a 50°C difference between jacket inlet temperature

and process temperature this would be controlled the system was in “process mode” and

monitored if the system was in “internal mode”. Secondly an alarm would activate if the

Huber temperature reached the set maximum temperature of 156°C. And lastly the Huber

would automatically shut down if the temperature of the DW-Therm reached 180°C as it

is too close to its boiling point of 200°C. Additionally, monitoring and observation of the

process was essential.

If the fire alarm were to go off, the emergency action was to use the radio to contact the

fire wardens and alert them to the situation. Then it was to be established whether it was

a drill or a real fire. If it was a real fire, the Huber control would be set to 20°C and all

personnel would evacuate (with the radio, so fire wardens could still be contacted). If it

was a drill, operators would keep working because the process required monitoring.

If the fume cupboard air flow failed, the Huber system would be set to 20°C immediately

upon discovery. If it was thought that significant flammable gases could escape (if there

was boiling methanol or acetone), a major threat of fire or explosion would be present. In

this case, the fire alarm would then be activated and all personnel would evacuate. Fire

wardens would be informed of the situation.

The ninth section was entitled “Hazards arising from service or equipment failures (List

services required and consequence of failure)”. Possible hazards identified were

insufficient fume cupboard air flow, loss of nitrogen blanket on the contents of the system,

condenser overload, and high pressure in the reactor if the valves were closed. The control

/ action measures from failures of the fume cupboard or temperature control (condenser
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overload) and pressure build-up were discussed in previous sections of the risk

assessment document. For the nitrogen blanket, part of the standard operating procedure

is to ensure sufficient nitrogen is present before and during the experiment.

The tenth section was entitled “Special detoxification of waste (List any special measures

required to safely detoxify waste)”. This section was not applicable to these experiments.

The eleventh section was entitled “Cleanout of equipment (List equipment to be cleaned

and solvents required to clean out the equipment)”. The reactor was to be cleaned out at

the end with acetone, a flammable and irritant substance. Control measures for acetone

were the use of ATEX-rated equipment in the fume cupboard, the fume cupboard air flow,

and the presence of a nitrogen blanket when flammable substances were in the system.

This cleaning would be done by the lab manager after the experiment was finished.

The twelfth section was entitled “Disposal of waste (List types of waste expected and

disposal method)”. For the deionised water, no hazards were present and the waste route

would be normal drainage. For methanol (flammable and toxic) and acetone (flammable

and irritant), disposal would be taken care of by the Chemistry Stores personnel.

The thirteenth section was entitled “Who is at risk from this experiment? (Address the

risk to all those who may come in contact with this experiment)”. All operators and

visitors were considered “at risk” and the risks were from coming into contact with the

solvents (liquid or vapour) and from entering the hazardous area (fume cupboard) which

was required at times such as when discharging the vessel. To alleviate these risks,

primarily, care was to be taken to avoid skin contact and splashes, and to avoid inhalation

of the vapours. Personal protective equipment was also to be used – lab coats and safety

glasses were to be worn at all times in the lab, and additionally, in the hazardous area and

when handling solvents, industrial marigold gloves and anti-static steel toe capped boots

were to be worn.

10.7.3 Risk Assessment Form

1.0 Process to be Operated

1.1 Stage 1 – Materials Usage / Batch



252

Material/Chemical Quantity

Water 60 L – 20 L for 25 L vessel, 40 L in 50 L vessel

Methanol 30 L – used in 25 L vessel only

Acetone 60 L – 20 L for 20 L vessel, 40 L for 50 L vessel

Product generated / batch Total 20 L each for 25 L vessel, 40 L each for 50 L

vessel

1.2 Stage 1 – Number of Batches Required: 4 for 25 L vessel, 2 for 50L vessel

1.3 Stage 1 – Estimated Cycle Time / Batch: 1 day

1.4 Stage 1 – Estimated Clean-out Time: N/A (acetone will be used last in both vessels)

1.5 Stage 1 – Estimated Manufacturing Time: N/A

1.6 Stage 1 – Brief Process Outline

Process Operation Volume in Vessel

1. Heating to reflux Full capacity (80% of total

volume)

2. Distilling at different rates (increasing jacket temperatures in

steps)

Full capacity (80% of total

volume)

3. Cooling to ambient temperature Full capacity (80% of total

volume)

2.0 Stage 1 – Hazard & Operability Study

2.1 Consider all aspects of the chemical process and how they will be operationally carried

out. (Include: Movement and storage of chemicals, manual handling issues, weighing, splitting

bulk chemicals into manageable size packages, charging of chemicals and potential interactions

in charging lines, reaction, discharging from vessels, discharging from vac filter, drying, type of

product and waste drums, etc.)

No reactions present

Process Operation or Activity Action Required or Control Measure

1. Manual handling Trolley for main drums, maximum carrying

weight 10kg

2.2 Stage 1 – Additional Questions (if not covered in the above study)

Activity Action Required or Control Measure

Is the equipment of a suitable size for the

reaction?

Is the agitator covered throughout the

processing?

Yes

Yes

Is there any risk of serious frothing? No
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Are there any anticipated viscosity or

physical form changes?

Boiling during distillation

Do any raw materials require melting before

use?

No

Is there enough cooling capacity around the

vessel jacket available to control exotherms?

N/A

Is there a static hazard from charging any dry

powder?

Is there a dust cloud hazard?

N/A

N/A

What high temperature alarm set point is

required for operation of the Hubers?

OT = 180oC

T Max = 156oC (Temperature classification

T3)

Is the vent size (19mm) adequate to release

gas and avoid the reaction pressurising the

equipment?

Yes

Is any gas or vapour used or formed in the

reaction?

Is the scrubber required?

What scrubber liquor will be used and what

strength is required?

Yes, due to evaporation and boiling

Yes (for acetone and methanol experiments)

Deionised water (for acetone and methanol

experiments)

Is any out of hours working required to cover

the work?

If so, how will this be managed?

Strict working hours 8am – 4pm, possibly up

to 5pm.

James may agree to supervise 4pm to 5pm.

Is all electrical equipment to be placed inside

the fume cupboard of the standard required

to enable the use of flammable solvents and

flammable dusts?

A check is required on the thermometers to

be used on the outside of the jackets – see

action 1.

Are all operators of the Large Scale

Glassware fully trained?

Erik Bentham and Nick Fitch are trained.

Scott Shaw is not trained and is only allowed

in the presence of either Erik or Nick.

Are all heating and cooling activities

designed to prevent thermal shock to the

vessels?

Yes

2.3 Stage 1 – Materials of Construction Review

Repeat Hazard & Operability Study for each Stage of the Process.

N/A – the above risk assessment covers all stages.

3.0 Action List – (List all actions which arise from the above risk assessment. All actions must

be completed before commencing manufacture)
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Action Responsible Person Completion Date

1. A static hazard risk assessment is required for

the thermometer probes to be attached to the

jackets. If a static hazard is potentially present,

the written justification must be supplied before

staring work.

S Pollard to check

static risk.

F. Muller to supply

written justification.

Before startup can

commence.

4.0 Process Instruction Sheet

Have Process Instructions for operating the process in the Large Scale Glassware been

completed? Yes.

Process Instruction Document References:

1. iPRD/KgLab/PISheet – Erik/25 litre/water/heating profile

2. iPRD/KgLab/PISheet – Erik/25 litre/methanol/distillation

3. iPRD/KgLab/PISheet – Erik/25 litre/methanol-water/distillation

4. iPRD/KgLab/PISheet – Erik/25 litre/acetone/distillation

5. iPRD/KgLab/PISheet – Erik/50 litre/water/heating profile

6. iPRD/KgLab/PISheet – Erik/50 litre/acetone/distillation


