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Abstract

The recently emerging layered two-dimensional materials provide a new material class for novel opto-electronic devices. These materials have a unique crystal structure with strong intra-layer bonding and weak van der Waals inter-layer bonding. This allows to thin down the crystal to single atomic layer thickness using an adhesive tape. With the discovery of this method to produce stable monolayer sheets of graphene and the observation of its remarkable properties, a new research area started to develop. Besides graphene there is a whole class of two-dimensional materials with similar crystal structure. One of the most prominent are transition-metal dichalcogenides, molybdenum and tungsten selenide and sulphide. They are semiconducting materials that experience an indirect-to-direct bandgap transition when the material is thinned down to monolayer thickness. This change of the bandstructure leads to a remarkable increase in the emission efficiency of those materials in monolayer form. Strong spin-orbit coupling, inversion symmetry breaking, large exciton binding energy and large oscillator strength means that this class of materials are very promising for future room temperature opto-electronic devices. In this work monolayer sheets of transition-metal dichalcogenides, as well as vertically stacked heterostructure of two-dimensional materials, are coupled to microcavity structures in order to study light-matter interaction of these materials. A tunable open-acces microcavity structure has been developed to have full control of the light-matter interaction. In this system monolayer sheets of molybdenum disulphide have been studied, where the weak coupling regime with a Purcell enhancement of a factor of 10 has been observed. Monolayer sheets of molybdenum diselenide have been investigated where the first conclusive demonstration of strong exciton-photon coupling is demonstrated. Finally, a light emitting diode, produced by a heterostructure consisting of graphene, boron nitride and tungsten diselenide has been embedded in a microcavity structure where a significant change in the emission pattern of photo- and electroluminescence has been demonstrated.
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1 Introduction

Van der Waals crystals are layered materials that have gained significant attention in recent years. The crystals of those materials have a layered structure with strong intra-layer bonding and weak inter-layer bonding stemming from van der Waals forces. The most famous material that falls into this group is graphite where the layered structure is well known and widely used. A schematic of the crystal structure of graphite is shown in Figure 1.1 where the layered nature of the crystal is highlighted. The interest in van der Waals crystals sparked in mid 2000s when the research group in Manchester developed a technique to isolate a stable, single atomic layer of graphite, called graphene, and managed to place this single layer of carbon atoms on a target substrate [1]. This relatively recent development was the beginning of a new research area on layered two-dimensional (2D) materials with thicknesses down to a single atomic layer [2]. Although the physical properties of graphene were already predicted in 1947, it took more than 50 years before the isolation of a single graphene layer was successful [3]. This development attracted a lot of attention, especially after the demonstration of room temperature quantum Hall effect only a few months after the first graphene layer was isolated [4, 5]. These achievements were awarded with the Nobel prize in physics in 2010 for the two leading researchers. One of the most striking properties is the band structure of graphene. It displays a Dirac cone with zero bandgap [6]. This allows ballistic transport with high charge carrier mobility of up to $10^5 \text{cm}^2\text{V}^{-1}\text{s}^{-1}$ enabling a new approach for future electronic devices [7]. This is around two orders of magnitude higher than in conventional electronic devices produced by current technologies [8]. The downside of graphene, however, is that due to the lack of an optical bandgap the On/Off-ratio of such electronic devices is too low for practical technological implementations [9].

Not only the unique properties of graphene caused this research area to boom, but also the simplicity of the technique [10]. Due to the layered structure of the crystals it is
1.1 Two-dimensional materials

The same technique can be adapted for various van der Waals crystals to obtain thin films down to single atomic layers. In fact, there is a huge selection of materials that can be thinned down to monolayer sheets. Table 1.2 displays a list of van der Waals crystals with a wide range of properties [11]. Apart from graphene, which has already been discussed briefly, another widely used layered material is hexagonal boron nitride (hBN) [12–14]. This is a semiconducting material with a wide bandgap of around 6 eV. Boron nitride is often used as substrate for other two-dimensional materials due to its high quality and stability [15]. It is used especially in combination with graphene where it serves as ideal substrate for defect free tunnelling barriers, for example [16, 17]. Due to their similar crystal lattice constant Moiré patterns are observed in heterostructures consisting of hBN and graphene if the crystal axes are aligned to each other [18, 19]. Recently hBN has also been
used as spacing layer to form multiple quantum well structures of another class of materials, called transition-metal dichalcogenides, which are discussed in the following [55].

Some layered materials are found to be unstable in ambient conditions, where oxidation and degradation of a monolayer sheet can occur within seconds after being exposed to air [20]. A way to overcome this problem is to perform the mechanical exfoliation in an oxygen and water-free atmosphere where hBN is used to encapsulate the material in order to protect it from the environment [21, 22].

Transition-metal dichalcogenides (TMDCs) are semiconducting materials with an optical bandgap in the visible light range. Because of the layered crystal structure TMDCs have been used as lubricants for many years in the past but had no real use in opto-electronics [23]. This changed drastically when TMDCs were thinned down to monolayer sheets and unexpected alterations of their physical properties were observed. The remarkable feature of these materials is an indirect-to-direct bandgap transition as the material is thinned down towards a single monolayer [24]. Due to the direct bandgap a monolayer sheet has an emission efficiency several orders of magnitude higher than few-layer sheets or bulk. This has been demonstrated for the first time with molybdenum disulphide (MoS$_2$) [25] and has been observed for molybdenum diselenide (MoSe$_2$) [26], tungsten disulphide (WS$_2$)

---

**Figure 1.2: Overview of the large selection of materials with a layered crystal structure.** Physical properties allow to group different materials. In this work graphene and hBN as well as a selection of 2D chalcogenides are discussed. The table is taken and altered from [11].

<table>
<thead>
<tr>
<th>Graphene family</th>
<th>Chalcogenides</th>
<th>Oxides</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Graphene</strong></td>
<td>Transition-metal dichalcogenides (MoS$_2$, WS$_2$, MoSe$_2$, WSe$_2$)</td>
<td>Micas, BSCCO</td>
</tr>
<tr>
<td><strong>hBN ‘white graphene’</strong></td>
<td>Semicconducting dichalcogenides (MoTe$_2$, WTe$_2$, ZrS$_2$, ZrSe$_2$, ...)</td>
<td>Transition-metal Oxides (MoO$_3$, WO$_3$)</td>
</tr>
<tr>
<td><strong>BCN</strong></td>
<td>Metallic dichalcogenides (NbSe$_2$, NbS$_2$, TaS$_2$, TiS$_2$, NiSe$_2$, ...)</td>
<td>Layered semi-conductors (GaS, GaSe, GaTe, InSe, Bi$_2$Se$_3$, ...)</td>
</tr>
<tr>
<td><strong>Fluorographene</strong></td>
<td></td>
<td>Perovskite-type: LaNb$_2$O$_7$, (Ca, Sr)$_2$Nb$<em>2$O$</em>{10}$, Bi$_2$Ti$<em>3$O$</em>{12}$, Ca$_2$Ta$<em>2$TiO$</em>{10}$, ...</td>
</tr>
<tr>
<td><strong>Graphene oxide</strong></td>
<td></td>
<td>Hydroxides: Ni(OH)$_2$, EU(OH)$_2$, ...</td>
</tr>
</tbody>
</table>

Others
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[27] and tungsten diselenide (WSe$_2$) [28] consequently. The carrier mobility observed in TMDCs is several thousand cm$^2$V$^{-1}$s$^{-1}$, which is comparable to the values achieved in conventional electronic devices. With the presence of an optical bandgap, the On/Off-ratio, exceeding a value of $10^8$, is significantly improved compared to graphene devices [29, 30]. Properties such as large spin-orbit coupling [31], inversion symmetry breaking [32], large exciton binding energy [33–35] and large oscillator strength mean that this class of materials are very promising for future room temperature opto-electronic devices and therefore TMDCs with be the main focus of this work [36–39]. In general out-perform selenides their sulfide counter-parts in terms of emission efficiency, emission linewidth and material stability. Although a larger oscillator strength has been predicted for sulfides, novel effects are easier observed in selenides due to the relative narrow linewidth. Recently, in addition to pronounced excitonic features in TDMCs, quantum dot-like features have been observed in WSe$_2$ [40–43], demonstrating single photon emission.

Other semiconducting layered crystals, such as gallium and indium chalcogenides or black phosphorous [48], have a similar crystal structure to TMDCs but exhibit different optical properties as they are already direct bandgap semiconductors in bulk leading to a typical optical response when reducing the layer thickness. Examples of this material class are indium selenide (InSe) [44], gallium selenide (GaSe) [45], gallium telluride (GaTe) [46], gallium sulphide (GaS) [47]. While gallium chalcogenides have a significant lower coupling strength, GaSe and GaTe found its applications as non-linear crystals and have been used for second harmonic generation experiments and stimulated emission has been demonstrated in the past [49, 50]. The emission wavelength of these materials covers a wide range from 550 nm to 1.3 $\mu$m. Additionally the change of the band structure as a function of the sheet thickness allows control of the emission wavelength throughout this range. This offers a reliable light source from the visible to telecommunication wavelengths. Finally, other classes of layered materials listed in the table are superconducting chalcogenides such as niobium selenide, where recently the presence of charge density waves are demonstrated [51], or topological insulator such as bismuth telluride, for example [52].

The isolation of single and few-layer sheets of these layered materials shows promising properties for different opto-electronic applications and allows the investigation of novel physical effects that may be unachievable with other material systems. The fabrication
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of mono- and few-layer sheets allows the use of a wide range of substrates including substrates suitable for flexible opto-electronic devices [53]. New functionality can be achieved by stacking individual thin films on top of each other to create heterostructures combining the unique, individual properties of each layer. Such heterostructures have been produced to form multiple quantum wells using hBN and TMDCs [54]. Furthermore, electrically pumped devices have been realized with vertically stacked heterostructures, where large emission efficiencies have been demonstrated [55].

1.2 Incorporation of two-dimensional materials in photonic structures

In order to control and enhance the light-matter interaction of TMDCs, monolayer sheets are coupled to microcavity structures. A microcavity is an optical resonator that confines the optical emission of an active material placed inside this resonator. In general this modifies the photonic density of states (DoS) which leads to significant alteration of the spectral and temporal emission pattern of the active material. This allows the study of novel physics and leads to various applications depending on the coupling rate and the dissipation rates of the cavity and emitter. Historically, microcavities have been used in many systems, such as conventional III-V semiconductors for example. The emission efficiency of gallium arsenide based quantum dots, for example, has been increased by several orders of magnitude by embedding the dots in microcavity structures [56].

In the so-called strong coupling regime a new quasi-particle called exciton-polariton is formed [57]. This offers a potential new approach for opto-electronic applications. For example, the coherence of Bose-Einstein condensates in polariton systems can be exploited to realize ultra-low threshold lasing devices [58–61]. Other novel properties observed in polariton systems are the propagation of soliton wave packets [62], superfluid-like behavior [63] or exciton-polariton spin switches [64].

Coupling layered materials to photonic structures has been demonstrated recently, where for example, a significant enhancement of the detected photocurrent is observed in a photodetector based on graphene, embedded in microcavity structures [65]. Emission effi-
Incorporation of two-dimensional materials in photonic structures

ciency of TMDCs has been enhanced with photonic crystal cavities, where also photonic lasing devices have been realized [66, 67]. Photonic lasing has also been observed in micropillar cavities based on whispering gallery modes [68, 69]. The claim of strong exciton-photon coupling of MoS$_2$ in planar microcavities has been made showing the great potential for the observation of the strong coupling regime [70]. Here, the first unambiguous demonstration of the strong coupling regime in TDMCs is demonstrated in chapter 6.

This work consists of a theoretical description of optical properties of TMDCs and microcavity systems in general, where the difference of the so-called weak and strong coupling is explained in chapter 2 and 3. Experimental methods are described in chapter 4 where the fabrication method to produce monolayer sheets and the optical setups used in this work are explained. The last part of chapter 4 describes the properties and features of the developed tunable open-access microcavity system. Light-matter interaction is studied in a tunable microcavity system where the weak coupling regime with an increase of the emission efficiency in TMDCs and GaSe is demonstrated in chapter 5. Chapter 6 shows the first conclusive strong exciton-photon coupling of TMDCs using the tunable microcavity system where exciton polariton states are introduced and potential approaches towards room temperature polariton systems are discussed. Finally, chapter 7 shows the first demonstration of light emitting tunneling transistors, formed by vertically stacked heterostructures, embedded in microcavity structures.

MoS$_2$ samples and van der Waals heterostructure samples used in this work were provided by F. Withers, University of Manchester, the concave shape substrates for the top DBRs in the tunable open access microcavity have been milled by A. Trichet, University of Oxford and the DBRs were acquired commercially. GaSe samples were fabricated by myself. FDTD simulations were performed together with P. Walker. The measurements, data analysis and the preparation of the paper has been done by myself under guidance of S. Dufferwiel.
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In semiconductor materials, such as transition-metal dichalcogenides or gallium chalcogenides, the absorption of photons via interband transitions lead to electron-hole pairs. The electron in the conduction band and the hole in the valence band are bound to each other via Coulomb interaction, forming an exciton. In III-V semiconductors excitons are in general free excitons, called Wannier-Mott excitons.

2.1 Optics in semiconductors

Wannier-Mott excitons are delocalized states with a Bohr radius larger than the lattice constant and are, therefore, not bound to specific atoms. In order to form excitons the attractive potential is required to be large enough so that collisions with phonons do not destroy the exciton. In other words, the exciton binding energy $E_B$ has to be larger than the energy of thermally excited phonons $k_B T$ with the Boltzmann’s constant $k_B \approx 1.38 \times 10^{-23}$ J·K$^{-1}$ and temperature $T$:

$$E_B > k_B T.$$  \hfill (2.1)

For Wannier-Mott excitons the effective mass approximation is used to describe the exciton. The binding energy of the exciton in an environment with a dielectric constant $\varepsilon_r$ is given by:
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\[ E(n) = -\frac{\mu}{m_0 \varepsilon_r^2 n^2} \frac{R_H}{n^2} = -\frac{R_X}{n^2}, \]  
\[ (2.2) \]

where \( n \) is the principle quantum number, \( R_H \) is the Rydberg energy, \( m = m_e^* + m_h^* \) is the exciton mass and \( \mu \) is the reduced mass with \( \frac{1}{\mu} = \frac{1}{m_e^*} + \frac{1}{m_h^*} \) in which \( m_{e,h}^* \) is the effective mass of electron and hole respectively. To simplify this expression, the exciton Rydberg energy \( R_X \) is used to describe the binding energy. The separation of the electron and the hole \( r_n \) is given by the Bohr model:

\[ r_n = \frac{m_0 \varepsilon_r n^2 a_H}{\mu} = n^2 a_X. \]  
\[ (2.3) \]

Here, \( a_H \approx 5.292^{-11} \text{m} \) is the Bohr radius of the hydrogen atom and \( a_X = \left( \frac{m_0 \varepsilon_r}{\mu} \right) a_H \) the exciton Bohr radius. The energy of an exciton at a direct bandgap transition at \( k = 0 \), where \( k \) is the wave vector, is the energy of the bandgap \( E_g \) minus the energy from the Coulomb interaction:

\[ E_X = E_g - \frac{R_X}{n^2}. \]  
\[ (2.4) \]

2.1.1 Photoluminescence

Photoluminescence (PL) is a photon emission process due to recombination of an optically created electron-hole pair. The incident photon is absorbed when its energy is larger than the optical bandgap of the material. Through scattering processes, much faster than the interband recombination time, the electron decays to the minimum of the conduction band. Figure 2.1 shows a schematic of a (a) direct bandgap and (b) indirect bandgap. Due to negligible momentum of photons, a radiative recombination is only possible for \( \Delta k \approx 0 \), hence only in direct bandgap materials. In case of an indirect bandgap, non-radiative recombination occurs via phonons. Radiative recombination is only possible in multiple particle transitions, where the phonon contributes to the change in \( k \). These processes are far less efficient so that the emission efficiency of an indirect bandgap material is significantly reduced.
Figure 2.1: Schematic of a semiconductor bandstructure. The bandstructure is showing (a) a direct bandgap and (b) an indirect bandgap. A radiative recombination can only occur in a direct transition \( (k \approx 0) \). In case of the indirect bandgap a phonon can serve as the source of the momentum required for the transition.

Electrons in atoms sit in discrete energy levels leading to discrete emission spectra where the linewidth is limited by the uncertainty principle \( \Delta E \Delta t > \hbar / 2 \). In semiconductors, however, the electrons and holes form a thermal distribution before recombination from the conduction band to the valence band. The homogeneous linewidth of the emission depends the thermal distribution \( k_B T \) as well as the density of states and carrier density. Structural disorder in the material leads to a disordered bandstructure. Radiative recombination of electron-hole pairs have slightly different energies resulting in an inhomogeneous broadening in the observed PL spectrum. In 2D materials this inhomogeneous broadening is the dominating factor and, therefore, the radiative lifetime is not linked to the observed linewidth via the uncertainty principle as given above.

### 2.1.2 Electroluminescence

In electroluminescence devices the emission is caused by electric carrier injection. In order to allow an electron to recombine, it requires a hole in the conduction band obeying Pauli blockade. Two different approaches are used for electroluminescence devices. The first approach relies on the principle of a \( p-n \) or \( p-i-n \) diode, shown in Figure 2.2, where a
Figure 2.2: Band diagram of a p-n diode. The p-n transition shows the excess of electrons in the n-doped area and excess of holes in the p-doped area at (a) no applied voltage and (b) forward bias. When applying a voltage, the Fermi level shifts and a depletion region forms where electrons can recombine to holes. This carrier injection is the fundamental principle of a LED device.

The second approach relies on carrier injection through tunneling barriers. When two conductors are separated by a thin insulator, carriers can tunnel through this barrier according to the tunnel effect. The probability for a tunneling event, $T$, is derived from the Schrödinger equation and reads:

$$T = \frac{16E(U_0 - E)}{U_0^2} e^{-2\alpha L},$$  \hspace{1cm} (2.5)$$

where $E$ is the energy of the carrier, $U_0$ is the height of the barrier, $L$ is the thickness of the barrier and $\alpha$ is a constant given by:

$$\alpha = \sqrt{\frac{2m(U_0 - E)}{\hbar^2}},$$  \hspace{1cm} (2.6)$$

where $m$ is the mass of the carrier. In 2D heterostructures hexagonal boron nitride (hBN) is often used as a substrate for other layered materials due to its high quality and cleanliness. For vertically stacked electroluminescence devices it is possible to use a few atomic layer thick hBN layers as tunnel barriers.
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2.2 Transition-metal dichalcogenides

With respect to optical properties and opto-electronic applications TMDCs (in particular MoS$_2$, MoSe$_2$, WS$_2$ and WSe$_2$) appear to be the most promising out of all 2D materials that were studied so far [29] due to strong excitonic effects leading to simple spectral response. The crystal structure of TMDCs is shown in Figure 2.3 showing the layered nature of the material as well as the hexagonal crystal structure. Within one atomic layer the Mo (W) atoms are covalently bonded to S (Se) atoms where the transition-metal atom is located between the chalcogenide atoms. Each subsequent layer is bonded by electrostatic dipole forces known as Van der Waals forces. Due to its layered structure these materials have been used for various applications such as lubricants, catalysts or nanotubes, but only after the isolation of a single atomic layer and the resulting indirect-to-direct bandgap transition the way for TMDCs use in opto-electronics was opened.

2.2.1 Bandstructure of TMDCs

The calculated bandstructure of MoS$_2$ is shown in Figure 2.4 for (a) bulk, (b) quadrilayer, (c) bilayer and (d) monolayer sheets highlighting the transition from an indirect to a direct bandgap as the material is thinned down. It shows that MoS$_2$ in bulk has an indirect bandgap of 1.3 eV, located at the Γ-point in the valence band and halfway between the Γ- and K-point in the conduction band [25, 71, 72]. This fundamental bandgap increases for decreasing layers while the local minimum in the K-point is nearly independent to the thickness of the material and eventually results in a direct bandgap of 1.8 eV at the K-point for single layer sheets. This observation is a result of the quantum confinement effects.
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Figure 2.4: Calculated bandstructure of MoS$_2$. The bandstructure is calculated for (a) bulk, (b) quadri-layer, (c) bilayer and (d) monolayer sheets. The solid arrow indicates the fundamental bandgap transition and highlights the indirect-to-direct bandgap transition. Figure is taken from [25].

Density function theory (DFT) calculations show that the conduction band states at the $K$-point are given by localized d-orbitals on the Mo atoms and are quantitatively unaffected by interlayer coupling. The states near the $\Gamma$-point are given by combinations of the anti-bonding $p_z$-orbitals on the S atoms and the d-orbitals on the Mo atoms. Changing the number of layers results in a change of these states and a shift of the bandstructure in the $\Gamma$-point while change of the bandstructure at the $K$-point is negligible. This results in the transition to the direct bandgap at the $K$-point.

The change in the bandstructure in TDMCs leads to fundamental difference in their physical properties such as photoconductivity, absorption or most prominently the PL response. The PL quantum yield is increased by several orders of magnitude in monolayer sheets with respect to the bulk material [24]. The PL of monolayer sheets has been demonstrated for the first time for MoS$_2$ in 2010 where the significant increase of PL is shown as the material is thinned towards monolayer thickness. Furthermore, a monolayer sheet is a quasi-two-dimensional system. Due to the reduced dimension, dielectric screening is greatly reduced leading to an increase of the exciton binding energy. The exciton binding energy in monolayer sheets of TMDCs is several 100 meV, which is 10 times larger than in GaAs QWs [33].
Large spin-orbit coupling in TMDCs results in a large valence band splitting in the $K$- and $K'$-points of the Brillouin zone, of approximately 160 meV in MoS$_2$ for example. This has been observed optically where two excitonic bands, called A and B band, are observed in absorption and in PL. In the minima of the conduction band spin-orbit interaction introduces a smaller splitting of a few tens of meV [31]. Due to the absence of a center of inversion and strong spin-orbit coupling the conduction band is split at the $K$-points, whereas at the high-symmetry points $\Gamma$ and $M$ the bands remain degenerate. Density functional theory (DFT) calculations show an interesting difference between tungsten and molybdenum dichalcogenides, labelled as MoX$_2$ and WX$_2$, respectively, in the following to indicate that the effect occurs for selenides and sulphides. In case of MoX$_2$ materials a band crossing between the spin-split conduction band is observed because the heavy band has a higher energy than the light band, as shown in Figure 2.5. This crossing is absent in WX$_2$ materials, which shows the difference in the optical properties of MoX$_2$ and WX$_2$ materials.
The difference of the spin-split conduction band is observed when an exciton is formed. In general an exciton is an electron-hole pair with parallel spin, referred to as bright exciton. In case of WX$_2$ materials, however, the transition from the conduction band minimum to the valence band occurs from an electron-hole pair with anti-parallel spin forming an optically inactive, so-called, dark exciton. This means that the lowest energy exciton band is dark and at cryogenic temperatures excitons accumulate in that band, leading to the predominantly formation of dark exciton in WSe$_2$. With increasing the temperature, bright exciton states are filled which optically recombine more efficiently and, therefore, lead to an increase of PL intensity [73].

### 2.2.2 Valley-polarization effects

A key parameter of a crystal lattice is its symmetry, which can be described with the magnetic moment $m(k)$ and the Berry curvature $\Omega(k)$ [74, 78]. The Berry curvature is used to describe the geometric properties of the wavefunctions in the parameter space [75, 76]. The symmetry distinguishes between time-reversal symmetry, which is fulfilled when $\Omega(k) = -\Omega(-k)$ and $m(k) = -m(-k)$ or space-inversion symmetry, for which $\Omega(k) = \Omega(-k)$ and $m(k) = m(-k)$. From this concludes that both symmetries are achieved at the same time for $\Omega(k) = 0$ and $m(k) = 0$ [77]. An example where time-reversal is observed is spin where spin-up is the time-reversal of spin-down. Inversion symmetry is given when the crystal lattice can be mirrored and remain unchanged, which is the case for graphene, for example. From the crystal structure of TMDCs, shown again in Figure 2.6(a) it is obvious that the spacial inversion symmetry is broken because the two sublattices are occupied by one transition-metal and two chalcogenide atoms. This crystal structure leads to a spin projection in the $K$- and $K'$-points which is, in combination with time-reversal symmetry, coupled to the valleys. Consequently, interband transitions at the two valleys are allowed for opposite helicity and are addressed optically with left circularly polarized ($\sigma_-$) and right circularly polarized ($\sigma_+$) excitation at $K$ and $K'$ valley, respectively as indicated in Figure 2.6(b).

Large polarization degrees of the PL emission of up to 100% at resonant and quasi-resonant excitation have been demonstrated following this principle for MoS$_2$ [37, 38] and WSe$_2$ [79, 80]. This opens the way for a novel concept of data storage and manipulation. While
2.2 Optical properties of chalcogenide thin films

Figure 2.6: Valley-polarization in monolayer sheets of TMDCs. (a) The crystal structure of monolayer TMDCs show that the inversion symmetry is broken. (b) Interband transitions at the two valleys are allowed for opposite helicity, $\sigma^+$ and $\sigma^-$. Figure motivated from [38].

The electronic charge is used in electronic devices to carry a signal, or spins in spintronic devices, the valley index can be exploited in the so-called valleytronics. Interestingly, this polarization effect is not observed in MoSe$_2$ [81, 82]. To this point it is unclear whether this unexpected result stems from the fact that no polarization degree is injected or whether it is lost at a time-scale much faster than observable. Furthermore, this effect is only observed in monolayers because in bilayer TMDCs the inversion symmetry is restored and for every subsequent uneven number of layers the bandstructure already has changed into an indirect bandgap.

### 2.2.3 Defects in TMDC

In a real semiconductor there are invariably some defects in the crystalline structure. They are introduced due to thermodynamic considerations or impurities during the crystal growth, or in our case during the mechanical exfoliation of the TMDC. In monolayer TMDC those defects are either point defects or line defects in the crystal. A point defect is a highly localized defect, where either a vacancy or substitutional atom is built in the crystal lattice or atoms or impurities are placed between the crystal lattice. A line defect on the other hand involves a large number of atomic sited, connected by a line [83]. In general defects are divided in radiative and non-radiative defects. A quantum dot is a designed defect in the crystal lattice causing a local potential and a confinement in three dimensions [85]. The
emission from these localized defects can be single photon emitters and used for quantum computation approaches, for example [86]. If these radiative defects are caused randomly, the defects will have slightly different energy levels and the individual emission emerges to a broad defect band in PL experiments. A doped semiconductor has impurities implanted intentionally. These impurities will result in states inside the optical bandgap which can be occupied and recombine radiatively or non-radiatively. Non-radiative processes are important in TMDCs because they result in a low quantum yield of the materials and short carrier lifetime. In non-radiative processes phonons are produced instead of photons. Chemical impurities or vacancies result in states inside the bandgap and are localized to the space near the defect. Another process that is important is the Auger process which is a three-particle process where an electron and hole recombine and the excess energy is transferred to an additional electron or hole [87–89]. Finally, surface effects are very important in monolayer TMDC. It has been found that TMDCs are hydrophil materials which adsorb hydrogen atoms in the surface. This leads to a change in the exciton formation and generally results in inhomogeneous broadening.

### 2.2.4 Phonons in TMDC

When a crystal is formed, there is an interplay between attractive and repulsive interactions. Due to these opposite interactions there exists an energy minimum at which the atoms are placed. If the atoms move outside this energy minium, a restoring force pulls the atom back, leading to a vibration of the atoms in the crystal which is described by phonons. It can be shown that there are two branches of vibrations, called acoustic and optical phonons, which describe the vibrations where neighbouring atoms vibrate along the same direction or opposite direction, respectively. Acoustic phonons generally have zero frequency at vanishing k-vector, increasing linearly low k-vectors [83]. In monolayer TMDCs, however, a quadratic phonon mode is observed (ZA), which describes a out-of-plane vibration [84, 90]. It is found that the phonon energy for the out-of-plane vibrations shifts as the number of layers are decreased because the effect of the subsequent layers become less and less pronounced. The phonon dispersion, however, is remarkably similar for bulk and monolayers, apart from an observed splitting of the acoustic phonon modes around the Γ points in bulk. They are not observed in monolayers due to the reduced crystal symmetry [91].
The crystal structure of gallium chalcogenides such as gallium selenide (GaSe), for example, is shown in Figure 2.7. A monolayer consists of two covalently bonded gallium atoms sandwiched between covalently bonded chalcogenide atoms. It remains in its typical hexagonal crystal structure where each layer is weakly bonded via van der Waals forces [92]. Gallium chalcogenides, however, have fundamentally different optical properties than TMDCs. Calculations of the bandstructure of GaSe reveal a direct bandgap at the Γ-point where the valence band shows a saddle-like feature leading to an indirect interband transition very close to the bandgap [94]. In the following the discussion will be focused on GaSe [93], as this will be the material studied in chapter 5.

GaSe has been studied in bulk due to its non-linear properties where optically pumped stimulated emission has been observed [95]. Recently, GaSe and other gallium chalcogenides also received some attention where thin films were used to produce photonic devices [96]. One of the biggest drawbacks, however, is stability of GaSe in ambient conditions. It is found that thin films of GaSe degrade within several days when being exposed to air, where the first monolayer is possibly degraded within a few seconds after being produced by mechanical exfoliation. A way to overcome this issue is to perform the fabrication of thin films inside a glovebox system as demonstrated for several different layered materials [21]. In this thesis GaSe sheets of several tens of nanometers are studied, which show stability over a few days and do not degrade once placed in the cryostat for cryogenic measurements.
3 Fundamentals of light-matter interaction in microcavity structures

To enhance light-matter interaction an emitter is embedded in a photonic structure which confines light in at least one dimension. A common approach is using two mirrors that allow confinement of light in a formed cavity. This can be realized with simple metal mirrors or reflections at the boundary of a dielectric material. Alternatively periodic nanostructures such as distributed Bragg reflectors (DBR) or photonic crystals can be used. To achieve confinement in all three dimensions a combination of these approaches are used. Besides the planar and (hemi-)spherical cavities, which will be discussed in this chapter, other designs based on different geometries or physical effects have been studied. For example micro-pillar cavities are used to achieve very small cavity mode volumes. Whispering gallery mode cavities are used frequently, where recently even photonic lasing with two-dimensional materials has been demonstrated [67]. In this chapter the principles of microcavities are described followed by the differentiation of the weak and strong exciton-photon coupling between an emitter and a microcavity.

3.1 Characterization of microcavities

A schematic of a microcavity is shown in Figure 3.1 with the reflectivity of the mirrors, $R$, separated by length $L$. Resonant modes of the cavity are essentially solutions of the wave equation that fulfil the boundary conditions of the cavity. These cavity modes are described by the lineshape, mode spacing and other characteristics addressed to the specific mode. The longitudinal mode, for example, has an integer number of the half-wavelengths
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Figure 3.1: Schematic of a microcavity. The cavity consists of two mirrors with a reflectivity \( R = R_1 + R_2 \), separated by the cavity length \( L \). This schematic is used to describe the parameters of a cavity.

that fit into the cavity. To characterize a microcavity several parameters and concepts are introduced.

3.1.1 Distributed Bragg reflectors

A DBR is an alternation of two materials with different refractive indices \( n_{H,L} \). At the interface between the low index material (with \( n = n_L \)) and the high index material (\( n = n_H \)) the reflectivity is given by:

\[
    r = \frac{n_L - n_H}{n_L + n_H} = \frac{n_L/n_H - 1}{n_L/n_H + 1}.
\]  (3.1)

By increasing the number of dielectric layers in alternating sequence the total reflection is increased significantly when the layer thicknesses are designed in a way that reflections between adjacent layers introduce a phase shift of \( \Delta \phi = \pi \), leading to constructive interference of the reflections. The phase shift \( \Delta \phi \) at the interface depends on the wave vector \( k = 2\pi/\lambda \):
\[ \Delta \phi = 2kd_{L,H}n_{L,H} = 2 \frac{2\pi}{\lambda} d_{L,H} n_{L,H} = \pi. \] (3.2)

This condition is fulfilled for thicknesses of \( d_{L,H} = \frac{\lambda}{4n_{L,H}} \), where \( d_L \) and \( d_H \) are the thicknesses of the low and high refractive index material, respectively. With increasing number of pairs high reflectivity values are obtained over a certain wavelength band, called stopband. The total reflectivity of a DBR depends on the total number of pairs of the alternating layers \( N \) and is calculated as:

\[
R = \left( \frac{1 - \frac{n_1}{n_2} \left( \frac{n_L}{n_H} \right)^{2N}}{1 + \frac{n_1}{n_2} \left( \frac{n_L}{n_H} \right)^{2N}} \right)^2,
\] (3.3)

with \( n_{1,2} \) as the refractive indices of the surrounding media. The refractive index contrast \( \Delta n = n_H - n_L \) of the low and high index material determines the spectral width of the stopband \( \Delta_{sb} \):

\[
\Delta_{sb} = \frac{2\lambda_c \Delta n}{\pi n_{eff}}.
\] (3.4)

Here \( \lambda_c \) is the central wavelength of the stopband and \( n_{eff} = 2 \left( \frac{1}{n_L} + \frac{1}{n_H} \right)^{-1} \) the effective refractive index of the DBR.

### 3.1.2 Fabry-Perot microcavities

A Fabry-Perot cavity is based on the principle of a Fabry-Perot interferometer and consists of two parallel mirrors. An incident wave \( U_0 \) is first reflected by mirror 1 as shown in the schematic in Figure 3.2. Subsequently, the transmitted wave \( tU_0 \) is reflected by mirror 2, and so on. Assuming a coherent, monochromatic wave and two identical mirrors with a reflectivity coefficient of \( r = |r| e^{i\Delta \phi} \) and a transmission coefficient of \( t = 1 - r \). The phase shift caused by each reflection as well as the transmission between the
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Figure 3.2: Principle of a Fabry-Perot interferometer. The transmitted wave is a sum of each transmitted part, where the phase shift at each reflection and the phase shift caused by the propagation between the mirrors has to be taken into account.

mirrors, separated by the distance $d$, results in a total phase shift $\Delta \phi$ after each round-trip:

$$\Delta \phi = 2\Delta \phi_s - 2k_0nd \cos(\phi) \tag{3.5}$$

The transmitted wave $U_T$ is a sum of each transmitted part after each round-trip:

$$U_T = U_0 t^2 \left( 1 + |r|^2 e^{i\Delta \phi} + |r|^4 e^{2i\Delta \phi} + \ldots \right). \tag{3.6}$$

Using the solution for the infinite geometric series:

$$\sum_{n=1}^{\infty} q^{n-1} = \frac{1}{1-q} \tag{3.7}$$
Figure 3.3: Transmission of a Fabry-Perot interferometer. The periodic transmission spectrum is shown for mirrors with 90% reflectivity each. The resonant condition is fulfilled when the total phase shift is $\Delta \phi = 2m\pi$.

with $q = |r|^2 e^{i\Delta \phi}$ the transmission is simplified to:

$$U_T = U_0 t^2 \frac{1}{1 - |r|^2 e^{i\Delta \phi}}.$$  \hspace{1cm} (3.8)

The transmitted intensity $I_T$ is calculated using $|r|^2 = R$ and $|t|^2 = T$ and normalized to the incident intensity $I_0 = |U_0|^2$:

$$\frac{I_T}{I_0} = \frac{T^2}{1 - R^2 e^{i\Delta \phi}} = \frac{T^2}{1 - 2R \cos(\Delta \phi) + R^2}.$$  \hspace{1cm} (3.9)

The periodic transmission of a Fabry-Perot interferometer is shown in Figure 3.3. It shows that the transmission has a maximum when the total phase shift meets the condition $\Delta \phi = 2m\pi, m \in \mathbb{N}$. 
3.1.3 Finesse and Q-factor

The finesse describes the ratio between wavelength spacing of two longitudinal modes $\Delta \lambda$, called free spectral range, and the linewidth of a cavity mode $\delta \lambda$:

$$F = \frac{\Delta \lambda}{\delta \lambda} = \frac{\pi \sqrt{R}}{1 - R}. \quad (3.10)$$

A different way to express this is using the Q-factor, or quality-factor, of the cavity which is the ratio of the energy $U$ stored within the cavity to the energy dissipated at each round-trip $dU/dt$ and can also be expressed as:

$$Q = \left| \frac{\lambda_c}{dU/dt} \right|, \quad (3.11)$$

with $\lambda_c$ as the wavelength of the cavity mode. The time dependence of the stored energy follows from solving equation 3.11:

$$U(t) = U_0 e^{-\lambda_c t/Q} = U_0 e^{-t/\tau}, \quad (3.12)$$

with $U_0$ the initial energy stored in the cavity, or rewritten for the electric field in the cavity, using $U(t) \propto |E(t)|^2$:

$$E(t) = E_0 e^{-\lambda_c t/2Q} e^{-i\lambda_c t}, \quad (3.13)$$

with $E_0$ as the initial electric field in the cavity. The parameter $\tau = Q/\lambda_c$ in equation 3.12 and 3.13 is the average lifetime of a photon in the cavity. The Fourier transform of equation 3.12 leads to a Lorentzian distribution of the stored energy:

$$U(\lambda) = |E(\lambda)|^2 \propto \frac{1}{(\lambda - \lambda_c)^2 + (\lambda_c/2Q)^2}. \quad (3.14)$$
From equation 3.14 the full-width half-maximum (FWHM), or the linewidth, of the cavity mode is extracted as $\delta \lambda = \lambda_c / Q$, which allows to write the Q-factor as:

$$Q = \frac{\lambda_c}{\delta \lambda}. \quad (3.15)$$

Comparing equation 3.10 and 3.15 allows to compare the finesse and the Q-factor. While the finesse is a measure of how many round-trips the photon performs before exiting the cavity, the Q-factor is a measure of how long a photon is confined within the cavity before escaping. Since the mode spacing $\Delta \lambda$ is connected to the cavity length $L$ with:

$$\Delta \lambda = \frac{2\pi c}{L}, \quad (3.16)$$

the finesse and the Q-factor are comparable for cavity lengths around the wavelength scale. For increasing cavity length, however, the Q-factor will increase because of the longer propagation time per round-trip.

### 3.2 Light-matter interaction

The general schematic of a microcavity in Figure 3.4 shows the main parameters that need to be considered to study light-matter interaction of an emitter in a cavity. These are the cavity-emitter coupling rate, $g$, decay rates of the cavity mode, $\kappa$, and the emitter, $\gamma$. In this system two fundamental regimes exist depending on the relative magnitude of these parameters. For the so-called weak coupling regime the dissipation rates exceed the coupling rate ($\kappa, \gamma >> g$), where the Purcell effect is observed as discussed in section 3.2.1. For the other case, when the coupling rate is larger than the decay rates ($g >> \kappa, \gamma$), the system is in the strong coupling regime. In this regime a photon emitted by the active material is re-absorbed and re-emitted many times before it escapes the cavity and the energy is transferred back and forth between emitter and cavity. This cyclic transfer is known as Rabi oscillation and leads to the formation of part-light, part-matter quasi-particles called
Figure 3.4: Schematic of a microcavity with an active material placed inside the structure. A quantum well-like active material is placed in the center of cavity, highlighted with the blue region. The three parameters used to describe the light-matter interaction of an emitter in a cavity are the emitter and cavity dissipation rates, $\gamma$ and $\kappa$, and the cavity-emitter coupling rate, $g$.

Polaritons. Exciton-polaritons and their physical properties are discussed in detail in 3.2.2. The cavity decay rate $\kappa$ is defined as:

$$\kappa = \frac{1}{\tau_{cav}},$$

(3.17)

where $\tau_{cav}$ is the photon lifetime. Assuming an ideal cavity ($R \approx 1$) and an emitter that emits a short pulse containing $N$ photons at time $t = 0$. After the time $t = nL_{cav}/c$ the pulse has travelled half a round-trip and is reflected by the mirror where $(1 - R)N$ photons escape the cavity, leaving $RN$ photons confined in the cavity. At each half round-trip $\Delta N = (1 - R)N$ photons are lost, which allows to write a photon rate equation:

$$\frac{dN}{dt} = -\frac{\Delta N}{nL_{cav}/c} = -\frac{c(1 - R)}{nL_{cav}}N.$$

(3.18)

Solving equation 3.18 results in $N = N_0 e^{-t/\tau_{cav}}$, where $N_0$ is the number of photons at $t = 0$, and with the photon lifetime $\tau_{cav}$:
Following from equation 3.17 and $\delta \omega = \frac{1}{\tau_{\text{cav}}} = \kappa$, the cavity decay is related to the Q-factor, $Q = \frac{\omega}{\delta \omega}$, of the cavity:

$$\kappa = \frac{\omega}{Q}. \quad (3.20)$$

The dissipation rate $\gamma$ is influenced by several factors. It is enhanced when the emitter is not in resonance with the cavity mode or when the photon decays to other levels allowing transitions which are not in resonance with the cavity mode or through non-radiative decay. The emitter decay rate depends, therefore, on the internal dynamics of the active material and scattering processes that cause dephasing of the individual material. The cavity-emitter coupling rate is influenced by the interaction between the atom and the vacuum field in the cavity. The interaction energy $\Delta E$ between the emitter and the cavity field is determined by the electric dipole interaction:

$$\Delta E = |\mu_{if} E_{\text{vac}}|, \quad (3.21)$$

with $\mu_{if} = -e \langle i | x | f \rangle$ as the electric dipole matrix element of the transition between the initial state $|i\rangle$ and the final state $|f\rangle$, and $E_{\text{vac}}$ the magnitude of the vacuum field. To calculate the coupling rate the energy of the Rabi oscillation is equal to the interaction energy, $\Delta E = \hbar g$, which leads to:

$$g = \left( \frac{\mu_{if}^2 \omega_c}{2\varepsilon_0 \hbar V_{\text{eff}}} \right)^{1/2}. \quad (3.22)$$

Here, $\omega_c$ is again the angular frequency and $V_{\text{eff}}$ is the effective mode volume.
3.2.1 Weak coupling regime

The weak coupling regime addresses the change of the dynamics of the spontaneous emission of the cavity system in its excited state. Considering an active material, represented by a dipole, the spontaneous emission from an excited state depends on the vacuum field. By bringing the dipole in resonance with the cavity mode, the optical density of state can increase the radiative recombination rate, and therefore the spontaneous emission rate. However, if the dipole is out of spectral and spatial resonance, called photonic gap, the photon density of states is smaller than in vacuum resulting in a reduction of the spontaneous emission rate. The Purcell effect describes the local modification of the density of state.

Spontaneous emission rate

The spontaneous emission rate for an emitter with energy $\hbar \omega_e$ is given by Fermi’s golden rule. In general the Fermi’s golden rule states the probability of a transition from an initial state $|i\rangle$ to a final state $|f\rangle$, assuming that $|i\rangle$ and $|f\rangle$ are eigenstates of a Hamiltonian $H_0$ subject to a pertubation $H(t)$, and is given by:

$$\frac{1}{\tau} = \frac{2\pi}{\hbar^2} |\langle f | H' | i \rangle|^2 \rho_f,$$

(3.23)

with $\rho_f$ as the density of final states and $H' = H_0 + H(t)$. Assuming an electric dipole $\mathbf{d}$ which is interacting with the light field $E(\mathbf{r},t)$ at point $\mathbf{r}$ and time $t$ equation 3.23 can be rewritten as:

$$\frac{1}{\tau} = \frac{2\pi}{\hbar^2} |\mathbf{d} \cdot \mathbf{E}(\mathbf{r},t)|^2 \rho(\omega_e),$$

(3.24)

with $\rho(\omega_e)$ the photon density of states at energy $\hbar \omega_e$, which, in vacuum, is calculated by:
Figure 3.5: Density of states in vacuum and a cavity. The microcavity leads to a significant change in the density of states. When an emitter is placed in resonance (Emitter A), the spontaneous emission rate is enhanced but if the emitter is detuned to the cavity resonance, the spontaneous emission rate is suppressed (Emitter B) by the cavity.

\[
\rho_V(\omega) = \frac{\omega^2 V n^3}{\pi^2 c^3},
\]

where \( V \) is the mode volume, \( \omega \) is the angular frequency and \( n \) is the refractive index. Embedding the dipole in a microcavity structure, however, significantly alters the density of states. In a single-mode cavity with energy \( \hbar \omega_c \) and a Q-factor \( Q \) the density of states is a Lorentzian function and writes as:

\[
\rho_C(\omega_c) = \frac{2}{\pi} \frac{\delta \omega_c}{(\omega - \omega_c)^2 + \delta \omega_c^2}.
\]

Figure 3.5 shows a schematic of the different density of states, \( \rho_V \) and \( \rho_C \). It can be seen that the microcavity allows an enhancement and inhibition of the spontaneous emission rate if the emitter is tuned (Emitter A) or detuned (Emitter B) to the resonance of the cavity mode, respectively. This is the so-called Purcell enhancement and is calculated as the ratio of the emission time of the emitter in the cavity \( \Gamma_C \) to the emission time of the emitter in vacuum \( \Gamma_V \):
\[
\frac{\Gamma_C}{\Gamma_V} = \frac{3Q(\lambda_c/n)^3}{4\pi^2V_{eff}} \frac{\delta\omega_c^2}{4(\omega - \omega_c)^2 + \delta\omega_c^2|E(r)|^2} \left( \frac{d \cdot E(r)}{dE} \right)^2. \tag{3.27}
\]

Equation 3.27 calculates the enhancement of the spontaneous emission rate and is therefore the fundamental equation to describe the Purcell effect. This equation consists of four parts, highlighted by separating them in four fractions, which are addressed independently from each other. The first term describes the Purcell factor \( F_P \), which only depends on parameters of the cavity:

\[
F_P = \frac{3Q(\lambda_c/n)^3}{4\pi^2V_{eff}} = \frac{3\lambda_c^3}{4n^3\pi^2V_{eff}}. \tag{3.28}
\]

Here, \( Q \) is the Q-factor of the cavity, \( \lambda_c \) is the wavelength, \( n \) is the refractive index of the cavity and \( V_{eff} \) is the effective mode volume. It quantifies the efficiency of the Purcell enhancement. The second term describes the density of states from equation 3.26 and highlights the effect of spectrally detuning the emitter and the cavity mode. The third term underlines the spatial detuning of the emitter to the cavity mode. The maximum Purcell enhancement is only achieved when the emitter is brought to the maximum of the electric field \( E_{max} \). Naturally, an emitter placed outside of the cavity mode will be unaffected and no Purcell enhancement is observed. The last term addresses a similar problem stemming from fluctuations in the cavity mode and incorporates the orientation of the dipole relative to the cavity field. In a perfect emitter where the emitter is spectrally and spatially in resonance with the cavity mode the Purcell enhancement is purely described by the first term (equation 3.28).

### 3.2.2 Exciton-polaritons in the strong coupling regime

As mentioned above, in the strong coupling regime a cyclic process of re-absorption and re-emission of cavity photons occurs. This coherent reversible transfer of energy leads to an energy splitting, called vacuum Rabi splitting, when the resonance condition is met. The two branches are described as quasi-particles called exciton-polaritons which is essentially
a new eigenstate that arises from coupling two oscillators, in this case the photon and the exciton. The polariton describes the process where the exciton is annihilated when a photon is emitted with the same energy $E$ and momentum $k$, which is again reabsorbed to create a new exciton with the same $E, k$ and so on. The Hamiltonian of a semiconductor at fermionic level is given by the Schrödinger equation:

$$H = \int \Psi^\dagger(r) \left(-\frac{\hbar^2}{2m} \nabla^2 + V(r)\right) \Psi(r) \, dr$$

$$+ \frac{1}{2} \int \int \Psi^\dagger(r) \Psi(r') \frac{e^2}{|r-r'|} \Psi^\dagger(r') \Psi(r) \, dr \, dr'. \quad (3.29)$$

Here $\Psi(r)$ is the electron annihilation field operator and $V$ the Coulomb potential. Neglecting spins and states other than $1s$ for the exciton, the dipole moment of the exciton, $e \mathbf{r}$, that couples to the light field $\mathbf{E}$ leads to the following coupling Hamiltonian:

$$H_{CX} = \int \Psi^\dagger(r) [-e \mathbf{r} \cdot \mathbf{E}(r)] \Psi(r) \, dr. \quad (3.30)$$

By adding this Hamiltonian to equation 3.29 and solving the nonlinear Schrödinger equation leads to the exciton-photon coupling Hamiltonian:

$$H = \sum_k \left[ E_C(k) a_k^\dagger a_k + E_X(k) b_k^\dagger b_k + \hbar g(k) (a_k^\dagger b_k + b_k^\dagger a_k) \right]. \quad (3.31)$$

Here $E_C$ and $E_X$ are the energies of the cavity photon and the exciton, respectively. $a_k^\dagger$ and $a_k$ are creation and annihilation operators for the photon, $b_k^\dagger$ and $b_k$ are creation and annihilation operators for the exciton with the in-plane wavevector $k$. The Rabi splitting between upper and lower polariton branches is given by $\Omega_{\text{Rabi}} = 2g$ and, provided that the active material is placed at the maximum of the electric field in the cavity, is written as:

$$\hbar \Omega_{\text{Rabi}} = \sqrt{\frac{N_{\text{QW}} (\hbar e)^2}{2\epsilon_0 m_0 L_{\text{eff}}} f_{\text{osc}}}. \quad (3.32)$$
In equation 3.32 the assumption is made that the active material is a quantum well-like emitter which is larger than the spot probed in the experiment which is in general the case for monolayer sheets of 2D materials. \( N_{\text{QW}} \) is the number of such quantum wells, \( L_{\text{eff}} \) is the effective cavity length and \( f_{\text{osc}} \) is the oscillator strength of the transition. The Hamiltonian in equation 3.31 is diagonalized using the so-called Hopfield transformation using the following Hopfield coefficients:

\[
\begin{align*}
L_k &= X_k b_k - C_k a_k \\
U_k &= C_k b_k + X_k a_k
\end{align*}
\]

The Hopfield coefficients \( C_k \) and \( X_k \) reveal the excitonic and photonic contribution to form the polariton state and \( C_k^2 + X_k^2 = 1 \). The diagonalized Hamiltonian is then written as:

\[
H = \sum_k \left[ E_U(k) U_k^\dagger U_k + E_L(k) L_k^\dagger L_k \right],
\]

for quantized annihilation operators for upper (\( U_k \)) and lower (\( L_k \)) polariton branches (UPB and LPB respectively). This allows to extract the dispersion relation \( E_{U,L} \) for UPB and LPB:

\[
\begin{align*}
E_U(k) &= \frac{1}{2} [E_X(k) + E_C(k)] + \frac{1}{2} \sqrt{\Delta_k^2 + \hbar^2 \Omega_{\text{Rabi}}(k)^2} \\
E_L(k) &= \frac{1}{2} [E_X(k) + E_C(k)] - \frac{1}{2} \sqrt{\Delta_k^2 + \hbar^2 \Omega_{\text{Rabi}}(k)^2}
\end{align*}
\]

Here \( E_X \) and \( E_C \) are the excitonic and photonic dispersions respectively, and \( \Delta_k = E_C(k) - E_X(k) \) describes the detuning of the exciton energy and the cavity mode. When the cavity mode and the exciton are in resonance (\( \Delta_k = 0 \)), the energy separation of LPB and UPB \([E_U(k) - E_L(k)]\) is given by the vacuum Rabi splitting \( \hbar \Omega_{\text{Rabi}} \). The anti-crossing for a strongly coupled system is shown in Figure 3.6(a).

For different detuning the polariton state consists of different photonic and exciton fractions, which means different probability that the polariton is in either one of these states.
The fractions are given by the squared of the Hopfield coefficients and can be written as a function of the dispersion relations:

\[ |C_k|^2 = \frac{E_U(k)E_X(k) - E_L(k)E_C(k)}{[E_C(k) + E_X(k)] \sqrt{\Delta_k^2 + \hbar^2 \Omega_{Rabi}(k)^2}} \]  

(3.38)

\[ |X_k|^2 = \frac{E_U(k)E_C(k) - E_L(k)E_X(k)}{[E_C(k) + E_X(k)] \sqrt{\Delta_k^2 + \hbar^2 \Omega_{Rabi}(k)^2}} \]

(3.39)

The two coefficients are shown for the LPB as a function of detuning in Figure 3.6(b). At large negative detuning the polariton is mostly of photonic character and possesses mostly photonic properties but becomes more and more excitonic when the cavity mode is tuned towards the resonance. For zero detuning the polariton consists of 50% excitonic and 50% photonic fraction and is therefore a half-light half-matter quasiparticle. When the cavity mode is tuned beyond resonance, the lower polariton state is mostly of excitonic nature. In the previous derivations the linewidth of excitons and photons have been neglected. Including finite linewidths, \( \gamma_X \) and \( \gamma_C \) for the exciton and photon linewidth respectively, to the model leads to imaginary components added to the Hamiltonians. In the case for exciton and photon energies the imaginary Hamiltonian writes as:
3.2 Light-matter interaction

\[ E'_X(k) = E_X(k) - i \gamma_X \]  
\[ E'_C(k) = E_C(k) - i \gamma_C \]  

(3.40)  
(3.41)

This allows to include the linewidth in the dispersion relation for the polariton branches and leads to:

\[ E_U(k) = \frac{E_X(k) + E_C(k)}{2} - i \frac{\gamma_X + \gamma_C}{2} + \frac{1}{2} \sqrt{[\Delta_k - i(\gamma_X - \gamma_C)]^2 + \hbar^2 \Omega_{Rabi}(k)^2} \]  
\[ E_L(k) = \frac{E_X(k) + E_C(k)}{2} - i \frac{\gamma_X + \gamma_C}{2} - \frac{1}{2} \sqrt{[\Delta_k - i(\gamma_X - \gamma_C)]^2 + \hbar^2 \Omega_{Rabi}(k)^2} \]  

(3.42)  
(3.43)

Therefore, the Rabi splitting has to exceed the difference of the linewidth in order to resolve the two polariton branches and observe the strong coupling regime:

\[ [\hbar \Omega_{Rabi}(k)]^2 > (\gamma_X - \gamma_C)^2. \]  

(3.44)

If this is not the case and \([\hbar \Omega_{Rabi}(k)]^2 < (\gamma_X - \gamma_C)^2\), the energy splitting is imaginary and the system is therefore in the weak coupling regime. When the Rabi splitting becomes comparable to the linewidth of the exciton, which is the case for 2D materials, the experimentally observed Rabi splitting \(\hbar \Omega'_{Rabi}\) is [98]:

\[ \hbar \Omega'_{Rabi}(k) > \sqrt{[\hbar \Omega_{Rabi}(k)]^2 - 2 (\gamma_X^2 + \gamma_C^2)}. \]  

(3.45)

Following this expression strong coupling is observed when \([\hbar \Omega_{Rabi}(k)]^2 > \gamma_X^2 + \gamma_C^2\). Otherwise the two polariton branches are not resolved at resonance and the system is not in the strong coupling regime. For Rabi splittings that are large enough to not result in an imaginary energy splitting but too small to resolve the polariton branches, the system is in the so-called intermediate coupling regime. In this case, however, a characteristic anti-crossing may still be observed in reflectivity measurements as shown in chapter 6.
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This chapter covers the experimental methods used in this work. At first the fabrication of mono- and few-layer sheets of 2D materials is discussed as well as the method to vertically stack thin films in order to produce heterostructure devices. Afterwards the experimental setups are explained used to obtain the results shown in chapter 5, 6 and 7. The final part of this chapter covers the design and principle of a tunable open-access microcavity setup.

4.1 Fabrication of monolayer sheets

In the introduction (chapter 1) the layered nature of graphite, boron nitride and chalcogenide crystals has been discussed. As mentioned above this allows to extract single atomic layers from the bulk crystals. Within recent years the technique to produce monolayer structures has developed rapidly and it is now possible to produce high-quality monolayer sheets using the so-called mechanical exfoliation technique as a top-down method. A different approach is the use of chemical vapor deposition (CVD) techniques [99] or molecular beam epitaxy (MBE) growth [100], as a bottom-up method with the aim towards scalability and reproducibility.

4.1.1 Mechanical exfoliation

Mechanical exfoliation or mechanical cleaving describes the process where an adhesive tape is applied onto a bulk crystal in order to peel off several layers of the material. The standard exfoliation technique is performed with an adhesive tape similar to wafer dicing
Figure 4.1: Mechanical exfoliation process. An adhesive tape is used to thin down layered materials towards monolayer thickness. (a) The tape is applied onto the bulk crystal, which (b) breaks and a piece of the material sticks on the tape. If required, another end of the adhesive tape is applied on the material, thinning down the material further after peeling off the tape. (c) The tape with the material is applied on the target substrate and (d) peeled off again. A thin film of the material remains on the target substrate because van der Waals forces on the surface are larger than the inter-layer bonding of the layered materials.

tapes used for protecting the surface of semiconductor wafers during the cutting of the wafers using a micrometer saw. These tapes leave little to no glue residue on the substrate and are therefore ideal for this process. When the tape is applied on the bulk crystal it is possible to break a few layers off due to the weak van der Waals forces of the crystal lattice. The few layer-thick material remaining on the tape is thinned down further by applying another tape which is peeled off again. This process is repeated several times to produce thinner and thinner sheets. Eventually the tape is placed on a target substrate and the tape is carefully peeled off the sample. Van der Waals forces on the surface of the sample ensure that binding onto the substrate is stronger than the inter-layer bonding, therefore the crystal breaks one last time and the material is successfully transferred onto the target substrate [10, 101]. Figure 4.1 shows a schematic of the different steps during the exfoliation process. Using this method it is possible to produce monolayer sheets. However this method suffers from several drawbacks.

First of all it is not guaranteed to obtain single atomic layers but instead results in a wide spread of thin films with various thicknesses. Furthermore, this method usually also leads
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Figure 4.2: Gallium selenide thin film. The gallium selenide film shows terraces with different thicknesses towards the edge of the sheet. The thickness of this sheet is ranging from 100 nm to 10 nm.

to thin films with small lateral dimensions. It is also common that a sheet does not break consistently and therefore terraces form resulting in a sheet with different thicknesses instead of an isolated monolayer sheet. An example of this is given in Figure 4.2 which shows a gallium selenide sheet with several different thicknesses on the same sheet. A way to overcome this issue is to apply the tape on the target substrate right after the first exfoliation step. This usually leaves large, thick sheets on the surface. Applying another tape carefully on the exfoliated sheets allows to peel off a layer, leaving a thinner sheet on the target substrate. This is again repeated until a monolayer sheet remains on the target substrate.

4.1.2 Transfer of monolayer structures onto arbitrary substrates

In principle the techniques described above allow the fabrication of monolayer sheets on arbitrary substrates. In most cases, however, the image contrast of a monolayer sheet is not high enough to locate them on arbitrary substrates. To reliably confirm the thickness of an exfoliated sheet atomic force microscopy (AFM) measurements are performed. This time-consuming process can be skipped, however, when the target substrate is chosen in a way that a monolayer sheet is visible under an optical microscope. The most commonly used
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Figure 4.3: Optical microscope image of a WSe$_2$ monolayer sheet. Using bandpass filters in the microscope allows to enhance the contrast of monolayer sheets significantly. (a) The exfoliated monolayer is hardly visible on the polymer substrate. (b)-(d) The use of different bandpass filters increases the contrast of the monolayer. When wavelength of the filters leads to constructive interference with the underlying substrate, the contrast can be maximized in order to obtain a detailed image of the monolayer sheet.

A semiconductor substrate, especially in electronics, is silicon. The contrast of a monolayer sheet on silicon can be significantly enhanced by growing a 290 nm layer of silicon dioxide (SiO$_2$) on the silicon surface, due to interference effects. The contrast can be further increased by using narrow bandpass filters as shown in Figure 4.3. For many applications the monolayer sheet needs to be placed on other types of substrates. Instead of exfoliating directly onto the desired substrate, the silicon/SiO$_2$ substrate is used to identify the exfoliated monolayer structures and the monolayers are then transferred to the target substrate [102]. Several techniques have been developed to optimize the quality of the monolayer materials after the transfer. In general there are two different approaches called wet-transfer or dry-transfer.
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Figure 4.4: Schematic of a wet transfer procedure. The first step is to spin-coat two polymers on the Si/SiO$_2$ substrate. The first solvent is water-soluble, such as PMGI for example, the second is a hydrophobic polymer, typically PMMA. (a) The monolayer sheet is then exfoliated on top of the polymers. (b) By placing the sample in DI water, the PMGI film dissolves and (c) the monolayer film, sitting on the PMMA, is swimming on the top of the DI water. (d) The polymer is fetched out with a holder, turned upside-down and arranged on top of the target substrate. (e) The film is brought in contact with the target substrate and by heating up the substrate the polymer melts and the monolayer is sitting on the substrate. (f) Finally, the polymer is washed off in acetone and the monolayer remains on the substrate.

Wet transfer of monolayer structures

For the wet-transfer method two polymers are deposited onto the silicon/SiO$_2$ substrate before the exfoliation [103]. While the first polymer is water-soluble, a commonly used polymer for this layer is polymethylglutarimide (PMGI), the second one is hydrophobic, mostly polymethyl methacrylate (PMMA). After the monolayer sheets are exfoliated onto the PMMA film, the sample is placed in deionized water (DI water) which dissolves the PMGI film and the hydrophobic PMMA film remains on the surface of the DI water. This allows to fish out the PMMA layer with the monolayer structures. The monolayer structures are then placed on top of the target substrate and the substrate is heated up to around 75°C - 100°C to melt the polymer so that it adheres strongly on the surface. Finally, the PMMA film is washed off using acetone and the monolayer remains on the target substrate. A schematic of this procedure is shown in Figure 4.4.
**Figure 4.5: Schematic of a dry transfer procedure.** (a) The monolayer sheet is exfoliated on top of a viscoelastic material, such as PDMS for example. (b) The PDMS is then used to align the monolayer sheet with the desired position on the target substrate, which maybe a previously exfoliated monolayer. (c) The materials are brought in contact where the thin film preferentially adheres to the substrate. (d) The PDMS is peeled off and the thin film remains on the target substrate.

**Dry transfer of monolayer structures**

Using several polymers and solvents can reduce the quality of the monolayer structure. Therefore a *dry-transfer* method was developed to produce high-quality samples. In order to improve the transfer method polydimethylsiloxane (PDMS) or other viscoelastic materials instead of PMMA are used. PDMS is a solid material which can be peeled off after the transfer and, therefore, no acetone is required to wash it off. This stamping method works because the viscoelastic material has a direct contact with the thin film and the thin film preferentially adheres to the target substrate than the viscoelastic material. By slowly peeling off the stamp the viscoelastic material detaches leaving the thin film on the target substrate as shown in Figure 4.5 [104].

**Two-dimensional heterostructures**

In order to produce high-quality heterostructures consisting of two-dimensional materials a clean transfer of monolayer sheets and a defect free stacking is required. The heterostructures used in this work have been produced using the method described in the previous
Figure 4.6: Transfer of an entire heterostructure. After an entire heterostructure has been produced on a smooth Si/SiO$_2$ substrate, the structure can then be transferred, as a whole, onto a target substrate. (a) PMMA is spin-coated on top of the heterostructure. (b) The sample is placed in KOH acid in order to etch the SiO$_2$ layer of the substrate and (c) the heterostructure and the PMMA film swim on the surface of the acid. (d) Similar to the wet transfer, the polymer is fetched out and aligned with the target substrate. (e) The materials are brought in contact and the substrate is heated up so that the polymer melts. (f) After washing off the PMMA, the heterostructure remains on the target substrate.

paragraph. The stamping method also allows to pick up the next monolayer sheet as the previous material is applied onto it where no viscoelastic material is required in between. This is possible when the inter-layer bonding of the different van der Waals crystals is larger than the bonding force of the monolayer and the substrate. This allows to stack layer by layer until the entire heterostructure is produced. This process is generally done on a Si/SiO$_2$ substrate so that the monolayer structures can be located in the microscope for the subsequent transfer process. It is then possible to transfer an entire heterostructure stack to a target substrate at once using the *wet-transfer* method where the carrying substrate is etched after the PMMA film is deposited on top of the heterostructure, this is shown in Figure 4.6.
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4.1.3 Chemical vapor deposition of two-dimensional materials

The downside of mechanical exfoliation is that it is not reproducible or scaleable and therefore limits the possibilities for industrial applications. In order to grow monolayer structures consistently, various chemical vapor deposition (CVD) methods are being developed [99]. In case of TMDCs the most promising method thus far has been sulphurization of transition-metal oxides, molybdenum or tungsten tri-oxide (MoO$_3$ and WO$_3$). This process is typically done in a furnace as schematically shown in Figure 4.7.

To grow thin films of TMDCs the starting material should be thin already. To achieve this the Mo(W)O$_3$ is thinned down to small sheets of mono- and few-layer thickness using a sonication method. The Mo(W)O$_3$ layers are then placed on the target substrate and placed at position $P_2$ in Figure 4.7. The sulphur is placed at position $P_1$ and both positions are heated locally to $T_{P_1} = 120^\circ$C and $T_{P_2} = 750^\circ$C, respectively. An argon flow of 10 sccm then causes the evaporated sulphur to travel on top of the target substrate where a chemical reaction leads to the formation of Mo(W)S$_2$ [105]. During the CVD growth it is thermodynamically favourable to terminate at the Mo atoms because these are the most energetically favourable terminations. The hexagonal crystal lattice then leads to the growth of islands with triangular shape with the least dangling bonds at the edges of the triangle, as indicated in Figure 4.8 [106–108]. Only when the triangular islands start to

Figure 4.7: CVD growth in a furnace. A prepared MoO$_3$ thin film, sitting on a substrate, is placed in position $P_2$ and sulphur powder is put at position $P_1$. The two positions are heated up to 750°C and 120°C, respectively. By applying an argon flow of 10 sccm the evaporated sulphur is transported to the sample in order to sulphurize the MoO$_3$ film to form MoS$_2$. 
emerge a continuous film is produced.

![Optical image of CVD grown MoS$_2$.](image)

**Figure 4.8:** Optical image of CVD grown MoS$_2$. The triangular shape of the CVD grown monolayer sheets stems from the increased growth rate at the Mo atoms [105].

### 4.2 Photoluminescence measurements

Although the exciton binding energy in monolayer TMDCs allows strong PL emission at room temperature, most of the experiments are performed at cryogenic temperatures where excitonic features are narrow and trion states are clearly observed. To characterize a large number of samples at cryogenic temperatures a helium continuous flow cryostat is used where the sample is placed in vacuum on a cold finger which allows to cool down the sample to roughly 10 K. All the results presented in this work, however, are performed in a helium bath cryostat where the sample is placed into a cryostat that is filled with helium and reaches a constant temperature of 4.2 K. The advantage of this system is that it operates without a pump and is therefore more stable than a continuous flow cryostat system. The sample is mounted on top of nanopositioners that allow accurate control of motion. The collection lens is placed on top of the sample, also inside the helium bath cryostat, which has optical access through the top. The optics is placed on a board located on top of the cryostat and the excitation laser as well as the collected emission is coupled into optical fibers.
Figure 4.9: Schematic of a PL setup. The PL setup allows to use either a red diode laser or a green solid state laser. Additionally the option of a white-light source, which is used to locate the monolayer sheets on the sample, is provided. The excitation path is coupled through an optical single-mode (SM) fiber, through a beamsplitter and focused onto the sample. The emission is collected through the same objective and coupled through an optical multi-mode (MM) fiber after which the signal is focused onto the slit of the spectrometer. A CMOS camera is used to align collection and excitation paths and to navigate on the sample. Finally, after the spectrometer, the frequency-resolved signal is collected by a nitrogen cooled CCD camera.

4.2.1 Continuous-wave excitation

The concept of PL measurements has been introduced in chapter 2.1.1. The excitation laser used in the experiments depends on the material that is studied. In case of WSe$_2$ and MoSe$_2$ (chapter 6 and 7) the PL emission is measured around 1.72 eV (720 nm) and 1.65 eV (750 nm), respectively. A laser diode emitting at 1.94 eV (638 nm) is used to excite above the bandgap. In case of MoS$_2$ and GaSe, studied in chapter 5, the PL emission around 1.9 eV (650 nm) and 2.05 eV (605 nm), where a solid state laser emitting at 2.33 eV (532 nm) is used. The collected emission is coupled into an optical fiber and guided to a 0.75 m single spectrometer. The PL signal is then collected by a charge coupled device (CCD) camera. A schematic of the PL setup is shown in Figure 4.9.

In order to perform polarization dependent measurements the laser excitation, which is nearly unpolarized after the the optical fiber of several meter length, is polarized with a linear polarizer. A $\lambda/4$ waveplate, that can be flipped in and out, is placed under the beamsplitter and converts the linear polarized light in circular polarized light. It then also con-
verts the circularly polarized emission into linearly polarized light which is then probed with a linear polarizer in the collection path. In order to study the polarization degree a $\lambda/2$ waveplate is used to rotate the linear polarization before the linear polarizer element.

### 4.2.2 Time-resolved measurements

Time-resolved measurements have been performed with a femto-second pulsed, tuneable titanium sapphire (Ti:Sapphire) laser. The Ti:Sapphire laser is tuned to 800 nm and the pulse duration of the laser is 300 fs with a repetition rate of 80.2 MHz. In order to excite above the bandgap of the materials, the pulse is frequency-doubled using a non-linear crystal. After second harmonic generation the emission is converted to 400 nm, which is coupled to the single-mode fiber. Through temporal dispersion when the pulse is propagating through the fiber, the pulse duration is in the order of 1 ps at the end of the fiber, limiting the resolution of the time-resolved measurements to the order of several picoseconds. The emission is collected by a single mode fiber in order to minimize the temporal dispersion of the time-resolved emission. The time-resolved emission is guided through a spectrometer and collected using a streak camera. The slit of the spectrometer is opened for this measurement in order to increase the time resolution of the experiment at the cost of spectral resolution. The streak camera has a time resolution of 2 ps. The collected emission is projected onto a slit and focused on a photocathode in the streak tube.

### 4.3 Tunable open-access microcavity system

This section describes the design and properties of a tunable open-access microcavity system. The principle of a microcavity is described in chapter 3 where its parameters as well as the exciton-photon coupling with an active material is described. A tunable system offers many advantages to study the exciton-photon coupling, especially in systems which are not well understood so far, such as 2D materials for example. The open cavity is formed by two distributed Bragg reflectors (DBR) that are separated by each other. The two DBRs
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Figure 4.10: Schematic of the open cavity design. A concave top mirror and a planar bottom mirror form the hemispheric cavity. An array of concave mirrors is produced by ion beam milling to produce the top mirror. The DBRs consist of 10 pairs SiO$_2$/NbO$_2$. The inset shows the schematic of the cavity with the electric field anti-node at the surface of the planar mirror.

are controlled independently from each other, by two independent sets of nanopositioners. A schematic of the formed open cavity and its mirror design is shown in Figure 4.10. The concave shaped top mirror leads to a confinement of the cavity mode in all three dimensions. This results in a reduced cavity mode volume and, therefore, an enhanced coupling strength. A detailed schematic of the experiment is shown in Figure 4.13 and will be discussed at the end of this chapter.

The two DBRs are fabricated using an ion assisted sputtering deposition method where 10 pairs of SiO$_2$/NbO$_2$ are grown on silica substrates [109, 110]. As indicated in Figure 4.10 the top mirror is of concave shape in order to form a hemispherical resonator. The concave shape is produced by the group of Jason Smith at the University of Oxford by focused ion beam milling before the dielectric deposition. The bottom mirror is a planar DBR where the monolayer structures are transferred onto after mechanical exfoliation [109]. The fabrication of the concave structures is done using focused ion beam milling where a gallium ion is accelerated onto a silica substrate in order to mill into the surface. By varying the dwell time, the shape of the milled feature is controlled. Using this process an
array of concave mirrors with different radius of curvature (RoC) ranging from 5.6 µm to 25 µm are produced on the sample, as shown in Figure 4.11. The advantage of using this method is the low surface roughness of less than 0.7 nm in the concave feature, which is better than the unprocessed silica surface of the substrate.

4.3.1 Hemispherical microcavity

Before the design is discussed in more detail, the physical properties of hemispherical microcavities are explained. The concave top mirror leads to a confinement of the cavity mode in all three dimensions and, therefore, to a reduction of the cavity mode volume in order to enhance the light-matter interaction. From equation 3.27, for example, it is directly
obvious that a reduced mode volume $V_{\text{eff}}$ leads to an increased Purcell enhancement. From an experimental point of view the concave top mirror allows higher Q-factors of the cavity mode because the cavity mode is less susceptible to beam walk-off which occurs in planar cavities when the DBRs are not perfectly parallel.

The electric field profile within a hemispherical cavity is derived from the scalar wave equation in vacuum, given by [114]:

$$\nabla^2 E(r,t) - \frac{1}{c^2} \frac{\partial^2}{\partial t^2} E(r,t) = 0. \quad (4.1)$$

Here $E(r,t)$ is the electric field and $c$ is the speed of light. In case of a monochromatic plane wavefunction, where $E(r,t) = E(r)e^{-i\omega t}$, equation 4.1 can be written as the scalar Helmholtz equation:

$$\nabla^2 E(r) + k^2 E(r) = 0, \quad (4.2)$$

where $k^2 = \omega^2/c^2$ is the wavevector. This equation has several solutions for different wave patterns. The so-called paraxial approximation, where $E(r) = E_0(r)e^{ikz}$, is a small-angle approximation, where the derivation in equation 4.2 is reduced to the transverse part of the Laplacian, $\nabla^2 = \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2}$. Equation 4.2 is then given by:

$$\nabla_\perp^2 E(r) + 2ik \frac{\partial E(r)}{\partial z} = 0. \quad (4.3)$$

It can be shown that the solution of this equation takes the form:

$$E(r) = \frac{Ae^{i\phi(z)}}{\sqrt{1 + \frac{z}{z_R}}} e^{i\frac{x^2+y^2}{2\sigma^2}} e^{-\frac{z^2+\sigma^2}{2\omega^2(z)}}. \quad (4.4)$$

This equation describes a Gaussian beam where $\omega(z)$ is the beam waist, $RoC$ is the radius of the curvature of the phase profile and $\phi(z) = \tan^{-1}\left(\frac{z}{z_R}\right)$ is the Gouy phase shift. In a hemispherical cavity the electric field profile has a Gaussian beam profile, modified due to
the confinement of the mode. The radius of curvature (RoC) is a boundary condition where the phase front of the beam has to match the curvature of the mirror. The minimum of the beam waist is located on the surface of the planar mirror if the stability criteria, that the cavity length $L$ is smaller than the RoC, is fulfilled.

The eigenfrequencies, $v_{q,m,n}$, of the cavity modes are given by:

$$v_{q,m,n} = \frac{c}{2n_e L_{opt}} \left[ q + \frac{m+n+1}{\pi} \cos^{-1} \left( 1 - \frac{L_{cav}}{\text{RoC}} \right) \right],$$

where $n_e$ is the refractive index of the cavity, $q,m,n$ are the mode numbers of the cavity, $L_{opt}$ is the optical cavity length and $L_{cav}$ is the physical cavity length. The physical cavity length $L_{cav}$ differs from the optical cavity length $L_{opt}$ because the cavity mode penetrates into the DBRs. The penetration depth depends on the refractive index contrast of the dielectrics used to fabricate the DBRs and is found to be 0.625 µm for each DBR using the design described above. The physical cavity length is then the optical cavity length minus the total penetration depth, $L_{cav} = L_{opt} - 1.25\mu m$. The mode numbers are used to describe the set of solutions for the wave equation with $q$ as the longitudinal mode index and $m,n$ the transverse mode indices. The longitudinal mode spacing, $\Delta q$, with $m = n = 0$ results in:

$$\Delta v = \frac{c}{2n_e L_{opt}} \Delta q.$$  \hspace{1cm} (4.6)

Therefore it is possible to extract the optical cavity length by measuring the separation of two longitudinal cavity modes. Additionally, the transverse mode spacings allow to extract the effective radius of curvature:

$$\Delta v_{\text{trans}} = \frac{c}{2n_e L_{opt}} \frac{\Delta m + \Delta n}{\pi} \cos^{-1} \left( 1 - \frac{L_{cav}}{\text{RoC}} \right).$$ \hspace{1cm} (4.7)

The mode profile for the different mode indices are obtained by expanding the paraxial approximation with the hemispherical structure in the $x$-$y$ plane. The solutions of the second order differential equation:
is given by the Hermite polynomials $H_{mn}$. The electric field of the Hermite-Gaussian modes, with the transverse indices $m$ and $n$ describing the Hermite polynomial order, are given by:

$$E_{m,n}(r) = E_0 \frac{\omega_0}{\omega(z)} H_m \left[ \frac{\sqrt{2}x}{\omega(z)} \right] H_n \left[ \frac{\sqrt{2}y}{\omega(z)} \right] e^{i k z - (m-n-1) \tan^{-1} \left( \frac{z}{R(z)} \right) + \frac{ik^2}{2R(z)} - \frac{z^2}{4\omega^2}}. \quad (4.9)$$

In case the paraxial wave equation is written in cylindrical coordinate basis, used for cylindrical micropillars or mesa, for example, the solutions are described by Laguerre-Gaussian modes. Figure 4.12 shows the electric field profile of Hermite-Gaussian and Laguerre-Gaussian modes. In the experiment perfect cylindrical systems are difficult to realize and therefore Laguerre-Gaussian modes are often not observed, but instead elliptically symmetric Mathieu- or Ince-Gaussian modes are measured.
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Figure 4.13: Schematic of open cavity setup. The two mirrors are placed on two independent sets of nanopositioners to have complete control of both mirrors. The cavity is placed in a helium bath cryostat allowing measurements at cryogenic temperatures.

4.3.2 Microcavity setup

The two DBRs mounted on the independent set of nanopositioners are placed in a helium bath cryostat [112]. A schematic of the setup is shown in Figure 4.13. This configuration allows to move the top mirror out of the optical path to study the PL of the monolayer material [113]. One concave structure of the top mirror is then moved on top of the monolayer structure and the emission couples to the cavity modes. With this cavity design mode volumes as low as 1.6μm$^3$ and quality factors, $Q$, up to 7400 have been achieved [113]. This design allows tunability of the cavity size by adjusting the vertical displacement of the two mirrors and, therefore, allows spectral matching of the cavity mode wavelength with the emission wavelength in the cavity. The tunability is limited only by the width of the stopband of the DBRs, which is in this case about 180 nm.
The optical properties of monolayer TMDCs discussed in chapter 2 revealed their interesting and unique characteristics but also exposed downsides of this class of materials. One of them is the relatively low emission efficiency which makes a practical use for optoelectronic devices based on those materials difficult. In this chapter the coupling of monolayer MoS$_2$ and few-layer GaSe with the tunable external cavity discussed in chapter 4.3 is shown. This cavity design helps to overcome this issue and allows better control of the light-matter interaction due to the tunability of the system. This type of microcavity has recently been found to be very promising in order to study light-matter interaction in conventional III-V semiconductors where polariton condensation [112, 115], or the formation of spin-vortices have been reported [116], but also in other material classes such as nitrogen vacancies in diamond, for example [117, 118]. A schematic of the open cavity design, showing the array of concave shaped mirrors milled into the top mirror, as well as the calculated electric field of the cavity mode is shown in Figure 5.1(a). The radii of curvature (RoC) used in this experiment are 5.6, 10 and 16 $\mu$m for MoS$_2$ and 25 $\mu$m for GaSe. The DBRs are designed as discussed above where the thickness of the dielectrics have been adjusted so that the stopband of the DBR is centered at around 650 nm as shown in the reflectivity spectrum in Figure 5.1(b). The reflectivity spectrum shows the broad stopband within the cavity experiments can be carried out. The wavelength of the excitation laser is outside the stopband, in the first minima of the reflectivity, so that only $\sim$30% is reflected when exciting through the laser.
Figure 5.1: Schematic of the open cavity. (a) As a reminder, the schematic shows the array of concave mirrors milled into the top DBR and the calculated electric field inside the microcavity. It is shown that anti-node of the electric field is at the surface of the planar DBR in order to maximize the light-matter interaction. (b) A reflectivity spectrum of the DBR shows the broad stopband of the mirror. Experiments can be carried out in the wavelength range of that stopband.

5.1 Molybdenum disulphide

Figure 5.2 shows the optical image of a monolayer sheet of MoS$_2$. The gold stripes in the figure are used to overcome fabrication issues during the transfer of the monolayer sheet onto the dielectric mirror. The transfer technique used for this sample is the wet-transfer described in chapter 4.1. Compared to very smooth surface of thermally grown silicon oxide, the surface roughness of the grown dielectric DBRs is increased and wrinkles and bumps are present on the surface. While the root-mean-square (RMS) roughness of thermally grown SiO$_2$ is in the order of 0.2 to 0.3 nm, the RMS roughness of DBRs can be in the order of several nanometer. The increased roughness means that the monolayer sheet is less likely to stick to the surface when the PMMA film is washed off after the transfer technique. The PMMA film used for the transfer is patterned using an electron beam lithography and the gold stripes are deposited using an evaporation process. Afterwards the PMMA is washed off and the monolayer sheet remains on the surface of the DBR. The sample shows a monolayer area in light-green, the dark-green area corresponds to a film thickness of several nanometers.
Figure 5.2: Optical microscope image of a MoS$_2$ monolayer sheet on top of the bottom DBR. The highlighted light-green layer shows the monolayer area, the dark-green area shows an area of few-layer MoS$_2$. The gold stripes are used as markers and to fixate the monolayer area onto the bottom DBR.

The PL emission from the monolayer sample on the DBR is shown in Figure 5.3. The neutral exciton is dominating the signal and due to the large PL linewidth neutral and charged exciton cannot be resolved [119].

Figure 5.3: Typical PL spectrum of monolayer MoS$_2$ at cryogenic temperature. The spectrum consists of a neutral exciton, centered at around 680 nm with a linewidth of 40 meV. The charged exciton is not resolved due to the large linewidth. Apart from the excitonic feature a shoulder at lower wavelength, attributed to localized defect states, is observed.
As the concave mirror is placed over the monolayer to form a cavity, the broad PL emission is coupled to narrow cavity modes with a linewidth of less than 1 meV for the longitudinal mode. This is demonstrated for three different radii of curvature in Figure 5.4. The cavity length is adjusted to bring the longitudinal cavity mode in resonance to the maximum of the PL emission for the concave mirrors with RoC of 16, 10 and 5.6 µm. The measured $Q$-factors for the longitudinal modes in the spectra are 4000, 3000 and 1800, respectively. Higher order modes are also observed at shorter wavelength. To compare the PL intensity, the amplitude of the cavity modes is divided by a factor of 20, 10 and 5 for the mirrors with the different RoC, respectively.

![Figure 5.4: MoS$_2$ emission coupled to narrow bandwidth cavity modes.](image)

Although the laser spot is similar in the full- and half-cavity (experiment with the top mirror moved out of the optical path) experiment, the waist diameter of the longitudinal modes is $\approx 1 \mu m$. Thus in the case of the full cavity, PL is collected from a film area about 50 times smaller than in the case of a film placed on a planar DBR. This is accounted for in Figure 5.4 by using units of counts per second per square micron for PL intensity.
In other words, the emission is assumed to originate from a spot with diameter of 1 μm and 7 μm for the ‘full-’ and ‘half-cavity’ configurations, respectively. The observed PL intensity is 10, 30 and 60 times higher in the full cavity for a RoC of 16, 10 and 5.6 μm. For each measurement the longitudinal mode is tuned in resonance with MoS$_2$ PL roughly at the same wavelength. For this, the cavity length is adjusted to to $L_{cav} \approx 1.9$ μm for the mirrors with RoC=5.6 and 10 μm, and $L_{cav} \approx 2.9$ μm for the mirror with RoC=16 μm. As described above, the wavelength of the cavity mode can be tuned by changing the cavity length with:

$$\frac{1}{\lambda_{q,m,n}} = \frac{1}{2L_{opt}} \left[ q + \frac{m+n+1}{\pi} \arccos \left( 1 - \frac{L_{cav}}{\text{RoC}} \right) \right]$$

(5.1)

Here, $q$, $m$ and $n$ are longitudinal ($q$) and transverse ($m$, $n$) mode numbers for Hermite Gauss cavities. $L_{opt}$ is the effective optical length of the cavity, which differs from the physical length $L_{cav}$ due to penetration of the cavity mode into the DBRs. To demonstrate the weak coupling regime the cavity modes are tuned through the exciton resonance of the MoS$_2$ film by changing the cavity length as shown in Figure 5.5. In experiment, this is achieved by changing the voltage on the piezo element of the nano-positioner where the bottom DBR is attached. It is seen that the cavity modes can be tuned over a range of about 40 nm by gradually changing the cavity length. As shown in Figure 5.1(a) the cavity mode is not only present between the surface of the mirrors but penetrates into the DBRs. This penetration depth varies depending on the refractive index contrast of the two materials used to produce the DBR. The penetration is calculated using transfer-matrix simulations where the exponential decay of the electric field inside the DBRs is calculated. In our case this depth for each DBR is around 0.675 μm, therefore $L_{opt} = L_{cav} + 1.25$μm. Due to unavoidable debris on the surface during the transfer of the monolayers, the minimum cavity length that can be achieved in the experiment is between 2.3 and 4 μm. This means that the longitudinal mode measured is not the first fundamental mode. The separation between two longitudinal modes, $q_k$ and $q_{k+1}$, ($k \in \mathbb{N}$) with $m = n = 0$, is:

$$L_{cav} = \frac{1}{2} \frac{1}{\lambda_{q_{k+1},0,0}} - \frac{1}{\lambda_{q_k,0,0}}.$$

(5.2)
Figure 5.5: Tuning of the mode wavelength by adjusting the vertical length of the cavity. The distance between the DBRs is adjusted by changing the applied voltage on the piezo-nanopositioner. The figure shows PL map obtained for such length tuning for the cavity containing a monolayer MoS$_2$ film. PL of the modes is observed in a wide spectral range overlapping with the PL of the MoS$_2$ film: the mode PL is enhanced when in resonance with MoS$_2$ emission, showing weak coupling between the emitter and the cavity.

The bright peak marked in the plot corresponds to a fundamental longitudinal mode with $q=12$ for the optical cavity length of around $L_{cav} = 4.2\,\mu$m. Apart from this mode, several other transverse modes with $m,n \neq 0$ are also visible. The emission of the MoS$_2$ monolayer is centered at around 680 nm and the intensity of the cavity modes is enhanced when they are tuned past this spectral window. On the top right of the plot another set of transverse modes are visible, corresponding to the longitudinal mode with $q=11$, which would be tuned through resonance if the cavity length could be reduced further. In the experiment, however, the mirrors started to touch each other and tuning the cavity mode further was not possible.

5.2 Gallium Selenide

Using a similar pair of DBRs it is also possible to tune the modes around the emission wavelength of GaSe, down to $\approx 600$ nm. Figure 5.6 shows PL for a 43 nm thick GaSe sheet. The emission consists of a neutral exciton centered at around 2.07 eV with a band
Figure 5.6: PL spectrum of a 43 nm thick GaSe sheet. (a) The spectrum consists of an exciton centered at around 605 nm and a broad shoulder attributed to defects. At low excitation power localized states are shown that emerge to a shoulder with increasing power. The power dependence is measured in the range from $1\mu W$ to $1mW$ excitation power. (b) The localized states can have narrow linewidth in the order of 1.4 - 1.8 meV, consisting of localized states which occur from inter-layer stacking defects [120]. A power dependence shows that this shoulder is emerging from sharp, quantum-dot like states that saturate with increasing excitation power. At low excitation power isolated peaks with a linewidth as low as 1.4 meV are measured.

Time-resolved measurements in Figure 5.7 show the difference in PL lifetime for the exciton transition and the localized states. The trace in the colour plot shows that the emission at the wavelength of the exciton decays significantly faster than the emission of localized states. Extracting a slice for the exciton and localized states (lifetime 1 and lifetime 2 in the plot, respectively), reveals an exciton lifetime of 67 ps, which is dominated by non-radiative processes. The decay is fitted using a bi-exponential decay function, suggesting that the carrier relaxation consists of a fast and a slow decay component. This may be due to the observation of radiative and non-radiative lifetimes or localized states may be energetically close enough to the exciton line and the extracted decay is a composition of both. Further studies are required to fully understand the origin of this observation. The localized states show a long carrier lifetime up to the order of 1 ns. The measurements were taken through a 300 grating spectrometer with the slits opened in order to improve the temporal...
Figure 5.7: Time-resolved measurements of GaSe thin films. (a) The colour plot shows a trace of the PL decay highlighting the difference of the carrier lifetime for the exciton and the localized states. In order to extract the lifetimes, a slice for around 605 nm has been taken for the exciton (lifetime 1) and for around 645 nm for the localized states (lifetime 2). A mono-exponential fit reveals a lifetime of (b) 67 ps for the exciton and (c) 700 ps for the localized states. resolution. The price for this is that the spectral resolution is poor. This does not affect this measurement, however, as localized states and exciton states are energetically separated far enough to still resolve them.

The PL emission is coupled to cavity modes where the broad PL is coupled to narrow cavity modes and a PL enhancement is observed as shown in Figure 5.8(a). In this case the cavity length is $L_{\text{cav}} \approx 4.2 \, \mu\text{m}$ and a concave mirror with a RoC of 25 $\mu\text{m}$ is used. In this figure the observed $Q$-factor is as high as 3100, resulting in a linewidth of less than 1 meV. The highest $Q$-factor observed in this experiment is 7409 as shown in Figure 5.8(b). This mode has a wavelength $\lambda_{q,m,n} = 603.7 \, \text{nm}$, and $q=15$ and $m,n=0$. The inset also shows the modes with $q=14$ and $m,n \neq 0$ observed in a broader spectral range. These measurements are carried out in a cavity with $L_{\text{cav}} = 3.25 \, \mu\text{m}$ and the radius of curvature of the top mirror RoC = 25$\mu\text{m}$. 
Figure 5.8: The broad PL emission of GaSe is coupled into narrow cavity modes. (a) The cavity mode is tuned to be in resonance with the localized states in this case. (b) PL spectrum measured in a microcavity containing a thin GaSe film (43 nm). A high $Q$-factor of around 7400 is observed for a longitudinal mode. The inset shows the same PL spectrum in a wide range of wavelength, where other modes with non-zero transverse mode numbers ($m, n \neq 0$) are observed.
5.3 Photoluminescence enhancement

The PL enhancement arises from a combination of angular redistribution of light emission and enhancement of the spontaneous emission rate (Purcell enhancement). Direct evidence for the Purcell enhancement is obtained from time-resolved PL measurements where a reduction of the radiative lifetime is observed. In order to study the angular redistribution numerical simulations have been performed using Finite-Difference Time-Domain (FDTD) simulations where the angular width of the fundamental cavity mode is calculated and compared with the radiation pattern for a dipole placed directly on the bottom DBR without the top mirror in the optical path. The observed PL enhancement is a combination of Purcell enhancement and angular redistribution of the emission pattern.

5.3.1 Geometric effect

The ratio of observed intensities for the structure with and without the top mirror depends to some extent on the collection optics since the angular distribution of emission for a given wavelength of light is different for the two cases. The objective lens which collects the light is 7.5mm above the sample. This is sufficiently far from the sample compared to the wavelength of light and to the experimentally measured spot sizes that it can be considered to be in the far field. The collection efficiency is then entirely determined by numerical aperture of the lens. The clear aperture of the objective is 4.5mm so only light emitted within ±16.7 degrees is collected. When the top mirror is present a cavity is formed which confines electromagnetic modes at certain frequencies in all three dimensions. At these resonant frequencies the fields and hence the angular spread of the emission are determined by the cavity geometry. Simulations of the electromagnetic fields associated with the resonant cavity modes have been performed with the FDTD method, using a freely available software package, called meep [121]. The fields are first determined in the near-field zone close to the cavity. Simulations are performed in a cylindrical geometry on a two-dimensional grid of radial $r$ and axial position $z$. This allowed much faster simulation times than a full three-dimensional calculation, which is necessary due to the rather
small 10 nm grid resolution used to accurately represent the cavity layers and top mirror curvature.

Figure 5.9(a) shows a schematic of the dielectric profile used for the simulations. The lower DBR is the same as in the planar case discussed earlier. The upper DBR is of the same structure as the lower DBR with low index material adjacent to the cavity. In the radial range $0 \leq r \leq r_m$, where $r_m$ is the mirror radius, the DBR structure is offset in the positive $z$-direction according to $z = z_0 + \sqrt{\text{RoC}^2 - r^2} - \sqrt{\text{RoC}^2 - r_m^2}$.

The separation between the upper and lower mirrors is first set to the experimentally estimated value and then refined in the following way. At the start of the simulation a broad frequency spectrum of electromagnetic radiation is excited by an electric dipole current source with short Gaussian temporal profile positioned on top of the lower DBR at $r = 400$nm. The electromagnetic energy flux passing through a box surrounding the structure, denoted by the dotted lines, is collected for a sufficiently long time to allow all the energy to leave the simulation region. The flux is Fourier transformed to obtain a spectrum of the radiation emitted by the structure. Such a spectrum is shown in Figure 5.9(b). The sharp peaks identify resonant cavity modes and correspond to modes with a range of longitudinal ($z$-direction) and transverse ($r$-direction) quantization numbers. To find the fundamental (zero transverse quantization number) mode the simulation is repeated a number of times using a narrow-band excitation centered on each cavity mode in the spectrum. The cavity modes have a high quality factor $Q$ and so decay much more slowly than other transient fields caused by the excitation. After several decay-times of the chosen cavity mode the remaining electric and magnetic fields may be considered to have an approximately single-frequency harmonic time dependence and to represent the spatial dependence of the chosen cavity mode. Simulations are run for between one and three decay times $\tau = Q/\omega$ in order to reach this condition. After this the electric and magnetic fields at all points in the simulation volume are output. Figures 5.9(c-d) show the spatial profiles of the time-averaged electric intensity $E \cdot E^*$ for two of the modes in the spectrum corresponding to the longitudinal mode (c) and a mode with non-zero radial quantization number (d). The mirror separation is then adjusted slightly to bring the fundamental mode close to the experimental wavelength before the fundamental mode field profile is recalculated.

Figures 5.9(e-f) show the radial component of electric field as a function of position for
Figure 5.9: FDTD simulations of the open cavity. (a) Dielectric profile of cavity with 16µm radius of curvature mirror used in FDTD simulation. The dotted lines show the position of flux planes used to monitor the energy flux out of the structure. (b) Emission spectrum from the structure in (a) after excitation with a broadband source. (c,d) Electric density $E \cdot E^*$ for two modes in (b) on a logarithmic colour scale. (e,f) Radial electric field component on an exaggerated colour scale for 5.6µm radius of curvature cavities with mirror separations 1.12 and 1.82 respectively.
two different mirror separations, 1.1 μm and 1.8 μm, and 5.6 μm radii of curvature. For the larger mirror separation an increase in the field amplitude in the planar regions adjacent to the curved mirror and simultaneously the appearance of extra non-zero wavevector components in the angular spectrum of upwards propagating radiation is observed. These are accompanied by a drop in cavity quality factor from 5500 to 4700 and an increase in the proportion of energy flowing through the side flux planes. The quality factor and sideways energy loss get worse with further increases in mirror separation, see Table 5.1 structure C5. It has been shown experimentally that the quality-factor in hemispherical cavities increases with increasing mirror separation up to a critical value where it begins to decrease. This behaviour is attributed to a loss of mode stability which, in a purely geometrical picture, is where some rays at higher angles become able to exit the resonator on each round trip. Geometrical arguments predict that this occurs when the mirror separation is greater than the radius of curvature. However, these arguments ignore the finite diameter of the curved section of the mirror. In the real system there is a sharply discontinuous interface between curved and planar regions which may cause scattering with a strength which depends on the local field amplitude. Qualitatively, the angular spread of the mode is dictated by the radius of curvature. The spatial extent of the beam at the top mirror will be proportional to this angular spread and the mirror separation. When the separation is large the spatial beam size will overlap with the discontinuous region leading to scattering. It is likely that this scattering is the cause of the observed energy loss from the confined mode into sideways propagating modes and also of the complicated angular emission profile above the structure. The two effects together tend to reduce the fraction of power collected by the objective lens. As can be seen from Figure 5.9(c,e) the upwards radiation forms a beam centered about \( r = 0 \) which falls off to negligible intensity by the edge of the top flux plane. Comparing the fields above and below the structure it is shown that the curvature of the top mirror has a lensing effect which makes the beam propagating from the top of the sample spread more compared to that from the bottom. To obtain the relevant portion of the radiation pattern the total energy flux through the four flux planes is first examined and the fraction passing through the top compared to the total obtained. The field above the structure is then Fourier transformed to determine the spread of upwards power among waves propagating with different in-plane wavevectors and hence at different angles. Finally, these are integrated in the same manner discussed above for the case without top mirror. The input parameters and simulation results are summarised in table 5.1.
Table 5.1: Simulation parameters and results for microcavity structures. The parameters and results of the simulations with different RoC and different cavity length are listed. The parameters are chosen so that the cavity mode is in resonance with the MoS$_2$ emission. The obtained Q-factors range from 11000 to 1900 and the collection efficiency is ranging from 47% to as low as only 6% when the cavity length is approaching the stability limit.

<table>
<thead>
<tr>
<th>Cavity</th>
<th>RoC (µm)</th>
<th>$L_{cav}$ (µm)</th>
<th>$\lambda_c$ (nm)</th>
<th>Q-Factor</th>
<th>Collected Power (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>16</td>
<td>2.98</td>
<td>679.8</td>
<td>11000</td>
<td>47</td>
</tr>
<tr>
<td>C2</td>
<td>10</td>
<td>2.05</td>
<td>681.1</td>
<td>7700</td>
<td>44</td>
</tr>
<tr>
<td>C3</td>
<td>5.6</td>
<td>1.82</td>
<td>678.9</td>
<td>4700</td>
<td>20</td>
</tr>
<tr>
<td>C4</td>
<td>5.6</td>
<td>1.12</td>
<td>678.1</td>
<td>5500</td>
<td>31</td>
</tr>
<tr>
<td>C5</td>
<td>5.6</td>
<td>2.52</td>
<td>679.9</td>
<td>1900</td>
<td>6</td>
</tr>
</tbody>
</table>

In order to calculate the angular distribution of the emission, the radiation pattern without the top mirror is considered at first. The bottom DBR mirror is modelled as a lossless dielectric multilayer consisting of 10 repeats of materials with refractive indexes 1.4 and 2.05 and thicknesses 116.07 nm and 79.27 nm respectively. The low index material faces the collection lens with the emitters positioned at zero separation from it. The bottom of the DBR rests on a semi-infinite glass substrate with refractive index 1.54. The coordinate axes are chosen so that the layer planes are perpendicular to the z-axis. The emission from the sample may be modelled by an incoherent ensemble of classical electric point dipole current sources. Since the excitons in monolayer sheets are two-dimensional it is assumed that the emitters are oriented randomly in the plane of the monolayer material. To model the random distribution of in-plane polarisations one may take the incoherent sum of the radiation patterns due to any two orthogonally polarised in-plane dipoles. The resulting total radiation pattern must then have circular symmetry about the z axis since there is no preferred azimuthal direction. As the spot size is small it is sufficient to treat only dipoles positioned at the origin $r = 0$ as the radial position will have little effect on the angular spread of the emission. Calculations are performed for dipoles radiating at a frequency corresponding to a wavelength of 680 nm in free space, as in the experiment. The electric field due to a point electric dipole current radiating in free space may be expanded in a basis of plane-waves. In the presence of the mirror the total upwards-radiating field (towards the collection lens) is the coherent sum of the radiation field emitted upwards by the dipole and the reflection from the mirror of the field emitted downwards by
the dipole. The free-space fields are separated into components with TE and TM polarisation with respect to the planar multilayer and the amplitude reflection coefficients are calculated using a transfer matrix technique. Figure 5.10 shows the sum of radiation patterns due to $x$ and $y$ polarised dipoles for the case of dipoles in free space and directly on top of the DBR. For zero angle the DBR reflective phase is close to zero so the reflection reinforces the upward propagating wave and the upwards emission is enhanced with respect to free space. At larger angles the reflective phase increases so that the reflection begins to interfere destructively with the directly radiated field. For angles greater than 90 degrees the radiation is into the substrate. Very little power is radiated into modes close to 180 degrees because the DBR reflects them. For angles greater than 20 degrees from the negative $z$-axis, however, the DBR becomes ineffective and light is lost into the substrate. To obtain total power radiated in the range of polar angles $0 \leq \theta \leq \theta_{\text{max}}$ the radiation patterns must be integrated with azimuthal and polar collection angles according to

$$P(\theta_{\text{max}}) = \int_0^{2\pi} \int_0^{\theta_{\text{max}}} p(\theta, \phi) \sin(\theta) d\theta d\phi$$

where $\sin(\theta) d\theta d\phi$ is the differential element of solid angle. Overall, 49% of the total radiation is emitted in the upwards direction and 9% is emitted within $\pm 16.7$ degrees. This compares to only 3% emitted within $\pm 16.7$ degrees for dipoles in free space.

To calculate the fraction of the collected light it is necessary to know the power radiated per unit solid angle as a function of observation angle in the far field, the so-called radiation patterns. Then the power emitted within the collection range of the lens may be compared with the total emitted power. The simulated power radiated per unit solid angle in the far field is shown in Figure 5.11 for the different RoC used in the experiment as well as the experiment without top mirror. Only the upward flux is shown although the total flux radiated in all directions is calculated. For the simulation of the cavities with a RoC of 16, 10 and 5.6 $\mu$m a physical cavity length of $L_{\text{cav}} = 2.98$, 2.05 and 1.82 $\mu$m have been used, respectively. These parameters match with the experiment and are slightly adjusted to ensure that the longitudinal mode is in resonance with the exciton transition of MoS$_2$. The parameters are summarised in Table 5.1.

In Figure 5.11 it is observed that in the case of no top mirror present, the PL is emitted in a broad range of angles, whereas markedly more directional distributions are observed for the three cavities. It can be estimated that for the light to be collected by the objective placed above the microcavity, light should be emitted within a 16.7° cone. Conse-
Figure 5.10: Dependence of emitted power per unit solid angle on observation angle. The emitted power is simulated for randomly oriented dipoles in the x-y plane on the DBR and in free space. Both curves have been normalised to the peak value for dipoles on the DBR.
Figure 5.11: Calculated angular distribution of light emission from a 2D film with and without the cavity. The plot shows the normalized power angular density for a dipole sitting on a flat DBR without the top mirror and for the three different cavities, C1, C2 and C3 with different radii of curvature and cavity length. In the case where no top mirror is present light emission has a very broad angular spread. The cavity modes are much more directional.

sequently, in the case where no top mirror is present only 9% of the total power is collected through the objective. On the other hand, for the cavities C1, C2 and C3, the fractions of power within ±16.7 degrees are 47%, 44% and 20% respectively. The marked lowering for the cavity with the smallest RoC occurs because of scattering at the discontinuity between curved and planar regions of the top mirror. Note, that in the real cavity structures this effect may not be as pronounced, as this discontinuity may be less sharp than in the model. Thus, in cavities C1, C2 and C3, ‘geometrical’ PL enhancements with factors, $F_g$ of 5.3, 4.9 and 2.2 respectively occur compared to the case when no top mirror is present.

Finally, the fractions of total emitted power collected by the objective may be compared between the cavities and the case where there is no mirror. For the cavities close to the experimental parameters C1 and C3 it is expected to collect 5.3 and 2.2 times more of the total emission than in the case with no top mirror. This agrees with the qualitative notion that the larger cavity should give a more directional beam and so more of the emission should be collected.
5.3.2 Purcell enhancement

Further to the angular distribution, the FDTD method employed above can be used to calculate the Purcell enhancement factors, $F_P$, using the calculated values for the mode volume, $V$, and the Q-factor, $Q$. The following Purcell factors are obtained for the three considered cavities: $F_{P1}=41$, $F_{P2}=59$ and $F_{P3}=70$. For the time-resolved measurements discussed below a Purcell factor of $F_P=51$ is calculated with parameters for the cavity, $L_{cav} \approx 2.9 \mu m$ and $R_c = 10 \mu m$. These values for $F_P$ are for the emitter in perfect spatial and spectral overlap with the cavity mode and therefore these values of $F_P$ provide an upper limit to the Purcell factor achievable in a cavity. In the experiment, there is an inhomogeneously broadened ensemble of spectrally narrow emitters distributed in a few $\mu m$ diameter area of a 2D film. This means that spatial and spectral averaging of the Purcell enhancement will occur and a value of $F_P$ lower than given above is expected. The enhancement of the spontaneous emission rate of an emitter at position $r_0$ due to a cavity may be calculated using the standard equation as explained in equation 3.28:

$$F_P(r_0) = \frac{3}{4\pi^2} \left( \frac{\lambda}{n(r_0)} \right)^3 \left( \frac{Q}{V_{eff}} \right).$$

Here $\lambda$ is the vacuum wavelength, $r_0$ is the position of the field maximum in the cavity and $n$ is refractive index. The effective mode volume is given by:

$$V_{eff} = \frac{\int_{-\infty}^{\infty} \int_0^{2\pi} \int_0^\infty \epsilon(r)|E(r)|^2 \cdot r \cdot drd\phi dz}{\epsilon(r_0)|E(r_0)|^2},$$

where $r = (r, \phi, z)$ is the position in space and $\epsilon(r)|E(r)|^2 = \epsilon(r) (E(r) \cdot E^*(r))$ is the electric energy density. Since the full electromagnetic fields of the cavity modes are calculated as a function of position by the FDTD simulations the effective mode volumes are obtained simply by numerically performing the integral in equation 5.4. Mode volumes of 6.46, 3.10 and 1.61 $\mu m^3$ are obtained for the cavities C1, C2 and C3 respectively. The FDTD calculations also give central wavelengths and $Q$-factors for the modes. These are obtained by examining the field in the cavity using a harmonic inversion technique. For the cavities C1, C2 and C3 Q-factors of $Q_1=11000$, $Q_2=7700$ and
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\(Q_3=4700\) are obtained, respectively, which lead to Purcell factors of \(F_{P1}=40.7\), \(F_{P2}=59.4\) and \(F_{P3}=69.8\).

These Purcell factors provide an upper limit to the enhancement which may be achieved in a cavity. The actual ratio of spontaneous emission rates observed in an experiment will depend on the spectral and spatial overlap of the emitter with the optical mode which effect the local density of states and magnitude of the vacuum field respectively. Accurate modeling of the experimentally observed cw PL enhancement and lifetime shortening in time-resolved measurements also requires the knowledge of the non-radiative decay rates in the 2D film.

**5.3.3 Experimental demonstration of Purcell enhancement**

The observed PL lifetime, \(\tau_{PL}\), in time-resolved experiments is a combination of radiative \(\tau_r\) and non-radiative lifetime \(\tau_{nr}\). As shown above, the enhancement of the spontaneous emission rate is described with the Purcell coefficient \(F_P\) according to equation 3.28. The observed lifetime is then written as:

\[
\frac{1}{\tau_{PL}} = \frac{1}{\tau_{nr}} + \frac{F_P}{\tau_r}.
\]

\(F_P = 1\) for the PL emission without the effect of the cavity while \(F_P > 1\) is expected for emitters in resonance with the cavity mode. In this approximation non-linear effects like state-filling effects are neglected. Time-resolved measurements of monolayer MoS\(_2\) reveal a carrier lifetime of 10 ps, which is close to the resolution limit of the streak camera, as shown in Figure 5.12.

This lifetime is dominated by non-radiative processes, which also explains the low emission efficiency in this material. In this case, even for relatively large Purcell enhancement, no reduction of the carrier lifetime is expected since for \(\tau_{nr} \ll \frac{\tau_r}{F_P}\):
Figure 5.12: Carrier lifetime of MoS$_2$ monolayer sheets. Time-resolved measurements of MoS$_2$ monolayer sheets show a carrier lifetime of only around 10 ps, dominated by non-radiative processes.

\[
\frac{1}{\tau_{PL}} = \frac{1}{\tau_{nr}} + \frac{F_P}{\tau_r} \approx \frac{1}{\tau_{nr}}. \tag{5.6}
\]

Therefore, no PL lifetime reduction is expected in the case of MoS$_2$. The enhanced spontaneous emission rate, however, also leads to an alteration of the observed PL intensity which can be derived as:

\[
I_{PL} \propto \frac{\tau_{nr}}{\tau_{nr} + \frac{1}{F_P}}. \tag{5.7}
\]

In case of MoS$_2$, where $\tau_{nr} \ll \frac{1}{F_P}$, equation 5.7 can be simplified to:

\[
I_{PL} \propto \frac{\tau_{nr}}{\tau_{nr} + \frac{1}{F_P}} \approx \frac{F_P}{\tau_r}. \tag{5.8}
\]
This shows that the PL enhancement is directly proportional to the Purcell factor $F_P$. To estimate the Purcell enhancement through the PL intensity, however, also the geometric effect described in the previous section has to be included. The total PL intensity enhancement is calculated by $I_{PL} \propto F_PF_G$, where $F_G$ describes the increase of the collected emission purely through the redistribution of the emission. In the calculations above the maximum expected enhancement caused by this effect is $F_G \approx 5$. The comparison between the bare PL emission and the cavity modes in Figure 5.4 shows a PL enhancement of 10, 30 and 60, dividing this enhancement by the geometric enhancement allows an estimation of the Purcell enhancement for MoS$_2$ with $F_P \approx 2$ to $F_P \approx 12$ for the different radii of curvature.

In case of GaSe the localized states show a significantly longer carrier lifetime. In this case the radiative and non-radiative lifetime is comparable and a Purcell enhancement can be directly observed by comparing the radiative lifetimes with and without the effect of the cavity. Figure 5.13 shows PL decay curves for a 43 nm GaSe film excited at 415 nm with a pulsed laser. In both half- and full-cavity configurations the time-averaged excitation density is 2.6kW/cm$^2$. The cavity length is adjusted to $L_{cav} \approx 2.9 \mu$m and a concave mirror with a RoC of 10 $\mu$m is used for this experiment. The cavity length is set so that a longitudinal cavity mode is coupled into the low energy shoulder of the GaSe emission at 613 nm. As seen in Figure 5.13(a), without the effect of the cavity, PL decay with a lifetime of $\tau_{hc} \approx 700$ ps is observed, whereas in the full-cavity configuration $\tau_{fc} \approx 70$ ps resulting in a Purcell enhancement of 10. Both times are obtained by fitting the decay using a mono-exponential decay function. This measurement signifies the enhancement of the spontaneous emission rate in the tunable cavity device.

Figure 5.13(b) presents further evidence for the enhancement of the radiative recombination rate in a microcavity where a PL power-dependences of the 43 nm thick GaSe film in the half- and full-cavity configurations measured with a 532 nm cw laser is shown. For the full cavity the same $L_{cav}$ and RoC is used as for the time-resolved experiments. The plot shows integrated PL intensity calculated under the full-cavity mode spectrum centered at 613 nm and having a FWHM of 0.15 nm, and under the same bandwidth of GaSe PL at the same center wavelength in the half-cavity case. As shown in Figure 5.13(b) the wavelength of the excitation laser is outside the stopband and $\sim 30\%$ of the laser is reflected on the DBR. The reduced transmission of the green laser through the top DBR is taken into ac-
5.3 Photoluminescence enhancement

Figure 5.13: Observation of Purcell enhancement for GaSe thin film emission in a tunable microcavity.
(a) Time-resolved PL emission is collected for a wavelength of 613nm. PL is measured at $T = 4.2$K using excitation with a pulsed laser at 415 nm. The blue trace shows GaSe PL decay in a film in the half-cavity configuration with a lifetime of 700 ps. The red curve is for the cavity PL decay, for which a lifetime of 70 ps is extracted. (b) State-filling effects are observed under cw pulsed excitation using a 532nm laser in the case of the half-cavity configuration (blue dots). For the full-cavity configuration (red dots) the spontaneous emission rate is enhanced so that carriers relax quicker and can be filled again by pumping higher. Therefore no saturation in PL is observed. Note, in the power dependence presented earlier the saturation has no been observed, as the power was not increased above 1mW in that graph.
5 Weak coupling of MoS$_2$ in a tunable microcavity

count, and the data are plotted as functions of the actual laser power incident on the GaSe film. In the case of the half-cavity configuration, a clear sub-linear PL intensity growth with power is seen. PL saturation is observed at around $P=10$ mW, indicating that the optical pumping rate exceeds the relatively low recombination rate of the localized exciton states in GaSe, $1/\tau_{hc}$ with $\tau_{hc} \approx 700$ ps [122]. This saturation effect is a state-filling effect, which has been observed previously in semiconductor quantum dots [123]. In contrast to this, a much stronger PL increase with power is found for the cavity mode in the full-cavity configuration. No PL saturation is observed, indicating that the spontaneous recombination rate remains higher than the excitation rate in the whole range of powers used. This striking difference clearly indicates that the carrier radiative lifetime is markedly shorter in the case when the full cavity is formed, the effect quantified with the 10-fold PL decay time shortening in Figure 5.13(a).

5.4 Summary

The PL emission of monolayer MoS$_2$ and few-layer GaSe sheets are coupled to narrow cavity modes using a tunable open-access microcavity setup. By adjusting the separation of the two DBRs the cavity mode is tuned in resonance to the exciton energy, as well as the energy of localized states in GaSe sheets. Direct evidence for the Purcell enhancement is obtained for the GaSe film in Figure 5.13. It can be shown that the ratio of $\approx 10$ of the experimentally measured $\tau_{PL}$ values in the half- and full-cavity configurations corresponds to the lower limit for the Purcell enhancement factor which is reached if $\tau_{nr} \gg \tau_r$. For cavities investigated in both the time-resolved and cw measurements, the calculated maximum Purcell enhancements in the range of 41 to 70, as found in the previous subsection, exceed those observed in the experiment. One of the reasons for this discrepancy is the lowering of the measured $Q$-factors from their calculated values occurring as a result of cavity imperfections. In this work the calculated $Q$-factors are $\approx 2.5$ times larger than the measured values. Furthermore, in order to reflect the finite in-plane size of the mode and varied coupling to the mode of independent emitters at different wavelengths, spatially and spectrally averaged Purcell enhancement should be calculated. In general the averaged Purcell factors are lower than the maximum values for the perfect spatial and spectral emitter-mode overlap. The averaging procedure requires summation of $I_{PL}$ in the case of
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cw PL enhancement or of the simulated PL decay curves in the case of lifetime shortening over the emitters in the ensemble. The total PL or average characteristic PL decay time may then be determined. However, the result is sensitive to the ratio $\left(\tau_r/F_P\right)/\tau_{nr}$ since both $\tau_{PL}$ and $I_{PL}$ depend on these parameters. At this stage, insufficient information exists about the non-radiative decay processes in 2D films for such averaging to be carried out accurately.

This work opens a route to a wide range of devices using 2D films as optically active materials and which are also fully compatible with various van der Waals heterostructures. This will lead to realization of cavity-enhanced and tunable light-emitting diodes. An advantage such devices would offer compared to traditional semiconductors is compatibility with a wide range of substrate materials including various dielectrics, polymers and flexible substrates. This would permit a wide choice of materials for the fabrication of microcavities and waveguides.
6 Strong exciton-photon coupling of van der Waals heterostructures

In the previous chapter the weak coupling regime has been demonstrated with MoS$_2$ and GaSe. In this chapter another interesting TMDC, MoSe$_2$, has been studied. To extend this work van der Waals (VDW) heterostructures consisting of MoSe$_2$ and hBN have been fabricated and incorporated into optical microcavities in order to control and modify the light-matter interaction [124, 125]. Due to the large exciton binding energy of TMDCs, they are a promising candidates to observe the strong exciton-photon coupling regime [126]. Similar to the schematic shown previously in chapter 5, Figure 6.1(a) shows the design of the open-access microcavity. A schematic of the heterostructure used in this experiment is shown in Figure 6.1(b) and consists of a 3 nm thick film of hBN on which a monolayer of MoSe$_2$ is transferred. This forms a single quantum well (QW), highlighted with the blue dashed line on the right in Figure 6.1(c). On part of the MoSe$_2$ film sits another 3 nm thick film of hBN. Finally, a second monolayer sheet of MoSe$_2$ is sitting on top of this hBN layer in order to form a double QW, highlighted with the red dashed line. The PL emission of MoSe$_2$ at 4.2 K is shown in Figure 6.1(d). The black dashed line indicates an area of a bilayer MoSe$_2$ which has also been studied within this experiment.

6.1 Optical properties of molybdenum diselenide

In general it is found that TMDC selenides (WSe$_2$ and MoSe$_2$) outperform their sulphide counterparts in terms of emission efficiency and PL linewidth. The complex structure
Figure 6.1: Schematic of the tunable microcavity with an embedded MoSe$_2$ heterostructure. (a) The schematic of the open cavity setup is shown as a reminder of the cavity structure where a (b) single and double QW heterostructure is placed on the planar mirror. (c) Optical image of the MoSe$_2$ heterostructure where the single and double QW areas are marked by the blue and red dashed lines respectively. A bilayer region is marked by the black dashed line. (d) The PL emission of MoSe$_2$, as measured in the open cavity setup at 4.2 K, shows the neutral and charged exciton, $X^0$ and $X^-$ respectively.
of PL from a monolayer sheet of WSe$_2$ has been shown in Figure 7.2. A PL spectrum of MoSe$_2$, measured at around 10 - 20 K, is shown in Figure 6.2(a) where a neutral and a negatively charged trion, separated by 30 meV, are observed. Time-resolved measurements of the PL are shown in Figure 6.2(b) revealing a lifetime of 5 ps for $X^0$ and 12 ps for $X^-$, consistent with those reported previously [81] and are dominated by non-radiative processes.

The linewidths of the neutral and charged exciton is 11 meV and 15 meV, respectively, highlighting the striking improvement over the PL observed in MoS$_2$. MoSe$_2$, therefore, appears to be a promising candidate for the observation of strong exciton-photon coupling where exciton-polaritons can be resolved. The study of exciton-polaritons has revealed a wealth of rich phenomena such as Bose-Einstein condensation in the solid state [58], polariton superfluidity [63], as well as room temperature polariton lasing in the UV and blue spectral regions using wide band gap materials such as GaN [127] and ZnO [128, 129] or organic materials [130–132]. The integration of TMDC heterostructures in optical microcavities is an attractive alternative to previously studied systems. TMDCs exhibit very large exciton binding energies and sharp exciton resonances, whose properties can be tailored by combining a wide variety of 2D crystals in heterostructures. Observation of room temperature excitons in TMDCs combined with the recently demonstrated good electroluminescence of VDW heterostructures [55] lays the foundation for the development of low threshold electrically pumped polariton lasers operating in the visible and near infrared. These devices can be easily incorporated onto a wide range of sub-
strates allowing the development of hybrid TMDC/III-V microcavity structures as well as electrically driven polariton devices with vertical current injection using graphene contacts.

6.2 Estimation of the Rabi splitting

In order to estimate the expected vacuum Rabi splitting in MoSe$_2$ a simple model is used. Coupling a photonic open cavity mode to an exciton level is characterized by the Rabi frequency [133]:

$$\Omega_{\text{Rabi}} = 2\sqrt{\frac{2\Gamma_0 c}{n_c (L_{DBR} + L_c)}}, \quad (6.1)$$

where $n_c$ is the cavity refractive index, which is close to unity in the open cavity system, $L_{DBR}$ and $L_c$ are the effective mirror and cavity length respectively. $\Gamma_0 = 1/2\tau$ is the exciton radiative broadening given by [134]:

$$\Gamma_0 = \frac{2\pi e^2 |p_{cv}|^2}{n c \hbar \omega_0 \bar{h}} \phi(\rho)^2, \quad (6.2)$$

where $e$ is the electron charge absolute value, $p_{cv}$ is the matrix element of the momentum between electron Bloch functions at valence and conduction band edges, $n \approx 2.2$ is the refractive index of MoSe$_2$, $c$ is the speed of light, $\hbar \omega_0$ is the cavity mode energy, $m_e$ is the free electron mass and $\phi(\rho)$ is the internal motion part of the 2D exciton wavefunction. For the 1s exciton state one can write:

$$\phi(0) = \sqrt{\frac{2}{\pi a_B^2}} = \sqrt{\frac{2\mu E_b}{\pi \hbar^2}}, \quad (6.3)$$

with $a_B$ the 2D Bohr radius, $E_b \approx 0.55$ eV the exciton binding energy and $\mu = m_e \frac{m^* c}{m_e + m^*}$ the exciton reduced mass.
The matrix element $p_{cv}$ may be deduced from the electron effective mass expression given by the $k \cdot p$ method:

$$m_c^* = \frac{m_c}{m_e} = \left(1 + \frac{2|p_{cv}|^2}{E_g m_e}\right)^{-1}, \quad (6.4)$$

where $E_g \approx 2.1 \text{ eV}$ is the band gap. Conduction and valence band effective masses are calculated ab initio for MoSe$_2$ and are given by $m_{c(v)}^* = 0.70(0.55)$ [135]. In general, the calculated effective masses at the K-points decrease as the material is thinned towards monolayer sheets. Experimentally it has been shown that the binding energy for $X^+$ and $X^-$ in MoSe$_2$ are similar, which suggests that the effective mass for electrons and holes are similar in MoSe$_2$ [152]. From this it follows:

$$|p_{cv}| = \sqrt{E_g m_e \left(\frac{1}{m_c^*} - 1\right)}, \quad (6.5)$$

Substituting equations 6.2 and 6.5 in equation 6.1 and assuming no detuning between exciton energy and photonic mode ($\hbar \omega_0 = E_g - E_b$) a Rabi splitting is obtained:

$$\hbar \Omega_{\text{Rabi}} = 8 \sqrt{\frac{m_c^* (1 - m_v^*)}{2n (m_c^* + m_v^*) E_g E_b} \frac{e^2}{E_g - E_b L_{\text{DBR}} + L_c}}. \quad (6.6)$$

With the absolute effective cavity length $L_{\text{DBR}} + L_c = 2.3 \mu\text{m}$, the obtained Rabi splitting is $\hbar \Omega_{\text{Rabi}} \approx 26.7 \text{ meV}$.

### 6.3 Demonstration of strong exciton-photon coupling

The open cavity system allows spatial xyz-positioning of the two mirrors independently. As such, any area of the MoSe$_2$ heterostructure on the planar DBR can be placed in the optical path and a microcavity formed with the selected area as the active region. The micron sized
Gaussian beam waist on the planar mirror of the formed cavity allows each region of the MoSe\textsubscript{2} heterostructure to be coupled to the cavity modes independently. Figure 6.3 shows a PL scan of a cavity formed with a concave mirror with a radius of curvature of 20 µm and a single monolayer MoSe\textsubscript{2} active region. The various modes present in the spectra arise from the three-dimensional confinement of the photonic field which gives rise to longitudinal modes and their associated higher order transverse modes. These cavity modes are tuned through the neutral exciton resonance by reducing the mirror separation by applying a DC voltage to the bottom z-nanopositioner. The longitudinal resonance, labelled TEM\textsubscript{00}, is at an energy of 1.588 eV at \( V = 0 \) and the modes at higher energy are its associated first (1.608 eV) and second (1.628 eV) transverse modes. The total optical cavity length is around 2.3 µm and the longitudinal mode number \( q = 5 \). The modes at lower energy than the longitudinal mode are transverse modes associated with a different longitudinal mode at much lower energy (\( q - 1 \)). These are present since the mirror separation is larger than the separation of \( \lambda/2 \) required to reach the fundamental longitudinal resonance (\( q = 1 \)). Clear anticrossings between the cavity mode resonances and the neutral exciton energy are observed revealing the formation of well-resolved polariton states. Each photonic mode is characterized by a specific field distribution in the plane of the TMDC layers and couples to an excitonic mode with the same in-plane distribution. As a result, different photonic modes couple to spatially orthogonal exciton states. Polariton states from different photon modes are therefore orthogonal and are well described by the coupling between a single photon mode and a single excitonic mode for each of them.

When the dispersions for lower and upper polariton branches (equations 3.37 and 3.36) are diagonalized and the imaginary part is neglected, it reduces to a two-level problem. The two-level coupled oscillator model is then written as:

\[
M(k) = \begin{pmatrix}
E_{X0}(k) & \frac{\hbar \Omega_{Rabi}}{2} \\
\frac{\hbar \Omega_{Rabi}}{2} & E_{ph}(k)
\end{pmatrix},
\]

where \( E_{X0} \) and \( E_{ph} \) is the energy of the neutral exciton and the cavity mode and \( \hbar \Omega_{Rabi} \) is the vacuum Rabi splitting. The two-level coupled oscillator model is used to fit the upper and lower polariton branches (UPB and LPB) peak energies for the longitudinal mode, shown by the dashed lines in Figure 6.4(a), and reveals a Rabi splitting of \( \hbar \Omega_{Rabi} = 20 \) meV for a single MoSe\textsubscript{2} monolayer. Here the cavity mode energy is approximated as a linear function
Figure 6.3: Observation of strong exciton-photon coupling in a MoSe$_2$ single QW heterostructure. A clear anticrossing in PL is observed between the discrete cavity mode energies and the neutral exciton energy at 4 K. The longitudinal mode is marked as TEM$_{00}$ and corresponds to the q=5 mode with its corresponding higher order modes appearing on the lefthand side of the mode (higher energy). The higher order modes observed at lower energy corresponds to the next longitudinal mode.
of applied voltage which is supported by both transfer matrix simulations and reflectivity measurements. The detuning is defined as \( \Delta = E_{ph} - E_X^0 \) where \( E_{ph} \) and \( E_X^0 \) are the fitted longitudinal cavity mode energy (TEM_{00}) and the neutral exciton energy, respectively. Spectral slices of the PL at various detunings from \( \Delta = -16 \text{ meV} \) to \( \Delta = +12 \text{ meV} \) are displayed in Figure 6.4(b) where the LPB and UPB can be resolved. Moreover, the PL spectrum at zero detuning shown in Figure 6.4(c) shows clearly two peaks where \( \hbar \Omega_{Rabi} \) is significantly larger than the polariton linewidths \( \gamma_{LPB} \) and \( \gamma_{UPB} \).

The polariton linewidths are plotted as a function of longitudinal mode detuning in Figure 6.5. At large negative detunings of \( \Delta < -30 \text{ meV} \), the LPB linewidth approaches the bare cavity linewidth of 0.8 meV due to the high photonic component of the polariton. At detunings of \( \Delta = -30 \) to \( -20 \text{ meV} \) significant broadening of the LPB is observed, cor-
responding to resonance with the $X^-$ energy. The detuning at which the increase of the linewidth occurs is in agreement with the intensity enhancement observed in Figure 6.3. The detuning of the trion to the exciton is changing slightly depending on the position of the MoSe$_2$ sheet, which explains the different detuning observed here compared to the energy separation of $X^0$ and $X^-$ in Figure 6.2. This broadening is attributed to intermediate coupling between the $X^-$ states and the cavity mode where the Rabi splitting is comparable to the corresponding polariton linewidths in PL but can be resolved only in reflectivity as discussed below. At zero detuning the LPB linewidth is $\gamma_{LPB} = 4.9$ meV which is less than the linewidth averaged value of $(\gamma_{X^0} + \gamma_{ph})/2 = 5.9$ meV predicted from the two-level coupled oscillator model, where $\gamma_{X^0}$ and $\gamma_{ph}$ are the measured inhomogeneously broadened exciton linewidth and bare cavity linewidth taken from PL measurements. This may be due to motional narrowing which is expected in systems such as this where $\hbar \Omega_{Rabi} \gg \gamma_{X^0}$ leading to averaging over the inhomogeneous broadening [136]. This causes the polariton linewidth to approach $(\Gamma_{X^0} + \gamma_{ph})/2$ where $\Gamma_{X^0}$ is the homogeneous neutral exciton linewidth [137]. Alternatively, this narrowing may be due to the reduced number of excitonic states that couple to the photonic mode within the 1 µm beam waist of the mode which may have a smaller linewidth in comparison to the 2-3 µm spot measured in Figure 6.1(d) due to disorder in the film. In contrast, the UPB linewidth at resonance is 8.7 meV due to broadening from relaxation through scattering to the uncoupled exciton states [138]. The radiative lifetime of the neutral exciton can be estimated from the Rabi splitting. The obtained Rabi splitting for a single monolayer sheet is $\Omega_{Rabi} = 20$ meV. Following equation 6.1, the exciton radiative rate $\Gamma_0$ and therefore the radiative lifetime $\tau$ can be obtained using:

$$\Omega_{Rabi} = \frac{20 \text{ meV}}{\hbar} = 2 \sqrt{\frac{2\Gamma_0 c}{n_c(L_{DBR} + L_c)}}. \quad (6.8)$$

The total cavity length is determined by the free spectral range between two longitudinal modes $(L_{DBR} + L_c) = 2.3 \mu$m, $c$ is speed of light and $n_c = 1.4$ is the effective cavity refractive index. This allows the exciton radiative lifetime to be calculated to be $\Gamma_0 = \frac{1}{\tau} \approx 1.6$ meV. With $\Gamma_0 = \frac{1}{2\tau}$ the exciton radiative lifetime is then $\tau = 0.4$ ps, corresponding to a homogeneous linewidth of $\Gamma_0 = 1.6$ meV in agreement with recent work in WSe$_2$ monolayers [139]. This is around 13x faster than the exciton lifetime of 5.3 ps measured in Figure 6.2(b) which is determined by relaxation effects to low k-states. The homogeneous exciton
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Figure 6.5: Linewidth as a function of the detuning. The linewidth of upper- (red dots) and lower (black dots) polariton branches shows the expected behavior from the Hopfield coefficients. When the lower polariton is in resonance with the charged exciton, however, an increase of the linewidth is observed.

linewdith is then given by $\Delta E = \hbar / \tau = 1.6 \text{ meV}$. This is much smaller than the low temperature PL linewidth of 11 meV indicating that significant broadening occurs due to disorder effects, an aspect which might be improved using epitaxial layers allowing much narrower polariton linewidths.

The UPB is observed at positive detunings up to the recorded detunings of $\Delta = +40 \text{ meV}$ with a relatively narrow linewidth of around 2 meV. This is possible in TMDCs since the binding energy, $E_B$, is much larger than the Rabi splitting, $\hbar \Omega_{Rabi}$, and hence the electron-hole continuum is far from the polariton resonances leading to much reduced relaxation of the UPB states. This is a unique property of TMDCs which also allows both the LPB and UPB to have comparable intensities at resonance. This can be quantified further through the ratio $\hbar \Omega_{Rabi} / E_B$, which is around $\approx 0.04$ for MoSe$_2$ in contrast to $> 0.2$ for all other materials where strong coupling was observed. This allows the UPB resonance to be both bright and narrow while remaining on the mirror stopband. A comparison
Table 6.1: Comparison of binding energy and Rabi splitting for different material systems. TMDCs show a significant difference to other material systems when the binding energy and the Rabi splitting is considered. Since the Rabi splitting is much smaller than the binding energy, the upper polariton branch is far away from the electron-hold continuum which results in a bright, narrow UPB.

<table>
<thead>
<tr>
<th>Material</th>
<th>Binding energy in bulk (QWs)</th>
<th>Rabi splitting ($\Omega_{\text{Rabi}}$)</th>
<th>$\Omega_{\text{Rabi}}/E_B$</th>
<th>Polariton linewidth at $\Delta = 0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>GaAs</td>
<td>4.8 ( ~ 14) meV [140, 141]</td>
<td>~ 3-15 meV [57, 142]</td>
<td>~ 0.2-1.1</td>
<td>~ 0.1-1 meV</td>
</tr>
<tr>
<td>CdTe</td>
<td>10 ( ~ 25) meV [141, 143]</td>
<td>~ 16-26 meV [58, 143]</td>
<td>~ 0.6-1</td>
<td>~ 0.6 meV [58]</td>
</tr>
<tr>
<td>GaN</td>
<td>26 ( ~ 40) meV [144, 145]</td>
<td>~ 50 meV [146]</td>
<td>~ 1</td>
<td>~ 10-15 meV [146, 180]</td>
</tr>
<tr>
<td>ZnO</td>
<td>60 meV [147]</td>
<td>~ 200 meV [129]</td>
<td>~ 3</td>
<td>~ 15-10 meV [129]</td>
</tr>
<tr>
<td>Organics</td>
<td>250 - 500 meV [148]</td>
<td>~ 110 meV [148]</td>
<td>~ 0.2-0.5</td>
<td>~ 16.5-25 meV [130, 148]</td>
</tr>
<tr>
<td>MoSe$_2$</td>
<td>470 meV [149]</td>
<td>20-29 meV</td>
<td>~ 0.04</td>
<td>~ 4-9 meV</td>
</tr>
</tbody>
</table>

of various material systems in which strong coupling has been observed is listed in Table 6.1.

Figure 6.6(a) shows a reflectivity scan of a single QW area. Only the longitudinal mode is visible due to the poor mode matching between the Gaussian excitation spot and the lateral transverse mode profiles. When the cavity mode is tuned through resonance with the $X^-$ energy a small shift in the cavity energy can be observed, in contrast to the broadening observed in PL. This difference in behaviour can be understood through the dependence of the observed Rabi splitting on the measurement method, such as absorption, reflectivity or transmission, when the polariton linewidths are comparable to the mode splitting. In this case the splitting in reflectivity is expected to be larger than in PL ($\Omega_R > \Omega_{PL}$) [150].

The $X^-$ coupling strength is proportional to $\sqrt{n_e}$ where $n_e$ is the electron density which is due to inherent doping from impurities in the exfoliated sample [151]. In Figure 6.6(b) the measured reflectivity is theoretically reproduced based on a three-level coupled oscillator model. In this case the matrix writes as:
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Figure 6.6: Intermediate coupling between $X^-$ and the cavity modes in reflectivity measurements. (a) Reflectivity scan of single QW area at 4 K showing clear anticrossing with $X^0$. Intermediate coupling with the $X^-$ is also apparent when close to the $X^-$ resonance. (b) Theoretical reproduction of (a) based on a three-level coupled oscillator model with coupling strengths of 18 meV and 8.2 meV for $X^0$ and $X^-$ respectively. (c) Reflectivity scan of an empty cavity with no active region showing a linear dependence of the cavity mode energy on the piezo voltage.
\[ M(k) = \begin{pmatrix} E_{ph}(k) & \frac{\hbar \Omega_{Rabi}(X^0)}{2} & \frac{\hbar \Omega_{Rabi}(X^-)}{2} \\ \frac{\hbar \Omega_{Rabi}(X^0)}{2} & E_{X^0}(k) & 0 \\ \frac{\hbar \Omega_{Rabi}(X^-)}{2} & 0 & E_{X^-}(k) \end{pmatrix} \]  

where \( E_{ph} \) is the photon energy, \( E_{X^0}(k) \) and \( E_{X^-}(k) \) are the energies of the neutral and charged exciton and \( \hbar \Omega_{Rabi}(X^0) \) and \( \hbar \Omega_{Rabi}(X^-) \) are the Rabi splitting between the cavity mode and \( X^0 \) and \( X^- \) respectively. The exciton linewidths from Figure 6.2(a) are used and the coupling behaviour, using coupling strengths for \( X^0 \) and \( X^- \) of 18 meV and 8.2 meV, respectively, have been reproduced. This is consistent with the reduced oscillator strength of \( X^- \) evidenced through its low absorption [152]. It has been shown in GaAs based systems that the total oscillator strength of all excitonic components is a conserved quantity and hence the presence of \( X^- \) due to doping reduces the coupling strength of \( X^0 \) [151]. A reflectivity scan of an empty cavity is performed in order to show the linear dependence of the energy tuning with the applied Piezo voltage and to proof that the observed features indeed come from the light-matter interaction between the cavity and the heterostructure. This is shown in Figure 6.6(c).

Figure 6.7 (a) shows the peak polariton intensity plotted against longitudinal mode detuning. In resonance with \( X^- \) (detuning \( \Delta = -30 \) meV) the peak intensity is two orders of magnitude larger than when in resonance with \( X^0 \). The integrated intensity is shown in Figure 6.7(b) showing a significant integrated PL enhancement when in resonance with \( X^- \). This is attributed to the interplay between the maximum polariton intensity occurring at negative detunings [153] as well as intermediate coupling close to \( X^- \) resulting in a Purcell enhancement.

The PL emission of the bilayer area marked by the black border in Figure 6.1(b) is shown in Figure 6.8(a). The bandstructure of bilayer MoSe\(_2\) shows that there is an indirect transition causing a reduction in the emission efficiency. When the bilayer is coupled to the cavity modes, weak coupling is observed as shown in Figure 6.8(b) where a crossing through the exciton is observed.
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Figure 6.7: Polariton intensity at different detuning. (a) Peak intensity of the longitudinal resonance polariton as a function of piezo voltage. (b) Integrated intensity as a function of piezo voltage.

Figure 6.8: Crossing between the cavity modes and bilayer heterostructure area. (a) Bilayer emission due to indirect transition at 4 K. (b) Spectra of the cavity emission with a bilayer active region showing weak coupling.
6.4 Strong coupling in multiple quantum wells

The PL spectrum of X⁰ at room temperature shows a linewidth of around 35 meV, as shown in Figure 6.9, exceeding the vacuum Rabi splitting of the single QW heterostructure. Therefore weak coupling is observed at room temperature.

![Figure 6.9: Typical room temperature PL spectrum of a monolayer MoSe₂ sheet. A single broad resonance of X⁰, with a linewidth of 35 meV, is observed at room temperature.](image)

Increasing the number of quantum wells, N_QW, leads to an increase of the Rabi splitting following \( \Omega_{rabi} \propto \sqrt{N_{QW}} \) [133]. This dependence indicates that a heterostructure consisting of four or more MoSe₂ QWs will increase the Rabi splitting sufficiently to resolve both the UPB and LPB at room temperature. Figure 6.10(a) shows the PL spectra from a cavity formed with the double QW region of the heterostructure as the active region where the anti-crossing between the cavity modes and the neutral exciton is shown. A fit to the polariton peak energies using the coupled oscillator model as before is shown in Figure 6.10(b) revealing an increased Rabi splitting of 29 meV. Compared to the 20 meV in a single QW, this is in agreement with the expected scaling of the Rabi splitting. The spectrum at resonance is shown in Figure 6.10(c) where the two polariton branches are fully resolved. A heterostructure consisting of 4 MoSe₂ QWs is expected to exhibit a Rabi splitting of at least 40 meV, which is required to exceed the room temperature exciton linewidth of 35 meV. However, to obtain narrow polariton resonances at room temperature, half of the Rabi
splitting has to be larger than the linewidth of the exciton resonance. The fabrication of VDW heterostructures with large numbers of QWs should allow the observation of room temperature polariton states.

A similar experiment has also been carried out in a WSe\textsubscript{2} EL device, similar to the device discussed in chapter 7. Figure 6.11 shows a number of longitudinal and transverse modes which are tuned through the energy of the neutral exciton of WSe\textsubscript{2}. The characteristic anti-crossing is also observed in WSe\textsubscript{2} indicating the system is in the strong exciton-photon coupling regime in PL. However, the observed Rabi splitting of only 9.2 meV is drastically reduced in comparison to the single QW sample using MoSe\textsubscript{2}. It should be noted that no anti-crossing is observed when the EL device is operated in the EL regime.

This unexpected reduced Rabi splitting is explained by the design of the EL device as described in the following. In contrast to the previous heterostructure, a thicker boron nitride film is used to produce the device. The entire EL device is sitting on a ~30 nm thick hBN film, ensuring that the EL device is sitting flat. This is important so that not only the TMDC shows good optical properties, but also so that the graphene contacts allow efficient charging. It has been demonstrated that graphene sitting on hBN is showing a significant improvement in its transport properties. Additionally to this hBN film two tunnel barriers, which are 3 nm thick each, are used between the graphene contacts and the TMDC quantum well as tunnel barrier. Obviously, by increasing the thickness of the EL device, the active material shifts off the electric field anti-node which results in a reduction of the light-matter interaction. So far the assumption is made that the monolayer structure is sitting at the anti-node of the electric field, similar to the model shown in Figure 6.12.

The bottom DBR terminates with the low refractive index material in order to ensure that the anti-node of the electric field is at the surface of the sample. The position where the monolayer sits is highlighted with the blue line in Figure 6.12. Qualitatively there is no difference observed when the cavity length is increased leading to more anti-nodes would fitting the two mirrors. The top mirror terminates with the high refractive index since the air gap serves as the low refractive index environment to form the cavity. However, as shown in Figure 6.13, hBN has a larger refractive index than low refractive material of the DBR. This means that when a layer of hBN is placed on the surface of the bottom
Figure 6.10: Anticrossing with a double quantum well heterostructure. (a) The double QW structure shows an anticrossing between the neutral exciton and discrete cavity modes at 4 K. Here the intensity is saturated when the cavity mode is in resonance with the charged exciton in order to highlight the anti-crossing of the neutral exciton. (b) A fit to the peak position as a function of detuning yields a Rabi splitting of 29 meV. (c) The upper and lower polariton branches are well resolved at resonance.
Figure 6.11: Anticrossing with a WSe$_2$ EL device. The Rabi splitting is significantly reduced due to the large hBN layer required to produce the sample.
Figure 6.12: Microcavity design without boron nitride. Microcavity design for a $3\lambda/2$ cavity showing the refractive index profile in red and the calculated electric field in the cavity in black. The anti-node of the electric field is at the surface of the planar mirror where the monolayer structure is sitting.

DBR the active material is shifted off the anti-node of the electric field inside the cavity.

The light-matter interaction is reduced when the active material is not placed at the maximum of the electric field $E_{\text{max}}$, scaling with:

$$I \propto \frac{E(z)}{E_{\text{max}}}.$$  \hspace{1cm} (6.10)

In case of a $\lambda/2$ cavity, the maximum of the electric field is still at the same anti-node and the effect of hBN is significantly reduced. In the open cavity, however, not only is the surface of the sample shifted from the local maximum of the electric field, due to the higher refractive index of hBN, compared to the SiO$_2$ layer, the absolute maximum of the electric field is no longer placed at the anti-node near the bottom DBR. Therefore, the hBN substrate on which the EL devices is placed on is detrimental to the light-matter interaction in this device. Figure 6.14 shows the ratio of $E(z)/E_{\text{max}}$ as a function of the hBN thickness. It shows that the interaction, and therefore the Rabi splitting is already
6.5 Summary

In summary, for the first time, a conclusively demonstration of strong exciton-photon coupling of MoSe$_2$ heterostructures in tunable optical microcavities through the observation of an anticrossing with the neutral exciton energy in PL and reflectivity has been observed. For a single MoSe$_2$ monolayer a Rabi splitting of 20 meV is observed for $X^0$. An intermediate coupling regime with $X^-$ is observed, present due to the inherent doping from impurities in the monolayer films with an estimated coupling strength of 8.2 meV. Additionally the demonstration of multiple QW TMDC heterostructures in the strong coupling regime where the Rabi splitting is increased to 29 meV opens a new avenue in roomtemperature polaritonics. Unique to TMDCs microcavities is the presence of a bright and narrow UPB due to the large exciton binding energy causing the electron-hole continuum

Figure 6.13: Microcavity design with boron nitride. A thin layer of hBN is added on top of the bottom DBR. The maximum of the electric field is shifted away from the DBR resulting in a reduced light-matter interaction.

reduced to 0.65% when the hBN thickness is around 30 nm. In order to study EL devices in the strong coupling regime, the devices have to be fabricated with much thinner hBN layers.
Figure 6.14: Reduced light-matter interaction depending on the thickness of hBN. Extracting the electric field at the surface of the hBN layer divided by the maximum of the electric field as a function of the hBN thickness shows that the interaction, and therefore the Rabi splitting for example, is reduced by a factor of 2 after only several tens of nm hBN.

to be far from the polariton resonance. This will allow the potential realisation of phenomena involving the UPB, such as highly non-linear parametric processes with balanced idler/signal, or polariton quantum-bits [154]. Other interesting features of van der Waals crystal based polaritonics may include studies involving the spin-valley coupling between excitonic states which leads to the formation of LT-polarised excitons with potential large polarisation splitting that will be inherited by the polaritonic system [155]. This type of spin-orbit interaction is at the origin of the optical spin Hall effect [156] and the formation of a persistent spin currents in polariton condensates [157]. It allows manipulation of polariton trajectories through the emergence of non-Abelian gauge fields [158]. Lattices of coupled open cavities [159] filled with VDW heterostructures could be realized in the near future and serve as a basis for the realization of polaritonic topological insulators [160] at room temperature operation.
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In this chapter the incorporation of electrically pumped light-emitting devices in monolithic microcavities is demonstrated. This is the first demonstration of electrically pumped devices, based on 2D materials, which are embedded in photonic structures. In the previous chapters it has been demonstrated how microcavities can modify the light-matter interaction in 2D materials. The development of electrically pumped devices is essential when aiming towards opto-electronic devices. Furthermore, while the tunable open-access microcavity serves as ideal tool to study the light-matter interaction, monolithic devices are required for potential applications. Here, the optical properties of the EL device are discussed first before the coupling of EL and PL to photonic cavity modes are shown. Vertically stacked van der Waals heterostructures allow a flexible design of opto-electronic devices combining unique properties of individual monolayer materials. Their natural property of weak interlayer bonding allows a large number of combination of stacks that has been shown to create and tune the properties of the materials. Recently, electroluminescence of p-n junctions based on WSe\textsubscript{2} [162, 163] and VDW heterostructures that allow vertical current injection has been reported [55]. A similar device has been fabricated in this work. A schematic of the device layout is shown in Figure 7.1. It consists of a hexagonal boron nitride (hBN) substrate on which the bottom graphene contact is transferred, followed by a hBN tunneling barrier and monolayer WSe\textsubscript{2} are used as active material. The device is finished by a hBN tunneling barrier and a graphene top contact. The contacts are guided towards the edge of the sample where it is contacted using silver paint. While the thickness for graphene and the TMDC is limited to one atomic layer, the thickness of hBN is designed so that the tunnel barrier allows efficient carrier injection while the leakage current is not too high. Typically the thickness varies between 1 nm and 3
7.1 Optical properties of tungsten diselenide

Tungsten diselenide (WSe₂) is a TMDCs with very unique properties compared to other TMDC materials. A typical PL spectrum of a monolayer sheet at a temperatures of 4.2K is shown in Figure 7.2. It highlights the complex nature of this material. The peaks marked as \( X^0 \) and \( X^- \) are the neutral and charged exciton respectively. The binding energy of the charged exciton, which is shown through the energy difference between \( X^0 \) and \( X^- \), is 30 meV agreeing with the binding energy reported previously [152]. The feature \( P0 \) stems from biexcitons where a superlinear power dependence has been demonstrated prior to this work [164]. The origin of the features \( P1 \) and \( P2 \) is not generally clear to this point. Previous reports claimed that they stem from defect states [28] but recent discussions suggested that they are dark trion states. Finally, the broad feature \( P3 \) is attributed to defects, where at low excitation power quantum dot-like features have been observed [40–43].
Figure 7.2: Typical photoluminescence spectrum of a monolayer sheet of WSe$_2$. The PL emission shows a spectral feature for the neutral and charged exciton, $X^0$ and $X^-$. The peaks P0-P3 are attributed to a biexciton, exciton features shifted due to the spin-orbit coupling, and localized states.

7.1.1 Valley Polarization of monolayer WSe$_2$

The localized states in the PL spectrum are a composition of quantum dot-like features as shown in Figure 7.3 where a slightly different position of the monolayer sheet is measured. The peaks consist of a doublet, which cannot be resolved because the linewidth is larger than the fine-structure splitting of the quantum dot-like defect. A polarization dependent measurement shows a linear polarization with a polarization degree of up to:

$$V = \frac{I_\parallel - I_\perp}{I_\parallel + I_\perp} = 88.97\%.$$  \hspace{1cm} (7.1)

The doublet appears because of the fine-structure splitting in the quantum dots. In conventional semiconducting quantum dots a linear polarization is observed for asymmetric quantum dots due to the electron-hole exchange interaction [165].

No linear polarization dependence is observed for the exciton transitions in Figure 7.2. Similarly to previous reports, however, a circular polarization degree of up to $V = 52.64\%$
has been observed for non-resonance excitation as shown in Figure 7.4. As discussed in chapter 2, the strong spin-orbit coupling leads to a large valence band splitting in the order of 300 meV in the case of WSe$_2$. The two valleys are located in the $K$ and $K'$ point of the Brillouin zone and due to the inversion symmetry breaking in a monolayer sheet of TMDCs the two valleys are addressed with different polarizations, $\sigma^+$ and $\sigma^-$ respectively. Therefore, circularly polarized light selectively excites an electron-hole pair in one valley and this valley polarization is retained during hot-carrier relaxation, exciton formation and radiative recombination processes. Intervalley scattering processes are suppressed by the large momentum separation between the valleys and are therefore slower than the very fast recombination with sub-picosecond carrier lifetime.

### 7.1.2 Valley Zeeman splitting in monolayer WSe$_2$

To prove that the origin of the polarized PL is indeed the valley and not the spin, magnetic field measurements have been performed with MoS$_2$ where the polarization degree is preserved to a transverse magnetic field up to 9 T. A transverse magnetic field would cause the spin to precess and thus reduce the polarization degree. This is called the Hanle effect. A magnetic field leads to a splitting of the exciton states due to the valley depen-
Figure 7.4: Circular polarization degree of the excitonic features in WSe$_2$. Circularly polarized PL is observed for (a) $\sigma^-$ and (b) $\sigma^+$ excitation where the polarization degree is around 52\% in both cases.

dence of the magnetic moment $\mathbf{m}$. Polarization dependent measurements show that the different valleys are addressed with $\sigma^+$ and $\sigma^-$, respectively, but the valleys are degenerate. Applying a magnetic field $B$ leads to a splitting between the excitons in the different valleys which results from a combination of three effects. First, the exciton transition is coming from spin-up and spin-down transitions which have a magnetic moment $\pm \frac{1}{2}$. The magnetic moment is, therefore, either parallel or anti-parallel to the magnetic field and causing a shift to higher and lower energies respectively. The energy shift is calculated by:

$$\Delta \varepsilon = g_e \mu_B B. \quad (7.2)$$

Here, $\mu_B = 5.788 \times 10^{-5} \text{ eV/T}$ is the Bohr magneton, the natural unit for expressing the electron magnetic moment. The $g$-factor, $g_e$, is a multiplicative term and is used to quantify magnetic moment. The magnetic moment of the tungsten $d$-orbitals leads to a shift of the valence band with $m = \pm 2$ for the $\pm K$ valleys (here $-K$ corresponds to $K'$ valley). The conduction band is unaffected by the atomic orbital moment, $m = 0$, so that the energy shift is given by:
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Figure 7.5: Energy shifts caused by the valley Zeeman splitting. (a) Bandstructure of monolayer WSe$_2$ showing the valence and spin-split conduction band. The black arrows indicate the spins, a bright exciton transition is observed for the higher energy conduction band to the valence band, addressed with $\sigma^+$ and $\sigma^-$ for K and K' valleys. (b) Applying a magnetic field results in an energy shift for conduction and valence band in both valleys, for different magnitude.

\[ \Delta_\alpha = \pm 2\mu_B B. \]  

Finally, a shift is observed due to the valley magnetic moment, called valley Zeeman shift, which is described by:

\[ \Delta_v = \pm g_v \mu_B B. \]  

As recently reported, via $k \cdot p$ approximation a massive Dirac fermion model is obtained for the band-edge carriers with $g_v = m_0/m^*$, where $m^*$ is the effective mass [166]. Considering the orientation of the spins and pseudo-spins in this system, the total energy shift is shown schematically in Figure 7.5.

Because the spin of the optical transitions is the same for conduction and valence band, both bands shift in the same direction when a magnetic field is applied so that no splitting is observed due to the spin magnetic moment. The orbital contribution leads to a shift caused
Figure 7.6: Valley Zeeman splitting observed in PL. Polarization dependent PL measurements with $\sigma^-$ excitation has been performed at (a) -8T, (b) 0T and (c) +8T, where the valley Zeeman splitting is shown.
by the magnetic moment of $m = 2$ for $K$ and $m = -2$ for $K'$, resulting in a total shift of $\Delta m = 4$. This allows to determine a value of the valley magnetic moment by measuring the total Zeeman splitting where different effective masses and different valley magnetic moments for the electron and holes are taken into account. This results in a net valley Zeeman splitting larger than 4, which would be expected when only the orbital contribution is considered. Figure 7.6 shows three spectra at -8T, 0T and +8T, in order to demonstrate the shift and the preservation of a polarization degree.

Figure 7.7: Extracted Zeeman splitting for $X^0$ and $X^-$. The peak positions of the excitons are extracted in the K and K' valley as a function of the magnetic field. The valley Zeeman splitting is then given by (a) $X^0(K)$-$X^0(K')$ for the neutral exciton and (a) $X^-(K)$-$X^-(K')$ for the charged exciton.

By measuring the peak position of the split exciton, the Zeeman splitting is extracted for the neutral and charged exciton, as shown in Figure 7.7. It should be highlighted that the energy shift is less than the exciton linewidth so that simply fitting the exciton peaks using a Lorentzian function is not possible in order to extract the peak position [166, 167]. Here the spectra are processed using a low pass filter and the peak position is extracted by finding the maximum of the smoothened exciton peaks. The extracted Zeeman splitting is $-(5.09 \pm 0.22)\mu_B$ for $X^0$ and $-(13.7 \pm 0.13)\mu_B$ for $X^-$. The observation of the valley Zeeman splitting provides evidence for the predicted bandstructure of TMDCs and shows that the valley degree of freedom serves as a pseudo-spin index.
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7.2 Electroluminescence devices

The heterostructure shown in Figure 7.1 allows electrical carrier injection by applying a bias voltage between the two graphene contacts. The band alignment of the heterostructure for zero bias is shown in Figure 7.8(b). With increasing bias voltage \( V_b \) the bandstructures are tuned as shown in the Figure 7.8(c). At some point the Fermi level in the bottom graphene electrode lies above the conduction band of WSe\(_2\) allowing injection of electrons in the active material. At this bias the conductivity of the device significantly changes because of the increased tunneling probability, allowing an increased current flow, as shown in the IV-curve in Figure 7.8(a).

![Figure 7.8: IV-curve and band alignment of the EL device.](image)

(a) (b) (c)

The threshold voltage for electroluminescence (EL) is reached when the Fermi level of the top graphene is below the edge of the valence band so that holes are injected into the WSe\(_2\) from the top electrode, as shown in Figure 7.8(c). At this point the formation of excitons in the WSe\(_2\) layer and their radiative recombination is possible. A bias dependence of the
PL emission from a device without a cavity is shown in Figure 7.9 where features shown in Figure 7.2 are visible. By increasing the bias voltage the charged exciton contribution increases because more electrons are injected into the conduction band of the WSe$_2$ layer. The threshold voltage where the EL is observed is around 1.9 V. The main contribution of the EL signal stems from the feature P1 in Figure 7.2 as discussed further in Figure 7.10.

Figure 7.10 shows the EL for positive and negative bias voltage, where the different onset bias voltage for opposite polarity is explained by different thicknesses for the two hBN tunneling barriers. The EL is shown for different bias voltages and highlights that, especially for positive bias, the feature P1 is dominating the spectrum. The maximum current through the device is set to 2 $\mu$A, which is reached for 2.3V in positive bias. The spectra show the four of the explained features. For negative bias (Figure 7.10(a)) the neutral exciton $X^0$ is negligible compared to the charged exciton $X^-$, while the features P1 and P2 are dominating signal. By increasing the bias it appears that the low energy state, P2, is populated.
Figure 7.10: Electroluminescence spectra of the WSe$_2$ device. The EL for (a) negative and (b) positive bias shows similar spectral features compared to the PL spectrum above. However, the EL spectra are dominated by the P1 peak.

first before the emission from P1 starts to dominate the spectrum. Because in EL the entire sample is excited, an ensemble of quantum-dot like features are observed, resulting in a broad shoulder towards lower energy. Similar behavior is observed for positive bias (Figure 7.10(b)), where the P2 state appears to be broadened.

Magnetic field measurements are also performed in EL, which is shown in Figure 7.11 for negative bias at $V_B = -2.5$ V. The magnetic field results, again, in a valley Zeeman splitting, similar to the Zeeman splitting observed in PL. Because the EL is dominated by the peaks P1 and P2, the valley Zeeman splitting for these peaks is extracted in Figure 7.12. The Zeeman splitting for $X^0$ and $X^-$ is found to be similar compared to the values obtained in PL, but because the total energy shift is less than the exciton linewidth, it is difficult to conclusively extract the exact peak position for the relatively weak exciton peaks. In EL the injected carriers have no preferential spin and therefore populate the K and K’ valley with the same probability, leading to an equal contribution of $\sigma^+$ and $\sigma^-$ emission in EL. Due to a magnetic field, however, a polarization degree of 18% is observed for a magnetic field of -8T, where the emission corresponding to the valley, which is tuned to a high energy, is more robust than the low energy peak.
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Figure 7.11: Valley Zeeman splitting in electroluminescence. The EL is measured for a bias voltage of -2.5V for a magnetic field of (a) -8T, (b) 0T and (c) +8T, where the valley Zeeman splitting is observed. Additionally a valley polarization is observed in EL due to the Zeeman splitting caused by the magnetic field.

Figure 7.12: Valley Zeeman splitting for the peaks $P_1$ and $P_2$. The EL spectra are dominated by the two peaks, $P_1$ and $P_2$, for which a valley Zeeman splitting of (a) $\Delta = -(10.12 \pm 0.21)\mu_B$ is extracted for $P_1$ and (b) $\Delta = -(11.13 \pm 0.74)\mu_B$ for $P_2$. 
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7.3 Electroluminescence devices coupled to microcavities

Microcavity structures or waveguides are often used as a mean to enhance light absorption or emission in a semiconductor. This has been shown on graphene, for example, where an increase of the photocurrent in a photodetector has been observed [65]. PL enhancement has been demonstrated in MoS\textsubscript{2} and WSe\textsubscript{2} monolayer sheets coupled to photonic crystal cavities [66] and more recently, also photonic lasing has been shown with monolayer WSe\textsubscript{2} in a photonic crystal cavity and WS\textsubscript{2} in a micro-disk cavity structure [67–69]. Given that the total thickness of the entire EL device is only a few atomic layers, it is promising to incorporate such devices in Fabry-Perot microcavities. This approach is widely applied in optoelectronics for engineering of the photon density of states around the emitter, which enables control of the spectral and temporal characteristics of light emission as well as its directionality. The entire EL device heterostructure is transferred onto a planar distributed Bragg reflector (DBR) and the device is completed with a second DBR which is grown on top of the device after the transfer.

7.3.1 Microcavity design

The schematic of the heterostructure and an optical microscope image of the sample is shown in Figure 7.1. Figure 7.13(a) shows the incorporation of this light-emitting diode (LED) into a microcavity structure. The DBR consists of 10 pairs of NbO\textsubscript{2}/SiO\textsubscript{2} layers with thicknesses of 95 and 127 nm, respectively, to match the \(\lambda/(4n)\), where \(n\) is the refractive index, condition for a center wavelength \(\lambda_c = 750\) nm. The WSe\textsubscript{2} single quantum well EL is fabricated on top of this DBR. An identical DBR is then grown on top of the cavity in order to complete the \(\lambda/2\) microcavity device. The vertical heterostructure protects the active material for this DBR growth as it is entirely covered by a hBN layer. This is required because the higher temperatures and oxygen environment would lead to a significant degradation of the active material. The design of the EL device, however, allows the fabrication of such devices embedded in microcavities. A scanning transmission electron microscope (STEM) image of the entire device is shown in the upper image of Figure 7.13(b). The bottom DBR is grown on a polished silica substrate which allows good growth.
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Figure 7.13: WSe$_2$ LED embedded in a monolithic microcavity. (a) Schematic drawing and (b) STEM image of a WSe$_2$ device embedded in a monolithic microcavity structure. The STEM image shows the imperfections in the growth of the top mirror, especially around the gold contacts (top handle) but also variations of the growth quality at the area of the EL device (bottom handle).

Optical characterization of the microcavity devices is carried out using angle resolved micro-photoluminescence and electroluminescence spectroscopy, shown in Figure 7.14. The device is placed in a flow cryostat that allows to perform experiments at different temperatures from 10 to 300 K. This setup consists mainly of a goniometer that is able to rotate the detection optics in order to collect the light emitted by the sample at different angles ($\theta$ from -30$^\circ$ to 30$^\circ$). The excitation is carried out from the back of the sample focusing the beam on the sample with a 20-times microscope objective. The collection arm, which is in front of the sample, consists of a collection lens with a focal length of 3 cm and a pin-hole in front of it so that only a few degree of the emission is collected at each angle. This configuration also allows transmission measurements when the microcavity is excited with a white-light source.
Transmission measurements of the empty cavity at an area far away from the EL device in Figure 7.15 show a prominent cavity mode at 1.641 eV at zero degree collection angle. A Lorentzian fit of the normalized transmission degree reveals a photonic Q-factor of 980 at normal incidence. Angle-resolved measurements show the tuning of the cavity mode from 1.64 eV to 1.7 eV. The dispersion from a Fabry-Perot resonator has been discussed in chapter 3 and it can be shown that for small angles, where the small-angle approximation:

$$\cos(x) \approx 1 - \frac{x^2}{2} \quad (7.5)$$

is valid, a planar microcavity can be described with a parabolic dispersion. This will also be used in the fits for the dispersion of EL and PL in the following section.
Figure 7.15: Transmission spectra of the empty microcavity. (a) The transmission spectrum shows a Q-factor of 980 at zero degree and (b) the cavity mode is tuned in a parabolic dispersion by varying the detection angle.
7.3.2 Electroluminescence in a microcavity

The EL device has been characterized before the deposition of the top DBR in order to verify electrical and optical functionality of the device. Furthermore this allows a direct comparison between the emission of the device with and without the effect of a cavity mode. Figure 7.16(a) shows EL spectra at 200K with a positive bias voltage. The EL is measured in half- and full-cavity configuration shown in black and red, respectively, where significant changes in spectral line shape are observed. While in the half-cavity device it consists of two peaks corresponding to a negatively charged exciton and localized defects in the device, it changes to a more complex pattern when top DBR is present. A narrow peak at 1.65 eV and further broader features at lower energy, of around 1.62 eV are observed. The narrow peak is attributed to the designed cavity mode, which negatively detuned from the exciton and, as such, can be tuned through the exciton energy by increasing the collection angle.

The tuning of the cavity modes is shown in Fig. 7.16(b) where the collection angle is increased from 0° to 21°. The spectra are tuned to higher energies as the collection angle is increased. A small shoulder is observed which does not tune with increasing collection angle. Furthermore, the intensity of the cavity mode is enhanced as the collection angle is tuned to 15 degrees because the cavity mode is tuned into resonance with the exciton. As the collection angle is increased further, the intensity drops as the mode is more and more positively detuned to the exciton. In order to investigate the tuning of the modes in more detail the peak positions of the features are presented in Fig. 7.16(c), where two 2D cavity modes are observed, which follow the expected parabolic dispersion of the planar cavity device. These two 2D cavity modes correspond to the cavity areas with and without the EL device since its presence causes a local increase in the optical cavity length. The 2D cavity mode separation of 16 meV corresponds to a change in cavity length of 6 nm which agrees with the fabricated device height of several nanometers. A cavity mode outside the EL device is observed because of a so-called ‘walk-off’ of the cavity mode, which commonly occurs when the mirrors are not perfectly parallel. Variations of the cavity thickness around the EL device, as well as the imperfections around the gold contacts, create photonic defects resulting in a confinement of the cavity mode in the lateral direction. This confinement leads to an additional quantization of the photonic states [170].
Figure 7.16: Electroluminescence devices coupled to microcavities. (a) EL spectra before (black) and after (red) deposition of the top DBR. (b) Angle-dependent collection of EL shows the tuning of the cavity mode as a function of collection angle. (c) The peak positions of the features can be fitted by two parabolic cavity modes, corresponding to the cavity modes which are formed on and off the area of the EL device. Photonic defects lead to a confinement in all three dimensions where a flat dispersion is observed.
Photonic defects in the microcavity, present due to the poor DBR growth around the gold contacts, result in a quantized dispersion of the cavity mode due to the strong lateral confinement as shown in Figure 7.16(c). The STEM image in Figure 7.13 shows the variation of the cavity length and the step-like growth of the top DBR around the gold contacts. The angular spread of the mode corresponds to a dimension in the momentum space which is obtained by the projection of the wave vector:

\[ k = \frac{2\pi}{\lambda} \sin \theta, \]  

(7.6)

where \( \lambda \) is the wavelength of the mode and \( \theta \) is the angle to which the cavity mode extends to. Here, the localized cavity mode extends to an angle of approximately 15 degrees. The spatial Fourier transformation of the momentum space into real-space allows to extract the physical dimension of the photonic defect. The size of the defect calculates as \( r = 1.84 \mu m \), which corresponds to the lateral size of the gold contacts near the EL device.

Similar behaviour is observed in the case of the PL experiment at the same temperature at 200K. Figure 7.17(a) shows the PL spectra before (black curve) and after (red curve) top DBR deposition, where variation in spectra pattern is observed. The peak in the black curve corresponds to a negatively charged exciton. The effect of localized states is minimized in PL because while the emission from EL stems from the entire device, the PL is coming from a small spot, which is excited by the laser. The two main peaks at 1.65 and 1.62 eV in the red curve arise from 2D and confined cavity modes respectively as explained earlier. Angle dependence of PL is presented in Figure 7.17(b). The observed angle dependence shows again the designed cavity mode and additional cavity modes coming from the cavity mode outside the device and photonic defects. Although only a small spot is excited in PL, the cavity mode is still extended over a larger area in the full-cavity device. This can be explained due to the walk-off of the cavity mode, as mentioned above. Therefore, even though less defect states are observed for the half-cavity device, the contribution of the localized mode and the mode off the EL device are comparable to the EL experiment in the full-cavity device.

The full temperature and angle dependence of EL can be analysed as an integrated normalized intensity map as a function of both parameters. This is presented in Figure 7.18.
Figure 7.17: PL coupled to the cavity mode at 200K. (a) Comparison of the PL spectra before (black) and after (red) deposition of top DRB showing a similar behavior as in EL. (b) Angle dependent measurements of PL show again the parabolic tuning of the PL.
The exciton energy shifts from 1.66 eV at 4.2K to 1.58 eV at room temperature. Apart from the red-shift of the exciton energy with increasing temperature, a broadening of the exciton is shown and the shoulder, attributed to localized defects, thermalizes and is no longer observed at room temperature. At room temperature the integrated EL intensity reaches the maximum around 10°. As the temperature decreases and the exciton energy shifts, the cavity mode is in resonance with the EL at larger angles where the maximum of the intensity is observed at angles up to 25° at T=50K.

**Figure 7.18: Normalized EL intensity as a function of angle and temperature.** (a) The temperature dependence of the EL in the half-cavity configuration shows the red-shift of the exciton energy with increasing temperature. (b) The exciton is tuned closer to resonance with the cavity mode as the temperature is increased causing the maximum of the EL intensity to be observed for smaller angles. The peak position of the exciton is marked with the black squares.

The Purcell enhancement of a cavity mode corresponds to the enhanced spontaneous emission rate caused by the microcavity when the cavity mode is in resonance to the exciton due to the change in the photonic density of states. In the case of strongly inhomogeneously broadened emitters such as WSe$_2$, for example, where the exciton linewidth is spectrally broader than the cavity linewidth, only the spectral slice which is in resonance with the cavity mode is affected by the Purcell enhancement. Therefore spectral and spatial averag-
Figure 7.19: Angle dependent emission density. (a) The black dashed curve shows the emission pattern for a dipole sitting on the bottom DBR. The cavity mode is tuned in energy by changing the collection angle. (b) At 15 degrees the cavity mode is in resonance with the exciton.

First of all, in the experiment a finite $\Delta k$, corresponding to an angular span of 1.4 degrees, is measured. At larger angles, the parabolic dispersion $E(k)$ is steeper, and therefore a larger $\Delta E$ is measured for the same $\Delta k$, which explains the broadening of the collected mode at larger collection angles in Figure 7.19. The EL device in the half-cavity configuration
is characterized in a standard micro-PL setup where a micro-objective with a numerical aperture of NA=0.55 is used. In this setup the entire angular span of approximately ±35 degrees is collected at the same time, which results in a higher collection efficiency of the setup compared to the angle-resolved setup where a lens with a numerical aperture of NA=0.0125 is used. From the different collection optics it is expected to collect a factor of 2000 less emission in the angle-resolved setup. The simulation, however, shows that only a factor of 20 less light is collected in the full-cavity configuration, when the emission from the half-cavity and full-cavity is compared at zero degrees. The discrepancy comes from the fact that the angular distribution of the emission is directed into smaller angles due to the DBR on top of the EL device. This is shown in Figure 7.20, where the angular distribution of the half- and full-cavity configuration is compared. It shows that if both devices are measured in the angle-resolved setup, the full-cavity device leads to a 100 times increase of the collection efficiency.

Finally, the sample design enables to use this device as a photodetector. In the experiment, a
tunable laser is coupled into the collection path, allowing angle- and wavelength-dependent excitation of the sample. By changing the excitation angle, the cavity mode is again tuned and the maximum of the photocurrent is observed at a different energy, accordingly. This device, therefore, operates as a tunable photodetector, where a detection wavelength can be designed by the microcavity. Figure 7.21(a) shows spectra of the measured photocurrent for different excitation angles demonstrating this tunability. The photocurrent is increased when the cavity mode is in resonance with the exciton. This is achieved for an excitation angle of 12 degrees, where a photocurrent of up to 5 nA is measured where an excitation laser power of 1 nW is used as shown in Figure 7.21(b). The device is operated at a low forward bias of $V_B = 0.1$ V, where a dark current of 0.5 nA is measured. The responsivity $R$ is defined as the output signal divided by the input power. In a photodetector the responsivity given by:

$$R = \eta \frac{e}{hc} \lambda,$$

(7.7)

where $e = 1.602 \times 10^{-19}$ As is the elementary charge, $h = 6.626 \times 10^{-34}$ Js is the Planck constant, $c = 2.9979 \times 10^8$ m/s is the speed of light, $\lambda$ is the detection wavelength and $\eta$ is the quantum efficiency. The measured photo current $I_{ph} = 50$ nA at an excitation power of $P_{exc} = 1$ nW leads to a responsivity of $R = I_{ph}/P_{exc} = 5 \times 10^{-3}$ A/W at an excitation energy of 1.66 eV. The total quantum efficiency therefore is $\eta = 4.15\%$. One should note, that this quantum efficiency is relatively low. However, the device was not optimized to operate as a photodetector. Additionally the experimental setup could be optimized and losses in the setup are not included, which means the estimated quantum efficiency is a lower limit. At the cost of a higher dark current, the responsivity could be increased by increasing the forward bias of the device. Furthermore, improvement of the device quality and optimizing the tunneling barriers may lead to significant increase in the quantum efficiency.
Figure 7.21: **Angle-dependent photocurrent measurements.** The device can also be used as a tunable photodetector, where the detection wavelength is tuned by the angle of incidence. This tunability is shown (a) as individual spectra for different angles and (b) as colorplot showing the parabolic dispersion of the cavity mode.
7.4 Summary

In summary, EL and PL from atomically thin light-emitting diodes based on vertically stacked van der Waals heterostructures coupled to cavity modes in monolithic microcavity devices have been demonstrated. PL and EL characterization of WSe\textsubscript{2} allows a clear identification of the different features in the spectrum. Polarization dependent measurements show a strong linear polarization of the quantum dot-like states while strong circular polarization is observed in the excitonic features. Magnetic field measurements are performed in order to extract the valley Zeeman splitting of the exciton features. The emission is coupled to narrow cavity modes with Q-factors of around 1000. Different types of modes are observed, which arise due to the present of the device, leading to vertical cavity modes on and off the area of the device, as well as additional cavity modes stemming from photonic defects caused by imperfections in the fabrication process. These devices are the first electrically pumped 2D materials embedded in microcavity structures and serve as a prototype for further investigation towards lasing devices. Improvement of the fabrication quality as well as growth of dielectric layers on top of van der Waals crystals and gold contacts may lead to an attractive avenue towards vertical-cavity surface-emitting lasing devices (VCSELs). The increased directionality of the emission in the device is a promising feature in order to guide the emission in a more controlled way. An additional advantage here is the use of graphene as a transparent electrode, which allows uniform current injection across the whole surface of the device. Furthermore, the device layout allows electrostatic tuning of the exciton features.
8 Conclusion

In this work the optical properties of van der Waals crystals with thicknesses down to single atomic layers are investigated and light-matter interaction in such two-dimensional layers embedded in microcavity structures are investigated. Out of the large number of van der Waals crystals, transition-metal dichalcogenides (TMDCs) appear to be the most promising candidate for opto-electronic devices. A tunable open-access microcavity has been used to study MoS$_2$ and GaSe in the weak coupling regime, where a Purcell enhancement has been observed. Strong exciton-photon coupling with large Rabi splitting of 20 meV has been observed in MoSe$_2$. The tunability of this microcavity design serves as an ideal system to study the light-matter interaction. Towards opto-electronic applications, however, monolithic cavity devices are desired, which are studied in the final part of this thesis. Vertically stacked van der Waals heterostructures allow to produce electrically pumped light-emitting devices. These atomically thin devices are embedded in a microcavity in order to couple the electroluminescence to narrow cavity modes.

8.1 Results

Weak coupling of MoS$_2$ and GaSe in a tunable microcavity

A tunable open-access microcavity system has been developed to have more freedom and control over the light-matter interaction of 2D materials and the cavity. The main advantage of this system compared to monolithic microcavity devices is the tunability of the cavity mode by simply changing the separation of the two mirrors. In this system monolayer
sheets of MoS$_2$ and thin films of GaSe have been studied in the weak coupling regime. A PL enhancement up to 60 has been shown, which stems from a combination of a Purcell enhancement and a geometric effect, where the emission of the monolayer is redirected into a smaller angle. Due to the presence of the top mirror, and the formed cavity mode, more directionality in the emission pattern is observed, which results in a larger collection efficiency in the optical setup. After considering this effect, a Purcell enhancement of around 12 is estimated for MoS$_2$ films where a direct evidence via time-resolved measurements is not possible because the carrier lifetime is dominated by non-radiative processes. In localized states of GaSe, however, the radiative lifetime is comparable to the non-radiative lifetime. Therefore, when these states are coupled to the cavity, a reduced carrier lifetime is observed due to the enhanced spontaneous emission rate and a Purcell enhancement of 10 is obtained in GaSe sheets.

**Strong exciton-photon coupling in van der Waals heterostructures**

Light-matter interaction was studied in hBN/MoSe$_2$ heterostructures placed in tunable microcavities. Both, single- and double-QW structures of the form hBN/MoSe$_2$ and hBN/MoSe$_2$/hBN/MoSe$_2$ are studied, respectively. MoSe$_2$ has been selected for this experiment because higher emission efficiency and narrower linewidth are observed in MoSe$_2$ compared to other TMDCs. It was possible to observe the strong exciton-photon coupling regime with single and double quantum well structures. In a single monolayer structure, the clear anti-crossing between the cavity modes and the neutral exciton with a Rabi splitting of 20 meV allows to resolve both polariton branches at resonance. By increasing the number of QWs, the Rabi splitting can be increased, which is demonstrated for the double QW where a Rabi splitting of 29 meV has been observed. This allows to scale the Rabi splitting so that in future strong light-matter interaction may be observed at room temperature in heterostructures with an increased number of QWs. However, with the increasing number of QWs the total thickness of the structure will also increase, leading to displacement of the QWs from the antinode of the cavity mode, and resulting in a reduced light-matter interaction.
8 Conclusion

**Electroluminescence devices in microcavities**

Vertically stacked heterostructures consisting of graphene contacts, hBN as tunnel barriers and TMDCs as active material, have been fabricated in order to produce electroluminescence devices. These EL devices are embedded in monolithic microcavities where the EL from the device is strongly modified by the cavity. WSe$_2$ was found to be an interesting material for room temperature applications because in WSe$_2$ the quantum efficiency was found to increase with increasing temperature. This is due to the ordering of dark and bright exciton sub-bands, where the dark excitons are the lower energy states and thus are populated first at cryogenic temperatures. The incorporation of such devices showed first results of light-matter interaction where a significant change of the spectral emission pattern, as well as the emission directionality, has been observed. Angle-resolved measurements showed evidence that the EL device is coupled to the microcavity structure. This is the first demonstration of electrically pumped devices, based on 2D materials, embedded in microcavity structures.

8.2 Outlook

The obtained results are promising for many follow-up experiments. The ability to produce vertically stacked heterostructures on arbitrary substrates allows for a flexible sample design for various opto-electronic devices. Because this research area is still emergent, there are a lot of details on the physical properties of TMDCs still not unravelled. Looking at the emission spectra of WSe$_2$, for example, shows that the origin of some feature are still not clear. Due to the inhomogeneous broadening and extremely short carrier lifetime, detailed studies on spectral features, as well as their dynamics, are difficult. One of of the most striking properties of TMDCs is the valley polarization caused by the large spin-orbit coupling. In this work a large valley-polarization degree of almost 70% is achieved for non-resonant excitation. The polarization degree as a function of the magnetic field reveals further interesting properties as shown in Figure 8.1. In case of the neutral exciton the formation of $\sigma^-$ exciton is favorable for $B>0T$, while $\sigma^+$ formation is more favorable for $B<0T$ because of the magnetic tuning. Therefore the valley polarization degree is larger for the higher energy exciton. This is the opposite of what is expected for thermal relax-
The degree of valley-polarization shows a significant difference for the two exciton complexes.

The negatively charged trion is formed with an additional electron in the conduction band and there are four possible configurations to form a bright trion as demonstrated in Figure 8.2. The additional electron is occupying either the spin-split conduction band in the same valley or the corresponding spin-flipped state of the conduction band in the other valley. In the latter case, an exchange energy has to be overcome in order to allow inter-valley scattering. The polarization dependent measurements of the charged exciton shown in Figure 8.1(b), together with the corresponding valley Zeeman splitting discussed in chapter 7 may allow to extract the inter-valley exchange energy. At first, the Zeeman splitting is less than the exchange energy and a rapid increase of the polarization degree is observed when the magnetic field is tuned from 0T to ±1T. This is due to the valley Zeeman splitting which breaks the energy degeneracy of the charged exciton leading to a suppression of the valley relaxation. For higher magnetic fields the Zeeman splitting exceeds the value of the exchange energy and the transition of the additional electron from one valley to the other is suppressed. This may be the first experimental demonstration of the intervalley-exchange energy but further experimental data and theoretical support is required to fully understand the observed development of the polarization degree.

Following from the first demonstration of electrically pumped devices embedded in microcavity structures and the observation of strong light-matter interaction offers a variety of avenues that are pursued following this work.
Figure 8.2: Schematic of the formation of a negatively charged trion. There are four configurations to form a negatively charged trion. If the additional electron is not in the same valley, inter-valley scattering processes occur only when an exchange energy is overcome.
8.2.1 Electrically pumped lasing devices

A key factor towards opto-electronic devices in any novel material is the development of reliable detectors and reliable sources. In order to produce photonic circuits a coherent light source is required. A typical way to produce such a source is to fabricate a laser based on stimulated emission. While PL stems from a stochastic process, the spontaneous emission, a stimulated emission produces photons which are indistinguishable in frequency, phase, polarization and direction and as such a coherent source. The concept of lasers has been introduced in 1917 [171] and in 1928 the existence of stimulated emission and negative absorption has been demonstrated [172] but the first functioning laser was demonstrated in 1960 [173]. Nowadays many principles and techniques are used to produce lasing devices. Recently the first optically pumped lasing devices based on 2D materials have been demonstrated. One based on a WSe$_2$ monolayer sheet, placed on a photonic crystal nano-cavity [66], the other one relies on whispering gallery modes in micro-disk resonators [68, 69]. While both approaches show signatures of photonic lasing, so far no electrically pumped lasing device has been demonstrated. A vertically stacked heterostructure embedded in a microcavity structure, as demonstrated in this work, is a promising candidate for the observation of electrically pumped lasing. So far the losses in the sample exceed the gain so that the lasing threshold could not be reached in this work.

8.2.2 Bose-Einstein condensation

The observation of strong exciton-photon coupling with resolved polariton branches allows the study of non-linear effects of the polariton system. Polaritons are bosonic quasi-particles and, therefore, obey Bose-Einstein statistics. In integer-spin bosons the symmetric wavefunction leads to constructive interference of the probability that particles are located in the same state. This so-called bosonic stimulation is possible for polaritons leading to macroscopic occupation of the ground LPB state at $k = 0$. This effect is known as polariton condensation. Bose-Einstein condensation has been proposed in 1925 [175], after initial studies on massless Bose particles in 1924 [174]. The Bose-Einstein condensation arises from the quantum statistics of Bose particles and leads to the occupation of the lowest quantum state. The first experimental demonstration of Bose-Einstein condensation was on dilute gases in 1995 [176, 177]. Subsequently it was proposed that exciton-polaritons
**Figure 8.3: Demonstration of polariton condensation.** The far-field emission for three excitations, $0.55\, P_{th}$, $P_{th}$ and $1.14\, P_{th}$, is shown in (a) a 3D emission pattern and (b) resolved in energy to display the dispersion of the cavity. Above the threshold power the lowest energy, around $k = 0$, is populated. Figure taken from [58].

offer a great platform for the observation of Bose-Einstein condensation. First, the very low effective mass from their photonic contribution allows the observation of condensation at easier accessible temperatures. Secondly, due to the spacial extended wavefunctions the condensation is expected to be more robust against localization and inhomogeneous broadening. The first experimental demonstration of polariton condensation is shown in the famous plot in Figure 8.3 [58]. Above the threshold power the emission is confined around $k = 0$ and long range spatial coherence was observed above the threshold power. Polariton condensation has also been observed at room temperature in wide bandgap materials, ZnO and GaN, and organics [148, 178–181]. Due to the inherited long spatial coherence, polariton condensation offers the opportunity to observe polariton lasing. TMDCs appear to be a promising candidate to observe room temperature polariton condensation, also for easier accessible wavelengths, where ultra-low threshold lasing devices may lead to a new, promising opto-electronic application.
8.2.3 Charged polaritons

The PL spectrum of MoSe$_2$ showed the clean emission of a neutral and charged exciton. Electrostatic tunability of the exciton charging has been demonstrated using a back-gated field-effect transistor [152]. The electric control allows a conversion of the neutral exciton with addition of an electron (hole) in the form of: $e(h) + X^0 \rightarrow X^- (X^+)$. It has been shown that, at reasonable gate voltages, the intensity of the neutral exciton can be neglected compared to the intensity of the charged exciton. With respect to the observation of strong light-matter interaction in this work, this is very interesting. In previous systems polariton in charged states have been demonstrated, but always accompanied with neutral excitons, whereas in TMDCs the possibility of purely trion-polariton states are possible. The Rabi splitting in this work was 20 meV for the neutral exciton and only a few meV for the charged exciton. However, due to the preservation of the oscillator strength, it is expected that the Rabi splitting is transferred from the neutral to the charged exciton when the sample is gated. This would allow the observation of a clear Rabi splitting for positively or negatively charged trion states, depending on the gate voltage. When the vacuum Rabi splitting is larger than the trion binding energy an incident photon results in the formation of a polariton with an additional electron cloud, much bigger than the Bohr radius. This may lead to enhanced polariton-polariton interaction which allows easier access to the non-linear regime [182].
Bibliography


Bibliography