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Abstract 

Utilisation of CO2 emissions for production of synthetic fuels as an energy storage vector has the 

potential to be an economically viable mechanism to assist in the mitigation of anthropogenic 

climate change. Packed bed plasma reactors (PBRs) are a potential technology that could be 

utilised for reduction of CO2 to CO as one of the steps in the fuel production process. Current 

understanding of the behavior of plasma discharges within PBRs is very poor, and the effects of 

many of the parameters that can be varied are still unknown.  

This thesis aims to investigate the effects of particle size (180 µm to 2000 µm - random shape) 

of two different commonly used packing materials (Al2O3 and BaTiO3) on the conversion of CO2 

in PBRs. The reactor behavior is observed through determination of product gas composition and 

plasma power consumption in order to determine CO2 conversion and reactor efficiency. 

Electrical characterisation techniques are used to determine reactor burning voltage, and 

capacitances. These capacitances are subsequently used to quantify the occurrence of reactor 

partial discharging over a range of different operating conditions.  

The results indicate that smaller particles (down to 180 µm) can significantly increase CO2 

conversion by up to 70%, provided that the voltage applied is sufficiently high to generate a 

discharge in the void spaces of the packing material. However, with decreasing particle size, the 

reactor burning voltage is found to increase exponentially, as well as the tendency of the reactor 

towards partial discharging. Consequently, there are two recommendations: 

I. Higher electric field strengths should be used by researchers working with packed bed 

reactors 

II. Reactor capacitances, including the effective dielectric capacitance, should be reported 

for all packed bed reactor experiments in order to determine whether partial reactor 

discharging behavior is occurring 
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1 Introduction 

There is strong evidence to suggest that the average global atmospheric temperature is rising 

due to increasing anthropogenic emissions of greenhouse gases, particularly CO2 from the 

combustion of fossil fuels. It is anticipated that that this climate change will have serious, wide 

ranging, and negative impacts upon our environment. The predicted humanitarian impacts are a 

rise in sea levels as the polar ice caps melt, as well as extreme changes to weather patterns 

leading to drought, famine, and disease. The increasing atmospheric concentrations of CO2 are 

predicted to have a strong negative impact on ecosystems, due to both climate change and 

acidification of the oceans. Immediate attempts to mitigate climate change would also be 

economically beneficial in the long term, as imminent action is predicted to cost 1% of global 

gross domestic product (GDP) now, as opposed to 15 - 20% for the foreseeable future if a policy 

of adaptation is implemented [1]. 

Global energy demand is increasing, whilst simultaneously reserves of increasingly valuable 

fossil fuels are being consumed. Presuming that governments take action in order to avoid 

climate change, the future energy supply is likely to be composed of a greater proportion of 

renewable energy sources, coal and gas fired power stations with “carbon capture” technology, 

and nuclear energy. In order for the proportion of renewable energy generation to increase to a 

high level, the problems of intermittent supply should be addressed. One possible solution to 

climate change, fossil fuel consumption, and intermittent supply of renewable energy is through 

carbon dioxide utilisation.  

It may be possible to capture CO2 from energy generation or other industrial sources, and to 

convert it into synthetic fuels during off peak hours, or at times when energy supply exceeds 

demand. This would effectively act as a store of chemical energy. This fuel could then be used 

either for energy generation, or to meet the requirements of the haulage and aviation industries 

for liquid fuels with high energy densities that would require no adaptation to alternative, and 

currently undeveloped technologies. 

Non-thermal plasma technology for CO2 reduction has the potential to operate at relatively low 

temperatures, at atmospheric pressures, with extremely fast kinetics, high selectivities and high 

efficiencies. The use of non-thermal plasma for the reduction of CO2 to CO was a popular 

research topic in Russia in the late 1970s to 1980s, where much of the foundation of modern 

CO2 plasma chemistry was established. Recently the subject has regained its popularity as 

addressing the problem of climate change becomes an ever pressing concern. Packed bed 

plasma reactors are one of a handful of methods that have recently attracted attention for their 



 8 

potential as a plasma based CO2 utilisation technology. A small number of publications exist on 

the subject that have demonstrated some promising results, although significant further 

research is required in order to assess whether the potential of the packed bed plasma reactor 

can be realised. Despite the large volume of publications on the use of packed bed reactors, and 

their increasing prevalence in the emerging topic of plasma catalysis, they are still poorly 

understood due to the wide range and complexity of the parameters that define their behaviour. 

For these two reasons, this thesis investigates some of the important parameters that control the 

characteristics of packed bed reactors from the perspective of CO2 utilisation. 

1.1 Anthropogenic climate change 

It is widely acknowledged by the scientific community that anthropogenic climate change 

caused by the emission of greenhouse gases is a significant problem. A recent study found that 

97.1% of publications on the topic of climate change endorsed the position that it is caused by 

human activity [2]. The assessment of the Intergovernmental Panel on Climate Change (IPCC) is 

considered to be representative of the scientific community. 

In their 2014 report [3], the IPCC carried out a thorough meta analysis on a wide range of 

publications that report evidence, implications, or predictions related to climate change and 

greenhouse gas emissions. The report offers a succinct summary of the cause of climate change, 

“[Human influence] is extremely likely to have been the observed cause of warming since the 

mid 20th century.” Further to this it is stated that, “It is extremely likely that [warming since the 

mid 20th century] was caused by the anthropogenic increase in greenhouse gas concentrations 

and other anthropogenic forcings together.” 

The report summarises some of the impacts that have already been observed: 

• The period from 1983 – 2013, was very likely to have been the warmest 30 year period 

in the past 800 years in the Northern Hemisphere, and likely to be the warmest 30 year 

period in the past 1400 years. The average global surface temperature has risen by 0.85 

°C between 1880 and 2012. 

• Warming of the oceans accounts for 90% of the global energy accumulation between 

1971 and 2010. The average global ocean surface temperature (<75 m) has warmed at a 

rate of 0.11 °C per decade between 1971 and 2010.  

• Oceans have experienced increased evaporation or precipitation in some areas, leading 

to either localised increases in salinity or freshwater respectively.  

• Oceanic uptake of CO2 emissions has caused the pH of ocean surface water to decrease 

by 0.1, equivalent to a 26% increase in the concentration of H+ ions.  
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• From the period 1979 – 2012 the rate of decrease in arctic sea ice was in the region of 

3.5 – 4.1% per decade. With the extent of the summer sea ice minimum decreasing at a 

rate of 9.4 – 13.6% per decade. Additionally there have been observed changes in snow 

cover in the Northern Hemisphere, with decreases occurring at a rate of per 1.6% and 

11.7% per decade, for March and April, and June respectively. Permafrost temperatures 

have been observed to rise, with a decrease in the extent and thickness in some regions. 

• Sea level rise is seen to be occurring at an increasing rate since the start of the 20th 

century. Between 1901 and 2010, average rate of sea level increase was at 1.7 mm per 

year, compared with a rate of 3.2 mm per year between 1993 and 2010. This is 

attributed to melting of arctic sea ice, glacier mass loss, ocean thermal expansion and 

changes in land water storage.  

The 2014 IPCC report on climate change gives a number of possible projected situations based 

on emissions scenarios known as representative concentration pathways (RCPs). There are 4 RCP 

categories, RCP2.6, RCP4.5, RCP6.0 and RCP 8.5 [3].  

A summary of some of the predicted changes in sea levels and average atmospheric surface 

temperatures is shown in Table 1. 

Table 1: IPCC predictions for temperature change and sea level rise in 2100 relative to 1986 - 
2005 levels of temperature, sea level and CO2 concentrations. Data taken from [3]. 

Case Temperature Change Sea Level Rise 
Number Description Most Likely Range Most Likely Range 
RCP2.6 Emissions peak in 

2010-2020 and 
subsequently 

decline 

1.0 0.3 – 1.7 0.40 0.26 – 0.55 

RCP4.5 Emissions peak 
around 2040 and 

subsequently 
decline 

1.8 1.1 – 2.6 0.47 0.32 – 0.63 

RCP6.0 Emissions peak 
around 2080 and 

subsequently 
decline 

2.2 1.4 – 3.1 0.48 0.33 - 0.63 

RCP8.5 Emissions rise 
throughout 21st 

century 

3.7 2.6 – 4.8 0.63 0.45 – 0.82 

 

In the IPCC’s 2014 report they also predict, with varying degrees of certainty, a range of possible 

consequences for society, ecosystems, the environment and the economy. A summary of the 

IPCC’s prediction from the 2007 report is shown in Figure 1.  
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Figure 1: IPCC predictions of the impacts of climate change, based on a temperature change 
relative to 1980 - 1999 levels [4]. N.b. A more detailed and up to date table of predictions is 
given in the 2014 report, but it is too long (and too depressing) to fit into the scope of this 
thesis. 

In order to mitigate the effects of climate change it is necessary to minimise emissions of 

greenhouse gases (GHGs). The 1997 Kyoto protocol [5] was the first international agreement 

that set out targets for reductions of GHG emissions, the target was a reduction in emissions of 

5.2% from 1990 by 2008 – 2012. Although the term of the Kyoto protocol has now expired, it 

was agreed at the 2010 United Nations Framework Convention on Climate Change (UNFCCC), in 

Cancún, Mexico, that a legally binding deal to reduce emissions by all countries will be 

implemented by 2020, with the specifics of the deal established by 2015 at the Paris UN climate 

change conference [6]. 

Subsequently the UK government has passed the Climate Change Act 2008 [7], which stated that 

the UK would reduce its emissions of GHGs by 80% by 2050, and 33% by 2020. The aim of this 

reduction in emissions is to stabilise CO2 concentrations at 450 – 475 ppm. The expectation is 

that this deal will result in an overall global average surface temperature rise of 2°C. In order to 

meet both national and international targets for reduction in emissions of GHGs there will not be 

a single solution to the problem. Multiple technologies will have to be developed for each sector 
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in order to resolve the problem. Primarily, this research is concerned with developing new 

technologies to mitigate CO2 emissions from the energy sector. 

In the UK in 2013 the energy sector was the biggest emitter of CO2, producing 178.5 out of the 

464.3 million tonnes of CO2 (38.4%) released into the atmosphere [8]. The is similar to other 

global statistics for CO2 emissions, with the global figure for the energy sector’s contribution to 

CO2 emissions in 2001 standing at 37.2% of a total 28 billion tonnes of CO2. Global energy 

consumption is predicted to increase by 84%, from 19.1 trillion kWh in 2008 to 35.2 trillion kWh 

in 2035. The Department of Energy and Climate Change (DECC) predict that the UK’s net 

electricity consumption is going to show only a marginal increase by 2030, to 31 million tonnes 

of oil equivalent (Mtoe), when compared to 2010 levels of 28 Mtoe. However, this prediction is 

based on the assumption that rising energy prices and imposed constraints on efficiency of 

energy use will limit energy consumption. Both the DECC and the U. S. Energy Information 

Administration (USEIA) predict increases in the consumption of fossil fuels and consequently 

production of CO2, with the global outlook illustrated by Figure 2. 

 

Figure 2: Projected emissions of CO2 (Given in billions of tonnes) from fossil fuels by the 
energy industry [9]. 

The requirement to significantly reduce emissions of CO2 presents a significant challenge for 

science and engineering. Projected increases in energy demand driven by a desire for “cheap” 

fossil fuel energy sources have the potential to release unprecedented levels of CO2 into the 

atmosphere that will create environmental, humanitarian, and economic costs that we cannot 

afford. 
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1.2 Carbon Capture and Utilisation 

One of the assumptions made by the DECC in their projections of energy generation is that 

Carbon dioxide Capture and Storage (CCS) will be a commercially available technology by 2025. 

At the point when these projections were made CCS as a concept was, from the perspective of 

politics and the media, very much in vogue. An alternative, yet inherently associated technology, 

Carbon dioxide Capture and Utilisation (CCU) could be economically advantageous compared 

with CCS. The purpose of CCU is to convert CO2 into value added products. Due to the massive 

amounts of CO2 emitted annually, an idealistic product produced using a CCU process must have 

both a high demand and high economic value.  Additionally the CCU process itself can only be 

economically viable by having a good conversion of CO2 to products, at a high thermodynamic 

efficiency with the capacity to operate with a large throughput. 

CO2 is thermodynamically a very stable molecule. The image in Figure 3 shows the enthalpy of 

formation of a molecule compared with the carbon oxidation state for a number of common 

carbon based molecules. Figure 3 shows that CO2 is the most oxidised form of carbon, with a 

relatively high enthalpy of formation. To convert CO2 to any of the other compounds shown in 

Figure 3 requires a net energy input.  

 

Figure 3: Enthalpy of formation and carbon oxidation state for CO2 and some other common 
carbon based molecules [10] 
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Although the high energy input required to convert CO2 to value added products appears to be 

disadvantageous, if the products are considered to be a store of chemical energy this paradigm 

can be reversed. Therefore, one of the most important possible pathways for CCU is the 

production of synthetic fuels from CO2 as a method of energy storage. Hydrocarbon fuels are 

high value, high demand products that are high energy density stores of chemical energy. Energy 

storage however only becomes economically viable under 3 circumstances: 

1. When supply of energy is greater than demand, for example at night time 

2. When the electricity supply is far from the area of demand, such that electricity 

transmission by power lines leads to very large energy losses 

3. Limitations caused by insufficient energy densities of batteries imposes a limit on range 

and power of haulage and aviation, so chemical fuels are still required 

Intermediate term (hours to days) energy storage is considered to be an important factor for 

increasing future renewable energy generation, as it would allow renewable energy supply to 

exceed demand without as much energy being wasted. This is a strong economic and 

environmental argument for development of energy storage techniques. Due to their inherent 

connection, the problem of energy storage can be coupled with the need to develop low carbon 

transportation and haulage methods. The commonly proposed solutions for low carbon 

transportation energy sources are batteries and hydrogen fuel cells. Batteries have a high round 

trip efficiency, 85 – 95% for Li-ion batteries compared with 64% for a hydrogen PEM fuel cells 

[10]. However batteries with current technology are expensive, have a limited life span, 

uncertain safety, and have a low energy density.  

 

Figure 4:  A comparison of conventional diesel and Li-ion battery powered methods for heavy 
goods vehicles. Image taken from [10]. 
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Hydrogen fuel cells are limited by the expense of installing new hydrogen storage and 

distribution systems, the low energy density of hydrogen, and the inherent low safety of storing 

dense, pressurized stores of hydrogen. Hydrocarbon fuels, on the other hand, already have a very 

well established infrastructure, and have energy densities that are many times higher than 

hydrogen and batteries. Figure 4 illustrates this by comparing the weight and volume occupied 

by Li-ion batteries and diesel fuel for heavy goods vehicles. 

Economic viability of converting CO2 into synthetic hydrocarbon fuels is dependent upon the 

cost of extracting and processing naturally occurring hydrocarbon fuels, such as oil and gas. As 

the cost of extracting hydrocarbons increases as a result of difficult to access and remote fossil 

fuels supplies, combined with public pressure over the safety of shale gas fracking and Arctic oil 

exploration, CO2 utilisation for the production of hydrocarbons becomes increasingly 

economically viable. The DECC have published a document that reviews and predicts a number 

of scenarios for future oil prices. The 2030 case is based on the 2011 average oil price being 

$110 per barrel, with the middle scenario projected cost being $129 per barrel. The predictions 

for the low and high cost scenarios are $75 and $170 per barrel respectively. It is important to 

acknowledge that these cost projections are based to some extent on the development of 

alternative energy and fuel sources. The low cost scenario is based upon climate change policy 

driving investment in alternative energy sources and reduction of CO2 emissions, which is in 

itself the purpose of this research. 

There are also strong economic arguments for reducing CO2 emissions as soon as possible in 

order to reduce future costs resulting from the consequences of climate change. A number of 

publications have predicted the long term economic and environmental consequences of climate 

change, including The Stern Review [1], published for the UK government, and The Garnaut 

Climate Change Review [11]. Both reports calculate that the cost of operating with a “business 

as usual” model, i.e. not trying to reduce CO2 emissions, have much greater long term financial 

consequences than trying to reduce emissions now. The Stern Review [1] estimates that the cost 

of reducing emissions sufficiently so that CO2 concentration will be limited to a 550 ppm target 

value will cost 1% of GDP now, whilst the cost of inaction on climate change will cost 5 – 20% 

of GDP each year for the forseeable future. 

1.3 Fuel from CO2 

It is clear that immediate action on the reduction of CO2 emissions is of vital importance for 

future economic and environmental stability. It is likely that carbon neutral synthetic 

hydrocarbons will be important in the transition to a low carbon economy. Hydrocarbons clearly 

cannot be synthesized from CO2 alone, as a source of hydrogen atoms is required. The idyllic 
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source of these hydrogen atoms should be environmentally benign, economically viable and 

must have very low associated emissions of CO2. There has been an abundance of research 

previously carried out into using methane as a co-reactant with CO2 to produce synthesis gas 

(A.k.a. “Syngas” – a mix of H2 and CO used in the production of chemicals and liquid fuels), a 

process known as “dry reforming”. Dry reforming of methane has been extensively studied with 

noble metal catalysts [12], and with various plasma technology based methods including 

catalytic systems [13]. Reforming of methane however requires extraction and utilization of 

hydrocarbons, so the outcome is overall net CO2 emissions and is therefore neither 

environmentally benign nor sustainable. As an alternative source of hydrogen for the production 

of hydrocarbons, water may be a viable alternative to methane. It is one of the most abundant 

molecules on earth, and so does not require any extraction. One of the more promising methods 

for clean hydrogen production is via electrolysis of water, using either low temperature polymer 

electrolyte membranes (PEM) [14] or in high temperature (> 700°C) solid oxide electrolysis cells 

(SOECs), coupled with simultaneous CO2 reduction [15]. SOECs are the mature technology for 

CO2 reduction to CO, however they are limited by the high cost of cells, high temperature of 

operation (making them reliant on very high temperature sources of heat such as nuclear power 

or steel production), and the long-term durability of the cells leading to a significant decrease in 

performance and efficiency.  

1.4 Plasma CO2 utilisation 

Plasma is often defined as the “4th state of matter” having a higher enthalpy and entropy than 

solids, liquids and gases. Plasma is an ionised gas, i.e. electrons are dissociated from gaseous 

species forming positive (ions) and negative (ions and electrons) charge carriers. Plasma can be 

broadly categorised into 2 distinct types, fully ionised and weakly ionised plasmas, where 

“weakly ionised” plasma is defined as less than 1% ionisation. Weakly ionised plasmas are used 

for plasma chemistry, as their temperature is relatively low, typically less than about 3,000 K. 

Weakly ionised plasmas can be further sub-categorised into another 2 types, thermal (known as 

equilibrium) and non-thermal (or non-equilibrium).  

In plasma, arguably the most important species is the electron as it can be used to control the 

behavior of the plasma, and ultimately how the input energy to the plasma is utilised. A thermal 

plasma is characterised by the electrons and heavier species being in a thermal equilibrium, i.e. 

having equal energy or temperature. Free electrons gain energy from the electric field during 

their mean free path, defined as the average distance between collisions with other particles. 

Individual collisions between energetic electrons and heavy particles cause the electrons to lose 

only a small fraction of their energy due to the relatively much higher mass of the heavy 
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particles. This means that there needs to be sufficient time and energy for thermal equilibrium 

to be established. If the electron temperature is significantly greater than the temperature of the 

heavy particles, then the plasma is non-thermal. Thermal and non-thermal plasmas typically 

have different applications, with thermal plasmas being more powerful, and non-thermal being 

more selective for chemical processes. Plasma technology becomes viable under 2 

circumstances: 

1. The reactions are possible, but kinetically hindered without a plasma 

2. Reactions are impossible due to an extreme chemical equilibrium 

Hence non-thermal plasma processes are of the greatest interest to this research. Given the 

uncertainty of the future of nuclear energy, and the possible advantages plasma chemistry has to 

offer, the development of a method to reduce CO2 by plasma chemistry is justified.  

One of the more promising non-thermal plasma technologies for CO2 reduction is the packed 

bed dielectric barrier discharge (DBD) reactor. These reactors have demonstrated some 

promising experimental results showing good CO2 conversion and process efficiency under 

operation with moderate reaction conditions (Patm and 25 < T (°C) < 150) that would be 

favourable to industry. Therefore the reactor type studied in this thesis is the packed bed DBD 

applied to the problem of CO2 reduction. 

1.5 Research Aim 

Whilst carrying out early experimental work for this thesis, and subsequently re-reviewing the 

available literature on packed bed reactors, it became apparent that the understanding of the 

relationship between particle size in a packed bed reactor and the behavior of the plasma is 

currently very poorly understood. Many publications have investigated the usage of packing 

materials, but none have endeavored to truly understand how such a fundamental property such 

as particle size impacts the plasma chemistry or the physical nature of the plasma discharge. 

With this in mind the aim of this thesis is to firstly, observe the changes that occur to a plasma 

chemical process when particle size is varied; and secondly, to try to understand the cause of 

these changes.  
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1.6 Thesis Structure 

Chapter 2 introduces the theory of plasma chemistry that is relevant to the content of this thesis, 

such as the theory of electrical breakdown, important concepts in plasma chemistry, and the 

mechanisms of formation and loss of reactive species. Three different types of plasma reactors 

are introduced, the corona discharge, the dielectric barrier discharge (DBD), and the packed bed 

reactor, and the mechanisms of operation of these reactors are discussed. A particular emphasis 

is placed on operation and mechanisms of packed bed reactors. 

Chapter 3 is the literature review, and presents the latest knowledge regarding dissociation 

mechanisms of CO2 in plasmas, as well as a critical review of CO2 dissociation in corona reactors, 

DBDs, and packed bed reactors. Methods of analysing electrical characteristics of reactors are 

also reviewed with a view to implementation in the experimental section of the thesis. 

Chapter 4 presents the experimental method and set-up, including development of the 

experiment, and methods for gas and reactor electrical analysis, and analysis of the reactor 

packing materials. 

Chapter 5 shows the first set of experimental results – measurements of CO2 conversion, power 

consumption, reactor operating efficiency, and temperature. These results are analysed and a 

number of critical research questions are posed. 

Chapter 6 features further analysis and discussion of the results obtained in chapter 6, using 

further data obtained from electrical characterisation of the reactor in order to assist the 

analysis, and to diagnose the behavior of the reactor. 

Chapter 7 presents the summary and conclusions of the thesis work 

Chapter 8 gives suggestions for future work 

Appendices and references follow 
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2 Theory of Plasma Chemistry 
2.1 Theory Introduction 

The purpose of this section is to present the theory of plasma chemistry that is essential to 

understand the content of this thesis. As plasma chemistry is a very broad and complex subject, 

this aim of this chapter is to reduce the wide scope presented by the available textbooks and 

literature on plasma chemistry in order to produce a succinct guide to packed bed dielectric 

barrier discharges. Fundamental plasma theory such as the mechanism of electrical breakdown, 

electron reactions and molecular processes are explained first. Subsequently, this theory is 

related to three different, but related, types of plasma reactor: the corona discharge, the DBD, 

and the packed bed DBD. Although carbon dioxide is, to a certain extent, considered throughout 

this section, the chemistry and related literature is dealt with primarily in the review in chapter 

3. 

2.1.1 Catalysis and non-thermal plasma 

One of the benefits of the packed bed reactor is the possibility to add heterogeneous catalytic 

materials into the reactor. The field of plasma catalysis is very much in its infancy, hence there 

are many unknowns about how the behavior of a plasma catalytic system deviates from a more 

traditional thermal or pressure activated catalyst system. Non-thermal plasma systems are 

characterised by high populations of chemically reactive species, such as radicals, ions, an 

excited states (discussed further in section 2.2) that are able to participate in reactions that 

would typically not occur in a more conventional chemical reactor. This presents a challenge to 

current understanding of catalytic systems and the current models of catalyst reaction 

mechanisms. The two most commonly referred to catalyst models are the Langmuir-

Hinshelwood and Eley-Rideal mechanisms. Both of these mechanisms are induced by the 

interactions of neutral, non-excited species with a catalyst surface.  

In plasma catalysis it is believed that the catalyst packed reactor becomes activated in some way 

by the presence of the plasma, this may occur by: 

• Inducing the formation of reactive species in the gaseous phase 

• Activation of the catalyst itself through temporarily inducing enhanced surface 

reactivity 

• A combination of both mechanisms 



 19 

The logical outcome of this assumption is that the mechanism of plasma catalysis has at least 

one additional step where excitation of either the catalyst surface or gaseous species occurs. 

Hence the possibility of alternative reaction mechanisms should be considered, which will 

consequently lead to the requirement to identify new catalysts that are specifically developed 

for the requirements of plasma chemistry. 

Another outcome of the “plasma activated catalysts” assumption, and the outcome that is more 

relevant to the work of this thesis, is related to the lifetimes of the excited and reactive states 

found in plasmas. Some of the excited species found in plasma (such as vibrationally and 

electronically excited states, discussed further in sections 2.2.1 - 2.2.7) can very quickly relax 

down to lower energy states, over time frames in the region of picoseconds to nanoseconds. 

Therefore, if the plasma-catalytic effects are due to excited species, it is essential that these 

species are able to interact with catalytic surfaces before relaxation occurs. One of the key 

paradigms of catalytic systems is the requirement for a high surface area to volume ratio of the 

catalyst. This paradigm becomes even more important in a plasma catalytic system due to the 

short species lifetimes, meaning that the area of the gas-plasma interface should be maximised. 

Consequently, this implies that small, tightly packed catalyst particles would be optimal for a 

plasma catalytic system. However, as predicted by Paschen’s law (discussed further in section 

2.1.3), small particle sizes are likely to inhibit the initiation of electrical breakdowns in the void 

spaces of the packing if an insufficient electric field strength is applied. Therefore, there is a 

balance to be achieved between the high surface area to volume ratio required for optimal 

performance of the catalytic system, and the constraints on minimum packed bed void size 

predicted by Paschen’s law. 

2.1.2 Initiation of electrical breakdown 

Typically, gases are considered to be good electrical insulators due to the extremely low 

concentration of unbound electrons in the gas. If a continuous DC electric field is applied to the 

gas, any free electrons (That originate from external sources, e.g. background ionising radiation, 

photo ionization, etc.) are accelerated in the direction of the anode. If, whilst the electron is 

being accelerated, it gains sufficient kinetic energy before the end of its free path, it will cause 

an ionisation event in the next molecule it collides with, generating a further free electron. 

Although there are a number of possible ionisation reactions, the most common is shown in 

Equation 1, known as direct electron impact ionisation. It is typically the mechanism by which 

non-thermal plasma discharges are initiated: 
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e + A → 2e + A+  

Equation 1 

The original electron, and the now liberated second electron are again accelerated by the 

electric field and the process continues creating an avalanche. Positive ions generated by 

ionisation drift back towards the cathode, and upon collision with the cathode can generate 

more electrons by secondary electron emission. This mechanism is known as the Townsend 

breakdown mechanism, and is illustrated by Figure 5. 

 

Figure 5: Townsend mechanism of electrical breakdown, showing the formation of an electron 
avalanche (Image taken from [16]) 

A stronger electric field (i.e. greater potential difference) accelerates electrons at a faster rate, 

giving it more energy per unit length travelled than a weak field. If the electron is travelling in a 

lower pressure gas, or a gas with a smaller molecular size it will have a longer mean free path 

(defined as the average distance between collisions) allowing it to gain more energy before its 

next collision. Noble gases have the highest ionisation energies of any group in the periodic 

table, for example Helium’s is 24.6 eV, and Argon’s is 15.8 eV (Compared with CO2 at 13.8 eV). 

This implies that noble gases would be the most difficult gases to ionise in plasmas, however 

they also have the longest mean free path due to their small size, and also the impossibility of 

an electron collision at low energy leading to internal molecular processes (Such as vibrational 

excitation, discussed in section 2.2.2). As a result of this noble gases tend to be relatively easy to 

ionise, and consequently the addition of noble gases to a gas mixture can effectively reduce the 

breakdown voltage of a gas, increase the electron density and average electron energy and 

thereby (along with other mechanisms) enhance plasma-chemical reactions. 

2.1.3 Paschen’s Law  

Paschen’s law relates the minimum breakdown voltage of a gas to the electrode spacing and 

system pressure in a pair of parallel electrodes subjected to a constant DC voltage. Figure 6 

shows theoretical Paschen curves for CO2 and argon at atmospheric pressure.  
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It can be calculated that the mean free path of an electron in argon at atmospheric pressure is 

approximately 2.7 µm.1 From examining the Paschen curve in Figure 6, it can be seen that for 

argon at electrode spacings less than 13.7 µm (a point known as the Paschen minimum) that the 

breakdown voltage begins to increase very rapidly, before approaching infinity below about 5.1 

µm. This is due to the electrode spacing approaching the size of the mean free path of the 

electron, i.e. 2.7 µm compared with 5.1 µm. The electric field strength becomes infinitely large 

for multiple ionising electron collisions to occur over the length of the electrode spacing as 

electron molecule collisions become increasingly rare. To the right of the Paschen minimum, 

breakdown voltage of the gas increases due to electron collisions becoming increasingly 

common, and consequently not being able to gain sufficient energy between collisions to reach 

the first ionisation energy. 

 

Figure 6: Theoretical Paschen curves for CO2 and argon at atmospheric pressure 

The theoretical Paschen curves shown in Figure 6 are based on the Townsend breakdown 

criteria, shown in Equation 2. If the value of the terms on the left hand side of the equation are 

greater than 1, the discharge becomes self sustaining.
 

γ exp αd( )−1⎡⎣ ⎤⎦ >1  

 Equation 2 

The plots in Figure 6 correspond to the minimum breakdown voltage at any given electrode 

spacing (at atmospheric pressure) for which the Townsend breakdown criteria is satisfied for the 

                                                        
1 The number of argon atoms per cm3 = Avogadro’s number ÷ Molecular weight of argon × Density of argon 
=  6.023e23 ÷ 40 × 1.662e-3 = 2.5e19 atoms/cm3 
Based on the hard sphere model, the radius of an argon atom is 70 pm, giving a cross sectional area of ~1.5e-16 cm2.  
Therefore the mean free path of an electron is 1/(1.5e-16×2.5e19) = 2.7 µm 
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specified gas. In Equation 2 the symbols α and γ are the Townsend ionization coefficients, and d 

is the electrode spacing. The primary Townsend ionization coefficient, α, is the number of 

ionization events per electron generated per unit length along an electric field. The tertiary 

Townsend coefficient, γ, is related to the number of electrons extracted per positive ion colliding 

with the cathode. The value for γ used to produce the Paschen curves shown in Figure 6 is 0.01, 

and is a representative approximation of the typical values that can be expected from a copper 

cathode with argon gas [17]. Values for α can be calculated for a gas using the semi-empirical 

relationship shown in Equation 3:
 

α
p
= Aexp − B

E / p
⎛
⎝⎜

⎞
⎠⎟

 

 Equation 3 

where A and B are constants for any given gas. E is the electric field and p is the pressure. The 

parameter E/p (also observed as E/ n0, where n0 is the number of particles) is known as the 

reduced electric field. The values of A and B used for argon and CO2 are shown in Table 2: 

Table 2: Values for A and B for calculation of semi-empirical Townsend coefficient, α. Taken 
from [16]. 

	   Argon	   CO2	  

A,	  
1

cm ⋅Torr
	   12	   20	  

B,
v

cm ⋅Torr
	   180	   466	  

 

From Figure 6 it can be seen that the theoretical minimum breakdown voltage for CO2 is 

approximately 1.5 times larger than for argon, a similar trend also applies for all points to the 

right of the Paschen minimum.  

It is expected that CO2 diluted with different concentrations of argon will change the breakdown 

potential of the gas. The Paschen curve is a consequence of electron transport properties in a 

relatively uniform electric field, with well defined gas properties. In a packed bed reactor, the 

electric field and electron transport properties will be non-uniform due to dielectric effects, 

switching electric fields, and variations in local gas composition. This will affect the localised 

gas breakdown voltage, and this will change with different particle sizes (and shapes), applied 

potential difference, gas composition and packing materials.  
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2.1.4 Electron energy distribution 

The electron is the medium by which the majority of energy is transferred into the plasma. Free 

electrons generated by ionization reactions are accelerated by the electric field accumulating 

kinetic energy. However, the electric field in the plasma is inhomogeneous, and the free path of 

electrons varies, consequently electrons have a distribution of energies. The energy of an 

electron is very important, as the energy of an incident electron during a collision with another 

species dictates the outcome of the interaction. A commonly referred to parameter in plasma 

chemistry is therefore the electron energy distribution function (EEDF). The EEDF of a non-

thermal plasma typically shows a strong negative exponential distribution and has a significant 

effect on plasma chemical reactions rates.  

The EEDF is strongly dependent upon gas composition. Molecular gases, such as CO2, allow the 

possibility of vibrational excitation reactions that occur at relatively low energy levels (about 1-2 

eV), where as monatomic gases do not have this possibility. Consequently the EEDF in each gas 

under the same applied electric field would be very different. 

 Experimental determination of the EEDF is difficult, particularly for non-thermal plasmas, so 

quite often ideal statistical distributions are used as approximations, for example a Maxwellian 

or Druyvesteyn distribution as shown in Figure 7.  

 
Figure 7: Maxwellian and Druyvesteyn distributions of EEDF, with electron energy, ε, and 
EEDF, f(ε). The 2 distributions have the same mean electron energy, indicated by 𝜀. [16] 

The importance of the EEDF can be appreciated when it is compared to the possible range of 

interactions of an electron with a species over a range of energies. Figure 8 and Figure 9 show 

the electron interaction cross sectional data for CO2 and argon. The EEDF of a plasma discharge 

and the cross sections of the gaseous species present in the discharge are inherently co-

dependent upon each other. Further explanation of the possible reactions that can be induced 

by these electron collisions is given in section 2.2. 
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The cross section of a species can be considered as an imaginary area that depends upon 

incident electron energy. If that electron is then to pass through that imaginary cross sectional 

area at the end of its mean free path, the reaction will occur. The probability of a reaction 

occurring can be calculated by dividing the cross section of the reaction of interest at a specified 

electron energy by the total of all reaction cross sections for the species at that energy. 

 

Figure 8: Electron interaction cross sections for CO2. At any given electron energy, upon an 
electron passing through the “cross section” of a CO2 molecule a reaction will take place. The 

probability of the reaction that will take place is determined by taking the reaction cross 
section at the specified electron energy, and dividing by the sum of all reaction cross sections 

at that energy. The cross sections in the graph lead to the the following possible reactions: 
momentum transfer (mom), elastic scattering (elas), vibrational excitation (0’s), ionisation 

(ion tot & ion diss), and electronic excitation. These reactions are explained in further detail 
in section 2.2.1 [18] 
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Figure 9: Electron interaction cross sections for argon. This graph shows momentum transfer, 
electronic excitation and 1st ionisation energy. Note that vibrational excitation reactions are 
not possible in argon as it is a monatomic gas. The very large decrease in cross section 
between 0.1 and 1 eV allows electron to more easily reach the higher energies required for 
ionization in argon compared to CO2. Note that a large number of lower probability electronic 
excitation reactions are not included in this graph, all of which have a threshold energy 
greater than 12.9 eV. This data is taken from [19] using the LxCat database at lxcat.net. 

2.2 Plasma reaction chemistry 

There are a wide range of possible reactions that can take place within a plasma system. Due to 

the large number of different possible reactions, it is important to be aware of all of them, but 

for this review it is only necessary to understand the mechanisms behind some of the reactions. 

Some of the range of possible reactions are listed below, whilst the reactions that are considered 

to be of greater importance for this work are discussed further in sections 2.2.2 to 2.2.7. In the 

following list, A and B represent atoms of different species, whilst A2 and B2 represent molecules. 

Electrons are represented by e, M is a temporary collision partner, S is a solid surface, an asterix 

(*) represents and excited species, and charged particles are indicated by either + or -. It is easy to 

become preoccupied with the significance of a particular set of reactions whilst ignoring others, 

a problem that appears to be rife in the plasma modeling community. An understanding of the 

possible reactions mechanisms can be useful to pose hypotheses concerning the behavior of a 

plasma system, so some brief explanation of each reaction is given as well as some idea of how 

it contributes to the chemistry of the plasma.  However, due to the complexity of the system the 

reality is that the contribution of each reaction to the overall chemistry cannot be determined 

without a combination of accurate analytical techniques accompanied by a detailed and 
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representative model. Please note, many plasma chemical reactions are included, but the list is 

not exhaustive. 

1. Electron – Molecule reactions 

• Excitation: Excitation reactions include all forms of molecular and atomic excitation 

(Vibrational, electronic, etc) and are responsible for the majority of chemistry that takes 

place within a plasma. They are discussed further in sections 2.2.2 & 2.2.3. 

e + A2 → A2* + e 

• Dissociation by direct electron impact: This is dissociation of a molecule through one 

collision with an electron. There are a number of possible mechanisms for this, all of 

which occur via electronic excitation.  

e + A2 → 2A + e 

• Electron attachment: Can have a significant role in electron losses when electron energy 

is not sufficiently high for dissociative attachment, and the pressure is above 0.1 atm. 

Typically this is a 3 body process involving the excitation of a 3rd reaction partner.  

e + A2 → A2
- 

• Dissociative attachment: This mechanism has a very specific electron energy 

requirement, for CO2 and O2 the threshold is ~ 2 eV, and CO is ~ 6.5 eV. 

e + A2 → A- + A 

• Ionisation: This is discussed in section 2.1.2. 

e + A2 → A2
+ + 2e 

• Dissociation ionization: This mechanism only occurs when electron energy is relatively 

high and substantially exceeds the ionization potential of the molecule, meaning that 

dissociative ionization is one of the less common plasma processes. 

e + A2 → A+ + A + 2e 

• Recombination: These reactions are exothermic and typically have no activation energy. 

They energy emitted can lead to dissociation, radiation emission, or the transfer of 

energy to a 3rd body electron. 

e + A2
+
 → A2 

• Electron impact detachment: This process is very similar to to ionization by direct 

electron impact, and is important for plasma with a high level of ionization. However it 

can occur at lower incident electron energies than ionization reactions, with cross 

sections being very high for electron energies ~ 10eV. 

e + A2
-
 → A2 + 2e 

2. Atom – Ion – Molecule reactions 
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• Penning ionization: This process takes place when the electronic excitation of a 

metastable species exceeds the ionization potential of another atom. For example in the 

case of argon and CO2, Ar has multiple electronic excitation levels with relatively high 

cross sections that exceed the ionization potential of CO2. This process can have very 

large cross sections, and can therefore be a significant contribution to ionization in 

mixed gases.  

M* + A → A+
 + M + e- 

• Penning dissociation: This process occurs by a similar mechanism to penning ionization, 

but leads to the dissociation of a molecule rather than ionization. 

M* + A2 → 2A + M 

• Charge Transfer: The exchange of an electron to / from a positive / negative ion and a 

neutral. The cross section for these reactions are large. 

A+/- + B → A + B+/- 

• Ion Recombination: Losses of charged particles are predominantly due to ion – ion 

recombination. At atmospheric pressure the mechanism typically proceeds by a three 

body process , and typically has a very fast reaction rate. 

A+ + B-
 → A + B* 

• Collisional Detachment 

M + A2
-
 →  A2 + M + e 

 

• Associative detachment: An important mechanism in non-thermal discharges, typically 

has quite high rate coeffecients. In electronegative gases, such as CO2, associative 

electron detachment can be much faster than ion-ion recombination [20].  

A- + B → AB + e 

• Neutral Recombination:  

A + B + M → AB + M 

• Synthesis:  

A + B → AB 

A* + B → AB 

3.  Heterogeneous reactions – These may be of particular importance in plasma catalysis, 

although the associated mechanisms are currently not known. Further discussion of plasma 

catalysis is given in section 2.1.1. 
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• Neutral Recombination 

 S-A + A → S + A2 

• Metastable De-excitation 

S + M* → S + M + hv 

• Neutral Abstraction 

S-B + A → S + AB 

• Sputtering 

S-B + M*  → S+ + B + M 

2.2.1 Reactions of excited species 

Excited atoms and molecules play a significant role in plasma chemistry, with a large proportion 

of electron-molecule and electron-atom collisions leading to the formation of excited species 

over a wide range of electron energies. Collisions between increasingly energetic electrons and 

neutral particles can cause excitation of rotational, translational, vibrational and electronic 

excitation modes in an atom or molecule. Rotational excitation peaks at about 0.1 eV in most 

species, with values reaching as high as 10-16 cm2. Rotational and translational excitation does 

not lead to plasma chemical reactions taking place, and effectively causes the gas temperature 

to increase. Results from modeling of CO2 plasmas suggest that the greatest proportion of 

electron energy is transferred to vibrational and electronic excitation, hence they are considered 

at greater length [21].  

2.2.2 Vibrational excitation of molecules by electron impact 

Vibrational excitation is one of the most important processes when considering molecular non-

thermal plasma chemical processes. This is for two important reasons; firstly, reactions from 

vibrationally excited molecules contribute significantly to the kinetics of plasma chemistry, and 

secondly, a very large proportion of energy between electrons and molecules is transferred to 

modes of vibrational excitation. There are 3 significant modes of vibrational excitation in tri-

atomic molecules, such as CO2 and H2O, shown in Figure 10: Symmetric (v1), bending (v2) and 

asymmetric (v3). 
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Figure 10: Modes of vibrational excitation in tri-atomic molecules. Image taken from [22] 

The notation used to describe the modes of vibration is given in the form:  

(nv1, nv2, nv3) 

Where n is an integer corresponding to the discrete energy level occupied in that specific mode 

of excitation, with the ground state n=0, and each subsequent energy level being given 1, 2, 3… 

etc. For example the 1st asymmetric bending mode would be written as (001). If a molecule 

increases or decreases in energy between one of its adjacent discrete energy levels, this is 

known as a one quantum change in energy. Similarly multiple changes in energy levels are 

known as multi-quantum energy change. This terminology is applicable to other types of 

excitation with discrete energy levels, for example electronic excitation. 

Vibrational excitation is not caused by elastic collisions between electrons and molecules, this is 

due to the very large difference in mass between an electron and a molecule. Instead, 

vibrational excitation is the result of a resonant process proceeding through the formation of a 

non-stable negative ion. The theoretical maximum cross section for vibrational excitation of a 

molecule with an incident electron having energy ~ 1eV is around 10-19 cm2, where as 

experimental values are about 10-16 cm2 [16]. This unexpectedly large cross section is explained 

by the resonant exchange process previously described. 

The rate coefficients for formation of vibrationally excited species by electron impact tend to be 

at their highest value for relatively low electron energies, about 1 – 3 eV. These values typically 

correspond to a maximum in the electron energy distribution in non-thermal plasmas, explaining 

why a large proportion of the energy in non thermal discharges goes into vibrational excitation. 

2.2.3 Electronic excitation of neutral species by electron impact 

Direct electronic excitation of neutral particles by electron impact typically requires much higher 

electron energies than vibrational excitation, typically greater than 10 eV. Despite electronic 

excitation requiring relatively high electronic energies, it is an important process to consider in 

plasma chemistry as it can lead to dissociation of a molecule in a single stage, or through a 
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series of intermediate steps through metastable excited species. Where dissociation through 

vibrational excitation is of particular importance for a limited number of gases (CO2 and CO 

included), dissociation through electronic excitation becomes more important where a gas may 

be limited in its rate of dissociation through vibrational excitation as in the case of water vapour. 

The reasons for the limitations of vibrational excitation in the dissociation of water vapour are 

explained in section 2.2.6.  

The energy efficiency of CO2 dissociation through electronic excitation is limited to 

approximately ~25% [16]. However, through a mechanism of dissociation through preliminary 

vibrational excitation this efficiency can be increased. Although this reaction mechanism is still 

limited by the relatively low electron energy distributions of non-thermal plasmas, as well as the 

possibility of simultaneous excitation of alternative modes that do not ultimately lead to 

dissociation. 

2.2.4 Relaxation processes of excited molecules and atoms 

Transfer of energy from excited species to other molecules or atoms in a plasma is known is 

relaxation. An awareness of the fundamentals of relaxation processes is required in order to 

understand the processes as well as the limitations of dissociation through vibrational or 

electronic excitation. The relaxation processes that will be discussed are vibrational-

translational (VT) relaxation, vibrational-vibrational (VV) relaxation, and electronic relaxation. 

2.2.5 VV Relaxation 

VV relaxation is the process by which vibrational energy exchange occurs by collisions between 

molecules in the system, leading to highly vibrationally excited molecules. These highly 

vibrationally excited molecules can play an important role in non-thermal plasma as the kinetics 

of the system can be dependent upon the fraction and concentration of these molecules. It is 

important to note that formation of these highly excited molecules does not typically occur by 

direct electron impact. Resonant VV relaxation occurs between 2 molecules of the same type, for 

example between 2 CO2 molecules. Generally speaking, single quantum VV relaxation is a much 

faster process than VT relaxation at room temperature, with typical rate constant ranging from 

10-10 – 10-13 cm3s-1, which results in large populations of highly vibrationally excited molecules. 

For some molecules, such as CO2 (001), VV relaxation is due to multipole or dipole interactions, 

so called long distance forces. These long distance forces lead to very fast rates of VV relaxation 

in these molcules, in fact collisions can occur more frequently than the species rate of gas-

kinetic collisions at room temperature. For example, the ratio of the VV relaxation rate 

coefficient to the gas kinetic collision value in CO2 (001) is 4; because of this highly vibrationally 
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excited CO2 molecules can rapidly populate a system, a phenomenon known as the Treanor 

effect (shown in Figure 11), a property that can be very desirable in a plasma chemical system 

requiring dissociation of CO2. 

 

Figure 11: The process of VV relaxation leading to overpopulation of highly vibrationally 
excited states (The Treanor effect). This requires vibrational temperature to exceed 

translational temperature. The Treanor effect is known as “capitalism of molecular life”. 
Image taken from [20]. 

2.2.6 VT Relaxation 

Energy transfer from vibrational to translational modes in a molecule is known as VT relaxation. 

Trasnlational energy is the most commonly understood form of the meaning of kinetic energy, 

i.e. linear motion. In collisions at low gas temperatures between vibrationally excited molecules 

there is very little energy transfer, hence rates of VT relaxation are generally slow. It is, however, 

important to consider VT relaxation in plasma systems. This is because the contribution of 

vibrational excitation towards dissociation reactions is of particular importance for reaction 

kinetics, as described in section 2.2.5 and 3.1, hence as VT relaxation occurs simultaneously with 

VV relaxation it is effectively wasting energy that could be contributing to dissociation reactions. 

Typical rates of adiabatic VT relaxation are shown in Table 3. 

Table 3: Approximate rate coefficients of fast adiabatic VT relaxation for single component 
gasses at room temperature, based on the Landau-Teller formula. Data taken from Fridman’s 
Plasma Chemistry [20], P. 70.  

Molecule Rate Coefficient (cm3s-1) 
O2 5 x 10-8 

H2O 3 x 10-12 
CO2 5 x 10-15 
CO 1 x 10-18 

The rate coefficient for VT relaxation in H2O (3 x 10-12 cm3s-1) is similar to its coefficient of VV 

relaxation (1 x 10-12 cm3s-1), this is problematic as it leads to a reduction in the maximum 

efficiency of H2O dissociation by vibrational excitation. This limit can be shown to be ~60% for 
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H2O, as opposed to about ~95% for CO2. In order to minimise the energy loss by VT relaxation it 

is necessary to have a relatively high degree of ionisation as determined by Equation 4.  

Equation 4 

𝑛!
𝐻!𝑂

> 10!! 

Equation 4 is based on the ratio of the VT relaxation rate to the rate of vibrational excitation by 

direct electron impact. When the value of ne/[H2O]=10-4 then the rate of VT relaxation is 

approximately equal to the rate of vibrational excitation by electron impact, hence stimulation 

of plasma chemical processes by vibrational excitation in water takes place for levels of 

ionization above this value. CO2 reduction is also limited by VT relaxation, and similarly can be 

overcome by high levels of ionization, however for CO2 this value is significantly lower than that 

for water at approximately ne/[H2O]=3 x 10- [16]. 

Fast non-adiabatic VT relaxation occurs in collisions involving chemical reactions for which 

there are 4 possible mechanisms, VT relaxation through: molecular collisions with atoms, 

intermediate formation of long life complexes, relaxation in symmetrical exchange reactions, 

and heterogeneous reactions. The rate coefficients of these reactions is in the range of about 10-

10 to 10-13 cm3s-1, making them significantly faster than typical rates of VT relaxation, and similar 

to the rates of VV relaxation. The mechanism of heterogeneous VT relaxation proceeds through 

adsorption of molecules onto a surface, so may be of particular interest in consideration of 

reaction mechanisms for plasma-catalytic processes or when trying to prevent further reactions 

occurring within a plasma chemical system. 

2.2.7 Relaxation of electronically excited species 

The relaxation of electronically excited species occurs through emission of radiation (which 

becomes useful for measuring EEDF in plasma diagnostics), super elastic collisions (energy 

transfer back to plasma electrons, and collisions with other particles. The dominant mechanism 

of electronic relaxation in non-thermal plasma is through collisions with other heavy particles. 

Additionally, although to a lesser extent, relaxation to vibrational and translational degrees of 

freedom, with typical cross sections being about ~10-14 cm2. 

2.3 Non-equilibrium plasma reactor types 

There are a wide range of different types of non-equilibrium plasma reactors available, some of 

which have been developed recently and are relatively poorly understood, whilst some varieties 

of non-thermal plasma reactor have widespread, large scale, industrial use. Within each variety 
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of reactor there can also be major differences in terms of reactor geometries and operating 

conditions used that can have a significant influence on the behavior of the plasma, and 

consequently the performance of the reactor. 

The purpose of this section of the review is to explain the characteristics and the theory of the 

behavior of each relevant reactor type in order to give context to the literature review and the 

experimental chapters. The atmospheric pressure reactor types that are discussed in this review 

are the corona discharge, dielectric barrier discharge (DBD), and packed bed reactors. 

2.3.1 Corona Discharge 

One of the earliest identified and most studied types of plasma discharges is the corona. It has  

found widespread, very large scale industrial application in the form of the electrostatic 

precipitator [23]. The characteristic geometry of the corona discharge is an asymmetric pair of 

electrodes such that an inhomogeneous electric field is produced. For example, in a point to 

plane type geometry the electric field close to the point electrode typically has an electric field 

strength that far exceeds the electrical breakdown strength of the gas due to the small radius of 

curvature of the electrode. As a result of this geometry, the corona discharge develops from the 

point electrode towards the planar one, with the highest plasma densities being in the vicinity of 

the point electrode. Corona plasmas can be driven by positive or negative, DC or pulsed DC 

power sources, with the driving potential difference typically being applied to the electrode with 

the highest radius of curvature. 

 

Figure 12: Typical electrode configurations for a corona plasma. (a) shows a point to plane 
geometry, and (b) shows a coaxial geometry. Adapted from [24]. 

 Coronas driven by continuous DC power sources are limited in power as a result of the possible 

transition from being a corona discharge to an arc discharge at high voltages. In order to 

overcome this limitation pulsed DC power sources are used, so that the pulse duration is shorter 

than the time required for an avalanche of electrons to reach the ground electrode, and 

consequently cause a transition to a spark or arc discharge. Typically the required pulse duration 

is in the 10 – 300 ns region, and also requires very fast rise times (0.5- 3 kV/ns), although this 

depends upon gas composition, temperature and gap size [24, 25]. Fridman [16] states that the 
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fast rise times lead to high mean electron energies, which decrease the fraction of electron 

energy that contributes to vibrational excitation, with greater energy going towards electronic 

excitation and ionization. 

The application of positive or negative driving voltages also has a strong effect on the nature of 

the plasma discharge as it changes the mechanism of the electrical breakdown. The polarity of 

the applied voltage can affect the size of the plasma region, the number density of electrons, 

and also change the relationship between gas temperature and electron density in the reactor 

[26, 27].  

A limitation of common corona discharge geometries, such as the point to plane and wire type 

geometries are non-optimal gas contacting, a process termed “electrical sneakage” [28]. This is 

the gas effectively bypassing the plasma discharge due the inhomogeneity and non-dispersed 

nature of the plasma discharge. This problem can be addressed by the usage of multiple-stage 

reactors, for example through the application of similar multiwire geometries to corona 

discharges as found in electrostatic precipitators.  

2.3.2 Dielectric Barrier Discharge (DBD) reactors 

The DBD is another very well studied and industrially useful plasma reactor type, finding 

application in the production of ozone for the disinfection and decontamination of water [29]. 

The DBD reactor geometry is characterised by a pair of electrodes, typically in a planar or coaxial 

arrangement that are separated by one or more dielectric layers. Figure 12 shows typical 

geometric configurations used in DBDs. 

 

Figure 13: Common dielectric barrier discharge reactor configurations. Image taken from [30]. 

The dielectric layer is a non-electronically conducting layer that is polarizable in an electric 

field. The polarisability of the material is quantified by the (dimensionless) dielectric constant, 

represented by ε, where a higher value indicates a greater susceptibility to polarization. Typical 
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values are in the range of 1 – 10 for materials such as glass and plastics, whilst values can reach 

as high as 10,000 for ferroelectric materials, discussed further in section 2.3.3. The presence of 

the dielectric layer prevents the discharge from transitioning between being a non-equilibrium 

discharge to an arc. Although if a sufficiently high potential difference is applied the dielectric 

material itself will breakdown (above its dielectric strength, measured in kV/mm) and an arc 

discharge will occur regardless.  

The discharge gap in a DBD typically is in the range from millimetres to centimetres. Average 

electron densities are 1014  - 1015 cm-3, whilst average electron energy can be 1 – 10 eV [31]. 

There are two types of discharge possible in a DBD, a filamentary mode of operation and a 

homogenous glow mode. The homogenous glow mode is of most interest for surface treatment 

and thin film deposition and typically occurs at reduced pressures or with very high 

concentrations of noble gases, it is very difficult to achieve in electronegative gases and its 

control is unreliable [30, 31]. The filamentary mode of operation is characterized by many micro-

discharges that take place over the surface of the electrodes. Over every cycle of the applied AC 

voltage, the microdischrages remain in the same place. The image in Figure 14 shows the 

microdischarges observed in a DBD from an end on perspective. Note the approximately even 

spacing and size of the microdischarges, this is caused by the electric field generated by the 

microdischarges repelling other microdischarges in the DBD.  

 

Figure 14: End-on view of microdischarges in atmospheric-pressure air in a DBD (original size: 
6 cm x 6 cm, exposure time: 20 ms). Image taken from [31]. 

After the initial electron avalanche from electrical breakdown occurs, as discussed in section 

2.1.2, a thin ionization channel that rapidly propagates between the electrodes is initiated, this is 

known as a streamer. It is caused by the low mass, and consequently fast, electrons causing 

ionization of heavy, slow moving molecules in the gas that leave a positive “tail” to the electron 

avalanche. The positively charged species, due to their slow movement, remain in the discharge 

gap after the AC half cycle is complete and the applied voltage returns to zero. As polarity of the 

applied field is reversed, and once sufficient charge builds up on the dielectric layer, the 

streamer will take place in the reverse direction, following the trail left by the remaining 
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positively charged ions in the gap remaining from the previous microdischarge. The ionization 

channel of a microdischarge is approximately cylindrical, and typically has a radius of about 100 

µm [31], an image showing a sketch of an individual microdischarge is given in Figure 15. 

 

Figure 15: Schematic of an individual microdischarge, showing the microdischarge channel 
itself as well as surface discharges propagating over the surface of the dielectric material. 
Image adapted from [31] 

2.3.3 Packed bed reactors 

Packed bed reactors refer to any plasma discharge in which a packing material is incorporated 

into the plasma discharge in order to attempt to enhance the properties of the plasma. This 

“catch all” term therefore includes microwave, radiofrequency and other discharge types, but for 

the context of this thesis “packed bed reactor” refers only to corona and DBD discharge types 

that feature a packed bed, unless explicitly stated otherwise. A packed bed reactor of either the 

corona or DBD type actually typically shares some characteristic properties of each. In a packed 

bed reactor the geometry used is typically co-axial or planar, with the spaces between the 

electrodes occupied by the packing material. Quite often the packing material will be a dielectric 

material such as a ceramic, and may be coated with a catalyst, hence in a corona this can act as a 

dielectric layer. The particles themselves can enhance localized electric field strengths between 

10 – 250 times [32], with some shapes of particles also believed to further enhance electric 

fields [33]. Hence, this localized enhancement of electric field strengths gives the discharge 

some corona like properties, as this is where the plasma discharges occur, leading to intense 

microdischarges.  

A packing material may be selected for the reactor for a number of reasons: to enhance the 

electric field, to increase the electron density, to act as a catalyst, to act as an absorbent for 

reaction products, or to quench reactions and dissipate heat. A packing material that is 

incorporated into the plasma discharge will typically change the properties of the discharge by 

multiple mechanisms. It has been reported by several publications [34-36] that the combination 

of plasma and catalyst has improved the process characteristics in such a way that the effects on 

energy efficiency, conversion and product selectivity are greater than the sum of using either a 

catalyst of plasma independently, I.e. the effects are synergistic. It is therefore a challenging 
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problem for a plasma chemist to determine the origin of an observed change in the effects of 

the plasma.   

Plasma catalysis is an emerging area of research, and there is a great deal of uncertainty over 

the mechanisms that occur in plasma catalytic systems, although a number of theories for the 

observed synergistic enhancements have been proposed. Neyts & Bogaerts [35] have 

summarised some of the theorised mechanisms that may lead to synergistic effects between 

plasma and catalysts, this is shown in Figure 16. 

 

Figure 16: Summary of effects that occur between plasma discharges and catalysts that may 
lead to synergistic enhancement of a plasma - chemical reaction [35] 

The plasma-catalyst interactions relevant to this thesis that are shown in Figure 16 are 

discussed in more detail in the remainder of this section. 

Dielectric materials interact with electric fields and can cause enhancement of the fields, with 

the highest field strengths found between the contact points of the dielectrics. This effect is 

illustrated by Figure 17.  

 

Figure 17: Local electric field enhancement caused by dielectric materials. Adapted from [37]. 

Through increasing the dielectric constant of a material, enhancement of the localised electric 

field is also increased. This enhancement of electric field is linked to dielectric constant of the 

material, as well as particle size and shape. Figure 18 shows the theoretical enhancement of 
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electric fields in packed bed reactors, with the reactor cross sectional average electric fields 

increasing by up to 1.5 times for dielectric constants greater than 100 [38]. 

 

Figure 18: Enhancement of electric field as a function of dielectric constant of pellets. The 
value Ex,i/Ex,1 is effectively the cross sectional averaged augmentation factor of the electrical 

field. Image taken from [38]. 

 

A popular example of materials with very high dielectric constants are ferroelectrics. 

Ferroelectric materials are a relatively well-studied packing material for packed bed reactors, the 

most frequently used example being barium titanate, BaTiO3. Ferroelectric materials are a group 

of pyroelectric crystals that are characterized by their spontaneous polarization. These materials 

can be polarized both positively and negatively, with the switching of the polarisation achieved 

by reversing the applied electric field as it is in an AC field [39]. The response of the polarization 

to the applied electric field follows a hysteresis loop, as shown in Figure 19. Additionally 

ferroelectric materials have very high dielectric constants, from 100 – 10,000, meaning that they 

can store a large charge on their surface. 

 

Figure 19: Typical P-E hysteresis loop of a ferroelectric material. Where Pr is remnant 
polarisation, Pmax is the maximum polarization, Ec is the coercive field and Ps is the 

spontaneous polarization. Image adapted from [40]. 

The polarization reversal leads to a “non compensated” charge on the surface of the ferroelectric  

that leads to very strong localized electric fields (E > 107 V/cm) [41], and hence can accelerate 

electrons to very high energies, however the plasma density is relatively low [38]. As 

ferroelectric materials are crystalline they undergo phase transitions at certain temperatures, 
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these phase transitions can remove the ferroelectric properties of the crystal, and the point at 

which this takes place is known as the Curie point. The Curie point of some ferroelectric 

materials can be quite low, with that of BaTiO3 typically being approximately 127°C. 

Ferroelectric materials also posses other properties that are of interest for the development of a 

plasma reactor, whether they are used as a dielectric material in a DBD or as the packing in a 

ferroelectric packed bed reactor (FPBR). Rosenman et al [42] reviewed researched published on 

an unusual property of ferroelectric materials, ferroelectric electron emission (FEE), a summary 

of some of their conclusions is presented here. Two types of FEE have been found to occur, 

“weak” and “strong” characterized by the difference in their observed emission current densities, 

up to 10-7 A/cm2 and 100 A/cm2 respectively, a reported difference of 9 – 12 orders of 

magnitude. The weak ferroelectric emission is stimulated by pyroelectric or piezoelectric effects, 

or by spontaneous polarization inversion and occurs only in the ferroelectric phase, i.e. below 

the Curie point. Weak electron emission occurs from a ferroelectric when it is negatively charged 

and uncoated by an electrode. 

Strong electron emission from ferroelectrics occurs under quite different circumstances to the 

weak electron emission. There are two distinct domains required, an uncoated electrode region, 

and a ferroelectric coated electrode region, typically applied in a grid or striped pattern. A high 

voltage pulse is applied causing an electric field both normal to, and tangential to the electrode. 

The electric field that is normal to the electrode occurs at the ferroelectric coated region, whilst 

the tangential field occurs on the uncoated electrode. As a result of the normal electric field a 

number of effects occur, dielectric polarization, ferroelectric polarization switching, and field 

enforced phase transition, dependent on the phase of the ferroelectric material, whilst the 

tangential electric field results in an electron avalanche and surface flashover. It is proposed 

that the high current densities are caused by plasma formation, which is followed by strong 

electron emission. Rosenman et al [42] state that there is “no unanimous opinion about the 

strong electron emission effect. Due to the lack of detailed knowledge…”. 

Similarly, Kemp & Kovaleski [43], found that it was possible to reduce the breakdown voltage in 

a ferroelectric plasma source by up to 75% by adjusting the frequency of the applied applied AC 

voltage close to the resonant mechanical frequency of a number of different PZT disks, both in a 

vacuum and atmospheric pressure. They attribute this reduction in voltage to electron emission 

caused by electron emission cause by the piezoelectric effect induced by the radial mechanical 

vibrations at the resonant frequency, which they found to be at 235 kHz using impedance 

spectroscopy.  
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The electron emission phenomena found in ferroelectric materials may be of benefit for 

increasing electron density and plasma density in a reactor, whilst reducing breakdown voltage 

and consequently decreasing power requirement and potentially increasing efficiency.  

In packed bed reactors, plasma surface interactions become very important. Surfaces can be a 

source of significant losses for plasma active species as the ratio of surface area to plasma 

volume increases. In order to maintain a plasma discharge it is important to maintain levels of 

ionization and electron density in the gas. Hence, to counteract the quenching effects of surface 

dominated discharges it may be possible to enhance surface emission of electrons. This may be 

achieved through the usage of low work function materials, or materials that have high values 

for secondary electron emission. The work function of a material is the minimum thermodynamic 

energy required to extract an electron from the surface of a material in a vacuum, and it is 

already considered to be important in thermionic emission applications, for example light bulbs 

and arc welding. Thermionic emission however only becomes important at high temperatures, 

typically above 1,000 K. Through field emission of electrons it is possible to directly extract 

electrons from cold metal surfaces in strong electric fields (> (1/3) x 106 V/cm) due to the 

quantum mechanical effect, electron tunneling [16], it is this effect that would be of interest to 

non-equilibrium plasma applications.  

Secondary electron emission has 4 possible mechanisms, secondary ion-electron emission, 

potential electron emission induced by metastable atoms, photo electron emission, and 

secondary electron-electron emission [16]. Secondary ion-electron emission is considered to be 

the most important. There are two further mechanisms of secondary ion-electron emission, one 

of which only becomes significant at ion energies about 1 keV, so is not considered here. The 

mechanism that is dominant at low ion energies is the Penning mechanism of secondary ion-

electron emission, this is similar to the mechanism of Penning ionization described in section 

2.2.  When an ion approaches a surface it can extract an electron from it if the ionization 

potential (I) exceeds the work function (W). If the ionization energy is high enough it can be 

possible to extract more than one electron from the surface. The secondary ion-electron 

emission (γ) can be estimated by the formula [16]: 

γ ≈ 0.016 (I – 2W) 

Equation 5 

Neither low work function materials, nor secondary electron emission have been significantly 

investigated for non-equilibrium plasmas, although there are a couple of publications that 

demonstrate a tentative relationship between work function, secondary electron emission and 

electron densities. In a comparison between Al2O3 and MgO dielectric barriers in atmospheric 

pressure air, it was observed that the material with the highest secondary ion-electron 
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coefficient (MgO, γ = 0.11) at equal applied powers an increase in electron density and density of 

electronically excited species occurs when compared to Al2O3 (γ = 0.099) [44]. Similarly, the 

authors of a study using microcrystalline diamonds (a material with an extremely low work 

function) tentatively suggested that the surface effects, such as secondary electron emission, 

should have a positive effect on the discharge [45]. This was then subsequently supported by a 

different research group demonstrating increased current densities at reduced applied potential 

differences using nanodiamond based, very low work function materials in microplasma devices 

[46]. The potential of these methods to enhance plasma density in packed bed (and other 

surface dominated) discharges is an interesting prospect, and is very much a worthwhile avenue 

for further research. 

Another possible approach in packed bed plasma reactors could be to use the packing materials 

as an absorbent for reaction products or metastable species, and consequently reduce the 

occurrence of reverse reactions that may limit conversion in the reactor, as well as maintaining a 

favourable reaction equilbrium. Plasma reactions involving oxygen containing molecules will 

inherently generate highly reactive oxygen species, for example CO2 plasmas have been 

demonstrated to generate high concentrations of atomic oxygen [47] (remarkably in the cited 

study the concentrations were observed to be higher than singlet oxygen in oxygen containing 

plasmas). Modeling of CO2 plasmas also shows that during an electrical breakdown singlet 

oxygen concentration reaches similar levels to CO concentration, before rapidly recombining 

with other species to produce molecular oxygen, ozone, or CO2 [21]. Using a packing material in 

this way would therefore be sacrificial, and consequently it would be likely to require 

subsequent regeneration that is likely to render any industrial scale process prohibitively 

expensive due to the extra energy cost. It would, however, be an academically interesting 

investigation.  
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3 Literature Review 
3.1 Plasma reduction of CO2 

The aim of this section is to cover the current understanding and state of the art technology for 

CO2 dissociation in plasmas. The parameters that would be of interest to a chemical engineer, i.e. 

conversion, efficiency, power, selectivity, flow-rates, operating temperature and pressure for 

each reactor are discussed. These parameters are inherently related to some of the plasma 

chemistry concepts described in chapter 2. This relationship between the internal plasma 

chemical processes and the observed effects on important chemical engineering parameters are 

discussed, and the causes of these relationships is used to outline the limitations and 

possibilities for each different reactor geometry evaluated. 

Dissociation of carbon dioxide to carbon monoxide and monatomic oxygen is an endothermic 

process and is represented by Equation 6:  

CO2 → CO + O,  Δ∆H = 5.5 eV / molecule or 530.6 kj / mol 

Equation 6 

where the carbon dioxide is reduced to carbon monoxide and molecular oxygen, this reaction 

can be expressed by Equation 7: 

CO2 → CO + ½ O2,  Δ∆H = 2.9 eV / molecule or 279.8 kj / mol 

Equation 7 

The efficiency (η) of this reaction is expressed using Equation 8: 

𝜂 =
Δ𝐻
𝐸!"

 

Equation 8 

where ECO is the energy cost of generating one mole of carbon monoxide in the reactor, and ΔH 

is the enthalpy change of the reactions shown in Equation 7. 

The energy efficiency of CO2 dissociation in thermal plasmas is thermodynamically limited to a 

maximum of 43%, this is due to thermal plasmas being in thermal equilibrium, i.e. the electron 

temperature is equal to the temperature of heavier species. Equilibrium plasma dissociation of 

CO2 proceeds via the thermal decomposition mechanism at 2500 – 3000 K at 0.16 atm [16]. In 

order to preserve the reaction products and prevent reverse reactions, the products of the 
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reaction must be cooled extremely rapidly, at rates of 108 – 109 Ks-1, in order for the maximum 

dissociation efficiency to be attained. 

In non equilibrium plasmas, the primary modes of CO2 dissociation are through the vibrational 

and electronic modes. The transfer of energy to vibrational modes in CO2 plasmas has been the 

focus of a number of research groups in recent years due to the theoretical efficiency of 

dissociation being as high as 95%. There are 3 causes for this high efficiency that are described 

in Fridman’s plasma chemistry [16]: 

1. At plasma electron temperatures between 1 and 2 eV, 95% of the energy input into 

the plasma can be transferred to the asymmetric stretch mode of vibrational 

excitation in CO2. 

2. Dissociation of CO2 and its related reactions are endothermic. Vibrational excitation 

is the most effective mechanism to stimulate these reactions. 

3. The vibrational energy required to dissociate CO2 is exactly equal to the O=CO bond 

energy of 5.5 eV, i.e. the activation energy of the reactions is zero. 

There are very few reactor types that transfer their energy predominantly to vibrational modes, 

with the most commonly cited examples being moderate pressure microwave plasma discharges 

[48, 49], and atmospheric pressure gliding arc plasmas [50, 51], which have achieved 

experimental efficiencies as high as 90% and 43% respectively. 

Dissociation of CO2 by electronic excitation is another important reaction mechanism, 

particularly at high electron energies. For example, for CO2 dissociation in a dielectric barrier 

discharge, where electron temperature is typically in the region of 2 – 3 eV, modeling data 

suggests that only 12% of the electron energy is transferred to vibrational states, whilst 79% is 

transferred to electronic excitation [21]. Maximum energy efficiency of CO2 reduction by 

electronic excitation is approximately 25% [16]. 

There is often a trade off between conversion and efficiency of CO2 reduction in a plasma 

reactor. This is due to the mechanisms by which CO2 dissociation takes place at different 

electron energies. The most efficient plasma reactor described in literature, the supersonic flow 

moderate pressure microwave plasma, operates at an efficiency of 90%, with the dominant CO2 

dissociation reaction mechanism proceeding by vibrational excitation [48]. The efficiency of the 

reactor is highest at a specific energy input of ~ 0.3 eV / molecule, using Equation 7 it can be 

seen that this must limit the conversion of CO2 to approximately 10%.  
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3.1.1 Corona Discharge 

As stated in section 2.3.1, the corona discharge is a reactor type that has been widely used by 

industry and is relatively well understood. It is therefore a good starting point when considering 

non-equilbrium plasma discharges. Boukhalfa et al [52] were the first group to investigate 

dissociation of CO2 in a corona discharge. Using a point to plane type discharge they 

investigated positive and negative coronas in pure CO2, and air + 3% CO2. The maximum 

conversion of CO2 obtained was about 6.7% for the air + 3% CO2 system (based on the yield of 

CO of 200 ppm). The higher conversion achieved using air with CO2 compared to the pure CO2 

system is attributed to the presence of excited nitrogen, N2*, transferring its energy to CO2 

leading to a dissociation reaction taking place, i.e. Penning dissociation as described in section 

2.2. This increase in conversion is commonly observed in many reactor types using additional 

nitrogen or noble gases [53-57]. 

The increase in conversion is attributable not just to the Penning dissociation mechanism 

suggested by Boufhalka et al [52], but also due to the longer mean free path of an electron in 

noble gases leading to higher electron energies and densities, and a charge transfer mechanism 

leading to CO2 dissociation by electron – ion recombination as suggested by Ramakers et al [58]. 

The mechanism for this is given by the consecutive reactions shown in Equation 9 and Equation 

10: 

Ar+ + CO2 → Ar + CO2
+ 

Equation 9 

CO2
+ + e- → CO + O 

Equation 10 

In the case of the charge transfer reaction given in Equation 9, the reaction is exothermic, and 

consequently very fast, for gases (eg. Ar – 15.7 eV, He – 24.6 eV  and N2 – 15.6 eV) where the 

ionization energy exceeds that of CO2 (13.6 eV).  

The CO2 corona discharge has been extensively studied, in both positive [59-61] and negative 

[59, 62, 63] coronas, with positive nano-second pulses [64], and in the presence of catalysts [65, 

66]. The highest claimed efficiency for a non-catalysed corona systems is 502.5 kJ/mol energy 

input (~56%) by Horváth et al [59], with CO2 conversions up to 10%. However, they are 

somewhat ambiguous regarding the method of calculating reactor power consumption, and 

provide an incorrect value for the theoretical limit to efficiency (393.5 kj/mol). Despite this, it 

can be considered that typical corona discharge conversions and efficiencies are the region of < 

10 % and < 12 % respectively. Typical reduced electric fields are in the region of 100 – 200 Td, 
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suggesting that the CO2 dissociation reaction mechanism is likely to be dominated by electronic 

excitation similarly to a DBD [21]. 

The work of Wen & Jiang [65] and Liu et al [66] both use catalysts within the corona discharge, 

and each show relatively high CO2 conversions (23% and 18% respectively) compared with non-

catalysed corona discharges. Their work is discussed further in section 3.1.3. 

3.1.2 Dielectric Barrier Discharge 

Zheng et al [54], Paulussen et al [67], Wang et al [55], and Ramakers et al [58] each used a 

coaxial geometry DBD to dissociate CO2. The discharge gap in the reactors varied from 1 – 11 

mm, the frequency of the applied AC voltage was in the range from 2.2 kHz to 90 kHz, and 

voltages up to 14 kV were applied. All of the authors found similar trends, for example as there 

is an increase in the concentration of CO2 in the carrier gas (which was either argon [54, 58] or 

helium [55, 58]) then the absolute percentage of CO2 conversion decreases whilst the efficiency 

increases. Similarly, the effect of the flowrate (and consequently residence time) of gas into the 

reactor, shows that lower flowrates lead to an increase in conversion, but a decrease in 

efficiency. The effect of applied power also follows a simple trend, as the power is increased, the 

conversion of CO2 increases as efficiency decreases. 

The effect of frequency of the AC voltage on conversion and efficiency does not follow such a 

simple trend. Paulussen et al [67] who tested the greatest range in frequency, from 10 – 90 kHZ 

found that the highest conversion they achieved, and one of the highest achieved between all of 

the authors, was 30% at 60 kHz. Maximum efficiency was obtained at 30 kHz, giving 26% 

conversion. They note that at low power inputs, that lower frequencies give the highest 

conversions. Wang et al, who observed the highest efficiency of CO2 reduction (9.3%), found that 

for equal conversion of CO2 to be obtained, then high frequencies give higher efficiencies, 

although generally speaking, the highest efficiencies can be achieved at the lowest frequencies. 

Wang et al [55] believe that the reduced impedance of their reactors at higher frequencies could 

be the cause of this behavior, resulting in less heating and consequently less energy 

consumption. Interestingly, Ramakers et al [58] tested a range of frequencies from 6 – 75 kHz 

and found no significant effect on conversion or efficiency, although they do note that the 

discharge appeared to be more filamentary at 75 kHz.  

For CO2 reduction in a DBD, the optimum operating frequencies are yet to be identified. The 

challenge in determining optimum operating frequencies for the reduction reaction will be to 

isolate the reaction mechanism from changes in impedance of the reactor and experimental 

equipment. Modelling of the system may be useful in isolating some of the effects that 

frequency has on reaction kinetics [68]. Impedance spectroscopy, a technique that has been used 
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to great effect by the electrochemistry community, and has recently been successfully applied to 

plasma electrochemical reactions [69], may help to unravel the complex problem of the effects 

of frequency in DBD plasma discharges.  

Wang et al [55]  also tested the effect of using different transition metal coatings on the internal 

electrode of their reactor. As the discharge gap between the quartz tube dielectric and the inner 

coated electrode was just 1 mm, the proximity of both walls to the flow of gas would increase 

the dominance of surface reactions compared to a larger discharge gap. Of the transition metals 

tested, they found that the order of activity of the metals (given by their elemental symbols) was 

as follows: Cu > Au > Rh > Fe ≈ Pt ≈ Pd. They found that the difference in conversion was as 

much as 6.5% when comparing the copper electrode (19.4% conversion) with the palladium 

electrode (12.9% conversion) at an input voltage of 6 kV. The authors state that these 

differences are not due to electric properties of the metals (i.e. conductivity), but likely a 

combination of other physical or chemical properties. This could be due to the formation of 

oxidised metal species, or perhaps the electron emission properties of the metals. Addionally, 

the thin layer of gold that was applied to the electrode was observed to have been sputtered 

over long periods of operation. This suggests the possibility that sputtered gold ions may be 

participating in reactions with CO2, leading to transfer of energy in a Penning type mechanism 

and artificially enhancing the conversion.  However, not enough information is provided to make 

any conclusions about the processes that are actually occurring.  

Brock et al [56] also tested Pt, Pd, Rh, Cu and Au metal oxide coatings (Au was the only non 

oxidized metal used) in a “fan type” AC glow discharge reactor using 2.5% CO2 in helium. A 

voltage of 400 - 900 V was applied across a gap of 0.3mm, with the stator and rotor acting as 

electrodes, where the blades of the fan are coated with the metal. The maximum conversion 

obtained is 30.5% using the rhodium electrode, at an efficiency of 3.5%. The activity of the 

electrodes to maximize conversion, in decreasing order, was found to be Rh > Pt ≈ Cu > Pd > 

Au/Rh ≈ Au. This result differs quite significantly from those of Wang et al, with regards to the 

efficacy of certain electrode materials. Using optical emission spectroscopy, Brock et al 

determined a strong inverse relationship between excitation temperature and CO2 conversion in 

their reactor. They state that no link is found between material work function, a parameter that 

has been suggest by other authors. They suggest that the observed changes may be due to 

sticking coefficient, specific heat, or ionization potential. Also, in this case no sputtering of gold 

ions was observed. 

Despite the similarities in choice of material between the experiments of Brock et al [56], and 

Wang et al [55], there are no similar identifiable trends between the two sets of experiments. 
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This highlights the challenges in determining the cause of an observed trend in a plasma-

catalytic system. 

As stated in section 2.3.2, the dielectric constant of the barrier material is believed to have a 

significant effect on the nature of the plasma discharge. Li et al [70, 71] have investigated the 

effect of different dielectric materials on conversion of 10% CO2 balanced with N2 in a planar 

DBD at frequencies from 2 – 12 kHz. The highest conversion (15.6%) was observed using a 

Ca0.7Sr0.3TiO3 dielectric, where ε ≈ 240 at 20 °C and AC frequency of 10 kHz. 0.5 wt% Li2Si2O5 was 

added as a sintering additive to increase density, improving the electronic and mechanical 

properties when processing the Ca0.7Sr0.3TiO3. The other dielectric materials used were Al2O3 and 

SiO2 (5 < ε < 10), and the maximum conversion for each material was approximately 5%. The 

intensity, and number of microdischarges in the Ca0.7Sr0.3TiO3 dielectric reactor are much greater 

compared to the alumina and quartz dielectrics. A property that is attributed to the dielectric 

permittivity of the material. This suggests that high dielectric constant materials are beneficial 

to improve the conversion of CO2 in a DBD.  

Current research into CO2 conversion using DBD plasmas has demonstrated the potential for 

moderate conversion, higher than those found in corona discharges, at the expense of efficiency, 

which has not yet exceeded 9.3%. Similarly to corona discharge reactors, the inclusion of 

catalytic materials in the discharge area is beneficial, although it is currently poorly researched.  

3.1.3 Packed bed and catalytic reactors 

Similar reactors to the DBD are the packed bed reactors, as discussed in section 2.3.3. The 

possibility to incorporate combinations of catalysts, ferroelectric ceramics or other packings 

offers an opportunity to overcome the limitations that are imposed by plasma generation on its 

own. Sections 3.1.1 and 3.1.2 mentioned that the addition of catalysts to corona and DBD 

plasmas has been shown to greatly improve the conversion and efficiency of CO2 reduction.  

There are numerous publications that investigate packed bed or catalytic reactors solely for 

reduction of CO2  [34, 55, 56, 65, 66, 71-77]. Two approaches to improving CO2 reduction are 

documented, one being the application of high dielectric constant materials (E.g. BaTiO3 [72, 75, 

76], or other high ε ceramics [71, 73]), the other being the use of potentially catalytic materials 

(e.g. Transition metal [34, 55, 56, 74], Al2O3 based  [65, 73, 74, 77] or other [66, 77] catalysts). 

These packing materials are often compared with an unpacked reactor [65, 72, 77], or a material 

that is perceived as being relatively “inert” (e.g. glass [65, 72, 77], silica [71, 73, 77], non-

catalytic phases of Al2O3 [65, 71]). 

The first investigations into the reduction of CO2 in a packed bed plasma reactor were by Jogan 

et al [75], using BaTiO3. BaTiO3 packing pellets with two different dielectric constants, 660 and 
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10,000, were tested for the reduction of CO2 from a simulated flue gas mixture composed of 

N2:O2:CO2 = 0.75:0.15:0.1. Maximum CO2 conversion of 18% at an efficiency of 108 g CO2/kWh 

(~19.3% efficiency) was achieved using the ε = 660 BaTiO3 packing. It is worth noting that the ε = 

10,000 BaTiO3 packing was limited in its maximum applied potential difference caused by the 

tendency towards arcing and sparking, this is likely to be due to the lack of dielectric barrier in 

the reactor.  

Similarly, Mei et al [72], compared using BaTiO3, glass, and an unpacked reactor for reduction of 

CO2 from an undiluted gas stream. Maximum CO2 conversion of ~28% is obtained at an input 

power of 50 W using the BaTiO3 packed reactor. Compared with an unpacked reactor, the 

addition of BaTiO3 or glass packing increases CO2 conversion by 75% and 35% respectively, 

despite the gas residence time being reduced by 3.5 times. The increase in conversion is not 

attributed directly to dielectric constant, but rather to changes in discharge characteristics such 

as average electric field strength and mean electron energy. The authors also mention the 

possible adsorption of CO2 to the surface of BaTiO3 and the possibility of photocatalytic 

reactions occurring on the surface of BaTiO3 due to UV light generated by the discharge [78], 

although BaTiO3 typically has a very low porosity, so this is not likely to be a significant 

contributing effect to CO2 conversion.  

Wen & Jiang [65] were the first to investigate the use of γ-Al2O3 for reduction of CO2 in plasmas, 

using a pulsed corona discharge, as mentioned in section 3.1.1. CO2 conversions up to 23% at 

efficiencies up to 318.7 gCO2 / kWh (~57%) were achieved. The reactor was compared using 

different surface area (SA) materials with a similar dielectric constant, γ-Al2O3 (SA = 171.7 m2/g), 

α-Al2O3-I (20.5 m2/g), α-Al2O3-II (94.4 m2/g), glass and without packing. The yield of CO 

achieved, from highest to lowest, are γ-Al2O3 (~13%)> α-Al2O3-II (~6%)> α-Al2O3-I (~4.5%) > glass 

(~3.5%). The dielectric constants of each alumina packing are approximately the same, so the 

materials can be compared purely on the basis of their surface area or the properties of their 

crystalline structure. It is clear from their results that the increase in surface area of the 

materials leads to an increase in CO2 conversion, which suggests that surface reactions 

contribute significantly to the dissociation mechanism. The authors cross-reference an article 

[79] showing the interaction mechanisms between CO2 and γ-Al2O3 under non-plasma 

conditions, these are: 1) formation of a very strongly held surface carbonate, 2) surface bi-

carbonate from reactions with hydroxyl groups that slowly form carbonate, and 3) weakly 

bonded CO2. Additionally, the preferential adsorption of CO2 over CO [80] is also suggested as an 

important contributing factor in the enhanced CO yield observed using γ-Al2O3.  

More recently, Roland et al [81, 82], observed synergistic effects between plasma and γ-Al2O3 

packed DBD plasmas for oxidation of hydrocarbons [82]. They subsequently demonstrated [81], 
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using electron paramagnetic resonance (EPR), the existence of a semi-stable (lifetime up to 14 

days), paramagnetic species in γ-Al2O3 that occurs only after the material has been subjected to 

a non-thermal plasma discharge. They demonstrate that this is probably related to an Al–O–O� 

aluminium peroxyl group.  The concentration of the paramagnetic species were found to be at a 

maximum when they were subjected to an applied voltage of 15 kV, this is believed to be due to 

the reactor temperature exceeding ~100°C above these potential differences which limits their 

formation. Additionally, the presence of water in the sample almost entirely destroyed the 

characteristic paramagnetic signal from the EPR, this is attributed to a reduction in electric field 

strength caused by thin films of water, and water preventing formation of a paramagnetic centre. 

Roland et al found that ozone decomposition on the active sites in γ-Al2O3 is competitively 

inhibited (poisoned) by CO2, suggesting that the interaction with these active sites and CO2 is 

strong and may explain the enhanced CO2 decomposition observed by Wen and Jiang [65]. These 

studies demonstrate a synergistic plasma – catalyst relationship, showing that enhanced CO2 

decomposition in plasma over γ-Al2O3 is primarily due to enhanced surface chemistry, with the 

contribution to CO2 decomposition from other discharge enhancements (e.g. localised 

strengthening of the electric field) being a secondary effect. However, in order to ascertain 

whether or not γ-Al2O3 does act as a catalyst for the reduction of CO2 by enhancing surface 

chemistry would require a more targeted investigation, perhaps using a technique such as 

diffuse reflectance infrared spectroscopy – mass spectrometry (DRIFTS – MS) that has recently 

been demonstrated by Stere et al [83]. 

An interesting study by Duan et al [77] has investigated the use of a range of materials (CaO, 

MgO, γ-Al2O3, SiO2 wool, and SiO2 sand) in a packed bed microplasma reactor. In comparison to 

other studies, the particle size used is relatively small (180 – 420 µm) compared to many other 

studies where particle sizes tend to be in excess of 500 µm. Using a pure CO2 stream, a 

maximum conversion of 41.9%, at an efficiency of 7.1% was achieved using a CaO packing 

material. From highest CO2 conversion to lowest, the order of activity was found to be: CaO > 

SiO2 wool > MgO > γ-Al2O3 > SiO2 sand. All of the materials have similar dielectric constants (ε = 

4.6 for SiO2, and ε = 9.3 – 11.8 for the rest), so the effect of dielectric constant is insufficient to 

explain the range of conversions observed. Activity is attributed predominantly to basicity, with 

CaO, and MgO being most basic, γ-Al2O3 being amphoteric, and SiO2 being acidic. Both CaO and 

MgO are likely to chemisorb, and possibly react to form carbonates with CO2, as opposed to a 

physisorption mechanism that the authors associate with γ-Al2O3. Surprisingly, the authors 

describe, in passing, the effects of secondary electron emission leading to surface discharges 

with CaO, citing a previous article of theirs that seemingly does not discuss this effect. Despite 

not exploring this further, an additional possible explanation may be due to the lower work 

function (and hence higher secondary electron emission) of their chosen materials, with work 
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functions order from low to high: CaO < MgO < γ-Al2O3. Given that the particle sizes used in this 

experiment are relatively small, and consequently electron-wall collisions become an important 

loss mechanism, the use of low work function materials may assist in CO2 conversion by 

maintaining a high electron density via the possible mechanisms described in section 2.3.3. The 

previously discussed study by Duan et al [77] used the smallest particle sizes of any of the 

mentioned studies, and achieves the highest CO2 conversion, which highlights the importance of 

particle size in packed bed reactors. 

In order to be of maximum benefit, a heterogeneous catalyst would have to have a high surface 

area to volume ratio. This would mean either the inclusion of a porous ceramic monolith, a 

pelletised packing material, or alternatively some form of fluidized bed. These options require 

some atypical additional considerations for the geometric properties of the catalyst; a ceramic 

monolith would have to feature sufficiently large void spaces for electrical breakdowns to occur 

within them [84, 85]; a packed bed reactor would require the pellet size and shape to be 

optimised [38]. To date, there are a small number of studies [86-89] that demonstrate that 

particle size and shape have an effect in plasma discharges, but further investigation is 

necessary in order to elucidate the relationship between experimental parameters. The effects of 

particle size in packed bed reactors is a regularly disregarded consideration that requires further 

attention, with numerous examples in literature where the effects have not been considered at 

all [36, 88]. This gap in the literature has also been highlighted by some reviews as an area that 

needs to be addressed [38]. 

3.2 Electrical Characterisation 

Some of the physical properties of DBDs and PBRs can be determined by analysis of their 

electrical characteristics. There are a number of different methods that can be used to study the 

behavior of the plasma discharge, such as current and voltage signals [36, 72, 90-92], Q-V plots 

[36, 72, 90-95], or fast fourier transforms [36] of current pulses.  

The first in depth investigation into the electrical characteristics of plasma discharges was by T. 

C. Manley in 1943 [92] through oscillographic studies of industrial ozone generators for water 

treatment. Based on these studies he observed the intermittent nature of the DBD, identifying 

the discharge phase and the capacitive phase of DBD plasma breakdown, as well as the 

discharge potential, and a method to calculate plasma power consumption based on Q-V plots. 

Since this initial discovery, there has been further development of the oscillographic methods 

used by Manley, often alongside equivalent electrical models that represent the DBD as a 

modular system of more simple electrical components, typically capacitors and resistors. 
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Figure 20: Characteristic waveform of DBD applied voltage and current [90] 

Figure 20 shows a characteristic current and voltage waveform of a DBD with the applied 

potential difference being a sine wave, and the resultant total current being a displacement 

current (approximately a sine wave) with a number of microdischarges (superimposed pulses). 

The total current and applied voltage are out of phase, with the current leading the potential 

difference, this is indicative of a capacitive – resistive circuit [96]. If the current leads the 

voltage by ¼ of a cycle (I.e. 90°) this indicates an ideal capacitor with no resistance. If the 

voltage and current are in phase, this indicates an ideal resistor. If the current leads the voltage 

by anything less than 90°, but greater than 0°, this indicates combined resistive and capacitive 

behavior. 

 

Figure 21: Simplest equivalent electrical circuit of a DBD 

The circuit shown in Figure 21 shows the simplest equivalent circuit that can be used to model a 

DBD [94]. Consisting of an AC source, a capacitor (Cg) and a variable resistor (Rgap) in parallel, 

connected to a second capacitor in series (Cd). The dielectric layers of the reactor are treated as 

an ideal capacitor, represented by Cd. The gas gap, i.e. the space in which the plasma is 

generated, is treated as the capacitor, Cg, and the variable resistor, Rg. In a single AC cycle, as the 
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applied potential difference rises such that the gas gap voltage exceeds the gas breakdown 

voltage, i.e. Vg > Vbd, the resistance of Rg falls and charge transfer through the gas gap begins. As 

the applied voltage decreases, and Vg < Vbd, the resistance of R1 tends to infinity and no charge is 

transferred through the gas gap. 

The capacitance of Cd can be approximated using Equation 11 [90]: 

𝐶! =
2𝜋𝜀!𝜀!𝑙

ln 𝑑 + 𝑥
𝑑

 

Equation 11 

where ε0 = 8.854 x 10-12 F m-1 is the permittivity of a vacuum, εq = 3.8 is the relative permativity 

of quartz glass. Reactor dimensions are incorporated by l (length), d (internal radius to the the 

dielectric material), and x (wall thickness). 

Figure 20 also shows the “discharge phase”, also originally described by Manley. The discharge 

phase is characterised by a number of microdischarges, observed as current pulses, that typically 

terminate at the point where the applied potential difference to the reactor is beginning to 

either decrease or increase (dependent on phase) I.e. !"
!"
= 0. These microdischarges initate at a 

breakdown voltage, Vbd, which will vary dependent upon the properties of the reactor (e.g. gas 

composition, particle size, etc).  

From the voltage and current waveforms it is possible to determine: 

From the applied potential waveform - Wave shape, frequency, amplitude 

From the current waveform – Pulse magnitude, pulse duration, frequency, and discharge 

phase duration of microdischarges 

Combined voltage and current – breakdown voltage, capacitance 

As it is shown in Figure 20 the voltage waveform is a relatively smooth and continuous shape 

that is easy to obtain accurate measurement of. The current waveform, however, features very 

fast, dynamic pulses that are difficult to measure and resolve accurately. This problem makes 

numeric determination of reactor electrical characteristics a more complex challenge than it 

might seem. This problem is illustrated by the wide discrepancies in literature over obtained 

values for DBD power consumption and capacitance via a range of methods [97], however a 

comparative study between the different method by Ashpis et al [98] shows that a “monitor 

capacitor” used to calculate power consumption via a Q-V plot yields the most accurate results. 

The “monitor capacitor” is a capacitor inserted in series with the DBD between the reactor and 

the ground, with the potential difference (Vm) measured across it. The capacitance of the monitor 

capacitor (Cm) is chosen to be much larger than that of the reactor (Ccell), i.e. Cm >> Ccell [97, 98]. 
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 The instantaneous charge (Qm) on the capacitor (With an assumed constant capacitance of Cm) is 

determined using Equation 12: 

𝑄!(𝑡) = 𝐶!𝑉!(𝑡) 

Equation 12 

where the current (Im) through the capacitor is obtained with Equation 13: 

𝐼! 𝑡 = 𝐶!
𝑑𝑉!(𝑡)
𝑑𝑡

 

Equation 13 

As they are in series with each other, the current through the capacitor must be equal to the 

current through the DBD (Icell), i.e. Im = Icell. The instantaneous power of the reactor is therefore 

determined using Equation 14: 

𝑃 𝑡 = 𝑉!"## 𝑡 ∙ 𝐼!"## 𝑡 = 𝑉!(𝑡) ∙ 𝐶!
𝑑𝑉!(𝑡)
𝑑𝑡

 

Equation 14 

where Vr is the potential difference across the reactor. The average power, 𝑃, over one cycle 

period (T) is therefore determined with Equation 15:  

𝑃 = 𝑓 𝑉!(𝑡) ∙ 𝐶!
𝑑𝑉!(𝑡)
𝑑𝑡

!

!

𝑑𝑡 = 𝑓 𝑉! ∙ 𝐶!𝑑𝑣! = 𝑓 𝑉!𝑑𝑄! 

Equation 15 

where f is the applied frequency, i.e. 1/T. The Q – V plot of the instantaneous charge on the 

monitor capacitor, against the instantaneous voltage across the DBD generates a hysteresis loop 

known as a Lissajous figure. Equation 15 shows that the area enclosed by the Lissajous figure is 

equal to the energy consumed per cycle, therefore when multiplied by the frequency it gives the 

reactor operating power.  

An example Lissajous figure generated using experimental data is shown Figure 22. The diagram 

also shows additional, important electrical characteristic data that can be obtained from the 

Lissajous figure, such as the burning voltage (Ub) of the reactor, as well as charge transferred in 

the plasma, and capacitances of the dielectric layer (Cdiel), the gap (Cg) and the overall cell (Ccell). 

Different parts of the lissajous figure correspond to different phases in the discharge cycle of the 

DBD. Taken from Figure 22, lines AB and CD correspond to the “discharge off” phase, when there 

is no plasma formation in the gap and the gradient of the line is equal to Ccell [94]. Where Ccell is 

composed from the gap capacitance (Cg), and the dielectric capacitance (Cdiel), applying Kirchoff’s 

law this is expressed by Equation 16. 
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Equation 16 

Lines BC and DA are the “active phase” of the discharge, when a plasma breakdown occurs. The 

gradient of these lines should, theoretically, be equal to the capacitance of the dielectric (Cdiel) 

for a “fully bridged gap” [99].  

 

Figure 22: Lissajous figure generated from sampling potential difference over a monitor 
capacitor, and potential difference over a DBD plasma reactor. Red dots indicate sample points 
of experimental data, and blue lines show linear models fitted to the data using a least squares 
method.  

The dielectric capacitance is determined entirely by the geometry of the DBD, which in the case 

of a typical, unpacked, coaxial DBD can be calculated using Equation 11. If the gap is not “fully 

bridged”, i.e. not all of the charge accumulated on the dielectric layer is transferred during the 

plasma discharge phase, the capacitance measured from the gradient of the lines BC and DA is 

less than Cd. This occurs due to some areas of the electrode not becoming saturated with 

microdischarges [95, 100]. Saturation of the electrodes, and consequent full charge bridging of 

the gap tends to happen through the application of voltages that greatly exceed the breakdown 

voltage [100] or through the usage of packing materials [72]. 

Peeters & Van De Sanden [95] have developed an alternative equivalent electrical circuit and 

accompanying numerical model based on the geometry of the Lissajous figure, that can be used 

for instances where the DBD is only partially discharging. This alternative equivalent geometry, 

shown in Figure 23, splits the circuit into a non-discharging (α) fraction, and a discharging 

fraction (β). 
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Figure 23: Alternative equivalent circuit of a partially discharging DBD, presented by Peeters 
& van de Sanden [95] 

This alternative equivalent electrical circuit and accompanying mathematical treatment, 

addresses the problem of the calculated (a.k.a. effective) dielectric capacitance from the 

Lissajous figure (ζdiel) (calculated from the gradient of lines BC and DA in Figure 22), being less 

than the actual dielectric capacitance of the reactor, Cdiel. However, in order to apply this 

alternative mathematical treatment of the DBD reactor requires the value of Cdiel to be well 

defined.  

In a packed bed reactor, the capacitance of the packing material should also be taken into 

account. Mei et al [72] have proposed a simple model where the gap capacitance, Cgap, is treated 

as the capacitance of the gas (cg) and packing material (cp) as though they were two parallel 

plate capacitors. This is a simplified relationship, and although the actual capacitive behavior of 

the packed bed is more complex than this simplified model, it cannot be easily described by a 

simple mathematical relationship. In reality, each packing particle would act as an individual 

capacitor of unknown capacitance. However, this approach to equivalent circuit modeling would 

be very difficult to apply an actually packed bed DBD, hence the model proposed by Mei et al 

[72] is currently the best approach to mathematical representation of packed bed DBDs. 

  



 56 

4 Experimental Design 

In order to investigate the effect of packing materials in a packed bed plasma reactor, the 

experimental rig has a requirement of some minimum capabilities. These are: 

1. An appropriate reactor in which a range of packing materials can be tested 

2. The means to safely deliver known concentrations of reactant gases to the reactor, 

and to deliver the product gases from the reactor to the analytical equipment 

3. A power supply to drive the reactor that is suitably matched to its electrical 

requirements, that can be controlled in a methodical and repeatable way 

4. Electrical characterization techniques that allow the calculation of essential 

parameters, e.g. Power consumption  

5. Gas analysis techniques that perform stably and reliably, and allow a complete mass 

balance of the gases over the reactor 

This chapter focuses on these minimum requirements, and in some cases additional capabilities 

of the experimental rig are also discussed. 

4.1 Introduction 

As with any new project, the approach to experimentation evolves over time as new challenges 

arise. This introduction to the experimental design chapter offers an insight into the timeline of 

the project, and shows how and why the experimental plan has evolved in response to the 

challenges that presented. 

The original experimental plan was to replicate the experiments of Futamura & Kabashima [76], 

where CO2 and H2O diluted with 97% N2, are co-reduced to generate syngas in a BaTiO3 packed 

bed reactor. The authors describe CO2 conversions up to 12.3%, H2 and CO yields of 12.4% and 

11.8% respectively, which they report as being approximately 20 times higher than a dielectric 

barrier discharge reactor that they were using as a comparator. The reactor design, described in 

[101], is a co-axial geometry with an inner electrode diameter of 16.6 mm, outer diameter of 

47.3 mm, gap distance of 15.4 mm, and a length of 127 mm. The reactor is driven by an 8kV, 50 

Hz AC power supply. The authors do not describe the presence of a dielectric layer, or the 

materials from which the electrodes are constructed. The results reported by Futumura & 

Kabashima demonstrated promise, and the intention was to develop their reactor and test it at 

higher frequencies (from 10 – 60 kHz). 
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The 1st generation reactor design was a Perspex and stainless steel construction, with similar 

dimensions to the reactor used by Futamura & Kabashima. The reactor is a coaxial geometry 

with a central stainless steel live electrode, external stainless steel ground and a Perspex 

dielectric layer on the inside of the ground. A diagram and an image of the 1st generation reactor 

are shown in figure: 

 

Figure 24: 1st Generation reactor. No longer used for experiments due to very large power 
requirement, as well as problems with arcing due to construction materials. 

A private supplier was found to make the 1st generation power supply, with the following 

specification, Power output – 500W, Frequency range – 10 – 60 kHz, Voltage output – 10 kV (20 

kV peak to peak). Unfortunately, there were a number of problems with these specifications, 

which were not foreseen, primarily due to inexperience. Firstly, Perspex is a very poor dielectric 

material as it has a low melting point, and a low dielectric strength leading to failure at low 

applied voltages. Secondly, due to the electrode spacing of the reactor the potential difference 

required to drive the reactor with a pure CO2 gas stream would be greater than 10 kV. Thirdly, 

due to the volume of the reaction chamber the power required to effectively drive the reactor 

would be very high, particularly with a pure CO2 stream. Finally, the specifications for the power 

supply are extremely demanding, especially considering it was to be designed and constructed 

by an amateur in a short space of time. 

The power supply never operated as it was specified to do so. The highest stable output voltage 

never exceeded 3.5 kV, as shown in Figure 25. If the voltage was increased beyond 3.5 kV, the 

output signal became very unstable over all frequencies, as shown in Figure 26. Unfortunately, 

although the high voltage output was insufficient to generate a stable plasma, through its 

instability it did cause an arc through the Perspex dielectric of the reactor, destroying it in the 

process. 
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Figure 25: Stable output at 3.5 kV from the 1st generation power supply 

 

Figure 26: Unstable output of the 1st generation power supply 

Both the 1st generation reactor and power supply were subsequently scrapped. 

The 2nd generation of power supply was a second hand Trek 10/10B high voltage amplifier. The 

2nd and 3rd generation reactor evolved from the necessity to progress quickly, which meant 

avoiding unnecessary delays in manufacturing. It was produced by the University glass blower 

from Borosilicate glass. The 2nd generation power supply and reactor operated relatively well 

together, but early experimentation showed very low CO2 conversions due to the limited power 

densities that could be applied using the 2nd generation power supply. A 3rd generation power 

supply, a Trek 10/40a-HS, was ordered and it effectively addressed the problems of having 

insufficient power. However, the high power of the 3rd generation of reactor caused failure of the 

2nd and 3rd generation reactors due to arcing over long periods of operation. Finally, a 4th 

generation of reactor was designed, with the main reactor body constructed from quartz glass, a 

material with a much higher dielectric strength and stability in a strong AC electric field than 

borosilicate glass. The details of this reactor are described in section 4.3. 
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4.2 Experimental Set-up Overview 

A schematic showing a block diagram of the experimental set-up is shown in Figure 27. 

 

Figure 27: Block diagram showing an overview of the experimental set-up 

Each component of the block diagram is described briefly below, with a more in depth 

discussion provided in the section indicated in brackets. 

The reactor used is a quartz glass coaxial DBD (Section 4.3) that can support approximately 3.5 

cm3 of packing material in the space between its electrodes, having an electrode spacing of 6 

mm. The range of gases used in the reactor are argon (CP grade), CO2 (CP grade), CO (research 

grade) and O2 (Research Grade) (all Supplied by BOC), at flowrates up to 200 ml/min each, 

controlled by Bronkhorst EL-Flow mass flow controllers (MFCs). The reactor is driven by a high 

voltage amplifier (Trek 10/40B-HS) (Section 4.4) with signal amplitudes up to 10 kV, at 

frequencies up to 10 kHz with a range of possible applied voltage waveforms generated by the 

analogue output of a Labview controlled data acquisition device (Section 4.4.2). Characterisation 

of the electrical properties of the reactor is achieved by sampling 3 signals (Section 4.4.3): 

voltage applied to the reactor, instantaneous current measured by a Rogowski coil, and the 

charge transferred in the reactor measured using a “monitor capacitor”. The reactor external wall 

temperature is monitored using an Omega USB IR temperature sensor. Product gas analysis is 

carried out using Fourier Transform Infrared (FTIR) Spectroscopy (Section 4.5.2) and Mass 

Spectrometry (MS) (Section 4.5.3). 
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4.3 Reactor Design 

The reactor is a coaxial type dielectric barrier discharge, fabricated from quartz glass. Packing 

materials are supported on an internal quartz glass support plate. The packing is fed into the 

reactor via a 3/8 inch, gas sealed, screw cap that sits opposite the gas inlet. The gas inlet and 

outlet are ¼ inch in external diameter in order to be used with plastic, ¼ inch push fit gas 

connectors. The reactor also features a small weir at the base in which any dust from packing 

materials collects, as well as any liquid that is condensing. This is particularly important when 

using hygroscopic packing materials (e.g. Alumina) as any water absorbed by the material 

collects here, rather than going to the analytical equipment. The condensed liquid can then be 

easily evaporated using a heat gun, this is typically carried out prior to carrying out an 

experiment in order to make sure the reactor contains minimal water vapour. 

The central, live electrode is an uncoated stainless steel rod, that is fixed in a central position 

from either end. The live end of the live electrode passes through a porous quartz glass packing 

support plate, with a 3mm hole drilled out of its centre. The floating end of the electrode is 

rounded and smoothed in order to reduce the formation of corona discharges on the tip of the 

electrode. The terminated end of the live electrode passes through a gas sealed, plastic screw 

cap, with the end of the electrode threaded into a male Genvolt 30 kV high voltage connector.  

The ground electrode is created using silver paint painted onto the exterior of the reactor body, 

with this connected to the ground cable using a tightly connected copper strip and a crocodile 

clip. Silver paint is used for the ground material as the electrode sits directly on the surface of 

the dielectric, with no space for a gap in which an air plasma can form between the electrode 

and the dieletric material, potentially affecting the outcome of the electrical measurements 

made. Silicone sealant is applied to the edges of the painted ground electrode in order to 

prevent plasma discharges that over time are found to corrode the silver paint electrode.  

An overview of the reactor, showing the key features, is shown in Figure 28. 
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Figure 28: Annotated reactor image and diagram 

The reactor dimensions of the active plasma region are shown in Table 4: 

Table 4: Reactor dimensions in which plasma generation occurs 

Parameter Dimension 

Outer Diameter 15 mm 

Internal Diameter 13 mm 

Wall Thickness 1 mm 

Live Electrode Diameter 3 mm 

Ground Electrode Length 18 mm 

Inter Electrode spacing 6 mm 

Volume between electrodes 2.3 cm3 

Packed Bed Volume 3.5 cm3 

 

4.4 Power supply operation & electrical characterisation 

4.4.1 Overview 

In order to generate plasma in the reactor, and to collect data to characterise its behavior a 

range of experimental equipment is required. A diagram showing the equipment used, and the 

direction and type of electronic signal transmission is shown in Figure 29. 
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Figure 29: Experimental setup used for plasma generation and characterization. Showing type 
and direction of the electronic signals transmitted. 

A high voltage amplifier (Trek 10/40a-HS) is used to drive the reactor, the properties of which 

are given in Table 5. The high voltage (HV) output signal is applied to the central, live electrode 

of the reactor. The HV output is monitored using an oscilloscope (Picoscope 6404c) using the 

amplifiers built in HV monitor (Signal verified using Tektronix P6015A High Voltage probe). The 

high voltage cable that is used to carry the HV signal passes through a wide band current 

monitor (Pearson Electronics 4100 - Rogowski coil) connected to the oscilliscope that is used to 

monitor instantaneous current. The ground cable from the reactor is connected back to the HV 

amplifier, via a 47 nF (±10%), polyester layer capacitor connected in series with the reactor. This 

capacitor is used to measure total charge transferred during a plasma discharge cycle in the 

reactor by measuring the potential difference across it, a method discussed in section 3.2. This 

potential difference across the capacitor is measured using a 10:1 passive oscilloscope probe 

(Picoscope TA133) connected to the oscilloscope. The HV output signal generated by the 

amplifier is controlled by a Labview operated National Instruments USB–6211, a data 

acquisition device (DAQ) that is used to generate analogue signals, i.e. it operates as a function 

generator. Depending on the experiment being carried out, data from the oscilloscope is either, 

collected and analysed in real time using Labview, or collected using the Picoscope software for 

subsequent export to a Mathematica based analysis program. 
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Table 5: Trek 10/40A-HS operational parameters 

Description Specification 

Output Voltage Range 0 to ±10 kV DC or peak AC 

Output Current Range 
0 to ±40 mA DC or AC rms, 

Peak =  ±120 mA for 1 ms 

Slew Rate 900 V/ µs 

Large Signal Bandwidth 
DC to greater than 9 kHz (The unit will trip when the 

maximum bandwidth is reached) 

Internal Capacitance 133 pF 

4.4.2 High Voltage Signal Generation Performance 

For a plasma generation system, the power supply must be matched to the reactor. The output 

signal voltage, frequency, and current capacity must be similar to the requirements of the 

reactor. Also, as the reactor behaves as a resistive-capacitive load, the power supply should be 

able to act as both a sink and a source of current. It is important to understand the limitations of 

the equipment available, and although to a certain extent matching of reactor with power supply 

can be a trial and error process, there are guidelines and estimations that can be used to inform 

decisions regarding the power source.  

Trek recommends using the formula given in Equation 17 to calculate the peak current (Ipeak) 

required of the power supply for generating a Sine output signal. 

Ipeak = (Cload + Cint) � π � f  � Vp-p 

Equation 17 

where Cload is the load capacitance, Cint is the power supply internal capacitance (133 pF), f is the 

AC frequency to be used, and Vp-p is the peak-to-peak voltage (20 kV) to be applied. Using 

Equation 11, it is possible to calculate an estimate for the maximum reactor capacitance (Cload) of 

the empty reactor as approximately 50 pF 2. Equation 17 can be rearranged to solve for 

maximum operating frequency, substituting in known values and taking peak current (From 

Table 5) as 120 mA, f can be calculated as 10,360 Hz. 

Experimental determination of the performance of power supply for driving the reactor shows 

that the possible operating frequency ranges from DC to approximately 11 kHz (with a 10 kV 
                                                        
2 𝐶! =

!!!!!!!

!" !!!
!

 Max reactor capacitance occurs during the discharge on phase, i.e. Ctot = Cd. 

Using reactor dimensions and properties for quartz glass: ε0 = 8.854E-12, εq = 3.8, l = 0.018, d = 
0.0065, x = 0.0005. ∴ Cd = 51.3 pF 
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Sine wave) before the power supply trips (i.e. Peak current > 120 mA), using an empty reactor in 

pure CO2. This agrees very well with the calculated limit to operating frequency, and 

consequently gives a limit of 10 kHz to the frequency range that can be used in this 

experimental work. 

In this work, the DAQ is used to generate a low voltage signal, which is amplified 1,000 times by 

the amplifier in order to drive the reactor. The sample rate limit to the analogue output of the 

DAQ is 250,000 samples per second. Given that the maximum signal output frequency of the HV 

amplifier can be taken as ~10 kHz, a signal generated by the DAQ at this frequency with a 

sample rate of 250 kHz would generate a signal with 25 samples per cycle. This sample rate 

would not be a problem for generating sine waves from the amplifier, but it may be problematic 

for signals that inherently require a fast rise time, e.g. square waves. The effect of the sampling 

rate of 25 samples per cycle on the signal output of a square wave is shown in Figure 30.  

 

Figure 30: Effects of sample rate on generation of a square wave. Sample frequency shown is 
25 samples per cycle. The dashed red line shows the input signal to the sample generator, 
whilst the blue signal shows the output with points indications sample locations. 

Although the output signal is clearly affected by the sample rate, causing the square wave to 

become distorted, it is only a problem if the output signal rise time from the DAQ is longer than 

the HV amplifier output signal rise time. Figure 31 compares the signal from the DAQ (blue) with 

the HV amplifier (red). The reported rise rate (slew rate) of the signal from the HV amplifier is 

900 V/µs. Using an oscilloscope, the measured rise rate of the signal from the DAQ is 4,016 V/µs, 

which gives a HV output signal rise rate of 854 V/µs. Using the square wave input from a 

dedicated function generator the measured rise time of the output high voltage square wave is 

861 V/µs. This gives less than 1% reduction in rise time using the DAQ compared with a function 

generator. 
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Figure 31: NI USB-6211 analogue signal output (Blue), and HV amplifier signal output (Red) 
compared for a square wave at 5 kHz and 10 V / 10 kV. Data collected using Picoscope 

software. 

4.4.3 Electrical Characterisation  

As shown in Figure 29, there are 3 electrical signals that are monitored using the oscilloscope 

that are collected in order to characterise the behavior of the reactor: 

1. High voltage output from the amplifier 

2. Instantaneous current measured using a wideband current monitor 

3. Reactor charge transferred, measured from the potential difference over a capacitor 

in series after the reactor 

Figure 32 shows a sample oscilloscope trace of all 3 of these (unprocessed) signals, with 3 

different time scales shown. The time scale for the top image is 100 µs/div, and the middle and 

lower images are sections from the original oscilloscope data magnified by 8x and 2,048x 

respectively.  
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Figure 32: Sample oscilloscope trace showing unprocessed signals of voltage, instanenous 
current and charge transferred in the plasma. Data is obtained using 300 – 500 µm Al2O3 

particles, with a 5 kHz, 10 kV, Sine wave in 50% CO2 – 50% Ar. Oscilloscope set-up: Sample 
Interval - 800 picoseconds, 100 µs/division. Image generated using Mathematica. 

From the graphs shown in Figure 32 it is possible to see that processes that can be observed 

with the oscilloscope happen over a wide range of timescales. The applied voltage (blue) in this 

example is sinusoidal with an amplitude of 10 kV, at a frequency of 5 kHz. The instantaneous 

current signal (red) in the image shows a number of very fast, high amplitude pulses occurring, 

this is indicative of plasma micro discharges. Although the oscilloscope is sufficiently fast to 

accurately resolve these events (800 ps sample interval), the minimum usable rise time of the 

current monitor is limited to 10 ns. This limits the quantitative application of this device for very 
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short duration events. For an insight into the timescales of microdiscarges, the duration of the 

pulse shown in Figure 32 is approximately 150 ns, although it is expected in high CO2 

concentrations this value will significantly decrease. Falkenstein & Coogan [93] report individual 

microdischarge pulse durations in DBDs ranging from 15 to 200 ns in mixtures of N2 and O2, with 

increased concentrations of more electronegative O2 causing a significant decrease in pulse 

duration.  

If a QV plot (shown in Figure 33) of the scaled and processed signals from Figure 32 is made, i.e. 

charge measured by the monitor capacitor (green) plotted against applied voltage, the burning 

voltage of the reactor can be easily measured. As described in section 3.2, the x-intercepts of the 

Lissajous figure correspond to the burning voltage of the reactor. In this example, Figure 33, 

shows that the burning voltage is between approximately 4 – 4.8 kV and -3.7 – -4.3 kV on the 

two opposing parts of the cycle.  

 

 
Figure 33: Example Lissajous plot 

The data used to plot Figure 33 is based on 3 ½ cycles of the applied AC signal. The data 

presented in Figure 33 appears to be noisey during the plasma discharging phase of the 

Lissajous figure as multiple steps appear in the data. This is actually due to microdischarge 

pulses transferring large amounts of charge during individual current pulses. This can be 

confirmed by carefully examining the middle graph in Figure 32, the high amplitude, long 

duration pulses shown by the red line (instantaneous current), correspond with large step 

changes in the green line (charge transferred). The magnitude and duration of these pulses is 

clearly of academic interest, so further data smoothing techniques should not be applied to 

eliminate these features in order to obtain, for example, more easily readable breakdown 

voltages. Alternatively, collecting large sample sizes and applying linear regression techniques 

to automatically fit models to the data is preferable. This allows the integrity of the information 

contained within the data to be maintained, whilst allowing the possibility to analyse a range of 
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data sets quickly, with the possibility of easy retrospective analysis of data sets that are of 

particular interest. 

Electrical signals are analysed using two different software packages, both of which are based 

on the methods described in section 3.2: 

1. A Labview method for live calculation of reactor power consumption. This uses the Q-V 

plot Lissajous method to calculate the area confined by the hysteresis loop multiplied 

by the applied frequency, and subsequently averaged out over 200 discharge cycles. The 

Labview program is shown in the appendix in section 9.1. 

2. A Mathematica based method where a range of electrical characteristics are obtained 

from the Q-V Lissajous plot. This includes reactor capacitances, charge transferred 

during a discharge cycle, breakdown voltage, and power. The sample method is user 

controlled, with data collected using the Picoscope software and exported as “comma 

separated values”. Up to 200 discharge cycles are used, at sample intervals equating to 

6.4 ns, typically giving approximately 12.5 million samples. The Mathematica program is 

shown in the appendix in section 9.2 

The Labview program is used to generate the power consumption data used in chapter 6, whilst 

the Mathematica program is used for analysis of the data in chapter 7.  

The Mathematica program consist of 8 steps: 

1. Importing and preparing data. 

2. Smoothing of data. This uses the Savitzky-Golay method [102] of data smoothing, which 

is a well documented technique to minimise signal distortion whilst improving the 

signal-to-noise ratio. 

3. Removing invalid data points (e.g. infinite values). 

4. Generating a Q-V Lissajous plot. 

5. Finding approximate maxima, minima and intercepts of the plot. 

6. Using arbitrary relationships based on these intercepts and extrema to define 4 separate 

regions corresponding to the 4 different phases of the hysteresis loop. 

7. Using a least squares method to fit 4 separate linear models to this data 

8. Extracting useful data from the linear models. 

A sample of the Q-V Lissajous plot generated using this program featuring the 4 linear models 

and the input raw data is shown in Figure 34. 
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Figure 34: Lissajous figure with 4 independent linear models corresponding to different phases 
of the plasma discharge cycle.  

4.5 Product Gas Analysis 

4.5.1 Introduction 

The product gases from the reactor are analysed by one of two methods, either Fourier transform 

infrared spectroscopy (FTIR), or mass spectrometry (MS). Initially, gas analysis was attempted 

using gas chromatography (GC) with a thermal conductivity detector (TCD). However, it was 

found that over a period of about month that the calibration of the GC was drifting, with the 

measured concentration of gases appearing to increase. Prior to each experimental run, a stream 

of 100% CO2 was sent to the GC to check the calibration. At the point at which the GC method 

was no longer used, the CO2 concentration from this pure stream of CO2 was measured as 130%. 

The GC manufacturers (Agilent) state that corrosive gases can damage the TCD. The TCD consists 

of a wire heated to 250°C with a coating to prevent oxidative damage to it. Highly corrosive 

gases can damage this coating, and so damage to it would appear initially as increase in the 

sensitivity of the GC, consistent with the effects that were being observed with the laboratory 

GC. One of the possible product gases from plasma initiated CO2 reduction is O3 [103], and this 

was not being detected in the GC. It is also known that in DBD reactors that O3 production is 

inhibited by high temperature due to rapid degradation of the molecule leading to formation of 

O2 and atomic oxygen, a very powerful oxidizing agent [104]. The possible cause for the 

degradation of the TCD could have been temperature induced decomposition ozone leading to 

formation of atomic oxygen, which in turn would degrade the protective coating of the TCD. 
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Alternative analysis methods to GC were sought, and FTIR was deemed an appropriate 

alternative as it is able to detect CO2, CO and O3. Initial tests using FTIR demonstrated the 

presence of O3 in the product gas, providing evidence for the cause of the change in behavior of 

the GC. In addition to FTIR, mass spectrometry was additionally utilised as an analytical 

technique as it allows real time observation and analysis of the product gases. A full description 

of the method development used for the FTIR and MS are given in sections 4.5.2 and 4.5.3. 

4.5.2 Fourier Transform Infrared Spectroscopy 

Fourier Transform Infrared spectroscopy (FTIR) is an optical technique where infrared light over 

a range of wavelengths is passed through a sample of a specimen of interest. This sample will 

then absorb some of the light in a characteristic wavelength dependant upon its composition. A 

detector on the opposite side of the specimen sampling system will quantify the subsequent 

change in light intensity relative to a reference cell. The Beer-Lambert law, given by Equation 

18, is used to determine the concentration of a species based on this change in light intensity. I0 

is defined as the light intensity passing through the reference (background) cell, I is the light 

intensity passing the through the sample of interest, ε is the molar absorptivity of the species of 

interest (N.B. This parameter varies dependent upon wavelength of the light applied), l is the 

path length of light through the sample, and c is the species concentration. 

Equation 18 

log
𝐼
𝐼!
= 𝜀𝑙𝑐 

 FTIR is a technique that can be applied for solid, liquid or gaseous samples. The FTIR is used to 

quantify the concentration of CO2, CO and O3 from the outlet of the reactor. FTIR can only be 

used to detect and quantify molecules that are “IR active”. Molecules are IR active if a molecular 

vibration (See section 2.2.2 for more information on vibrational excitation) causes a change in 

the dipole moment of a molecule. Consequently a number of gases that are used and produced 

in this experimental work cannot be detected, for example O2 and Ar. In order to be able to carry 

out a complete mass balance additional gas analysis techniques are required, hence mass 

spectrometry is used in addition to FTIR.  

The general procedure for using an FTIR consists of two steps. The first step is to take a 

background measurement, and the second step is to take a sample measurement. The 

background is the scan against which all subsequent scans are measured, i.e. it is the equivalent 

of zeroing the instrument. The sample is the scan that is used to obtain experimental 

concentration data. The choice of gas composition used for a background scan has an impact on 

the outcome of the subsequent measurements. There are two options for choice of background 
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gas composition; either to use an IR inert gas such as argon or nitrogen, or to use the gas 

composition that is being used as the experimental feed to the reactor (e.g. 90% Ar and 10% 

CO2). If the former option is chosen, then all peaks in sample scans will appear as positive peaks 

on the y-axis. The disadvantage to this method is that it is difficult for a user to observe small 

changes in gas composition, as well as it being difficult to tell when the FTIR is taking poor 

quality samples. This is due to the fact that the CO2 peak will always appear relatively much 

larger than any other peaks in the spectrum. The latter method is beneficial, as increase in the 

concentration of a gas appear as positive peaks, and decreases in the concentration of a gas are 

observed as negative peaks. It is also much easier for an FTIR user to observe when the FTIR is 

taking poor quality samples. The disadvantage to this method is that it may be less effective at 

measuring very small changes in CO2 concentration; this is due an overlap in the IR spectra of 

CO2 and water vapour. This is explained in more detail later. The choice of gas composition for 

the background in this work is gas with the experimental gas feed composition, i.e. the latter 

option. 

Before using an FTIR there are a number of important considerations that need to be taken into 

account, the first is to make sure that the accessories being used with the FTIR are appropriate 

for the application. The gases that are being detected, CO2, CO and O3, show absorbance peaks in 

the regions from approximately 500 to 4000 cm-1 wavenumbers. A table summarising the FTIR 

accessories and the reason for their selection is summarised in Table 6. The FTIR itself is a 

Varian 660-IR. 

Table 6:  A summary of FTIR accessories and fittings used, and their properties that are critical in their 
selection 

Accessory Specification Properties Manufacturer 

IR Source    

Detector Mercury 
Cadmium 

Telluride (MCT) 

High sensitivity, and operable range from 650 
– 8,000 cm-1 wavenumbers 

Varian 

Beam 
Splitter 

   

Gas cell 
window 
material 

Germanium Transmission range from 830 - 5,000 cm-1 

wavenumbers. Not soluble in water, non-toxic. 
Durable. 

Kromatek 

Gas Cell 
Path Length 

5 or 10 cm 2 different gas cells, allows option of a long 
path length for high sensitivity to trace gases, 

as well as small volume allowing for faster 
and more sensitive performance with very low 

flow rates 
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4.5.2.1 FTIR Calibration – Peak selection 

In order to use the FTIR for quantitative analysis of the product gases, it must first be calibrated. 

Any IR active species will have a number of characteristic peaks. The area under a peak is 

proportional to the concentration of the species, as defined by the Beer-Lambert law. The 

process of calibration therefore involves passing the gases of interest through the FTIR gas cell 

over a range of concentrations, and measuring the change in the area of the peaks. In order to 

find the area of the peaks, the peaks themselves need defining. There are 5 points required to 

define one peak, the centre point, the left and right edges, and the left and right baselines. The 

centre point has no impact on the area calculation; it is used simply to define the name of the 

peak by the software. The left and right edges constrain the integration to an interval on the x-

axis. The left and right baseline points are used to define the region within which the baseline is 

“flat”. The left and right baseline points are connected by a straight line, this acts as the 

boundary above which the area of the peak is calculated. Each peak must be defined in such a 

way that the peaks of other components will have minimal effect on the integration calculation 

that corresponds to the species concentration. 

Calibration of the FTIR requires careful consideration of the spectrum of each IR active species 

that may be present. These species are CO2, CO and O3 from the reactor, as well as H2O in both 

gaseous and liquid forms that can originate from absorbed water in the packing material, as well 

as atmospheric water vapour. The characteristic spectra for each species of interest are shown in 

Figure 35 to Figure 39.  
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Figure 35: IR transmission spectrum of carbon dioxide. CO2 at 26.7 kPa, diluted with N2 to a 
total pressure of 80 kPa. Path Length – 10 cm, resolution 4 cm-1, instrument – Dow KBr 
foreprism.  [105] 

 
Figure 36: IR transmission spectrum of carbon monoxide. Note that rotational lines in the 
region 2000 - 2250 cm-1 wavenumbers are smoothed in this spectrum. An experimental 
spectrum of carbon monoxide would show peaks in the same region, and general shape but 
would consist of a large number of narrower peaks. Carbon monoxide at 53 kPa diluted with N2 
to 80 kPa. Path Length – 10 cm, resolution 4 cm-1, instrument – Dow KBr foreprism. [106] 
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Figure 37: IR transmission spectrum of ozone. The main peaks corresponding to ozone 
absorbance occur at approximately 1000 – 1100 cm-1 wavenumbers. The concentration of 
ozone is estimated to be 40 ppm. There is absorption due to two unknown species, at 2244 and 
2215 cm-1 wavenumbers, as well as absorption due to CO2 at 2376 cm-1. Path length – 1000 cm, 
resolution 2 cm-1, instrument – Beckman IR9. [107] 
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Figure 38: Liquid water IR transmission spectrum. Pure liquid water. Path Length – capillary, 
AgCl plates. Resolution 4 cm-1. Instrument – Dow KBr foreprism. [108] 

 

 

Figure 39: Gaseous water IR transmission spectrum. Species concentration, instrument, 
resolution and path length not specified. [109] 
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An ideal experimental FTIR spectrum is shown in Figure 40. Please note that in this figure, a 

positive value for absorbance indicates an increase in a species concentration, and conversely a 

negative value indicates a decrease in a species concentration, the reason for this is discussed in 

further detail in section. With reference to figures Figure 35 Figure 37, it can clearly be seen that 

there is an increase in the concentration of CO and O3, and a decrease in CO2 concentration.  

 

 
Figure 40: Typical FTIR spectra obtained experimentally for the reduction of CO2. This data is 
taken from an experimental run using 50 ml/min CO2, 50 ml/min Ar, with 500-850 µm Al2O3 
particles in plasma generated at 10 kV, with a 5 kHz square wave. 

A positive carbon monoxide peak is seen clearly at the 2,000 – 2,300 cm-1, as well as a small but 

positive ozone peak at 1,000 – 1,100 cm-1. Peaks corresponding to a decrease in CO2 

concentration can be seen at 600 – 800 cm-1, 2300 – 2400 cm-1, and at 3500 – 3800 cm-1. 

The CO2 peak at 2,300 – 2,400 cm-1 is poorly defined in Figure 40, this is due to the IR 

absorbance of this particular CO2 peak being sufficiently strong to absorb most of the infrared 

light passing through it, even at low CO2 concentrations. This can be illustrated by examining a 

background scan that was taken prior to this sample, shown in Figure 41. It can be seen that the 

peak at 2,300 – 2,400 cm-1 has a response of zero, indicating that all IR in this region is being 

absorbed by the sample. Consequently, although there is a strong absorbance peak in this 

region, it can only be used as an indicator of CO2 concentration when CO2 is at an initial 

concentration of less than approximately 3 mol%. Therefore an alternative peak must be used 

for the calibration. The CO2 peak at 600 – 800 cm-1 is too close to the limit of the spectral range 

of the current FTIR set-up to give accurate data, this can also be seen in Figure 41.  
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Figure 41: Background spectrum for a 50-50 mix of argon with CO2 

Therefore the peak that must be used for calibration of the FTIR for CO2 is in the spectral region 

from 3500 – 3800 cm-1 wavenumbers. This peak, however, is also not without its limitations. A 

comparison between Figure 39 and Figure 35 shows a significant overlap in the absorbance 

peaks for water vapour and CO2 in this region. This can also be seen in Figure 41, where in the 

region from 3500 – 4000 cm-1 there are clearly two strong negative peaks from CO, as well as 

the characteristic “spikey” peaks from water vapour. This overlap in FTIR signature is not a 

problem if the gases exiting the reactor are dry, and the changes in CO2 concentration are 

sufficiently large that the relative effect of water vapour is insignificant. The graph in Figure 42 

shows a poor quality FTIR spectrum, with the clarity of the CO2 peak suffering as a consequence 

of it’s overlapping spectral region with water vapour. Such results are problematic, as it becomes 

very difficult to take an accurate measurement of CO2 concentration when the noise caused by 

water becomes excessive. 

Fortunately, measurement of carbon monoxide concentration is much simpler, and does not 

have quite the same problems as CO2. There is only one pair of peaks for carbon monoxide, as 

shown in Figure 36, that absorb in the region from 2000 – 2300 cm-1. The adjacent CO2 peak at 

2300 – 2400 cm-1 has an effect of “pulling” the left edge of the CO peak down. This effect can 

cause errors in the measurement of carbon monoxide concentration. In order to avoid this 

problem, the CO peak can be split into two separate peaks, at approximately 2000 – 2150 cm-1, 

and 2150 - 2300 cm-1. If just the peak at 2000 - 2150 cm-1 is used as the calibration area, then 
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the measured concentrations of CO are not affected by change in CO2 concentration, and are 

therefore more accurate. 

 

Figure 42: A poor quality FTIR spectrum. The species shown in this graph, their corresponding 
wavenumbers, and their relative change in concentration are: Decrease in CO2 at 600 – 800 
cm-1, 2300 – 2400 cm-1, and at 3500 – 3800 cm-1. Decrease in water vapour, 1200 – 2000 cm-1, 
and 3500 – 4000. Increase in liquid water (Possibly some minor condensation), at 3000 – 3500 
cm-1. Increase in CO, 2000 – 2300 cm-1. Increase in ozone, 1000 – 1100 cm-1. 

 

Figure 43: A summary of spectral regions used for the calibration of the FTIR. CO2 (Red) – 
3772– 3510 cm-1. CO (Blue) 2143 – 2003 cm-1. O3 (Green) 1077 – 990 cm-1. 
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Selecting the appropriate spectral region to determine ozone concentration is relatively 

straightforward, as there is no other species in the gas mixture that has an adjacent or 

overlapping peak. The peak in the region from 1000 – 1100 cm-1 is used to define the 

calibration area for ozone. A summary of the spectral regions used to calibrate the FTIR is shown 

in Figure 43, note that the numbers stated are the exact values used in the calibration files for 

the FTIR. 

4.5.2.2 Method of FTIR Calibration – CO2 and CO 

In order to calibrate the FTIR for CO2 and CO, the experimental rig must undergo some minor 

alterations. A diagram showing a schematic for the CO and CO2 FTIR calibration rig is shown in 

Figure 44. 

The primary difference between the typical experimental schematic, and that shown in Figure 44 

is the absence of the plasma reactor, and also the positioning of the mass spectrometer after, 

rather than before the FTIR. The mass spectrometer in this position can be used to determine 

when gas composition inside the FTIR sample cell is stable, allowing for a greater confidence in 

the accuracy of the calibration procedure. 

It is important to ensure that the conditions under which the FTIR is calibrated are as similar as 

possible to the typical experimental conditions. I.e. The FTIR set-up accessories and sample 

collection method (E.g. FTIR resolution) must be identical, gas flowrates and mixture 

compositions used should be similar. 

Although the Beer-Lambert law states that the relationship between species concentration and 

absorption is linear, under some circumstances, such as very high or low gas concentrations, a 

quadratic relationship is actually more appropriate. The FTIR is calibrated for CO concentrations 

ranging from 0 – 5 mol%, CO2 concentrations ranging from 95 – 100 mol%, and O3 

concentrations up to 1 ppm using a quadratic relationship.  

Method of FTIR Calibration - Ozone 

The FTIR calibration for ozone requires a different method to CO and CO2.  As ozone is a 

relatively unstable molecule, it is not possible to buy it commercially as it would very quickly 

degrade to oxygen in storage. Therefore, the only way viable way to produce ozone is in the 

plasma reactor. To produce ozone, a feed stream of pure oxygen is connected to the reactor and 

Figure 44: Modified schematic for calibration of the FTIR with the gasses CO and CO2 
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the electrical properties being applied to the reactor, such as voltage and frequency, are varied 

in order to try to produce a range of ozone gas concentrations. The product gases are passed 

from the reactor and through the FTIR gas cell, the concentration of the ozone is then 

determined using a simple chemical test based on the discolouration of a dye, indigo 

trisulphonate. This is based on a method originally developed by Bader and Hoigné [110]. In 

order to carry out this calibration the experimental setup must be modified again, a schematic of 

this setup is shown in Figure 45. 

 

 

4.5.3 Mass spectrometry 

Mass spectrometry (MS) is a highly sensitive analytical technique used to determine the 

chemical composition of a substance. It can be used for volatile liquids and gases and can be 

used for time resolved qualitative and quantitative analysis. In the mass spectrometer an ionised 

species is detected based on its mass to charge ratio, m/z. A mass spectrometer consists of 3 

sections, 1) an ion source, 2) mass separation, and 3) species detection. The mass spectrometer 

used in this thesis is a Hiden Quantitative Gas Analyser (QGA), which is a type of quadrupole 

mass spectrometer. An image of the 3 mass spectrometer components that are essential for 

species detection in the QGA are shown in figure Figure 46. 

 

Figure 46: Mass spectrometer components used for species detection found within the Hiden 
QGA (Image taken from [111]) 

Plasma 

reactor  

Mass flow 
controllers 

FTIR Oxygen 
Ozone 

Chemical Test 

Figure 45: Modified schematic for calibration of the FTIR with Ozone 
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The mass spectrometer generates a constant stream of charged particles with an ion source, by 

electron impact ionsation, at the gas inlet to the MS. The ionised particles pass into a 

quadropole, which consists of 4 long, parallel, cylindrical rods to which a radiofrequency (RF) 

with a superimposed DC electric field is applied. The direction of motion of the ionised particles 

is affected by the applied field. By tuning the voltage applied to the quadropole, ions with a 

specific mass to charge ratio can be allowed to pass to the detector. In the QGA, two different 

detectors are available, a Faraday detector and a multiplier detector. In each type of detector, 

when an ion hits the detector it generates a current which is detected by an amplifier. The 

magnitude of the current is directly proportional to the number of ions striking the detector. In a 

multiplier detector, the ions striking the detector initiate electron avalanches that effectively 

magnify the amplitude of the current generated in the detector per incoming ion. 

The mass spectrometer operates at a reduced pressure, 3×10-6 torr, in order for ionised species 

entering the MS to have a sufficiently long mean free path to not collide with another molecule 

before reaching the detector. However, due to natural variation in atmospheric pressure, 

temperature, and cycling of the external pump, the operating pressure of the MS is prone to 

fluctuation. The concentration of a detected species, determined by its mass to charge ratio, is 

expressed in terms of partial pressure relative to the QGA operating pressure. Consequently, in 

order to quantitatively use the mass spectrometer, the concentration of the species of interest 

must be measured relative to a species with a fixed concentration, i.e. the use of an internal 

standard is essential. It is desirable for the internal standard used in an MS experiment to have 

three properties, 1) for it to be monatomic, 2) for its principal ion to have a mass to charge ratio 

within the same order of magnitude of the species of interest, and 3) for its characteristic m/z 

signal to not overlap with the species of interest. The carrier gas used in this thesis is Argon, as 

it fulfills these 3 criteria. The reasons for these criteria is because the m/z peaks detected in a 

mass spectrometer can appear to be very complex, even in a system with very components. The 

fragmentation pattern obtained from argon is shown in Figure 47. 
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Figure 47: Argon QGA fragmentation pattern. Instrument settings used: Electron energy – 70 
eV, Emission - 250 µA, Focus – 90 V. Peaks occur at m/z = 40, 36, 20 and 18 due to the 2 most 

common isotopes, 40Ar and 36Ar, and the respective single and double ionised forms. 

Consider the species that are expected from the experiment, CO, CO2, Ar, O2 and O3. Also 

consider that due to the high sensitivity of the mass spectrometer, and the difficulty in 

completely isolating external gas leaks into the system, that the MS will also detect small 

concentrations of N2 and water vapour from atmospheric sources. If we include only the 

possibility of single ionisation events, with only the most common isotopes considered, we 

would have 7 different species with 6 independent m/z peaks. This number is reduced to 6 

different species with 5 independent peaks, as O3 (which would be found at m/z = 48) cannot be 

detected due to its instability. The overlapping peaks are due to CO and N2 sharing a peak at m/z 

= 28. This result is already problematic, as CO is the species that we are most interested in 

detecting. However, this problem is further compounded when we consider the possibility of 

species cracking, double ionisation events and isotopes. Taking CO2 as an example, the following 

cracking reactions are possible: 

12C16O2 + e- è 12C16O2
+ + 2e-  (Peak at m/z = 44) 

12C16O2 + e- è 12C16O+  + O + 2e-  (Peak at m/z = 28, and formation of unstable O) 

12C16O2 + e- è 12C16O  + O+ + 2e-  (Peak at m/z = 16, and formation of unstable ionised O) 

This can also lead to recombination reactions of unstable species: 

16O + 16O+  è 16O2
+   (Peak at m/z = 32) 

and considering the isotope 13C: 

13C16O2 + e- è 13C16O2
+ + 2e-  (Peak at m/z = 45) 

or for the possibility of single or double ionisation events, using Ar as an example: 

0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36 38 40 42 44 46 48 50
10-8

10-7

10-6

10-5

10-8

10-7

10-6

10-5

Mass to charge ratio, m/z

C
ou
nt
s



 83 

40Ar + e- è 40Ar+ + 2e-  (Peak at m/z = 40) 

40Ar + e- è 40Ar2+ + 3e-  (Peak at m/z = 20) 

These examples show how a single species can create multiple peaks. Taking a closer look at 

the CO2 example, and comparing to the species that we are interested in detecting, CO2 not only 

generates a peak at m/z = 44, but also at m/z = 28 and 32, the expected characteristic peaks for 

nitrogen and carbon monoxide (m/z = 28), and oxygen (m/z = 32) respectively. Although this 

overlap appears to be a significant problem, in most cases it can be compensated for by 

considering the relative contribution to any m/z peak for each non-ionised species that is 

present. Peaks caused by cracking of molecules, double ionization events and isotopes are 

typically relatively much smaller than the main peak, with their amplitude proportional to the 

main peak, and therefore predictable. Shown in Figure 48 is the cracking pattern for pure CO2 

generated in the QGA, with the electron energy at the ion source set to 70 eV. The possible ions 

that are causing each peak are labeled. 

 

Figure 48: Pure CO2 cracking pattern obtained from the Hiden QGA. Instrument settings used: 
Electron energy – 70 eV, Emission - 250 µA, Focus – 90 V.  

The height of each peak is directly proportional to the concentration of ions generated by the 

fragmentation of CO2 as it passes through the ion source. As expected, CO2
+ ions generate the 

largest peak (5.30 × 10-6), with 16O+ (4.27 × 10-7) and CO+ (3.36 × 10-7) ions 2nd and 3rd largest 

peaks respectively. This indicates that for an ion source electron energy of 70 eV, using a pure 

CO2 stream, that the peak height at m/z = 16 and 28 will be 8.0% and 6.3% of the peak height at 
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m/z = 44 respectively. Also worth noting is that the peak at m/z = 32, the same expected peak as 

oxygen, has a height of 3.00 × 10-8, which equates to 0.57% of the peak height at m/z = 44. The 

contribution of CO2 to these peaks could theoretically be accounted for in the mass spectrometer 

calibration methodology, as no other species in the gas mixture would have a peak at m/z = 44, 

which would make removal of secondary CO2 peaks relatively straightforward.  

However, the relationship between fragmentation pattern characteristic peak heights of any 

given compound is non-linear in the presence of other compounds, particularly noble gases. This 

can be explained by considering that the ion source to the QGA is a non-equilbrium plasma, and 

therefore similar non-linear behavior that is observed with different gas mixtures in the 

laboratory plasma also occur in the ion source. In experiments where the gas concentration of 

noble gases is kept relatively constant, it is reasonable to approximate that the relationship 

between the heights of the secondary m/z peaks relative to the primary peak is constant. This 

allows the contribution of the secondary peaks to be accounted for, as in most cases the 

variation in relative secondary peak height is insignificant compared with the height of a primary 

peak found at the same m/z.  

There are two potential methods to compensate for these problems in non-linearity in the 

method of measurement: 

1. Measure fragmentation patterns of different compounds to be detected for a range of 

different gas compositions that are similar to those that are expected to be found 

experimentally. Identify overlapping peaks, and mathematically account for the relative 

contributions of secondary fragments to primary peaks in order to determine species 

concentration. This method requires extensive preparation prior to experimental work. 

2. Prior to an experimental run, feed two different gas compositions through the reactor to 

the mass spectrometer. One with a gas composition consisting of just expected product 

gases (CO and O2), and carrier gas (Ar) at concentrations close to those expected limit of 

the experiment, and the other at the feed composition of gas that is to be used in the 

experiment, i.e. CO2 and Ar. The concentrations of the compounds of interest obtained 

experimentally can then be found by linear interpolation between the measured values 

at each m/z peak height value. This method is easier to implement, but requires more 

time spent on post experimental analysis.  

As mentioned earlier in this section, O3 concentration cannot be measured using mass 

spectrometry due to its instability. Results from FTIR indicate the O3 concentration is 

typically very low, and does not exceed 100 ppm during these experiments. The selectivity 

of CO, compared to other possible products, C and O3, is sufficiently high that it is possible 

to carry out a reactor mass balance using data from either the MS, or the FTIR, without 
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depending on the other instrument for supporting data. Therefore, for the experiments 

carried out in this thesis, the 2nd method (i.e. linear interpolation) described above is used to 

calculate CO2 conversion in the reactor. 
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4.6 Materials Characterisation 

Two different packing materials are tested in this thesis, barium titanate (BaTiO3) (Supplied by 

Catal UK ltd) and alumina (Al2O3) (Sigma Aldrich). In order to understand the behavior of the 

plasma discharge when these materials are packed into the reactor, it is important to try to 

understand the properties of the packed bed as well as the materials themselves. The material 

properties that are considered to be of most interest for this work are the composition, the 

dielectric properties, and the catalytic activity of the materials. As received, both the Al2O3 and 

BaTiO3 are in the form of 3 mm, approximately spherical pellets. The particles in the size ranges 

from 180 – 300, 300 – 500, 500 – 850, 850 – 1400, and 1400 – 2000 µm are created by 

repeatedly using a pellet crusher to break up the 3 mm pellets into smaller pieces. The mixed, 

crushed pellets are then sieved using Retsch test sieves with a vibratory sieve shaker (Retsch AS 

300 Control), with the mesh sizes corresponding to the desired particle sizes. Sorting particles by 

this method is known to separate them by their second largest dimension; hence further particle 

size characterization should be undertaken. 

4.6.1 Packed bed characterisation 

In order to determine gas residence time in the reactor, it is required to determine the properties 

of the packed bed. In order to achieve this the reactor is filled with a known mass of the 

different sizes of particles (2g of BaTiO3, or 5g of Al2O3 due to differences in density), and the 

length of the packed bed is measured.  

As alumina is hygroscopic and is very difficult to completely dry, the packing material is stored 

for a week in identical atmospheres in open containers before being tested. This is assumed to 

equilibrate the mass fraction of atmospheric water in the Al2O3 in each sample. Density of the 

material tested is approximated by measuring the mass of 30 spheres, then dividing the total 

mass by the approximated total volume occupied by the spheres. The total volume occupied by 

the spheres is determined by measuring the diameter of each individual sphere using a caliper, 

calculating the volume of each sphere, then summing the values to obtain a total volume. 

Void fraction of the packed bed is determined by calculating the total bed volume occupied by 

the spheres plus the voids, calculating an equivalent mass of the bed volume if it was to be fully 

packed with spheres, and then subtracting the difference between the hypothetical equivalent 

mass of the bed volume occupied, and the actual mass of the bed.  

Measured void fraction results for BaTiO3 are shown in Figure 49. 
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Figure 49: Void fraction measured for different particle sizes for BaTiO3 and Al2O3 in the 
packed bed reactor 

4.6.2 Method of materials electronic characterisation 

The electronic properties of a material are determined using 2 different analytical methods, 

Inductance – Capacitance – Resistance (LCR) testing and ferroelectric testing. Both of these 

testing methods require the material to be characterised to be in the form of a cylindrical pellet 

with an approximately constant thickness, and uniform surface area on either face. In order to do 

this the sample to be tested is carefully polished from a spherical shape, to a pellet shape. A 

diagram illustrating this process is shown in Figure 50. 

 

Figure 50: The process of preparing spherical samples for electronic characterisation 

Characterisation of the electronic properties of a material is typically carried out using 2cm, 

cylindrical pellets with a thickness of approximately 50 µm for ferroelectric testing, and 100 µm 

for dielectric testing. In order to prepare the samples by the process shown in Figure 50, the 

spherical particles are fixed to an SEM pellet stub with beeswax, then using clean, unused 

sandpaper polished down until the approximate desired thickness is achieved. The sample is 

then cleaned by submersing it in acetone in a sealed 5 ml vial, then placing it in an ultrasonic 
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bath. After cleaning, the sample thickness is measured using calipers at a number of points to 

ensure uniformity. If the sample is at the desired thickness, it is stored for testing. If not, either 

the process of polishing is repeated until the desired thickness is achieved, or if the sample is 

too thin, it is discarded. Stored samples are prepared for testing by carefully applying a gold 

paste to either side of the pellet that acts as an electrode, taking care to avoid applying the 

paste to the perimeter of the sample, then firing for 1 hour at 200 °C. The samples are then 

polished around the perimeter using P1000 (Super fine) sandpaper in order to remove any 

residual gold paste that may be present. 

The dielectric constant of the material is measured using a Labview operated LCR meter (HP 

4284A Precision LCR meter), with a custom built sample holder contained within a tube furnace. 

This allows the temperature, and frequency dependence of the dielectric constant to be 

measured. In order to confirm that the BaTiO3 sample behaves a ferroelectric, and displays the 

characteristic ferroelectric hysteresis loop, the sample is tested in a Radiant Technologies rt-66a 

standardized ferroelectric test system. Additionally, in order to test the composition of the 

material, the BaTIO3 samples are tested scanning electron microscopy with energy dispersive x-

ray spectroscopy (SEM-EDS). Due to the high porosity of the Al2O3 samples, electrodes applied to 

the pellets migrate into the pores and cause short-circuiting when trying to measured dielectric 

constant. Therefore, the value for the dielectric constant used for Al2O3 is assumed to be ε = 9. 

4.6.3 Results of BaTiO3 testing 

The result for the measured dielectric constant from the LCR test at 1,000 Hz is shown in Figure 

51.  
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Figure 51: Results of LCR testing of BaTiO3. The Curie point is observed at 127 °C, and 
dielectric constant is found to be approximately 4,000 at 25 °C, at a frequency of 1,000 Hz. 

The data indicates that the curie point of the material is at 127 °C, whilst the dielectric constant 

measured in the region from 25 – 100 °C is approximately 4,000. The measured values for 

dielectric constant and curie point are comparable with those reported in literature [112]. As 

stated in section 2.3.3, BaTiO3 behaves as a ferroelectric material below its curie point. When the 

temperature increases through the curie point, the structure of material changes from being 

tetragonal to cubic and the material loses its characteristic ferroelectricity. The results of the 

ferroelectric test (shown in Figure 52) demonstrate that the BaTiO3 sample used in the 

experiments behaves as a ferroelectric material. 

 

Figure 52: Ferroelectric test of BaTiO3, showing the characteristic hysteresis loop of a 
ferroelectric material 
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In order to determine the composition, and to observe the microstructure of the samples SEM-

EDS is used. Shown in Figure 53 and Figure 54, are two representative SEM-EDS images, and 

accompanying compositional data, of the BaTiO3 samples. The EDS data in Figure 53, shown 

below the SEM image, indicates an approximately equimolar presence of the elements barium 

and titanium in the pellets, which, combined with the ferroelectric test data, and the dielectric 

testing, is consistent with the sample being predominantly made from BaTiO3. The EDS data in 

Figure 54, which is representative of the small dark patches that are found randomly, but 

uniformly, distributed throughout the samples indicates the presence of ~ 10 mol% aluminium in 

these regions. This is likely to be due to contamination in these regions with an alumina species. 

Overall, the concentration throughout the material is very low. From the SEM image, the density 

of this region is very high, so the alumina is likely to have very little catalytic effect in the 

plasma reactor due to having a very low surface area, regardless of crystalline phase. 

Additionally, the effect on electric field in the plasma reactor is likely to be insignificant. 
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Figure 53: SEM image and EDS analysis of “Spectrum 1”, a sample area of the surface of one of 
the Barium Titanate pellets. Spectrum 1 and its EDS is representative of the light grey area 
observed in the SEM that forms the majority of the composition of the pellet. 
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Figure 54: SEM image and EDS analysis of "Spectrum 2", a sample area of the surface of one of 
the BaTiO3 pellets. Spectrum 2 and its EDS data is representative of the dark grey area 
observed in the SEM that appears as a randomly, but evenly distributed impurity through the 
pellets. 

 

  



 93 

 

4.7 Experimental method 

Two novel sets of experiments have been carried out, both of which investigate the use of 

packed bed DBDs in mixed atmospheres of argon and CO2. Two packing materials are used, 

BaTiO3 and Al2O3, with 6 different particle sizes ranging from 180 – 2000 µm, using the reactor, 

equipment and analytical techniques described in chapter 4. The purpose of this chapter is to 

succinctly describe the procedure that was used during each experiment. 

4.7.1 Experiment 1: Effect of particle size on CO2 conversion in 
a packed bed DBD 

The aim of this experiment is to determine the effect that changing packing particle size, 

material, and gas composition has on the conversion of CO2 in the reactor, and the overall 

efficiency of the process. The results of this experiment are given in section 5.1.1 to 5.1.3. 

For this experiment, 3 different gas compostions are used: 90% Ar – 10 % CO2, 50% Ar - 50% 

CO2, and 100% CO2. Total gas flow rate is used at a fixed value fixed of 100 ml / min in order to 

keep the residence time of gas in the reactor constant at each particle size. The voltage applied 

to the reactor is in the range from 5 – 10 kV, with the waveform being applied to the reactor 

being a squarewave at a frequency of 5 kHz. 

Monitoring of voltage applied to the reactor, power consumption and frequency is carried out 

using the LabView based method described on page 68. Gas analysis is carried out using either 

FTIR or MS, with experimental repeats being carried out using both instruments on independent 

runs. The quantity of packing material charged in the reactor is done on a volumetric basis such 

that the reactor is packed to 5 mm above the top edge of the ground electrode, i.e. the volume 

of packing material used in the reactor is 3.5 cm3. Prior to running an experiment, the reactor is 

purged with pure argon for 20 minutes, and a 10 kV, 10 kHz square wave argon plasma is used 

to dry the packing material, with a heat gun used to dry the reactor. 

After the reactor is well dried, the feed gas composition is applied to the reactor. Dependent 

upon whether FTIR or MS is used, this procedure varies slightly. If FTIR is being used, the gas is 

fed at the feed composition to the reactor for 60 minutes before an experiment is started. If MS 

is used, 2 different gas compositions are used, an intial composition for a duration of 30 minutes 

before switching to the feed composition, again for a duration of 30 minutes prior to beginning 

an experiment. Both of these timings are to allow the gas concentration to become stable, as 

Al2O3 is found to absorb gases, particularly CO2, in the reactor, additionally, when using the FTIR 
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the volume of the gas cell must be displaced a number of times before the measured 

concentration becomes stable. The timings and gas flowrates are controlled via the Bronckhorst 

Flowplot Software. The 2 different compositions are used so that experimental gas 

concentrations can be interpolated from mass spectrometer data. 

Table 7 

Composition Number Initial Composition Feed Composition 

1 90% Ar – 5% CO – 5% O2 90% Ar – 10% CO2 

2 50% Ar – 25% CO – 25% O2 50% Ar – 50% CO2 

3 50% CO – 50% O2 100% CO2 

 

As described in section 4.4.2, the power supply is controlled by a Labview operated PC, with a 

National Instrument DAQ with an analogue output. For this experiment, the voltage applied to 

the reactor is initialised at 10 kV peak (20 kV peak to peak), and goes through stepwise 1 kV 

decreases (2 kV peak to peak) every 20 minutes until it reaches 5 kV (10 kV peak to peak), where 

it continues for a further 20 minutes before switching off the HV power source. At this point data 

is collected for a further 30 minutes and then the experiment is switched off. 

4.7.2 Experiment 2: Effect of particle size on reactor electrical 
characteristics in a packed bed DBD 

The aim of this experiment is to try to understand the cause of the change in CO2 conversion 

observed in experiment 1. The results of this experiment are given in section 6. 

For this experiment, 11 different gas compositions are used, from 100% Ar to 100% CO2 in 10% 

concentration increments (e.g. 90% Ar – 10% CO2, 80% Ar – 20% CO2, etc…). Gas composition is 

monitored using the mass spectrometer in order to determine the stability in the behavior of the 

reactor, but MS data is not recorded as concentration data could not be calculated from the data 

that is generated by this method. The power supply is again controlled using the Labview 

operated PC, with NI DAQ. In this case, applied electrical properties are changed with a number 

of different settings and are discussed on a case-by-case basis. Frequency is applied in the range 

from 1 – 10 kHz, with square or sine waves, at voltages from 5 – 10 kV. Determination of reactor 

electrical characteristics is done using the Picoscope – Mathematica based method described in 

4.4.3, with details given in the appendix in section 9.2. 
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5 Experimental Results 
5.1.1 CO2 conversion in Al2O3 packed beds 

Shown in Figure 55, Figure 57, and Figure 58 are CO2 conversion plotted against plasma input 

power in an Al2O3 packed bed at CO2 inlet concentrations (balanced with Ar) of 10%, 50%, and 

100% CO2 respectively.  

 

Figure 55: CO2 conversion plotted against plasma power in an Al2O3 packed reactor. Inlet gas 
composition is 10% CO2, 90% Ar with a total flowrate of 100 ml/ min. Reactor is driven by a 5 
kHz Square wave, with voltage stepped between 5 – 10 kV. Error for 180 – 300 µm particles is 
based on 5 repeats, with error bars indicating one standard deviation. Other particle sizes and 
the empty reactor data are based on two repeats with standard deviation estimated from 180 – 

300 µm particle sizes. 

Figure 55 shows that in all cases, for any applied power that the smallest particles (180 – 300 

µm) size range, give the highest conversion (26.9%) in 90% Ar – 10% CO2 mixtures. A similar 

trend is observed with the next smallest particle size (300 – 500 µm, max conversion = 19.9%), 

although the effect is less pronounced. Particle sizes from 500 µm to 2000 µm give very similar 

CO2 conversions to each other for any given applied power. For example, at an input power of ~ 

14 W, 500 – 850, 850 – 1400, and 1400 – 2000 µm particles all give a CO2 conversion of 

between 14.3 – 15.1 %, whilst 180 – 300 µm particles give conversions of 24.3 %, and 300 – 

500 µm predicted conversion is ~ 18.3%. These are increases of up to 70% and 28% respectively 

for the same plasma power. With decreasing powers, these large differences in CO2 conversion 

tend to become less significant, for example, at powers lower than 10 W, the CO2 conversion for 

300 – 500 µm Al2O3 is approximately equal to those obtained with larger particles. Also, the 
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relative difference between the conversion obtained with the 180 – 300 µm particles, compared 

to larger particle sizes decreases. Comparing the empty reactor with the Al2O3 packed reactor, it 

is clear that the Al2O3 packing is beneficial for CO2 conversion, with conversion being at least 

80% higher at input power > 14 W with the unpacked reactor. It must also be taken into account 

that the residence time in the unpacked reactor is ~ 1.35 seconds as opposed to ~ 0.46 seconds 

with the largest particle sizes. With previous studies typically showing that lower gas flow rates, 

and therefore increased residence time tends to increase CO2 conversion [67, 75]. 

 

Figure 56: Measure of plasma power difference from mean for each applied potential 
difference for an Al2O3 packed reactor with 10% CO2 – 90% Ar. Values above the line at Δ∆P = 0 
indicate an above average power consumption. Error bars are not included as the graph 
becomes too difficult to easily read. 

In addition to this, and illustrated by Figure 56, when the voltage applied to the reactor is 7 kV 

or greater and the reactor is packed with particles smaller than 500 µm, the power drawn by the 

reactor at any given applied voltage significantly exceeds the mean power of all particle sizes in 

the reactor. Conversely, at voltages less than 6 kV, the opposite trend is observed, smaller 

particles sizes draw less power for any given applied voltage. There appears to be a strong 

relationship between particle size, and power drawn by the reactor, as all particle sizes have an 

influence on reactor power consumed. Interestingly, the unpacked reactor draws similar amounts 

of power to the reactor packed with the largest particle sizes at voltages of 8 kV and greater, 

whilst at lower voltages it draws more power than the packed reactor with any particle size of 

Al2O3.  

This result also indicates that the behaviour of the plasma discharge (at these gas 

concentrations) must be significantly different with the 2 smallest particle sizes compared to the 
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larger ones, as the average current drawn by the reactor is much larger at high voltages. It is not 

clear, however, whether the significant increase in CO2 conversion is due to a catalytic effect as a 

result of the increased surface area available for reactions, or due to the difference in the 

behavior of the plasma discharge itself, or even a combination of both effects.  

 

Figure 57: CO2 conversion plotted against plasma power in an Al2O3 packed reactor. Inlet gas 
composition is 50% CO2, 50% Ar with a total flowrate of 100 ml/ min. Reactor is driven by a 5 

kHz Square wave, with voltage stepped between 5 – 10 kV.  

Figure 57 shows CO2 conversion in 50% Ar – 50% CO2 mixtures. Please note that the max value 

of conversion is significantly reduced between Figure 58 and Figure 57, from 26% to just 5%. 

This is due to the total flowrate (100 ml /min) being kept constant in order to keep reactor 

residence time approximately constant between experiments. Presenting data for CO2 

conversion as absolute values, (e.g. in ml of CO2 converted per minute) allows comparison of CO2 

conversion between different gas compositions, an example of this is shown in Figure 59 and 

Figure 60. 

Similarly to Figure 55, Figure 57 shows that with high input powers that the smallest particles 

show the highest conversions. For an input power of 15W, the particles with the highest 

conversion of CO2 are the 180 – 300 µm particles, with decreasing conversion for each 

incrementally increasing particle size. The difference between the highest and lowest values for 

CO2 conversion at high input powers is less significant compared with the results presented in 

Figure 55, e.g. at 15 W the CO2 conversion with 180 – 300 µm particles is 54% higher than those 

obtained with 1400 – 2000 µm particles (Compared with the 70% difference obtained at 14 W 

with the 90% Ar – 10% CO2 mix). Again, CO2 conversion in the unpacked reactor is lower than for 
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the Al2O3 packed reactor, although the relative change of CO2 reduction is reduced compared to 

the higher 90% Ar concentration reactor. 

However, as input power decreases, similarly to Figure 55, these differences in conversion 

rapidly become less pronounced. Moreover, comparing small and large particles, the power of 

the plasma is much lower with small particle sizes at the same applied voltage. Take, for 

example, the cluster of points that occurs at about 8 – 9 W, these represent an applied voltage 

of 8kV with particle sizes from 500 – 2000 µm particles. However, for 180 – 300 µm particles at 

an applied voltage of 8 kV, the plasma power is just 5 W. For the same applied voltage, the 

power decreases by 40% when comparing the smallest with the largest particles. This decrease 

in power is likely to be due to the discharge not occurring in all of the void spaces of the packed 

bed, this consequently leads to a related drop in conversion due to decreased gas – plasma 

contacting. It should be noted that in the reactor with this gas composition, that at voltages of 6 

kV or lower in both the Al2O3 packed and unpacked reactors the potential difference applied to 

the reactor is insufficient to maintain a plasma discharge. 

 

Figure 58: CO2 conversion plotted against plasma power in an Al2O3 packed reactor. Inlet gas 
composition is 100% CO2 at a flowrate of 100 ml/ min. Reactor is driven by a 5 kHz Square 

wave, with voltage stepped between 5 – 10 kV. Data for particle sizes from 180 – 850 µm as no 
CO2 conversion occurs at any applied voltage. 

Figure 58 shows CO2 conversions obtained in 100% CO2, only the data for the largest particle 

sizes (850 – 1400, and 1400 – 2000 µm) at 8 - 10 kV is included. No CO2 conversion occurs with 

particle sizes less than 850 µm, this is due to no plasma discharge occurring in the void spaces 

of particles of this size. With a pure CO2 feed, the largest particle size gives the highest CO2 

conversion, and any benefits from having smaller particle sizes are eliminated. 
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This result does not necessarily indicate that with pure CO2 feeds that plasma discharges cannot 

occur in beds with small particle sizes, but rather than much higher electric field strengths are 

required for larger electrode spacings.  

 

Figure 59: Applied voltage (left) and plasma power (right) plotted against absolute CO2 
conversion (in ml of CO2 converted per minute) in for 180 – 300 µm Al2O3 particles with 50% 
Ar – 50% CO2 and 90% Ar – 10% CO2 gas mixtures. 

Figure 59 shows absolute values for CO2 conversion measured in ml/min of CO2 converted for 

180 – 300 µm particles of Al2O3. The right hand graph, showing input power vs absolute 

conversion, indicates that a similar amount of CO2 is converted for any similar input powers, with 

the 90% Ar concentration reactor being able to convert slightly more CO2 per watt of power. The 

left hand graph shows CO2 conversion as a function of applied voltage. At any applied voltage, 

conversion of CO2 in the 90% Ar reactor is significantly higher. Although at high input voltages 

these differences in CO2 conversion tend to decrease.  

 

Figure 60: Applied voltage (left) and plasma power (right) plotted against absolute CO2 
conversion (in ml of CO2 converted per minute) in for 1400 – 2000 µm Al2O3 particles with 
100% CO2, 50% Ar – 50% CO2 and 90% Ar – 10% CO2 gas mixtures. 

Figure 60 shows absolute values of CO2 converted for 1400 – 2000 µm Al2O3 particles under 

different gas feed conditions. Similarly to Figure 59, Figure 60 shows that per watt of input 

power, similar quantities of CO2 are converted in the packed bed, although very high 

concentrations of CO2 do lead to lower absolute values of conversion. Similarly again, if these 

results are compared on the basis of the applied voltage, with increasing CO2 concentration in 
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the gas less CO2 is converted per volt applied, until voltages of 9 – 10 kV are applied at which 

point the absolute CO2 conversion figures become similar to each other.  

With Figure 59 and Figure 60 it must be noted that although absolute values of CO2 conversion 

can be used to make some comparisons between gas compositions, this comparison is not used 

to suggest that reactor operating conditions are equivalent. Gas plasma contacting is likely to be 

non-ideal, i.e. gas treatment is not uniform, therefore each plasma discharge in the 50% CO2  – 

50% Ar contains 5 times more CO2 than the 10% CO2 – 90 % Ar mix, meaning that in absolute 

terms more CO2 is available to be converted.  

5.1.2 CO2 conversion in BaTiO3 packed beds 

Similarly to the results presented for Al2O3, the data for the BaTiO3 packed bed is presented in 

Figure 61 to Figure 64 as CO2 conversion plotted against power for gas compositions of 90% Ar 

– 10% CO2, 50% Ar – 50% CO2, and 100% CO2. 

 

Figure 61: CO2 conversion plotted against plasma power in a BaTiO3 packed reactor. Inlet gas 
composition is 10% CO2, 90% Ar with a total flowrate of 100 ml/ min. Reactor is driven by a 5 
kHz Square wave, with voltage stepped between 5 – 10 kV. Error for 180 – 300 µm particles is 
based on 3 repeats, with error bars indicating one standard deviation. Other particle sizes are 
based on two repeats with standard deviation estimated from 180 – 300 µm particle sizes. 

The most interesting feature of the data presented in Figure 61 is the 180 – 300 µm particle size 

yielding the highest conversion of CO2 at input powers greater than ~9 W, corresponding to an 

applied voltage of 9 kV or greater. All other particle sizes, with the exception of the 300 – 500 

µm particles, give remarkably similar results to each other. They draw similar powers for any 

given applied voltage, and convert similar amounts of CO2. The 300 – 500 µm particles follow a 
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different trend, having the lowest conversion of CO2 for each applied power. In addition to this, 

these 300 – 500 µm particles also draw the lowest power for each applied voltage, particularly 

at low applied potential differences. However, given the relative magnitude of the error in CO2 

conversion and power consumption, it would be unreasonable to make any conclusions about 

the nature of the plasma in the 300 – 500 µm packed bed based on this data set. On the other 

hand, and similarly to the case of Al2O3, it is reasonable to state that the nature of the plasma 

discharge in the 180 – 300 µm particle sizes at voltages of 9 kV or greater must be different to 

the plasma discharge in particles with sizes greater than 300 µm. If the effect was due solely to 

increased surface area enhancing CO2 reduction by a surface reaction mechanism, then it would 

be expected that the 300 – 500 µm particles would yield the second highest CO2 conversions, 

rather than the lowest. Comparing the BaTiO3 packed reactor with the unpacked reactor, the 

unpacked reactor appears to yield a higher CO2 conversion. Although it should be noted that 

these data sets are not directly comparable as the residence time in the unpacked reactor is 

approximately ~1.36 seconds, as opposed to 0.4 – 0.5 seconds in the packed reactor. However, 

this is still an unusual result as the Al2O3 packed reactor yields a significantly higher CO2 

conversion, particularly at high power inputs. Also, BaTiO3 has been reported to enhance 

conversion of CO2 in a packed bed reactor compared with an unpacked reactor, regardless of the 

reduction in residence time that is induced by adding packing material into reactor [72].  

 

Figure 62: CO2 conversion plotted against plasma power in a BaTiO3 packed reactor. Inlet gas 
composition is 50% CO2, 50% Ar with a total flowrate of 100 ml/ min. Reactor is driven by a 5 kHz 
Square wave, with voltage stepped between 5 – 10 kV. Error is based on two repeats of each 
experiment. 

Figure 62 shows CO2 conversion in BaTiO3 packed reactors, where the feed composition is 50% 

Ar – 50% CO2. The 180 – 300 µm particles show the lowest CO2 conversion for any applied 
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power. 300 – 500 µm particles then show the 2nd lowest conversion for any applied power, 

except for at input powers > 10 W, where it appears that the CO2 conversion exceeds that 

obtained with larger particle sizes. However, this trend does not fall within the margins of the 

error bars so no conclusions can be made regarding this behaviour. The 3 largest particle sizes, 

again, show very similar trends to each other, with very little discernible difference between the 

CO2 conversions obtained at each applied power. This implies that there is no difference in the 

behavior between the 3 different sizes of particles. Interestingly the relationship between 

applied power and CO2 conversion with the smallest particle sizes (<500 µm) follows a very 

different trend to the larger particle sizes (>500 µm), with the curves being a concave, rather 

than a convex shape. The cause of this change in shape of these trends is not clear, although it 

may be related to the distribution of the sizes of void spaces in tightly packed reactors.  

By examining the relationship between applied voltage and difference from the mean power, as 

shown in Figure 63, it becomes clear that with applied voltages of 8 kV or less, there is a 

difference in the behavior of the reactor, with incrementally decreasing sizes of particle, the 

power consumption per applied voltage decreases. This is likely to be due to the reactor only 

partially discharging with these gas conditions, with the volume of the packed bed discharging 

being reduced with decreasing particle size. I.e. for the same applied voltage, less power is 

drawn by the reactor with smaller particle sizes, which is likely to be due to the reactor only 

partially discharging.  

 

Figure 63: Measure of plasma power difference from mean for each applied potential 
difference using a BaTiO3 packed reactor at a gas composition of 50% CO2 – 50% Ar. Values 
above the line at Δ∆P = 0 indicate an above average power consumption. Error bars are not 
included as the graph becomes too difficult to easily read. 
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Figure 64 CO2 conversion plotted against plasma power in a BaTiO3 packed reactor. Inlet gas 
composition is 100% CO2 with a flowrate of 100 ml/ min. Reactor is driven by a 5 kHz Square 
wave, with voltage stepped between 5 – 10 kV. Error is based on two repeats of each 
experiment. 

Figure 62 shows the use of a BaTiO3 packed bed for CO2 reduction in 100% CO2 streams. In this 

experiment, the highest CO2 conversion occurs with the largest particle sizes. CO2 conversion 

decreases incrementally with each decreasing particle size. CO2 conversion occurs at every 

applied voltage with almost all particle sizes. This is a stark contrast to the Al2O3 and unpacked 

reactors, and can only be justified by stating that BaTiO3 reduces the breakdown voltage of the 

reactor, even with the smallest particle sizes. This is most likely due to the ferroelectric nature of 

the material giving it a high dielectric constant, and potentially electron emission properties that 

might not otherwise occur.  

Unlike the 50% CO2 – 50 % Ar case with the BaTiO3 packed reactor, the trends in the data with 

particle sizes < 1400 µm can be described as concave, where as with the 1400 – 2000 µm 

particles the relationship is convex, but almost linear. The data supports the hypothesis that this 

concave trend is related to the distribution of void spaces between particles, as an increase in 

CO2 concentration should theoretically increase breakdown voltage. Hence this effect would 

begin to apply to larger particle sizes, as longer void spaces would be required in order to 

accelerate electrons to have sufficient energy to initiate a discharge. 

  



 104 

5.1.3 Efficiency of CO2 conversion 

Although the experiment has not been designed for optimum efficiency of conversion of CO2, 

process efficiency will be one of the most important factors in determining the viability of a 

plasma based method for carbon dioxide utilisation. In addition to this, in some circumstances 

the efficiency data can provide an insight into reaction mechanism, as some mechanisms 

inherently limit efficiency. Many of the trends related to applied voltage, input power and gas 

composition are well documented, and so they are not covered extensively here. Efficiency is 

calculated using Equation 8, given on page 42.  

 

Figure 65: Efficiency plotted against reactor input power for all different packing materials 
and gas compositions tested. Particle size is 1400 – 2000 µm in cases where particles are used.  

Figure 65 shows efficiency as a function of reactor input power for BaTiO3, Al2O3 and with an 

unpacked reactor at 90% Ar – 10% CO2, 50% Ar – 50% CO2, and 100% CO2. Where packing 

material is used, the size is 1400 – 2000 µm.  

The data in this graph shows that for 10% CO2 and 50% CO2 gas mixtures, that as reactor input 

power decreases, the efficiency of conversion tends to increase with Al2O3, BaTiO3 and the 

unpacked reactor. This trend is strongest with the empty and Al2O3 packed reactor, compared 

with the BaTiO3 packed reactor, and is in good agreement with observations relating power and 

efficiency made by other research groups. When the highest input CO2 concentration is used, the 

efficiency of the reactor tends to decrease as input power decreases, a result that is not 
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commonly observed and may be indicative of the reactor partially discharging. Although, it must 

be remembered that only BaTiO3 yields any conversion of CO2 at input voltages of 8 kV or lower 

in 100% CO2.  

Comparing gas compositions with each other, 10% and 50% CO2 mixtures give similar 

efficiencies in Al2O3 packed beds and the empty reactor at all applied powers. Other groups have 

reported that efficiency tends to increase with increasing CO2 concentration [58].  

Efficiency of conversion is highest in the Al2O3 packed reactor, with the BaTiO3 packed and 

empty reactors having similar efficiencies under this condition.  

 

 

Figure 66: Efficiency plotted against reactor input power for all different packing materials 
and gas compositions tested. Particle size is 180 – 300 µm in cases where particles are used.  

Figure 66 shows efficiency as a function of reactor input power for all 180 – 300 µm packing 

materials and gas compositions tested. In order to understand the change in reactor behavior, 

the identified trends in Figure 65 (Large particles) are compared with Figure 66 (Small particles). 

The data used for the empty reactor is identical in both graphs.  

Examining the case of Al2O3 packing, it is found that with the 10% CO2 feed, that similarly to 

Figure 65, efficiency increases with decreasing power. However, with a 50% CO2 feed, the 

efficiency is seen to decrease with decreasing input power, this behavior is different to the trend 

identified in Figure 65. This same trend, decreasing power correlated with decreasing efficiency, 

is observed for all gas compositions in the BaTiO3 packed reactor. As stated previously, this may 
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indicate that the reactor is partially discharging in cases where this occurs. This trend of 

efficiency decreasing with applied power is more pronounced with smaller particle sizes, or 

higher CO2 concentrations.  

In the case of the smallest particle sizes, Al2O3 again shows the highest efficiency, followed by 

the unpacked reactor, with the BaTiO3 having the lowest (excluding two cases in 10% CO2 at 

high input powers).  

The highest efficiency obtained from all cases is ~ 4.5%. This is relatively low for a packed bed 

reactor, and is a reflection of the operating conditions not being optimized for this reactor.  

5.1.4 Relationships between measured outer wall temperature 
and observed changes in reactor behaviour 

 

Figure 67: Measured outer wall temperature as a function of reactor input power. Please note 
that the wall temperature is measured from a point on the outside of the wall, and the values 
shown here are therefore representative of the minimum average temperature that is found 
inside the reactor. Dashed line indicates a 2nd order polynomial best fit line applied to each 
different gas composition.  

Shown in Figure 67 is the measured outer reactor wall temperature as a function of reactor input 

power. A strong positive relationship between reactor input power and measured outer wall 

temperature is observed, with gas composition as well as reactor packing material also affecting 

the measured temperature. The measured wall temperature at a given power input is linked to 

packing material as follows, from lowest measured temperature to highest: BaTiO3 < Al2O3 </≈ 

unpacked reactor. Gas composition is also seen to have an effect on the reactor wall 

temperature, with higher CO2 concentrations correlating with higher wall temperatures at high 
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input powers. The relationship between reactor temperature, gas composition, and packing 

material becomes more clear upon examining each power vs. temperature plot dependent upon 

the packing material used. Shown in Figure 68 is the data from Figure 67 separated by the 

packing material used. 

 

Figure 68: Measured outer wall temperature as a function of reactor input power. Please note 
that the wall temperature is measured from a point on the outside of the wall, and the values 
shown here are therefore representative of the minimum average temperature that is found 
inside the reactor. 

The reactor temperature is found to be correlated with CO2 conversion, but this is most likely 

due to CO2 conversion and temperature both being a function of reactor power. CO2 reduction to 

CO is likely to be limited at high temperatures due to fast, exothermic, reverse reactions of CO 

and oxygen containing species occurring (I.e. combustion). 

Brehmer et al [103] have demonstrated a relationship between reactor temperature and ozone 

production, with high temperatures appearing to inhibit either the generation or the stability of 

high concentrations of ozone. Ozone concentration was monitored solely with the 90% Ar – 10% 

CO2 set of experiments. However, the data collected, despite numerous repeats, was not always 

consistent due to changes in gas temperature, humidity, and the ozone concentrations being 

generated being, in some cases, at the detection limit of the FTIR with the set-up that was being 

used. The ozone concentration data is therefore presented as a fraction of the highest stable 

ozone concentration measured, 428 ppm. No significant trend was found that relates particle 

size to ozone concentration, however this may be due to insufficient good quality data being 
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collected in order to observe a trend. The strongest relationship with ozone concentration is 

found between packing material, input power, and measured outer wall temperature.  

 

 

Figure 69: Relationship between reactor temperature and ozone concentration for Al2O3 and 
BaTiO3 at a feed gas composition of 90% Ar – 10% CO2. The plot markers are scaled to indicate 
reactor power, with larger markers indicating a higher power. Ozone concentration is 
measured relative to the highest measured stable ozone concentration, 428 ppm. Which 
occurs at 72 °C with 8.2 W input power in 180 – 300 µm Al2O3 packing. 

The relationship between reactor temperature and ozone concentration is shown by Figure 69. 

The data for BaTiO3 shows that with increasing reactor power the ozone concentration increases 

almost linearly, with seemingly no effect of temperature limiting ozone concentration. Al2O3, 

which generates much higher concentrations of ozone, shows that moderate powers tend to 

have the highest ozone concentrations. Higher input powers, where measured wall temperature 

is also highest, have much lower ozone concentrations. This data is not sufficient to state that 

there is a relationship between ozone concentration and temperature, although O3 is known to 

decay very rapidly at high temperatures.  

 Figure 70, however, shows ozone concentration plotted as a function of FTIR scan number. FTIR 

scan number can in this case be considered as time. The reactor is turned on at 10 kV shortly 

before scan 1 occurs. Immediately afterwards, ozone concentration is seen to be at a maximum, 

with measured concentrations being between 650 – 750 ppm immediately after the reactor is 

switched on. Shortly after this peak, the ozone concentration rapidly decreases to its 2nd lowest 

point on the graph, whilst still being at the same applied voltage (and similar corresponding 
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power) at 10 kV. This decrease in ozone concentration corresponds with an increase in the 

reactor temperature, at this point reactor temperature is at its stable high point, with a measured 

outer wall temperature of 110 °C. From here, ozone concentration steadily increases with each 

decreasing applied voltage down to 7 kV. With each step decrease in voltage, the ozone 

concentration can be seen to slowly increase over the duration of the applied voltage. This could 

possibly be attributed to the reactor cooling down between each step change in applied 

potential difference.  

 

Figure 70: Ozone concentration plotted as a function of FTIR scan number in 300 – 500 µm 
Al2O3 particles with 90% Ar – 10% CO2 feed gas composition. Increasing scan number is 
equivalent to increasing time. Darker shades of blue represent a higher voltage. As stated in 
the experimental method, initial applied voltage is 10 kV, and this decreases by 1 kV steps 
until it reaches 5 kV.  

Figure 70 provides compelling evidence that ozone concentration is limited by reactor 

temperature, rather than by some change in a reaction mechanism occurring at different applied 

potential differences. As the high input power immediately leads to a high ozone concentration 

that immediately is seen to decrease as the reactor heats up.  

5.1.5 Summary - CO2 conversion data 

The data shows that there is a strong relationship between particle size, gas composition, 

materials properties and applied electric field strength and the resultant CO2 conversion that can 

be achieved. Increasing argon concentration allows the possibility of operation of the reactor 

with smaller particles. Smaller particles are more effective in both the cases of BaTiO3 and γ-
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Al2O3 for achieving the highest conversions of CO2. However, it appears that plasma discharges 

can only be ignited in the smallest particles if a sufficiently high electric field gradient can be 

applied. The ability to apply this high field gradient is dependent upon electrode spacing, as 

well as the potential difference that can be generated by the power source.  

Some other important observations are summarized below: 

• Al2O3 can significantly increase conversion and efficiency of CO2 reduction compared 

with both an unpacked reactor, and a BaTiO3 packed reactor. 

• The smallest particle sizes (180 – 300 µm) of Al2O3 increase CO2 conversion by up to 

70% compared with particle sizes of 500 µm and above, provided that argon 

concentration and electric field strength are sufficiently high. The mechanism that 

causes the enhancement to CO2 conversion in the particle sizes from 180 – 500 µm is 

likely to be different to that causing enhancement in particles greater than 500 µm in 

size. 

• Small Al2O3 particles (< 500 µm) and BaTiO3 particles (< 300 µm) draw high powers at 

high voltages (particularly in high Ar concentrations) compared with larger particle sizes 

• Conversely, using small particles at low applied voltages, less power tends to be drawn 

by the reactor compared with larger particle sizes 

• BaTiO3 significantly decreases breakdown voltage. In a 100% CO2 feed reactor, 

conversion is found to occur at 6 - 7 kV with the smallest particle sizes. With both the 

Al2O3 packed and empty reactors, no plasma discharge is found to occur under these 

conditions with any particle size. 

• BaTiO3 packing does not, in the majority of cases, increase CO2 conversion for the 

applied powers and voltages tested in this experiment compared with an empty reactor. 

However, reactor residence time is reduced by up to 3 times in a packed bed compared 

with an unpacked reactor that may account for this decrease in conversion. 

The data presented here, along with these summarized trends lead to a number of research 

questions. Some of these questions are more general, relating to the overall behavior of packed 

bed reactors, whilst some of the questions concern observations made specifically about the 

data presented. 

Perhaps the most critical question would be, what is the relationship between breakdown 

voltage, applied voltage, particle size (and shape), gas composition and choice of packing 

material? The trends from the data demonstrate that there are potentially significant benefits to 

using small particles, as CO2 conversion can be increased significantly under some conditions by 

using small particle sizes. To be able to elucidate the relationship between these parameters 
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and obtain a general empirical relationship that could be used to inform reactor design would be 

very beneficial. 

Another question raised would therefore be, can the benefits of small particle sizes be realised 

in all packed bed plasma reactors? If so, how? Is it possible to ignite a plasma discharge in small 

particle sizes when a noble gas is not present? Why does the trend amongst publications on 

packed bed reactors tend toward using larger particle sizes? 

Relating the last question to this experiment, why do the particle sizes and material properties 

tested cause an increase or decrease in observed CO2 conversion? 
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6 Reactor electrical characterisation – 

Results and Discussion 

The aim of this section is to try to answer the questions posed at the end of section 5.1.5: 

1. What is the relationship between burning voltage, applied voltage, particle size (and 

shape), gas composition and choice of packing material? 

2. Can the benefits of small particle size be realised in all packed bed plasma reactors? 

3. Why do the particle sizes and material properties tested cause an increase or decrease 

in observed CO2 conversion? 

In order to try to understand the behavior of the plasma discharge, the electrical properties of 

the reactor can be characterised. Based on the previous work of other research groups, described 

in section 3.2, and using the methodologies described in section 4.4.3, characteristics such as the 

burning voltage and the reactor capacitances (eg. dielectric, plasma, gap, and effective dielectric 

capacitances) can be obtained from Q-V Lissajous plots. In this section data obtained from using 

Mathematica to generate Lissajous plots and subsequently extract data from them is presented. 

For reference, Figure 71 shows a Lissajous figure, and the values relating to electrical 

characteristics that can be obtained from its geometry.  

 

Figure 71: Annotated Lissajous figure, featuring data that can be obtained from its geometry 

Before attempting to answer these questions, a concept that must be explored first and in 

greater depth is the “partial discharging” of the reactor that is mentioned throughout the 
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presentation of the results in section 5.1.1 and 5.1.2. As described in section 3.2, the Lissajous 

figure is represented by a parallelogram shaped figure. The gradients of the lines that make up 

the parallelogram correspond to capacitances of the plasma reactor. Ccell is the capacitance of the 

reactor during the “discharge off” phase, and is related to the capacitances of the quartz glass 

dielectric layer, the packing material and the gas capacitance by the sum of their reciprocals, 

represented by Equation 19: 
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Equation 19 

Ccell therefore corresponds to the minimum value that can be obtained for capacitance from the 

gradient of the lines in the Lissajous figure. In the packed bed reactor used in these experiments, 

2 different packing materials are used in 5 different particle sizes, with a range of different gas 

compositions. Cgas and Cpacking will therefore be different every time the reactor has a different 

particle size, packing material or different gas composition.  

In the reactor discharging phase, the gas becomes conductive and the Cgas and Cpacking terms of 

Equation 19 are negated. Therefore during the discharging phase the capacitance measured by 

the gradient of the line, BC and DA, is equal to the value of the capacitance of the dielectric 

layer. Provided that the reactor is fully discharging, the value of Cdiel is the maximum value 

obtained for capacitance measured from the Lissajous figure. Cdiel is a product of the geometry of 

the reactor, and should therefore theoretically have a fixed value. In reality, the value of this 

capacitance will have some dependence on applied frequency and temperature.  

When the reactor is partially discharging, the gradient of the line BC / DA is less than the value 

of the dielectric capacitance, Cdiel, but greater than the value of the cell capacitance, Ccell. This has 

been termed the effective dielectric capacitance, and is represented by ζdiel. Under conditions 

when the reactor is partially discharging the parallelogram becomes misshapen as the gradient 

of the line representing Cdiel approaches the gradient of Ccell. Consequently the parameters that 

are measured from the Lissajous figure must be corrected in order to obtain figures that are an 

accurate reflection of the behavior that is actually occurring. As demonstrated by Peeters & van 

de Sanden [95], ζdiel, can be used to correct the measured parameters from the Lissajous figure. 

The relationships derived in their work, based upon ζdiel, are used throughout this section, and 

are described in further detail as required.  

6.1.1 Determination of reactor capacitances, Cdiel and Ccell 

In order to determine partially discharging reactor behavior, a value for dielectric capacitance 

must first be obtained. Shown in Figure 72 is the gradient of the Lissajous figure lines BC and 
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DA, corresponding to Cdiel, in an unpacked reactor driven by a 10 kV, 5 kHz sine wave using a feed 

gas of Argon balanced with CO2 with concentrations ranging from 0 – 100%. The graph indicates 

that the two measured gradients are not identical, so a mean gradient is used to determine a 

value for Cdiel. In high argon concentrations (90 – 100% Ar) the mean value for capacitance 

reaches a maximum of ~ 35 pF, +/- ~ 1 pF. Although this only provides an estimate for dielectric 

capacitance, it is difficult to determine a more accurate measurement, therefore this is the value 

used for the dielectric capacitance of the reactor henceforth. Its suitability as a value for Cdiel is 

reflected in the observed saturation of reactor capacitances with other packing materials that is 

presented in later results. 

 

Figure 72: Measurements of Cdiel based on the gradient of Lissajous figure lines BC and DA. The 
argon concentration is balanced with CO2. The reactor is driven by a Sine wave at a frequency 

of 5 kHz. 

A value for Ccell for each reactor set-up must also be known. However, as stated previously Ccell is 

dependent upon Cgas and Cpacking, which in turn are dependent upon gas composition, material 

dielectric constant, size, shape, and packing density, all of which are variables in this experiment.  

In order to decide upon a value that should be used for Ccell the relationship between gas 

composition, particle size and packing material should be examined. Figure 73 - Figure 75 show 

measured mean values for Ccell as a function of the reactor argon concentration, with particle size 

also indicated for Al2O3, BaTiO3 and an unpacked reactor respectively. 
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Figure 73: Ccell as a function of argon concentration balanced with CO2 for different sizes of 
Al2O3 particles. Measured using a 10 kV, 5 kHz sine wave. 

 

Figure 74: Ccell as a function of argon concentration balanced with CO2 for different sizes of 
BaTiO3 particles. Measured using a 10 kV, 5 kHz sine wave. 
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Figure 75: Ccell as a function of argon concentration balanced with CO2 for an unpacked 
reactor. Measured using a 10 kV, 5 kHz sine wave. 

Comparing Figure 73 and Figure 75 with each other, with respect to the change in the measured 

cell capacitance as a function of argon concentration, they all show similar trends to each other. 

With the highest cell capacitance measured in 100% argon, and this value rapidly decreasing 

with increasing CO2 concentration, to a plateau that occurs between approximately 0% and 60% 

Ar concentration. The greatest decrease in value occurrs between 90% and 100% Ar. The highest 

value of Ccell occurs in the BaTiO3 packed bed, followed by Al2O3, and the unpacked reactor. In the 

Al2O3 packed reactor, there does not appear to be a strong relationship between packing particle 

size and cell capacitance. In the BaTiO3 packed bed, there is a correlation between particle size 

and measured cell capacitance. In this instance, the packed bed with the largest particles has the 

highest capacitance, descending sequentially to the smallest particles having the lowest 

capacitance. These graphs show that to find an appropriate value to use for cell capacitance, 

there are a number of different scenarios that can be justified: 

• Mean value of Ccell for all particle sizes of Al2O3 and the unpacked reactor at Ar 

concentrations <90% 

• Mean value of Ccell for all particle sizes of Al2O3, and the unpacked reactor, at Ar 

concentration = 100% 

• Mean values of Ccell for separate sizes of BaTiO3 at Ar concentrations <70% 

• Independent values of Ccell for separate sizes of BaTiO3 at each Ar concentration of 80% 

and above 

6.1.2 Partial discharging reactor correction 

With the values of Ccell and Cdiel defined, cases where ζdiel < Cdiel can be examined. Shown in  

Figure 76 is the measured mean value for effective capacitance for 180 – 300 µm, and 300 – 
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500 µm BaTiO3 particles, in a 90% Ar – 10% CO2 reactor driven by a 5 kHz square wave, with 

voltages ranging from 5 – 10 kV.  

 

Figure 76: Measured mean effective capacitance of a 180 – 300 µm BaTiO3 packed reactor in 
90% Ar – 10% CO2 at a range of applied voltages. 

Figure 76 shows that with the 180 – 300 µm particles that the measured value for effective 

capacitance decreases with decreasing applied voltage almost linearly, from the point at 10 kV, 

where ζdiel is at ~32 pF, approximately ~ 3 pF less than Cdiel, to the point at 5 kV where ζdiel is 

almost equal to Ccell. This indicates a transition from almost full discharging of the reactor, with 

complete charge transfer from one electrode to the to other, to almost no discharge occurring. 

For comparison, the 300 – 500 µm BaTiO3 particles show ζdiel decreasing with applied voltage, 

however in this case the minimum value is ~25.3 pF at 5kV, indicating that a significant 

proportion of charge is transferred from electrode to the other. 

There are limitations to the Mathematica program that is used to analyse the data generated 

from the oscilloscope, namely that it is not able to determine all capacitances of the reactor 

when the reactor is partially discharging if the data obtained has a high level of noise (or is 

highly irregular in shape), even after data smoothing has been applied. The noisiest data 

happens to occur when Al2O3 is packed into the reactor, particularly with small particles. The 

source of the noise is a point of discussion in itself, and its origins are discussed in section 6.1.5. 

Therefore, it is not possible with the current program to use this step decrease in voltage 

method to determine effective reactor capacitances at each different gas composition tested.  

However, the purpose of trying to determine effective capacitance is to correct the data obtained 

from the Lissajous figures, namely the burning voltage of the reactor. Theoretically, burning 

voltage for any individual void space in which a discharge can occur should be constant, 
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regardless of applied voltage. Once the applied voltage reaches a threshold voltage, an electrical 

breakdown will begin to occur in the void of the particle. Peeters and van de Sanden 

demonstrated that the burning voltage is almost constant as a function of applied voltage 

amplitude in a fixed geometry DBD plasma jet [95]. The reactor burning voltage of a packed bed 

reactor, being composed of a number of voids with a range of sizes, is likely to have an applied 

voltage dependent burning voltage. Before testing this hypothesis, the voltage dependent 

burning voltage of the unpacked reactor should be measured. The equation derived by Peeters 

and van de Sanden to determine burning voltage (Ub) based on the geometrically determined Δ

U is given by Equation 20: 

𝑈! =
1 − 𝐶!"##/𝐶!"#$
1 − 𝐶!"##/𝜁!"#$

Δ𝑈 

Equation 20 

Using this equation, with Cdiel = 35 pF, and Ccell = 2.57 pF, the burning voltage of the empty 

reactor is determind for 90% Ar – 10% CO2 with a total flowrate of 100 ml/min, driven by a 5kHz 

sine wave at voltages ranging from 5 – 10 kV, with the results presented in Figure 77. 

 

Figure 77: Burning voltage of the empty reactor with a gas composition of 90% Ar – 10% CO2 
at a total flowrate of 100 ml/min. Reactor is driven by a 5 kHz sine wave with voltages ranging 

between 5- 10 kV. 

Figure 77 shows that as applied voltage decreases, that burning voltage increases. The burning 

voltage is seen to plateau with increasing applied voltage, up to 10 kV where it has a value of 

2.07 kV +/- 0.1. This result contradicts that of Peeters and van de Sanden [95], who found the 

opposite trend to be true, i.e. burning voltage increases with applied voltage. A possible cause of 

this result is that with increasing applied voltage the reactor temperature increases up to 110 – 

130 °C (as shown by Figure 68). An increase in temperature is known to decrease the breakdown 

strength of gases [113]. Using a 300 – 500 µm BaTiO3 packing material as an example the 

change in burning voltage measured as a function of applied voltage to the reactor is presented 

in Figure 78. 
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Figure 78: Burning voltage and ΔU measured as a function of applied voltage for 300 – 500 µm 
BaTiO3 particles in 90 Ar – 10% CO2 driven by a 5kHz sine wave. 

Figure 78 shows that with increasing applied voltage the burning voltage increases. As stated 

previously, this may be due to higher applied voltages causing localized electric field strengths 

to exceed the threshold field strength required to initiate an electrical breakdown in void spaces 

that happen to have a higher breakdown strength. This increased breakdown strength may be 

due to either the size of the void, or the shape of the particle on which it forms. This in turn 

raises the average burning voltage of the reactor, and consequently the measured burning 

voltage increases. Further studies of this burning voltage data at different applied voltages with 

a range of particle sizes and materials would be of interest, although the limitations of the 

Mathematica program prevent the ability to analyse all of the generated data with sufficient 

accuracy.  

Determination of minimum burning voltage would be of academic interest, however this is very 

difficult to accurately measure. Optimal reactor performance from the perspective of CO2 

conversion is obtained at the highest applied voltages. Therefore, measurements of reactor 

burning voltages are determined from the perspective of the highest possible applied voltage 

amplitude than can be generated by the HV amplifier, 10 kV. 

An additional comparison that can be made is to determine whether wave shape has an effect 

on reactor burning voltage. Although the CO2 conversion experiments were performed using 

square waves for the driving voltage, the majority of electrical analysis is carried out using sine 

waves, as the Lissajous figure analysis is derived for the diagnostics of sinusoidally driven 

reactors. The Lissajous figure derived from square waves can still effectively be applied for 

measurement of reactor burning voltages, however for determination of reactor capacitances the 

obtained values may differ; the problem of electrical diagnostics of square waves is beyond the 

scope of this thesis.  
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Figure 79: Reactor burning voltage in a 180 - 300 µm Al2O3 packed reactor with different 
applied voltage wave shapes at 10 kV and 5 kHz. 

Figure 79 shows that for both sine and square waves that the reactor burning voltage under the 

conditions tested is, within the margins of error, the same. This relationship has been tested with 

BaTiO3 packing as well as the unpacked reactor, and no change is observed when the applied 

wave shape is changed. 

6.1.3 Reactor burning voltage relationship  

In section 5.1.5, the first question posed was, “what is the relationship between burning voltage, 

applied voltage, particle size (and shape), gas composition and choice of packing material?” The 

purpose of this section aims to determine what this relationship might be.  

Presented in Figure 80 is reactor burning voltage data for Al2O3, BaTiO3 and an unpacked reactor 

at Argon – CO2 concentrations ranging from 0 – 100%, with the reactor driven by a 10 kV, 5 kHz 

sine wave. 
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Figure 80:  Reactor burning voltage as a function of feed gas argon concentration balanced 
with CO2. Applied voltage is 10 kV, with a sine wave at 5 kHz. The “partial discharging” region 
indicates an area where the data obtained becomes less reliable due to the noise in the 
Lissajous figure causing problems for the Mathematica based data analysis method. Therefore 
it is considered that the data obtained in this region is less reliable, particularly for the 
smallest particle sizes tested.  

The first trend to identify from Figure 80 is the almost linear increase in reactor burning voltage 

with decreasing argon concentration that is observed with every reactor packing condition. The 

only exception to this linearity is the difference between 100% Ar, and 90% Ar – 10% CO2. This 

can be explained by the dramatic differences in electron transport properties between Ar and 

CO2, i.e. the electron mean free path in CO2 being much shorter than Ar, and the presence of 

excited states that are excited by low electron energy electrons in CO2. Therefore the addition of 

a small concentration of CO2 has a dramatic effect on burning voltage. 

Also the data shows that, as predicted, there is a strong relationship between packing particle 

size and burning voltage. From the data presented here the trend is strongest with the BaTiO3 

packed reactor. Take, for example 1400 – 2000 µm BaTiO3 particles, at 60% Ar – 40% CO2 feed 

gas composition, the burning voltage is 1.45 (±0.09) kV. With 180 – 300 µm particles, at the 

same gas composition, measured burning voltage is 2.78 (±0.20) kV, a 90% increase over the 

value obtained for the larger sized particle and an absolute increase of 1.3 kV. The difference in 

burning voltage between particle sizes using the Al2O3 packing is proportionately smaller, but is 

still significant. Using the same Argon – CO2 concentration as the example, with 1400 – 2000 

µm Al2O3 particles, burning voltage is 3.02 kV (± 0.18) kV, whilst with the 180 – 300 µm burning 
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voltage is 3.7 (± 0.24) kV. An increase of ~23%, or 0.68 kV absolute. In addition to this, the 

absolute change in burning voltage between particle sizes appears to be approximately constant 

from about 30% Ar – 70% CO2 to 90% Ar – 10% CO2, with the notable exception of the 180 – 

300 µm BaTiO3 particles (See Figure 81 and Figure 82). In this case the increase in burning 

voltage changes with respect to argon concentration at a much slower rate, although the 

particles have a much higher initial burning voltage at 90% Ar – 10% CO2 of 2.7 kV, an increase 

of ~130% compared to the 1400 – 2000 µm particle sizes. 

 

Figure 81: Absolute increase in burning voltage for BaTiO3 particles relative to the 1400 – 2000 
µm particles, shown with feed gas argon concentrations between 30 and 90%. 

 

Figure 82: Absolute increase in burning voltage for Al2O3 particles relative to the 1400 – 2000 
µm particles, shown with feed gas argon concentrations between 30 and 90%. 
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One of the other interesting results shown in Figure 80 is the relative change in burning voltage 

compared with an empty reactor. Generally speaking, BaTiO3 leads to a reduction in reactor 

burning voltage, where as Al2O3 causes an increase in burning voltage. The reduction in burning 

voltage shown by this data with BaTiO3 reflects the experimental results for CO2 conversion 

shown in Figure 64, where BaTiO3 still leads to conversion at all applied voltages even in pure 

CO2. This data also supports the findings of other research groups where dielectric packing 

materials are found to decrease reactor breakdown strengths [36, 72, 114, 115]. The increase in 

burning voltage observed with Al2O3 is a more surprising result, as the strengthening of localised 

electric fields is an enhancement that has generally been attributed to all dielectric reactor 

packing materials, however this effect has been reported at least once in the literature 

previously [116]. It may be that although the onset of electrical breakdown is reduced, the 

burning voltage actually increases. 

 

Figure 83: Mean increase in relative reactor burning voltage taken at argon concentrations 
between 30% - 90% Argon for BaTiO3 and Al2O3. Reactor is driven by a 10 kV, 5 kHz sine wave. 

Figure 83 shows the mean increase in absolute burning voltage for BaTIO3 and Al2O3 packed 

beds relative to their respective 1400 – 2000 µm particle sizes. Both BaTiO3 and Al2O3 show an 

exponential increase in burning voltage as particle size decreases.  

In trying to elucidate the relationship between particle size, packing material, gas composition 

and applied voltage, other variables that may have an influence on burning voltage must also be 

considered. These other variables are the gap size, dielectric material used on the electrodes, 

and the frequency of the applied voltage. As the reactor geometry is fixed, it is not possible to 
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change the dielectric material or gap size. However, it is possible to easily measure the change 

in burning voltage by varying the frequency of the applied voltage. Figure 84 shows the burning 

voltage for a 180 – 300 µm Al2O3 packed bed operated with an applied voltage of 10 kV with 

frequencies in the range of 1 – 10 kHz.  

 

Figure 84: Burning voltage for 180 – 300 µm Al2O3 particles as a function of frequency of the 
AC driving voltage, with argon – CO2 concentrations varied from 0 – 100 %. The empty reactor 
case is a reference and is driven by a 5 kHz sine wave. Error bars are not included for all cases 
as they make the graph difficult to read. 

Figure 84 shows that there is a reduction in reactor burning voltage with increasing applied 

frequency. At frequencies of 2.5 kHz, no plasma discharge is found to occur at argon 

concentrations less than 20%, and at an applied frequency of 1 kHz, no breakdown occurs with 

argon concentrations less than 40%. Although the frequency dependence is only tested for the 

smallest Al2O3 particles, it is likely to be representative behavior for all packing materials. The 

frequency dependent reduction in breakdown voltage is supported by experimental and 

modeling work carried out by Valdivia-Barrientos et al [90] in a coaxial dielectric barrier 

discharge reactor with helium, which demonstrates that higher applied frequency reduces 

breakdown voltage. The authors suggest that this reduction in burning voltage at elevated 

frequency is due to higher charge accumulation on the dielectric layer, with the residual charge 

increasing the dielectric voltage relative to the change in the direction of the electric field of the 

AC applied voltage. 

The authors also fit a semi-empirical relationship to their data to calculate breakdown voltage 

based on the gap capacitance (Cg), dielectric capacitance (Cd), and applied frequency (f), this 

equation is given by Equation 21: 
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𝑉!" =
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!

ln  (𝑓)
 

Equation 21 

This relationship can be applied to the experimental data obtained for the case of the empty 

reactor in this experiment, operating at a frequency of 5,000 Hz with a varying gas composition 

ranging from 0 – 100% CO2 in Argon, shown in the plot in Figure 85. 

 

Figure 85: Measured and calculated (Using Equation 21) burning voltage for an unpacked 
reactor driven by a 5 kHz sine at wave at 10 kV with CO2 and Argon concentrations ranging 

from 0 – 100%.  

This graph shows that the empirical relationship of Valdivia-Barrientos et al [90] does not apply 

for the majority of cases tested in this reactor, only the example where pure argon is used is the 

calculated burning voltage (0.45 kV) close to the experimentally obtained value (0.68 kV). The 

calculated values from the empirical relationship overestimate the burning voltage by up to ~5 

times. Despite this, perhaps the most important feature of this relationship is that the calculated 

values are non-linear as a function of argon concentration, whilst the experimentally obtained 

measurements (ignoring the case of 100% argon) are linear. This shows not only that their 

model cannot be universally applied to all DBDs, but also that it doesn’t change linearly if the 

gas composition is changed. This is because the empirical relationship they obtained is 

dependent upon capacitance, which is based upon the gas properties when the reactor is not 

either in the plasma state, or with ions, free electrons or excited species remaining in the gas 

gap after a discharge has formed. A closer relationship would also have to take into account the 

gas properties related to electron transport in the gas, which are (to a certain extent) accounted 

for by the A and B coefficients used in Paschen’s law. To determine the relationship for burning 

voltage in a DBD would require a dedicated study in itself, and so it can be concluded that 

further research is required into the properties of DBD reactors before the burning voltage 

relationship for a packed bed DBD can be determined. 
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The work in this thesis has so far demonstrated that there is a strong relationship between 

packing particle size and reactor burning voltage, with the burning voltage shown to increase 

rapidly with decreasing particle size. It is also evident from this thesis that this relationship is 

additionally dependent upon gas composition, applied frequency and packing materials 

properties.  

6.1.4 Packed bed partial discharging 

Moving onto the second question posed in section 5.1.5, “can the benefits of small particle size 

be realized in all packed bed plasma reactors?” In order to answer this question, the concept of 

partial reactor discharging must be revisited. The equivalent electrical circuit for partially 

discharging reactors obtained by Peeters and van de Sanden [95] is derived for usage with 

conventional DBD (i.e. not packed bed) reactors. In a partially discharging DBD, not all of the 

residual memory charge stored on the surface of the DBD is transferred to the other electrode 

during a discharge cycle. As described previously, this is the case where ζdiel < Cdiel measured from 

the Lissajous figure. This same rule applies to packed bed reactors in that cases where the 

reactor is partially discharging can be determined by this reduced value for ζdiel, and it can be 

used to quantify to what extent the reactor is partially discharging. However, the implication for 

the behavior of the reactor is actually slightly different.  

In a DBD, once a microdischarge begins on one electrode and the streamer is travelling towards 

the other electrode, it cannot fail to transfer its charge to the other electrode. On the other hand, 

with a packed bed reactor, the packing itself has a capacitance, so each individual packing bead 

acts as a capacitor and can store a charge. Therefore, when a charge is transferred away from an 

electrode in a packed bed reactor, it doesn’t necessarily always reach the opposing electrode. 

The charge could effectively become trapped within the bed itself, and in this instance the 

effective dielectric capacitance, ζdiel, would also be less than the value of the dielectric 

capacitance, Cdiel. This phenomena of the reduced value for dielectric capacitance indicating a 

non “fully bridged gap” has been described elsewhere [36, 114]. Previously it has been reported 

that the inclusion of packing materials assists in charge bridging the electrode gap [36], 

although in the cited publication this effect is analysed qualitatively based purely on the 

measured value of ζdiel.  

The Peeters [95] equivalent circuit model splits the DBD into discharging and non-discharging 

sections by two coefficients α and β. The coefficient α has been demonstrated to indicate the 

areal fraction of the DBD electrode that is not discharging. Conversely, β indicates the electrode 

areal fraction that is discharging.  Equation 22 is used to calculate the value of the coefficient α.  
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𝛼 =   
𝐶!"#$ − 𝜁!"#$
𝐶!"#$ − 𝐶!"##

 

Equation 22 

This equation can be applied to packed bed reactors, but the interpretation of the result is 

somewhat different. Rather than the value of alpha indicating the areal fraction of the electrode 

discharging, it indicates the fraction of stored dielectric charge reaching the opposing electrode 

during a discharge cycle. With this in mind, the alpha values can be calculated for the reactor 

tested in this thesis, an example of this is shown in Figure 86 for 180 – 300 µm particles and an 

empty reactor with varying argon and CO2 composition. 

 

Figure 86: α values for the packed bed reactor at different Ar – CO2 concentrations. In cases 
where a packing is used the reactor packing particle size is 180 – 300 µm. The error bars 
become and some data points cross into giving negative values for α, which is a reflection of 
the ± pF error on the estimated value of Cdiel. The reactor is driven by a 5 kHz, 10 kV sine wave. 

The results shown in Figure 86 indicate that with the unpacked reactor across all argon – CO2 

concentrations that the reactor is discharging stored charge effectively. The value of α increases 

to a maximum of ~0.05 in pure CO2 with the unpacked reactor. When the reactor is charged with 

either BaTiO3 or Al2O3 it can be seen that the value of alpha increases with decreasing Ar 

concentration. With the BaTiO3, the increase in the value of α with increasing CO2 concentration 

is much sharper than that found with Al2O3 at high argon concentrations. For all argon 

concentrations, the value of α in 180 – 300 µm BaTiO3 particles exceed that of Al2O3. This 

effectively means that proportionately less stored dielectric charge is bridged between the 

electrodes in the BaTiO3 packed reactor, than in the Al2O3 reactor and the empty reactors. This 

may be due to the higher local charge storage capacity of BaTiO3 compared with Al2O3 

effectively trapping larger charges on its surface. The reduced burning voltage of BaTiO3, 
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indicating that localised electric field gradients are higher than for the Al2O3 case, also supports 

this hypothesis.  

 It should be noted however that for the cases at low argon concentrations, less total charge is 

transferred in the Al2O3  packed reactor (Qptp ≈ 189 nC) than in the BaTiO3 reactor (Qptp ≈ 264 nC) 

under the conditions for which this experiment was carried out. In addition to this the reactor 

breakdown properties are highly dependent upon reactor temperature, as well as the previous 

condition that the reactor was being operated in. The alpha value for 180 – 300 µm Al2O3 in this 

experiment is approximately 0.69 with 100% CO2 feed gas. In the previous experiment, where 

CO2 conversion was measured, it was not possible to ignite a plasma in the bed with a pure CO2 

feed gas, i.e. if measured value of α would have been equal to 1. This ability to operate the 

reactor in pure CO2 in this experiment may be due to residual heat from previous experiments 

allowing the gas to be ionised more easily, or residual charge or metastable plasma species from 

prior experiments reducing the burning voltage. Either way, future experiments investigating 

these charge transfer and partial discharging effects should include improved reactor 

temperature control and measurement, and allow time for reactor cooling periods with the 

plasma not ignited between measurements. 

Figure 87 and Figure 88 show alpha values for different sizes of Al2O3 and BaTiO3 as a function 

of reactor gas composition. Due to the inherent limitation of the set-up in obtaining accurate 

quantitative data for these alpha values, these figures should be considered more as qualitative 

rather than quantitative data.  

 

 

Figure 87: Alpha value for Al2O3 particles as a function of argon concentration. Reactor is 
driven by a 10 kV, 5 kHz Sine wave.  



 129 

 

Figure 88: Alpha values for BaTiO3 particles as a function of argon concentration. Reactor is 
driven by a 10 kV, 5 kHz sine wave 

  

Both figures show that the value of alpha has a strong size dependence, with smaller particles 

being more susceptible to causing partial discharging in the reactor. In all conditions with both 

of these packing materials it can also be seen that the reactor is not fully discharging.  

It is apparent from this data that the most likely reason that small particles do not typically 

perform as anticipated is that the reactor tends to partially discharge more as particle size 

decreases. Even if it appears that a plasma is being formed in the packed bed, a fraction of the 

stored charge may be being transferred from one electrode to the other. One of the most 

important conclusions of this thesis therefore is that analysing the packed bed behavior by 

measuring reactor capacitances should be performed as a matter of course when studying 

packed bed plasma reactors. It seems unreasonable to compare potential catalysts and materials 

against each other, if reactor performance is not comparable in both cases, especially 

considering that packed bed reactor experiments are predominantly currently at bench scale in 

order to study the effects of different materials.  

So to return to the question, “can the benefits of small particle sizes be applied to all packed bed 

reactors?” requires the revaluation of the work of other researchers in order to identify a) 

whether it is possible to ignite plasmas in small particle sizes without the addition of noble 

gases, and b) to what extent partial reactor discharging is occurring in the publications on 

packed bed DBDs of other researchers. 

To answer question a) - One of the items of published literature reviewed in section 3.1.3, that of 

Duan et al [77], shows higher CO2 conversions in pure CO2 streams with 180 µm – 250 µm 
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particles, compared with 250 µm – 420 µm particles. Firstly, this demonstrates that it is possible 

to generate plasmas in packed beds with small particle sizes. Secondly, it can also be presumed 

from their high conversion data, that the reactor is not significantly partially discharging, 

although to be certain the Lissajous figures or reactor capacitances would have to be analysed. 

The gap space used in their reactor is 0.6 mm, with a maximum applied voltage of 9.13 kV. This 

equates to an applied field strength of ~15.2 kV/mm. A significantly higher value than the 

highest applied field strength used in this thesis, ~ 1.68 kV/mm. It is important to note that the 

applied field strength is not directly indicative of the local field strength between particles in a 

packed bed reactor (or a DBD), rather it is used simply to compare operating conditions. 

And question b)  Trying to determine when the reactor is partially discharging in other research 

from their data is an inherently difficult problem, as it is very rare that capacitance data is 

reported. However, the experimental conditions used can be evaluated and compared with those 

tested in this thesis, and those tested by Duan et al [77].  

Mei et al [72] and Tu et al [36] are the only authors to publish values for reactor capacitance in 

their work. Both publications show reduced values for ζdiel compared with Cdiel under all reactor 

operating conditions, and both state that this indicates that the reactor is partially discharging. 

In these publications the effective capacitance is presented as a function of power, even though 

the electrical breakdown of the reactor is dependent upon the applied potential difference, 

rather than the power input. In the work of Mei et al [72], the discharge gap is 3 mm and the 

maximum applied voltage stated is 8.45 kV giving a plasma power output of 40W. Maximum 

plasma power used is 50 W, so assuming power scales linearly with voltage, this equates to a 

maximum voltage of ~10.5 kV applied to a 3 mm gap, giving an applied field strength of 3.5 

kV/mm. Packing used is 1 mm spherical particles of either BaTiO3 or glass. With BaTiO3, at the 

highest applied field strength, the value that can be calculated for α is 0.12, where as for glass 

and the unpacked reactor, these are 0.45 and 0.48 respectively reported at a power of 50 W. It is 

worth noting that for the same plasma power of 40 W, reactor peak applied voltages are 7.05 kV 

without packing, 7.65 kV with BaTiO3, and 8.45 kV with the glass beads. It is likely therefore, that 

if the reactors were compared on the basis of applied voltage that at applied voltages of ~ 8kV, 

that the value of α in the empty reactor would be lower than in the reactor packed with glass 

beads. I.e. the glass packing material is blocking charge transfer compared with an unpacked 

reactor for the same applied voltage. 

Performing a similar analysis of Tu et al [36], a maximum voltage of 11 kV is applied to a 4.5 mm 

gap, giving a maximum applied field strength of 2.44 kV/mm. The NiO / Al2O3 packing particles 

used are randomly shaped and have sizes ranging from 0.85 – 5 mm. At 60 W input power using 

the NiO / Al2O3 catalyst, the value for α is just 0.01 indicating the reactor is almost fully 
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discharging. For the unpacked reactor, α is 0.32. Although the data isn’t published, the authors 

also note that using unreduced NiO/ Al2O3, or Al2O3 on its own reduces the transferred charge in 

the plasma compared to the reduced Ni catalyst, and that these non-conductive packing 

materials may inhibit charge transfer between the electrodes. This shows that in this case the 

presence of the Ni catalyst improves charge transfer between the electrodes compared with 

other packing materials as well as the unpacked reactor.  

Evaluating literature where capacitance values or Lissajous figures are not reported, and particle 

packing size is evaluated as a variable: 

• In a very recent conference proceedings, Michielson et al [89] report the reduction of 

CO2 from pure streams  with the use of different sized (600 – 800, 800 – 900, 900 – 

1000, 1000 – 1180, 1250 – 1400, 1600 – 1800, and 2000 – 2240 µm) packing materials 

(SiO2, ZrO2, Al2O3, and BaTiO3), packed into a 3.25 mm gap driven by a 7.5 kV peak 

amplitude power source. This gives an applied field strength of 2 kV/mm. This is higher 

than the values used in this thesis, but lower than that used by Mei et al. Their results 

show that CO2 conversion increase with particle size, and that BaTiO3 yields the highest 

CO2 conversion. The results obtained are very similar to those for BaTiO3 shown in 

Figure 64. There, based on the experimental conditions used being very similar to those 

used in the aforementioned experiment, it can be presumed that it is highly likely that 

the reactor was not fully discharging, particularly with the case where smaller particle 

sizes are used. 

• Takaki et al [87] investigating NO removal and / or O3 production in a BaTiO3 packed 

reactor using a 10 kV pulse applied to a 10 mm gap (1 kV/mm) using either 3.3 mm 

spheres, 2.2 mm spheres, and hollow cylindrical pellets (o.d. = 4.1 mm, l = 5mm, i.d. = 1.7 

mm). In order of performance, quantified by efficiency, ozone concentration or NO 

removal, the large cylinders are best, followed by large, then small spheres. However, 

again due to the electric field strengths applied it is highly likely that the reactor is not 

fully discharging, particularly with the smallest pellet sizes. 

Due to the reactor operating conditions it can be presumed that in the examples cited that the 

packed bed reactors are not fully discharging. If the example of Duan et al [77] is to be followed, 

significantly higher applied field strengths than are commonly used in literature are required in 

order to fully ignite plasma discharges in packed beds, particularly with small particle sizes and 

electronegative gases. In order to achieve the applied field strengths of Duan et al using the 

reactor / power supply from this thesis, either the applied potential would have to be increased 

to 90 kV (for a 6mm gap), or the gap size would have to be reduced to 0.68 mm (for a 10 kV 

applied voltage).  
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This is therefore the second major outcome from this thesis, that small particles are likely to be 

most beneficial for high conversions and efficiencies in packed bed reactors, however much 

higher applied field strengths need to be applied in order to ensure that the reactor is fully 

discharging. In order to validate this result, packed bed reactor experiments should be 

performed in a moderately sized discharge gap (~ 2 mm), with very high applied voltages up to 

30 kV. This should allow the testing of a range of particle sizes of packing material with a wide 

range of applied voltages. This should allow observations to be made regarding transitions in 

discharge characteristics between point-to-point discharges, surface discharges, or other 

possibly undocumented discharge mechanisms. 
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6.1.5 Causes of changes to CO2 conversion with packing material and size 

The final questions posed, “why does CO2 conversion increase when using small particle sizes in 

packed bed reactors?” and “why does Al2O3 show a significant increase in CO2 conversion 

compared with BaTiO3?” are perhaps the most difficult questions to attempt to answer.  

There are a number of parameters that change as a consequence of increasing or decreasing 

particle size. These parameters will have either a positive, negative or neutral effect on CO2 

conversion. It has been demonstrated in section 6.1.3 and 6.1.4 that a decrease in particle size 

leads to an increase in reactor burning voltage, and an increase in the tendency of the reactor 

towards partial discharging. Despite this, under high argon concentrations, where the reactor is 

generally shown to be discharging effectively, small particle sizes yield the highest CO2 

conversions. Table 8 shows a summary of the effect of changing packing particle size or 

material. This table includes a “resultant variable”, that is a property of the reactor that changes 

as a result of the input variable, as well as the probable net effect on CO2 conversion and a note 

on whether or not the effect is experimentally verifiable from the data obtained for this thesis.  

Table 8 

Input 
Variable 

Resultant Parameter 
Probable Net 
Effect on CO2 
Conversion 

Effect Experimentally 
Verifiable? 

Decrease 
in particle 

size 

Increased surface area to volume ratio for 
heterogeneous catalytic reactions 

é	  /	  ?	  
Surface	  area	  could	  be	  
quantified	  with	  further	  

experimentation	  

Decrease 
in particle 

size 

Increased number density of contact 
points between particles, leading to an 
increase in the number of plasma 
discharges simultaneously occurring 

é 

Possibly	  –	  from	  
oscilloscope	  data	  

Decrease 
in particle 

size 

Greater number density of sharp edges – 
these may result in a strong localised 
electric field and lead to formation of 
discharges 

é Weak	  
Contribution	  

Further	  
experimentation	  

required	  

Decrease 
in particle 

size 

Improved gas – plasma contacting. 
Presuming that the reactor is fully 
discharging, decreasing particle size is 
likely to improve gas  - plasma 
contacting. This is linked to the increased 
number density of contact points 
between particles, as well as the number 
density of sharp edges, and the possibility 
of surface discharges. 

éé	  /	  é	  

The	  net	  effect	  
of	  multiple	  
variables	  

Possibly	  –	  From	  
Oscilloscope	  data	  

Decrease 
in particle 

Reduced residence time – In the reactor 
tested at a flowrate of 100 ml /min, space 

ê Weak	  
Known	  to	  have	  an	  

effect.	  In	  this	  instance	  



 134 

size time varies between ~ 0.39 and 0.49s. 
Although residence time is known to be 
an important parameter, in this 
circumstance the contribution to decrease 
in CO2 conversion is likely to be weak due 
to the small range of space times 
between particle sizes. 

Contribution	   net	  contribution	  to	  CO2	  
conversion	  is	  likely	  to	  

be	  weak.	  

Decrease 
in particle 

size 

Reduction in void size – This leads to an 
increase in reactor burning voltage, as 
well as the possibility of reactor partial 
discharging 

êê 

Experimentally	  
demonstrated	  in	  

sections	  6.1.3	  and	  6.1.4	  

Decrease 
in particle 

size 

Increased rate of loss of electrons and 
exited species – leads to lower electron 
and ion density in packed bed reactors 

ê 
Further	  

experimentation	  
required	  

Decrease 
in particle 

size 

Behaviour of the plasma discharge is very 
likely to change with a change in particle 
size. Plasma may change from point-to-
point discharges, to a surface discharge or 
another unidentified mechanism 

?	  

Yes	  –	  From	  oscilloscope	  
data	  

Decrease 
in particle 

size  
Change in local electric field strength ?	  

Possibly	  too	  complex	  to	  
ever	  be	  elucidated	  
experimentally.	  

Modeling	  may	  help.	  

Change in 
material 

Possible catalytic activity é	  
Requires	  further	  
experimentation	  

Change in 
material 

Change in dielectric constant  ?	  
Requires	  further	  
experimentation	  

Change in 
material 

Change in material work function ?	  
Requires	  further	  
experimentation	  

Change in 
material 

Material acidity / basicity ?	  
Requires	  further	  
experimentation	  

Change in 
material 

Increase in porosity / surface area / pore 
size 

é	  
Requires	  further	  
experimentation	  

 

Clearly there are many parameters that change as a result of simply changing packing particle 

size and packing material. Therefore it is not possible to isolate any particular parameter as 

being the main cause of the change in CO2 conversion observed in the reactor.  

Of the resultant parameters presented in Table 8, the change in the behavior of the reactor is 

the only parameter that can be further investigated from the data collected. Oscilloscope data 

can be used to provide an insight into the nature of the discharge in the reactor, specifically 
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providing information regarding the magnitude, number and duration of current pulses. Further 

work would have to be carried out in order to quantify these parameters; consequently the 

oscilloscope data presented here is used solely for qualitative analysis.  

 

Figure 89: Oscilloscope data showing applied voltage and current data for reactors driven by a 
10 kV, 5 kHz square wave. The data presented here is for the experiments where the feed gas 
composition is 90% Ar – 10% CO2. 

Figure 89 shows oscilloscope data comparing reactors packed with BaTiO3 or Al2O3 with particle 

sizes of either 180 – 300 µm, or 1400 – 2000 µm, as well as an empty reactor. The data is 

collected for an applied voltage of 10 kV, with a 5 kHz square wave in a gas composition of 90% 

Ar – 10% CO2. On each graph the Y-axis is scaled identically, with a range from -500 to +500 

mA.  

The most apparent feature of this figure is the magnitude of the current pulses in the 180 – 300 

µm Al2O3 packed bed. Compared with every other reactor set-up the magnitude of the pulses is 

significantly higher (So much higher that some of the pulses are clipped by the range of the 
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oscilloscope with the settings used). This reactor shows the highest conversion of CO2 with a 

value of 26.9%. In addition to this, the power used in the plasma is much higher, 17.5 W, 

compared with 13.2 W for 180 – 300 µm BaTiO3 and 14.3 W with 1400 – 2000 µm Al2O3. The 

amplitude of these pulses is much larger than in the non-packed reactor. This shows that the 

instantaneous charge transferred is much larger during one of these pulses, than can be 

transferred from one microdiscarge in the unpacked reactor.  

Further observations can be made by comparing the behavior of pulse clusters for the 180 – 300 

µm Al2O3 packed bed and the unpacked reactor, as shown by Figure 90 and Figure 91. 

 

Figure 90: Pulse clusters observed with increasing applied voltage in a 180 – 300 µm Al2O3 
packed bed driven by a 5 kHz square wave at 10 kV in 90% Ar – 10% CO2. 



 137 

 

Figure 91: Pulse clusters observed with increasing applied voltage in a non-packed reactor 
driven by a 5 kHz square wave at 10 kV in 90% Ar – 10% CO2. 

On both Figure 90 and Figure 91, the X-axis is scaled identically for easy comparison, the Y-axis 

is scaled proportionately to the magnitude of the pulses. Comparing the two figures, there are 3 

main differences: 

1. The amplitude of the pulses is larger in the Al2O3 packed bed than the non-packed 

reactor 

2. There are more pulses during one half discharge cycle in Al2O3 packed bed than the 

non-packed reactor 

3. The decay time of pulses in the non-packed bed is longer than those in the Al2O3 packed 

bed 

The reduced decay time of the pulses in the packed bed can be explained by the very large 

plasma – particle interface area very rapidly neutralising charged species present in the plasma. 

This hypothesis is supported by the pulse cluster data for 1400 – 2000 µm Al2O3, shown in 

Figure 92, where a large fraction of the current pulses observed have a long decay time, similar 

in time scale to those observed in the non-packed reactor. Indicating that the large voids of the 

bed allow for longer pulse decay times, due to a lower rate of charge neutralisation. 
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Figure 92: Pulse clusters observed with increasing applied voltage in a 1400 – 2000 µm Al2O3 
packed bed driven by a 5 kHz square wave at 10 kV in 90% Ar – 10% CO2 

 

The large magnitude of the current pulses is more challenging to explain. Especially when 

comparing the data obtained to that of the 180 – 300 µm BaTiO3 packed reactor, shown in 

Figure 93. The current data from 180 – 300 µm BaTiO3 packed bed features very few current 

pulses, the current appears as a continuously drawn current by the reactor. This may be due to 

the cumulative effect of many very small microdischarges occurring between particles each 

drawing a small amount of current, as well as a displacement current due to polarisation 

switching in BaTiO3.  

 

Figure 93: Pulse clusters observed with increasing applied voltage in a 180 – 300 µm BaTiO3 
packed bed driven by a 5 kHz square wave at 10 kV in 90% Ar – 10% CO2 
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The data presented in section 6.1.4 indicated the tendency of the BaTiO3 packed reactor with 

small particles towards partial reactor discharging. It is likely that under the conditions used in 

this experiment that the plasma discharge is contained to the regions where particles are 

touching. It may be that if a larger driving potential was applied to the reactor, that the 

discharges would expand into the void spaces between particles and the behavior of the reactor 

may be more similar to the 180 – 300 µm Al2O3 packed reactor. Plasma discharge transition from 

a point-to-point plasma, to a discharge expansion into the void spaces of a BaTiO3 packed 

reactor has been observed by Tu et al [117] when plasma power is increased. It may be that in 

the conditions used in this thesis that the potential difference applied is insufficient to cause 

this transition in discharge behavior to occur. The operational regimes under which this 

transition in behavior occurs requires further investigation. 

In the 180 – 300 µm Al2O3 packed bed given the small size of the particles used, coupled with 

the low dielectric capacity of Al2O3 resulting in a low charge storage capacity per particle, the 

large amplitude current pulses may be the cumulative contribution of the stored charge of many 

particles dissipating their energy into one high power pulse propagating through the packed 

bed. This hypothesis is supported by observations made of the reactor whilst it is operating in 

this condition, where intense filamentary discharges can be seen appearing at different locations 

in the packed bed. These intense pulses are responsible for the seemingly “noisy” Lissajous 

figures that were previously shown in Figure 33, indicating that very large amounts of charge are 

transferred during one of these current pulses. In order to gain a better understanding of 

discharge phenomena in packed beds, the Lissajous figures and oscilloscope data generated 

from these experiments requires further analysis. 

To return to the questions at the start of this section, there is no certain answer as to why small 

particles are seemingly beneficial for CO2 reduction in a packed bed, however it is likely to be 

caused by improved gas - plasma contacting and a change in plasma discharge behavior. If the 

material happens to be catalytic in a plasma system, there may be further benefits due to the 

increased plasma – catalyst interface area. 

Addressing the cause of Al2O3 packing performance exceeding that of BaTiO3 under conditions 

when the reactor is discharging well (i.e. α values are low) the mechanism remains  uncertain. 

The BaTiO3 packing needs to be tested with higher applied potential differences in order to 

determine if the discharge expands more into the void spaces in the reactor. In addition to this, 

the Al2O3 packing should be tested for possible catalytic activity as a plasma activated CO2 

reduction catalyst. 
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7 Summary & Conclusions 
7.1 Summary 

This purpose of this research is to investigate the reduction of CO2 to CO in a packed bed plasma 

reactor. Upon reviewing the literature, it became clear that the effects of particle size on 

discharge phenomena in the reactor is both a poorly understood variable and an important 

controlling factor on the outcomes of the reaction. Research into packed bed reactors for the 

reduction of CO2 (and other gas processing reactions) is a growing research topic due to the 

possibility of including catalytic materials into the plasma discharge region, which is believed to 

lead to a synergistic enhancement of the performance of both the catalyst and the plasma.  

There are possible limitations to packed bed reactors that occur due to the particle size of the 

packing material used. One of the paradigms of catalysis is the requirement for a high surface 

area to volume ratio in order to maximise the density of active sites available for reactions. In 

addition to this, plasma enhanced catalysis is likely to be further constrained by the plasma – 

catalyst interface area due to the very short lifetime of excited species in the plasma (with 

lifetimes ranging from ps – µs). These two considerations indicate that small particle sizes 

would be preferable in a packed bed plasma reactor. On the other hand, Paschen’s law can be 

applied to predict that there is likely to be a minimum particle size in which a discharge can be 

initiated in the reactor. Paschen’s law relates the breakdown voltage of the gas between two 

parallel plate electrodes with the operating pressure, electrode spacing, gas composition and 

applied DC voltage. At some small electrode spacings, the breakdown voltage of the gas can be 

shown to approach infinity due to electrode spacing being within the same order of magnitude 

as the mean free path of an electron in the gas. Therefore it may not be possible to ignite 

plasma discharges in a packed bed if the particle size becomes too small. This consideration 

becomes more important with the use of electronegative or molecular gases, where the mean 

free path becomes short. This tends to increase the breakdown voltage of the gas as the required 

field strengths required to accelerate an electron to sufficiently high energies in order to ionise 

another species and create an electron avalanche become very high. 

Consequently the aim of this thesis is: 

1. To perform an experiment to observe the effects that a change in particle size has on 

the outcomes of the CO2 reduction reaction in a packed bed plasma reactor 

2. To use electrical characterization techniques to diagnose the causes of the observed 

changes  
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The 1st aim of the thesis was achieved by using a quartz glass coaxial geometry DBD type 

reactor, featuring a 6mm discharge gap and ~3.5 cm3 bed volume. The reactor was either tested 

unpacked, or packed with a BaTiO3 (ε = 4,000 at 25°C and 1,000 Hz) or Al2O3 packing (ε = 9 – 10), 

with particle sizes of either 180 – 300, 300 – 500, 500 – 850, 850 – 1400, or 1400 – 2000 µm 

particles. The reactor is driven by a 10 kV maximum amplitude high voltage amplifier, operating 

at frequencies up to 10 kHz. For the first set of experiments the reactor is always driven by a 5 

kHz square wave. The feed gas is CO2 balanced with argon delivered to the reactor at a total 

flowrate of 100 ml/min, with compositions of 90% Ar – 10% CO2, 50% Ar – 50% CO2, and 100% 

CO2. Gas conversion and product analysis is quantified using a combination of fourier transform 

infrared spectroscopy (FTIR) and mass spectrometry (MS). The plasma power is calculated by the 

“capacitor method”, where the potential difference across a monitor capacitor in the ground from 

the reactor is plotted as function of applied voltage to the reactor. This generates a hysteresis 

loop known as a Lissajous figure, where the area bound by its perimeter is equal to the energy 

discharged in the plasma per AC cycle. The value obtained from integration of the Lissajous 

figure can be multiplied by the operating frequency to obtain the power dissipated in the 

plasma. This operation is performed in real time using a Labview program that simultaneously 

operates as a function generator and collects oscilloscope data. The collected voltage, power, 

temperature, gas composition and CO2 conversion data is used to make observations regarding 

the performance of the reactor.  

To achieve the 2nd aim of the thesis, oscilloscope data obtained during operation of the reactor 

to characterise properties of the discharge. The characteristics can in turn be used to diagnose 

the behavior of the plasma in the reactor. The data collected using the oscilloscope consists of 

applied voltage signal, current pulse signal measured using a current monitor (Rogowski coil), 

and the potential difference measured across the monitor capacitor. The aforementioned 

Lissajous figures can also be used to obtain the reactor burning voltge, as well as reactor 

capacitance data, including the dielectric capacitance, Cdiel, the cell capacitance, Ccell, and the 

effective dielectric capacitance, ζdiel. The reactor burning voltage is a threshold applied voltage 

at which plasma discharges begin to form in the reactor during an AC discharge cycle. The 

reactor capacitances are related to the equivalent electrical circuit of a dielectric barrier 

discharge reactor, and they can be used as a diagnostic tool to understand when the reactor is 

partially discharging. “Partial discharging” describes a condition in which the reactor is not 

transferring all of the stored charge on the dielectric layer to the other electrode during a 

discharge cycle. The reactor is known to be partially discharging under the condition that the 

measured value of the dielectric capacitance, (the effective dielectric capacitance, ζdiel), is less 

than the geometrically determined dielectric capacitance, Cdiel. Furthermore, this partial 

discharging behavior can be quantified by the use of the parameter α, derived by Peeters and 
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van de Sanden [95], which is shown to be equal to the proportion of stored dielectric charge 

being fully transferred between the reactor electrodes. In addition to the information that can be 

derived from the Lissajous figure, the voltage and current data can be analysed qualitatively in 

order to determine the nature of the plasma discharge itself.  

The results from the first set of experiments show a number of key, previously unidentified, 

trends: 

• When the feed gas compositions is 90% Ar – 10% CO2, that the smallest particle sizes 

(180 – 300 µm) lead to the highest CO2 conversion in both BaTiO3 and Al2O3. For the 

case of Al2O3 the conversion increases by up to 70% with the use of the smallest particle 

sizes. 

• When argon concentration is reduced in the gas mixture, the reactor packed with larger 

particles yields higher conversion of CO2 than small particles. Based on the reduced 

power drawn by the reactor with small particles, this is believed to be due to partial 

reactor discharging occurring caused by an insufficient applied potential difference to 

create electrical breakdowns in the void spaces of the packed bed. 

• Under the experimental conditions tested, a higher CO2 conversion can be achieved 

using the Al2O3 packed reactor than the BaTiO3 packed reactor 

• No plasma discharge is formed (And hence no CO2 converted) in the Al2O3 packed 

reactor with particle sizes < 850 µm in pure CO2 streams. Using the BaTiO3 packed 

reactor, a plasma can be formed using all particle sizes, applied potential differences 

and gas compositions. 

As a result of these observations, a number of questions were posed. These questions were: 

1. What is the relationship between burning voltage, applied voltage, particle size (and 

shape), gas composition, applied frequency, and choice of packing material? 

2. Can the benefits of small particle sizes be realised in all packed bed dielectric barrier 

discharge reactors? 

3. Why do particle size and material properties tested cause an increase or decrease in 

observed CO2 conversion? 

Using the electrical characterisation data, attempts were made to systematically find an answer 

to these questions. In order to attempt to answer the first question, the reactor burning voltage 

was evaluated as a function of the different experimental parameters. As has previously been 

reported elsewhere, the addition of increasing admixtures of CO2 in Ar causes an increase in the 

burning voltage of the reactor. In addition to this an increase in driving frequency is also found 

to decrease the burning voltage. BaTiO3 is found to significantly decrease the reactor burning 

voltage, whilst Al2O3 causes an increase in the burning voltage compared with a non-packed 
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reactor. A previously unseen result is found to occur, and the first major outcome of this thesis; 

decreasing particle size is found to significantly increase reactor burning voltage. When 

comparing 1400 – 2000 µm to 180 – 300 µm particles, BaTiO3 burning voltage increases up to 

130%. This increase in burning voltage is attributed to the decrease in void size in the packed 

bed. The relationship between experimental parameters in order to find a design equation for 

packed bed DBDs is not achievable with the data obtained, as it would be a complicated function 

of many variables.  

In order to answer the 2nd question, “can the benefits of small particle sizes be realised in all 

packed bed dielectric barrier discharge reactors?” The concept of partial reactor discharging was 

used to explore under what circumstances the reactor tested in this thesis was operating under 

optimal, fully discharging conditions. It was found that small particle sizes increase the tendency 

of the reactor towards partially discharging behavior. It was suggested that as each particle can 

act as a capacitor, charges become trapped in the packed bed whilst being transferred between 

electrodes. It was also found that partial discharging tends to occur to a greater extent with 

BaTiO3 compared with Al2O3. This is likely to be due to the higher dielectric capacity of the 

material being able to store a greater density of surface charge.  

Previously published literature by other authors was reviewed. An example from literature of 

plasma discharges forming in pure CO2 streams in small particles (180 – 250 µm, and 250 – 420 

µm) at very high electric field gradients is cited to demonstrate that it is possible. The work of 

this thesis is subsequently compared to the work of other researchers, using the partial 

discharging parameter, α, to investigate the operation of their reactors. It was found that in a 

number of publications, packing materials were being compared despite the reactor not fully 

discharging in all circumstances. There are two suggestions for researchers working with packed 

bed reactors based on these findings, and these are the second outcome of this thesis: 

1. As a matter of course when carrying out experiments with packed bed reactor 

discharges the partial discharging of the reactor should be quantified in order to allow a 

more fair comparison between materials tested.  

2. In order to benefit from the advantages of using small particle sizes, higher electric field 

strengths need to be applied, either by increasing the applied voltage or decrease the 

gap size used in the reactors. 

Finally, to attempt to answer the 3rd question, “Why do particle size and material properties 

tested cause an increase or decrease in observed CO2 conversion? The two variables were 

evaluated in order to determine the resultant parameters that they change. Although it was 

determined that the range of parameters is too large to come to a specific conclusion, further 

observations were made about the nature of the plasma discharges occurring in the packed bed. 
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Oscilloscope data of applied voltages and the plasma current data were evaluated qualitatively. 

It was found that the behavior of the plasma discharge changes significantly between different 

particle sizes and packing materials. Very high magnitude, intense pulses are found to occur in 

the 180 – 300 µm Al2O3 packed bed when using 90% Ar – 10% CO2 feed gas composition, that 

do not occur when other particle sizes are packed into the reactor. It is hypothesized that these 

intense pulses are caused by the cumulative effect of the stored charge of many particles 

dissipating their stored energy into high amplitude, intense pulses carrying a large amount of 

charge. This effect is not observed with the BaTiO3 particles, but this may be due to the large 

capacitance of the material reducing effective charge transfer through the bed. The results of the 

attempt to answer the final question from the data obtained are inconclusive. However, new 

observations have been made that require further investigation in order to provide a further 

incite into the behavior of packed bed reactors. 

7.2 Limitations of Study 

The work carried out in this study has a number of limitations. It is not expected that the 

limitations of the work performed will have a significant impact on the outcomes of the thesis. 

There are a number of problems with experimental design: 

1. The design of the reactor allows plasma discharges to form outside of the packed bed, 

this will have had an effect on the electrical measurements made. Stray discharges are 

still observed despite attempts to minimize their presence, for example through 

smoothing hard edges and electrode contact points, and using silicone sealant on the 

outside of the ground electrode. This becomes a particular problem at very high argon 

concentrations. This will have had an effect on the measurement of capacitances, and 

burning voltages, but the overall effect is likely to be very small and would not change 

the important trends observed from the data. 

2. Temperature control and measurement should be improved, particularly for 

measurement of electrical characteristics. Capacitance and burning voltage can be seen 

to change as the reactor changes in temperature, again this effect would not 

significantly change the trends observed, but does have an impact on the accuracy of 

the measurements. Ideally, temperature would be measured from inside the packed bed 

and would be recorded simultaneously with reactor power.  

3. The Mathematica program used to extract data from Lissajous figures needs to be 

improved. The Mathematica method used currently does not operate very well when the 

applied voltage to the reactor is low. Currently, it operates by using a least squares 

method to fit four linear plots to a large set of data, which effectively introduces 
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problems due to the signal to noise ratio of the data obtained. Instead, this program 

should separate out the data into individual AC cycles, fit the Lissajous figure, and take 

the average values of a large number of cycles. This should significantly improve the 

accuracy of the measurements taken. 

4. In an ideal study of the effects of particle size, the shape of the particles should be kept 

as spherical, although this would become very difficult with smaller particle sizes. 

Particles that have edges with a high radius of curvature are believed to introduce the 

possibility of electrical breakdowns occurring at those edges due to very high electric 

field strengths. Using perfectly spherical particles would affect the results obtained, 

possibly reducing the relative increase in burning voltage at small particle sizes due to 

the larger void spaces between particles. Overall, it doesn’t change the validity of the 

results obtained in this thesis. 

7.3 Conclusions 

There are a number of key conclusions that can be made from the work of this thesis:  

1. In packed bed plasma reactors smaller particle sizes (On the order of 100s of µm) are 

beneficial for conversion of CO2 to CO, compared with larger particle sizes, provided that 

a discharge can be generated in the particle bed. This exact cause of the increase in CO2 

conversion is not certain, but it may be due to improved plasma – gas contacting, 

increased surface – plasma interface area for surface reactions, or a change in the 

plasma discharge behavior. 

2. With randomly shaped particles, as particle size decreases the burning voltage increases 

rapidly. 

3. The tendency of packed bed reactors towards partial discharging increases with 

decreasing particle size, this is likely to be due to plasma discharges not forming in the 

void spaces of the particles. As a result of this phenomena, it is recommended that the 

partial discharging behavior of packed bed plasma reactors should be quantified using 

the equivalent circuit (or a packed bed equivalent) for partially discharging reactors 

derived by Peeters and van de Sanden [95] 

4. A previously unobserved discharge phenomena in packed bed reactors with small 

particle sizes may have been observed, although further work is required in order to 

verify this observation. 

 



 146 

8 Suggestions for Future Work 

Whilst I was doing the work for this thesis there were many occasions when I would find myself 

thinking, “What if…?” 

In order to accelerate the progress of packed bed plasma research, some fundamental problems 

need to be addressed. As stated very early into this thesis, the behavior of packed bed reactors is 

currently very poorly understood. Significant progress is being made with understanding and 

identifying catalyst – plasma interactions, whilst progress on understanding the dynamics of 

packed bed plasmas is very slow. I believe this is a problem that needs to be addressed if 

catalytic plasma reactors are to ever make it out of the laboratory and into industrial use. There 

are very few direct comparisons that can be made between results obtained with different 

catalytic experiments, therefore there needs to be a mechanism for benchmarking results 

obtained in different reactors.  

Some of my suggestions for future work reflect a requirement for fundamental research, whilst 

others are suggestions for novel approaches to drive progress forwards by potentially opening 

new avenues of research. 

8.1 Improving plasma properties in packed bed reactors 

It has been demonstrated that packed bed reactors using small particle sizes are likely to be 

most beneficial for CO2 conversion if discharges can be ignited in the void spaces of the 

particles. When increasingly small particle sizes are used, the large plasma – wall interface area 

will increase the loss rate of electrons, ions and excited species. Therefore, in order to have high 

electron and ion densities in order to maintain the plasma discharge the effects of materials 

with low work functions should be investigated. When an ion or electron collides with a material 

with a low work function, if the energy of that ion or electron exceeds the work function of the 

material, one or more electrons will be emitted back into the plasma. In my opinion, this is an 

essential piece of research that may have a significant impact if it can lead to a significant 

improvement in electron densities in packed bed reactors 

8.2 Discharge phenomena in packed beds 

The formation and mechanism of discharges in packed bed DBDs is very much unknown. High 

speed photography, high speed optical emission spectroscopy, and electrical characterisation 

could be used. It would be interesting to observe plasma formation around single pellets, 



 147 

stacked pellets and packed beds arranged in monolayers, or thin layers dependent upon particle 

size. Discharge behavior should be studied varying applied field strength, gas composition, 

packing material, and applied frequency.  

8.3 Catalytic activity of γ-Al2O3 for CO2 reduction in non-

thermal plasmas 

A question that keeps recurring amongst discussion between myself and other researchers is the 

possibility that γ-Al2O3 might be catalytic for CO2 reduction in plasma. The work of Roland et al 

[82] demonstrating that a paramagnetic surface species is formed in γ-Al2O3 when it is subjected 

to non-thermal plasma might indicate that it can become catalytic towards CO2 reduction, which 

may explain some of the surprisingly good results that have been observed using Al2O3 for CO2 

reduction. In terms of methodology to test this hypothesis, plasma DRIFTS-MS recently 

demonstrated at QUB [83], in-situ Raman spectroscopy, molecular beam mass spectrometry, and 

optical emissions spectroscopy could all be useful. I would also be interested in using DRIFTS-

MS to measure changes in the relative height of vibrational lines of CO2 and CO on the surfaces 

of potential catalysts. As far as I am aware, this has not been demonstrated previously. 

8.4 Larger scale testing of packed bed reactors 

The majority of publications on packed bed reactors are performed using very small reactors 

with packed bed sizes of no more than 3 – 20 ml. I would be very interested to see some of 

these reactors operated on a slightly larger scale, perhaps about a 100 – 300 ml sized reactor. 

As demonstrated by this thesis, gap sizes should be kept small (0.5 – 2mm perhaps) with high 

driving voltages (60 – 120 kV peak to peak), with powers of 500 W to 2 kW. Driving frequencies 

should also be significantly increased from those studied in this thesis, perhaps up to 150 kHz. 

Although the work of this thesis recommends the use of small particles for studying packed bed 

reactor materials, pressure drop will become an important factor when the reactor is scaled up 

significantly. Structured catalyst monoliths designed specifically for plasma reactors should be 

developed to optimise gas contacting, gas flow through the bed, and catalytic performance. 

8.5 In-situ oxygen separation from CO2 plasma reduction 

This is a project that has attracted some interest already [118, 119], and that I have also done 

some work on myself. Solid oxide electrolysis cells could be coupled with non-thermal plasma 

technologies in order to actively remove oxygen from the reaction site as it is being created. If 
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this was operated at high temperature for co-electrolysis (CO2 and H2O) there could be many 

potential benefits, including direct reforming to fuels. The high temperature of operation is 

likely to reduce the power required to generate a plasma to a fraction of the normally required 

energy input [120, 121]. In addition to this, the plasma may be used to improve reaction kinetics, 

negate the requirement for a catalyst, help overcome kinetic limitations due to rates of gas 

diffusion, and potentially even address problems of solid oxide cell durability. 
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9 Appendix 
9.1 Labview Program 

The purpose of the Labview program is to operate as a function generator, and to collect, 

analyse and save oscilloscope data. Each Labview program is made up of a number of virtual 

instruments (VIs). In the images shown in figures Figure 94 toFigure 96 the function of clusters 

of VIs are described to breakdown the function of the overall program into its constituent 

components. Figure 97 shows the front panel of the Labview program during operation. 

Its operation can be split into 3 independent subprograms: 

1. Function generator (Figure 94) 

2. Oscilloscope + Analysis (Figure 95) 

3. File Management (Figure 96) 

 

Figure 94: Function Generator Labview Sub-program 
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Figure 95: Oscilloscope and data analysis sub-program 
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Figure 96: File management sub-program  
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Figure 97: View of complete program front panel in operation 
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9.2 Mathematica program for analysis of Lissajous figures 

A step-by-step annotated guide to the Mathematica code used to extract data from the Lissajous 

figures is given below, with some sample data included. 

µ 
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9.3 FTIR Stepwise Calibration method 

The steps used to calibrate the FTIR for carbon monoxide are outlined below: 

i. Ensure that the FTIR is set-up as correctly, and the mass spectrometer is in continuous ion 

monitoring mode and is correctly set-up. (See section MASS SPECTROMETER) 

ii. Flush the experimental rig with argon to remove any other gases that may be contained 

within any of the lines or the gas cell itself. The mass spectrometer will show that the 

species concentration of all gases has stabilised once the system is completely purged with 

argon.  

iii. Change the argon flowrate to 100 ml/min and after the mass spectrometer is once again 

stable, run a background scan using the FTIR.  

iv. Set the FTIR to “slow kinetics” mode and begin taking samples. In this mode the FTIR can be 

set to take a sample every minute, for any number of repeats. The number of samples should 

be selected so that it will run for the duration of the FTIR calibration run.  

v. Set the argon flowrate to 99 ml/min, and the CO flowrate to 1 ml/min. These will be the 

flowrates used for the 1% CO calibration. Allow the mass spectrometer readings to stabilise, 

Once stabilisation has been reached leave the FTIR to continue for a minimum of 5 samples.  

vi. Change the gas flowrates to 98 ml/min Ar, and 2 ml/min CO. Repeat step v. for each gas 

sample until a CO concentration of 5%, (5 ml/min CO, in 95 ml/min Ar) is reached. At this 

point the gas flow can be switched off. 

vii. Using the FTIR software, the CO peak should be selected and added as a “new component”. 

Then the peak boundaries should be defined, as described in Figure 43. The 5 stable values 

for each different gas concentration should be selected, and the corresponding 

concentration data should be entered into the calibration database.  

viii. Finally, either a linear or quadratic relationship between species concentration and peak 

area should be selected. Although the Beer-Lambert law is a linear relationship, a quadratic 

relationship can often provide a more accurate fit for the data.  
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