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This thesis describes technologies related to solar (PV) inverter applications including control algorithms and the novel reuse of computer power supplies for battery charging applications. Maximum power point tracking (MPPT) converters are used to continuously seek the optimum operating point of a solar panel. Due to their low cost and ease of implementation, hill climbing MPPT methods based on perturbation principles are most commonly used to extract the maximum power. To achieve highest performance over a range of operating conditions, a modified MPPT algorithm is used which employs a variable duty cycle step-size and optimum sampling rate. A detailed simulation study, which is then experimentally validated, is presented. Results show an improvement in the efficiency and better performance in both steady-state and a dynamic condition

For the MPPT algorithm to work effectively, precise voltage and current measurements must be obtained from PV panel which can be difficult to achieve in a practical system due to measurement noise. This thesis therefore examines the effect of this noise on the performance of the MPPT algorithm and proposes methods to minimise the impact on the tracking performance under different conditions. The effect of analogue-to-digital conversion (ADC) resolution and the use of mean (average), moving average, median and mean-median filters are first investigated in simulation and then validated in a practical 20 W PV demonstrator.
This thesis is also investigates the technical feasibility for repurposing the advanced technology extended (ATX) computer power supply unit (PSU) to provide low-voltage battery chargers thereby reducing waste and providing number of possible opportunities in the developing world and also contribute toward finding batter way to recycle electrical equipment at the end of its life. Two possible methods for repurposing ATX PSUs are presented. Firstly, the boost-converter based active power factor corrector (APFC) is modified for use as a PV MPPT to charge a battery. Secondly, a whole ATX PSU is reconfigured to charge a battery directly from the mains electricity supply. Experimental results successfully prove the technical feasibility of extending electrical equipment life by repurposing to an alternative application. 
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[bookmark: _Toc424560929]The demand for clean, sustainable and abundant energy sources is substantial due to the increasing cost of conventional power sources, the limited reserve capacity of national electricity grids and the environmental impact of pollution. It is without surprise, therefore, that researchers have been investigating renewable energy systems for many years. Nowadays, renewable energy is commercially generated from sources including solar, tidal, wind, wave, geothermal, hydroelectrical and biomass. 

In recent years, global warming has increasingly been viewed as a significant issue in developed countries as result of the increase in the greenhouse gas emissions. EU countries, for example, have set an ambitious target to cut greenhouse gas emissions by 80% by 2050 in comparison to 1990 levels. During the same period, they intend to increase the use of renewable energy by 55% [1][2]. The plan has two stages: in first stage greenhouse gas emissions will be reduced by at least 20% by 2020 while renewable energy production will be increased to account for 20% of all the energy produced [3].  In the second stage the greenhouse gas emissions will be reduced by at least 27% and increase of using renewable energy with the same amount (27%) by 2030 in comparison to 1990 levels [4]. 

Renewable installations are often expensive due to the equipment required (e.g. PV array, wind turbine, inverter and batteries). Therefore governments in developed countries are promoting subsidies (such as feed-in tariffs) to encourage the uptake of renewable energy generation. For example, by setting the price for electricity produced from renewable sources higher than the market price, while at the same compelling electricity companies to purchase electricity from the suppliers for an agreed fixed number of years at a fixed price [5]. However, by setting the price higher than the market level, small businesses and householders will be encouraged to install PV solar panels and wind turbines.
Amongst all renewable resources, solar energy is drawing considerable attention due to its worldwide availability, as shown in Fig 1‑1. In a solar energy system, solar radiation is converted directly into electricity using photovoltaic (PV) cells. PV panels are increasingly popular and assisted by government funding schemes because they produce clean energy with little operational cost [6]. 

[image: SolarGIS-Solar-map-World-map-en]
[bookmark: _Ref428295536][bookmark: _Toc428302624][bookmark: _Toc428302403][bookmark: _Toc428302152][bookmark: _Toc430779113][bookmark: _Toc431208443]Fig 1‑1 The worldwide availability of solar energy [7].

The most of emissions related to the power generated by the PV array are produced during the manufacturing of its components (and small amount during the maintenance). The power generated by the PV array during its life time, which is typically 25 years [8][9] does not result in the release of greenhouse gases. PV installations are usually divided to three categories [10] according to the installation size: 1) residential systems, which usually have a capacity between 2 to 3 kilowatts and installed a building’s pitched roof; 2) commercial systems, which are generally installed on flat or low-slope roofs and can be up to a megawatt-scale; 3) ground-mount utility-scale systems (which have been drawing more attention in the recent years since most of the solar power generated in the world is accounted for by this category), where the generated electricity is fed back into the power grid. One of the largest solar power plants in the world is the Topaz Solar Farm. It covers 25 km2 and generates 550 MW, which is enough to supply 160,000 homes [11].

The state of the overall worldwide power generated from PV power will exceeded 178 GW by 2015 [12][13]. In 2014 Germany is by far the world leader in PV power generation at around 40 GW followed by China, Japan, Italy and USA at 28.2 GW, 23.3 GW, 18.5 GW and 18.3 GW respectively [14]. 

[bookmark: _Toc431405177]Motivation
The PV installation consists of PV arrays, converters and maximum power point tracking (MPPT). The overall efficiency of a PV installation is the sum of other three  factors: The PV array conversion efficiency; is the percentage of which solar array convert the incident energy (in the form of sunlight) to output electricity [15]. In commercial PV array the conversion efficiency is between 8-20% [16] (it was reported in [17] that some commercial PV panels efficiency reach 21.6%). The efficiency of the switching mode power converter (SMPC), which is typically required to interface the PV array to the load, is typically between 95% to 98 % [18] and finally the efficiency of the maximum power point tracking (MPPT) method.

In order to improve the overall efficiency of the PV installation, at least one of the three factors efficiency has to improve. Improving the efficiency of the switching mode power converter is not easy as it heavily relies on the technology used to its components. Similarly, in order to improve the PV array conversion efficiency, the material used to make PV array has to respond to the entire spectrum of sunlight regardless the photon’s energy (in other words the inefficient interactions of sunlight with cell material). This phenomena is account for losing approximately 55% of the conversion efficiency [15]. Hence, increasing the efficiency of SMPC and the conversion efficiency of the PV array is requiring a lot of investment, which eventually will increase the PV array installation cost.

An alternative solution is to improve the MPPT efficiency using new control algorithms. It is much cheaper than investing in improving the SMPC efficiency and the PV array conversion efficiency. It also could provide an immediate improve in the overall efficiency. Moreover, it could be applied easily to existing installations by updating the MPPT controller firmware.
PV array Voltage (V)
Irradiance ()
PV array voltage (V)
Power (W)

[bookmark: _Ref428295578][bookmark: _Toc428302625][bookmark: _Toc428302404][bookmark: _Toc428302153][bookmark: _Toc430779114][bookmark: _Toc431208444]Fig 1‑2 Variation of weather conditions on PV array output power.

However, the energy generated by PV arrays is heavily dependent on the ambient weather conditions, particularly irradiance and temperature, as shown in Fig 1‑2. In many climates, the weather changes continuously and thus the energy output of a PV array changes unpredictably. The complex relationship between the operating environment and the power produced is a significant disadvantage of solar power. To further complicate matters, the power output of a PV array is also dependent on its electrical load, with too high load reducing the efficiency of the panel. To overcome the problem and harvest the maximum available power for the PV array, an MPPT system is usually integrated into an electronic power converter to ensure the system operation point is kept close to its maximum power point [19][20][21].  

[bookmark: _Toc431405178]Contribution
This thesis summarises research activities to increase the use of PV array as a renewable source of power for advanced and developing nations by: a) improve the efficiency of MPPT algorithms; and b) to demonstrate the technical feasibility of repurposing waste computer power supplies to introduce a cheaper MPPT system (hardware) and also a battery charger.

This thesis summarises research activities to: a) improve the efficiency of MPPT algorithms; and b) to demonstrate the technical feasibility of repurposing waste computer power supplies for battery charger application targeted at use in developing nations.  The research activities surrounding MPPT efficiency improvements included: the development of a mathematical models for MPPT; design and construction of an experiential set up to provide a controllable environment to test MPPT operation; a deep analysis to the traditional HC MPPT system to determine the most effective element to improve the performance and increase the efficiency; the development of a novel MPPT method providing improved steady-state and transient efficiencies validated through simulation and experimental work. Following on from this, the performance of the MPPT system with noise contaminated measurements is evaluated. Different noise reduction methods were proposed, resulting in improving MPPT performance and efficiency. The final topic involved finding alternative ways to recycle/repurpose and reuse waste electrical devices after the end of the primary life.  The aim for this research topic was to repurpose standard desktop computer advanced technology extended power supply unit (ATX PSU) for solar powered and mains powered battery charger applications.
The final topic involved finding a way to build a cheaper MPPT system, by recycle/repurpose and reuse waste electrical devices after the end of the primary life.  The focus for this research was on repurpose the standard desktop computer advanced technology extended power supply unit (ATX PSU) for solar powered and mains powered battery charger applications.
The work presented in this thesis has been disseminated internationally in several journals and conferences. The main contributions are summarised below:
· A mathematical model of the MPPT system using state-space and transfer function forms are presented. An experimental test ring was built to test the performance of the MPPT system under different operation conditions indoor is also presented.

· A MPPT with variable PWM step size techniques is used, based on analysis of elements affecting the performance of the hill climbing MPPT method. This work was presented in [P1].

· Different types of noise removal are proposed includes reducing the microcontroller ADC resolution and using a combination of two digital filters, this work was presented in [P2].

· Successfully repurposing the active power factor correction APFC (DC to DC boost converter) in the ATX PSU to perform MPPT for battery charger application. Another battery charger’s prototype to charge 12V lead-acid battery directly from the main by repurposing the entire ATX PSU is proposed. This work was presented in [P3]-[P7].


[bookmark: _Toc391637037][bookmark: _Toc381243518][bookmark: _Toc381243260][bookmark: _Toc380541452][bookmark: _Toc431405179]Thesis outline 
The work in this thesis is divided into seven chapters: 
Chapter 1 introduces the thesis and explains the motivation behind it. It also provides details about the thesis structures and contribution. 

Chapter 2 is the literature review chapter, where the most relevant topics in this thesis are reviewed. These topics include: the materials make the PV cells and the operational principles; the Sun’s power; the most popular types of MPPT methods were pointed out includes the advantages and disadvantages of every method; noise affecting the MPPT system performance; repurposing ATX PSU and different lead-acid battery charger methods. 


Chapter 3 presenting a novel technique to model the MPPT system using state-spice averaging method. The effects of the weather variation on the PV array output power was also examined in this chapter.  In addition, an indoor test ring was developed to evaluate the performance of the MPPT under different operation conditions, and also providing a reputable environment conditions. 

Chapter 4 an analysis to the traditional HC MPPT method was performed in order to improve the performance and the efficiency of the MPPT system. A novel MPPT method uses variable PWM step size was proposed. Results were validated using simulation (using Matlab\Simulink software) and experimental work. 

Chapter 5 investigating the effect of noise on the MPPT system performance, and the use of different method to mitigate the effect of the noise. Different methods to minimise the effect of the Additive white Gaussian noise (AWGN) on the MPPT were analysed including reducing the analogue-to-digital converter ADC and using different filters. A Simulink model is then used to show the effectiveness of the selected noise reduction methods. The experimental results which follow validate the results.

Chapter 6 reviews details on the ATX power supply and investigate the possibility of repurposing parts or the whole ATX PSU to be used as lead-acid battery charger. In the first application a cultivated APFC from the ATX PSU was successfully repurposed to serve as MPPT and to charge a lead-acid battery. In the second application, different prototypes were proposed to repurpose a whole ATX PSU to serve as battery charger directly from the mains supply, which was also successfully repurposed.

Chapter 7 concludes the thesis and details any further work. 
 
Chapter 1 Introduction
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[bookmark: _Toc431405180]Literature review
[bookmark: _Toc431405181][bookmark: _Ref424479617]Introduction 
This chapter introduces the basic principles of PV energy conversions and reviews some of the available literature relevant to the research topics covered in thesis.  This chapter starts by reviewing the principles of the PV installation, the semiconductors technology behind the PV array and the sun power that fuels the PV array. Different algorithms for providing MPPT are also explained. Recycling of waste electrical equipment is reviewed alongside battery charging concepts for lead-acid batteries.

[bookmark: _Toc431405182]Photovoltaics PV
[bookmark: _Toc431405183] Operating principle
Since semiconductor physics is not the focus of this work, only a brief review of the semiconductor concepts will be covered here. Photovoltaic (PV) cells use semiconductor technology to directly convert solar energy from the sun into electricity. The common semiconductor materials used to constructs the PV device consist of pure crystalline silicon combined with boron and phosphorus. A silicon atom has 14 protons and electrons. The outer orbit contains four valence electrons [22], as shown in Fig 2‑1.



[bookmark: _Ref424474778][bookmark: _Toc428302626][bookmark: _Toc428302405][bookmark: _Toc428302154][bookmark: _Toc430779115][bookmark: _Toc431208445]Fig 2‑1 Configuration of a silicon atom[22].

The crystalline silicon atom uses the four valence electrons to form covalent bonds with four adjacent atoms in the three-dimensional tetrahedral pattern as Fig 2‑2 shows.



(a)


(b)
[bookmark: _Ref424474921][bookmark: _Toc428302627][bookmark: _Toc428302406][bookmark: _Toc428302155][bookmark: _Toc430779116][bookmark: _Toc431208446]Fig 2‑2 Silicon valence electrons forming covalent bonds with adjacent atoms (a)two-dimensional version (b) tetrahedral version [22].

Silicon can be considered to be a perfect electrical insulator at absolute zero temperature. However as the temperature increases the silicon conductivity will increase, freeing more electrons to flow as electric current. In order to understand the principle of this phenomenon, the underlying quantum theory must be understood. Quantum theory explains the differences between conducting metals and semiconducting materials in term of their energy-band diagrams as shown in Fig 2‑3.



(a)


(b)
[bookmark: _Ref424476633][bookmark: _Toc428302628][bookmark: _Toc428302407][bookmark: _Toc428302156][bookmark: _Toc430779117][bookmark: _Toc431208447]Fig 2‑3 Structure for energy bands (a) metals (b) semiconductors [22].

The top energy bands in Fig 2‑3(a) and (b) are called the conduction band where all electrons in this band contribute to the current flow. This section is partially filled for conductive material (metal), as shown in Fig 2‑3(a), whereas it is empty for semiconductor material at absolute zero temperature, as shown in Fig 2‑3(b) [23].

Forbidden bands are the gaps which exist between the allowable energy bands, in particular the gap separation between the conduction band and the one below it. Electrons in the filled bands need to gain energy (called the band-gap energy), in order to be able to cross the forbidden band to the conduction band. Band-gap energy (Eg) is usually measured in electron-volts (eV), which is the energy an electron gains once its voltage is increased by 1V (1 eV = 1.6 × 10−19 J). In order for an electron in the silicon atom to cross to the conduction band (i.e break its electromagnetic bond nucleus), it has to gain 1.12 eV [22].
For a PV cell this additional energy comes in the form of photons generated from the electromagnetic energy of the sun can be used. If a photon with energy higher than 1.12 eV is incident on a PV cell, an electron can gain enough energy to break its electromagnetic bond and cross the forbidden gap to the conduction band [22], as Fig 2‑4 shows.

  


                   
                  (a)                                                                                (b)
[bookmark: _Ref424478679][bookmark: _Toc428302629][bookmark: _Toc428302408][bookmark: _Toc428302157][bookmark: _Toc430779118][bookmark: _Toc431208448]Fig 2‑4 Photon effect on the creation of a hole–electron pair (a) releasing an electron(b) combining electron with the hole release photon energy[22].

As the electron crosses to the conduction band it leaves a hole behind, which represents a positive charge. Ultimately, a hole–electron pair in a semiconductor is created, and this process is continued as long as the photons absorbed, have enough energy [22][24], as the following equation illustrates. 

	
	
	(2.1)


where  is the speed of light (),  is the wavelength (m),  is the frequency (hertz),

	
	
	(2.2)


where  is the energy of a photon (J) and  is Planck’s constant ().  

In theory any photons with energy less than the material’s energy gap (), will not contribute to hole–electron pair generation, hence only photons with an energy higher than () will contribute to hole–electron pair generation and subsequent currents flow [24].

In order to prevent the electron from falling down the energy gradient and recombining with its own hole, thereby ensuring the sustained generation of hole–electron pairs, an internal electric field is built within the PV device [22]. This field ensures the electrons flows in one direction (and holes in the other direction) only and it is created in the device through use of n-doped and p-doped materials as shown in Fig 2‑5.



[bookmark: _Ref425806209][bookmark: _Toc428302158][bookmark: _Toc428302409][bookmark: _Toc428302630][bookmark: _Toc430779119][bookmark: _Toc431208449]Fig 2‑5 The polarisation of electrons and hole between the n-side and p-side materials as a result of the electric field [22].

In the first region (in the bottom of the Fig 2‑5) a trivalent element (such as Boron) was added to pure silicon. The concentration of dopants is very small ( Boron to Silicon atom ratio of 1:10 million). The trivalent element atoms (which are also called the acceptor atom) has only three electrons, which means three of the covalent bonds are filled, leaving a positively charged hole next to its nucleus, allowing a electron from an adjacent atom to move easily to the hole. Any semiconductor doped with acceptor atoms is referred to as p-type material [22]. In the second region pentavalent atoms (such as phosphorus) are added to pure silicon. The concentration of dopants is small (1:1000 silicon atoms). The second region (in the top of the Fig 2‑5) which has been doped with a pentavalent element now has four of its electrons bound together leaving one electron roaming freely. Once this free electron leaves its atom, this atom will be called the donor atom. Any semiconductor doped with donor atoms is called as n-type material [22].  

The p and n type regions in the PV cell lead to the formation of a diode like structure.  The behaviour of this equivalent diode structure will be described in further detail in chapter 3 where electrical equivalent circuit models for PV cells are discussed.
[bookmark: _Toc431405184]Solar energy
The Sun is the centre of our solar system and a very important source of renewable energy emitting a huge amount of electromagnetic radiation () throughout the year [22][25]. At the centre of the Sun, helium nuclei are formed by a fusion process using hydrogen. The temperature of the Sun surface is around 6,000K. It is predicated that, the Sun total instantaneous power production (mass energy conversion) is around [22][26].

If it was possible to harvest the energy of just 10 hectares of the surface of the sun, this energy would be enough to supply the entire world’s demand of electricity. Unfortunately, this is not achievable as the Earth is located a great distance from the Sun and its axis of rotation gives rise to daytime and night time interfering with continuity of supply . Moreover, the Earth’s atmosphere is responsible for a loss of approximately one third of the Sun’s energy before it reaches the Earth’s surface [26].


[bookmark: _Ref424492717][bookmark: _Toc428302631][bookmark: _Toc428302410][bookmark: _Toc428302159][bookmark: _Toc430779120][bookmark: _Toc431208450]Fig 2‑6 The divergence of energy from the Sun to the Earth [26].

At the Sun’s surface the radiation intensity is around. It travels approximately  to reach the Earth’s atmosphere, by which would have fallen to, as shown in Fig 2‑6. 

[bookmark: _Toc431405185]Sun position throughout the day
The Sun’s location with respect to a PV installation, can be computed throughout the day using two elements: the altitude angle and the azimuth angle [22][27], as shown in Fig 2‑7. The azimuth angle can be defined as the angle between a line running true south and the shadow cast by a vertical rod on Earth. If the Sun location is east of south (i.e in the morning time) the angle is positive, and if it is located in west of south (afternoon) the angle is negative.


[bookmark: _Ref424492809][bookmark: _Toc428302632][bookmark: _Toc428302411][bookmark: _Toc428302160][bookmark: _Toc430779121][bookmark: _Toc431208451]Fig 2‑7 The sun’s movement throughout the day with respect to due south [22].


Different elements need to be considered in order to calculate the azimuth and altitude angles: the day of the year, the hour of the day and the latitude. Equations (2.3) and (2.4)  are used to calculate the azimuth and altitude angles of the sun  [22]. 

	
	
	[bookmark: _Ref424494825](2.3)


	
	
	[bookmark: _Ref424494818](2.4)


where 
: is the latitude of the site
: is the solar declination (angle of a line drawn between the centre of the Earth to the centre of the Sun relative to the plane of the equator). 
: is the hour angle (number of degrees taken by the Earth to rotate until the Sun is directly over the local particular line of longitude).

Geographical effects: places around the equator have the most potential of solar energy, as shown in Fig 1‑1,  due to the high solar energy density which is as result of the sun's rays are coming in at a steep angle close to 90 degrees (during the noon period).

[bookmark: _Toc431405186]The effects of Earth’s Atmosphere
Since the Sun is very far from Earth, the radiation incident on the atmosphere travels in straight, parallel beams. When solar radiation reaches the Earth, it has to travel through the Earth’s atmosphere which is full of gasses (such as nitrogen and oxygen), water vapour, particles (from dust) and clouds. As this occurs, the solar radiation structure changes as a result of scattering, diffusion and absorption [22][25][26], as shown in Fig 2‑8. The amount of scattering is dependent on the availability of these elements in the atmosphere and their altitude above sea level. The atmosphere is therefore responsible for decreasing the Sun’s incident energy by a third on a sunny day and up to 90 percent on a very cloudy day.



[bookmark: _Ref424572120][bookmark: _Toc428302633][bookmark: _Toc428302412][bookmark: _Toc428302161][bookmark: _Toc430779122][bookmark: _Toc431208452]Fig 2‑8 How solar radiation is affected by the Earth’s atmosphere [26].

Atmosphere scatters light differently according to its wavelength, which produces three types of irradiance at the surface of the earth [26]:

· Solar irradiance that is still travelling unheeded in a straight line, which has not been affected by the earth atmosphere components. It accounts for 90 percent of the solar energy that reaches the surface of the earth on a clear day. It also responsible for producing shadows once it heats hits an object [26][28].
· Solar irradiance diffused by the earth atmosphere components such as clouds. This then travels off in all directions in the hemisphere. On a foggy or a gloomy day where the sun cannot be seen, the straight line irradiance is equal to zero [26][28].
· The third is the solar irradiance, which is called the global solar radiation, which is the sum of the direct and diffuse solar radiation [26][28].

[bookmark: _Toc431405187] Measurement of Solar Irradiance
As the use of PV arrays and solar thermal systems increases, accurate and reliable solar radiation measurement is also becoming increasingly more important. In activity such as: tracking the MPP for PV installation, especially for larger solar power plants where any small errors could significantly affect the return on investment, finding the best place to locate a PV farm installation is critical, PV cell production quality control, prediction of system output under various weather conditions and monitoring the efficiency of installed systems [26][28].

Global Solar Irradiance 
Pyranometer is the most common instrument used to measure the global solar irradiance (the Sun’s energy from all directions) [28]. It consists of several thermocouples connected in series to a thin blackened absorbing surface, which is shielded and insulated from convective and conductive losses, as shown in Fig 2‑9. 


[bookmark: _Ref424572312][bookmark: _Toc428302634][bookmark: _Toc428302413][bookmark: _Toc428302162][bookmark: _Toc430779123][bookmark: _Toc431208453]Fig 2‑9 A Pyranometer used to measure the global solar irradiance[26].

The temperature measured by the thermocouple is proportional to the amount of radiant energy falling on its surface. By calibration the measured temperature should give an accurate reading for the global irradiance [26].

Direct Solar Irradiance  
Pyrheliometer is the instrument used to measure the direct solar irradiance. It consist of a long tube (blackened on inside) with a pyranometer fixed at one end [26]. In order to continuously tracking the sun disc a two-axis tracking mechanism is introduced as Fig 2‑10 shows. It operates under the same concept of the Pyranometer but is limited to the direct irradiance by aiming the long tube directly at the Sun[28]. 



[bookmark: _Ref424573731][bookmark: _Toc428302635][bookmark: _Toc428302414][bookmark: _Toc428302163][bookmark: _Toc430779124][bookmark: _Toc431208454]Fig 2‑10 The Pyrheliometer instrument used to measure only the direct Sun’s irradiance [26].

Diffuse Irradiance
In order to measure the diffuse irradiance a Pyranometer could be modified by providing a shadow to block the direct irradiance emulating the size of the Sun’s disc as shown in Fig 2‑11. As the Earth moves the shadow has to be adjusted throughout the day to ensure the direct irradiance is blocked at all times.


[bookmark: _Ref424574455][bookmark: _Toc428302636][bookmark: _Toc428302415][bookmark: _Toc428302164][bookmark: _Toc430779125][bookmark: _Toc431208455]Fig 2‑11 Modified Pyranometer used to measure the diffuse irradiance [26].

[bookmark: _Toc431405188]Maximum Power Point Tracker
Inevitably, the energy generated by PV arrays is heavily dependent on the ambient weather conditions, particularly irradiance and temperature. In many climates, the weather changes continuously and thus the energy output of a PV array changes unpredictably. The extremely non-linear of output characteristics of the PV array (as shown in Fig 2‑12(a) and (b)) along with the complex relationship between the operating environment and the power produced is a significant disadvantage of solar power. 
[image: ][image: ]  
(a)                                                        (b)
[bookmark: _Ref430460289][bookmark: _Toc430779126][bookmark: _Toc431208456]Fig 2‑12 PV array characteristics (a) V-I curves (b) P-V curves.
To overcome this problem and harvest the maximum available power by PV array, a tracking system is usually integrated into an electric power converter, as shown in Fig 2‑13  to ensure the system operation point (OP) is kept close to maximum power point (MPP) [19][20][21].




[bookmark: _Ref430458366][bookmark: _Toc430779127][bookmark: _Toc431208457]Fig 2‑13 MPPT system consists of a PV array used to feed a load via boost converter

Since the initial discussion in MPPT by ANDREAS F. BOEHRINGER in 1968 [29], much research has been published discussing different methods and approaches to track the maximum power point. The techniques published differ in terms of which control variables are involved, how complex the control algorithm is and which sensors are required.  Usually PV power measurements are made and either the voltage or current is directly controlled in a such a manner to achieve the MPP. The available techniques can be crudely divided into three types. 

· Firstly, the simple and effective fractional open-circuit voltage (OCV) and short-circuit current (SCC) methods are presented in literature [20]. 
· Secondly, there are complex techniques which include genetic algorithms, fuzzy logic and neural networks. These have fast response times which makes them suitable in situations involving continuous variation in the weather but, their complexity is a significant drawback [20][21]. 
· Thirdly, there are the so-called perturbation techniques which are the most commonly utilised methods due to their simplicity and easy implementation. The methods which utilise these techniques include the incremental conductance (INC) method, the perturb and observe (P&O) method and the hill climbing (HC) method. [30][31][32]. These methods will be explained in more details in the following section.

[bookmark: _Toc431405189]Fractional Open-Circuit Voltage
It was reported by [33][34] that the relationship between the voltage at MPP  and the open circuit voltage VOC of the PV array under different irradiance levels and temperatures is almost linear. The fractional method can be presented by the following eq;

	
	
	[bookmark: _Ref423785533](2.5)


Where  is a constant of proportionality and it is dependent on the characteristics of the PV in use. The  value is usually determined by experimental work to find the   and  for the particular PV array at different irradiance levels and temperature. The value of  has been found by [33][34][35] to be around 0.71 to 0.78 (this value is not valid in the case of partial shading). Once the value of  is known with the  value at that particular weather condition, equation (2.5) can be used to calculate the. In oder for this technique to be effective periodic measurements of  are required which means the power converter has to be temporarily disconnected from the PV for very short period of time. The temporary disconnection of the power converter introduces losses at each occurrence, which is considered a disadvantage of this method.
In order to overcome this problem [33] proposed the use of pilot cells to determine the  without the need to disconnect the power converter has been proposed. The only disadvantage of this technique is that, the pilot cell has to be carefully selected and/or calibrated to match the characteristics of the main PV panel in use. In [35] The need to measure the  is eliminated, as it is claimed that the voltage generated by pn-junction diodes is always in the region of 75% of the. Implementing this assumption in (2.5) produces an approximation to the  value. As  value has been approximated, a simpler closed loop control system can then be used to force the system to operate at this value. The OP never actually operates at MPP, since (2.5) is only an approximation of the  location. Fractional  method presents an easy and cheap technique to implement, which does not necessarily require microcontroller control or digital system processing (DSP).

[bookmark: _Toc431405190] Fractional Short-Circuit Current
Fractional   is based on the fact that the relationship of  with under different weather condition is almost liner [36][37], as eq (2.6) illustrates

	
	
	[bookmark: _Ref423790392](2.6)



where  referred to as the proportionality constant. Similarly to the Fractional Open Circuit voltage technique, it is also dependent on the characteristics of the PV in use. In this case  factor was found to have value between 0.78 and 0.92 [37]. In order to periodically measure the, an additional switch is added to the circuit and requires an extra current sensor, which increases the number of component and cost. In the case of using a boost converter, its inherent switch can be used to measure [37]. During measurement of  power losses also occur and also adding to the fact that, eq (2.6) is based on a first order approximation the system never operates exactly at the MPP, exhibiting a lower efficiency when compared to more advanced techniques.

[bookmark: _Toc431405191]Fuzzy Logic Control
In the recent years MPPT utilising fuzzy logic control methods have become more popular as a results of the use of  microcontrollers being more widely adopted [38][39][40]. It was reported in [41] that the fuzzy logic control method has high efficiency even with imprecise measurements and can easily cope with the system nonlinearity. Three processing stages used by fuzzy logic control method are used to process the data, as Fig 2‑14 illustrates:



[bookmark: _Ref424576897][bookmark: _Toc428302637][bookmark: _Toc428302416][bookmark: _Toc428302165][bookmark: _Toc430779128][bookmark: _Toc431208458]Fig 2‑14 Configuration of the three stages implemented by the fuzzy control method.

Stage one, called fuzzification in this stage the input variables (numerical) are converted changed to linguistic variables using a membership functions [40] as Fig 2‑15 shows .


[bookmark: _Ref424576036][bookmark: _Toc428302638][bookmark: _Toc428302417][bookmark: _Toc428302166][bookmark: _Toc430779129][bookmark: _Toc431208459]Fig 2‑15 The membership grades used in the fuzzification stage [40].

Five fuzzy levels are used in this case: NB (negative big), NS (negative small), ZE (zero), PS (positive small), and PB (positive big). It can be extended to 7 levels if high fidelity is required [42]. The MPPT inputs in fuzzy logic controller are errors and . The way  is calculated is application specific. In this case it is assumed that  is calculated by (2.7), however other methods can be also used.

	
	
	[bookmark: _Ref423798935](2.7)



	
	
	[bookmark: _Ref423799225](2.8)


After calculating the system inputs  and  using (2.7) and (2.8), they are then converted the necessary linguistic variables.  is the fuzzy logic controller output, where its value is determined by a rule base table (which is the second stage of the method), illustrated in Table 2‑1.


[bookmark: _Ref424576233][bookmark: _Toc427755695][bookmark: _Toc430779254]Table 2‑1 Fuzzy role base table [40].
Table 2‑1 demonstrates the linguistic variables given to  for different input ( and ) is based on the prior knowledge of the operator. The following example is to explain how the look up table works, assuming the power converter is a boost converter and the OP is located on the far left of MPP [39]. Using (2.7) and (2.8)  is found to be PB and  is ZE,  has to now be increased by a large value in order to move the OP to the MPP. Applying these inputs in Table 2‑1 it can be found that   is PB.  
The third stage is called defuzzification, and it is here where the output from the membership function table is converted from a fuzzy variable to a precise numerical value. The numerical variable will provide the signal to update the converter duty cycle to head in a direction toward the MPP. From the table we can see that  has more than one value, making the method suitable to operate for conditions with varying weather[43]. The effectiveness of this method is heavily reliant on operator experience and knowledge in order to produce the rule base table and calculate the correct error [42].

[bookmark: _Toc431405192]Neural Network
The use of neural networks (NN) is another advanced technique adapted for MPPT implementation using microcontrollers [44][45][46]. The NN usually consists of three layers input, hidden, and output layers as illustrate in Fig 2‑16. Each layer has a different number of nodes dependent on the operator’s choice. The input can be anything measurement from PV array parameters such as   and, PV array output such as instantaneous power, and weather data such as irradiance level and temperature, or a combination of all of these. For MPPT the output is usually the PWM duty cycle, which is used to direct the OP toward the MPP. The hidden layer can be considered the brain of the system where weighted combinations of the inputs are combined through an activation function.  The output (control) signal is then formed from a combination of the hidden layer values.  



[bookmark: _Ref424738662][bookmark: _Toc428302639][bookmark: _Toc428302418][bookmark: _Toc428302167][bookmark: _Toc430779130][bookmark: _Toc431208460]Fig 2‑16 An example of the neural network [40].

In Fig 2‑16 and are the links between nodes, which all have a weight of.  has to go through a long process of training in order to locate the MPP. The training involves testing the PV array over a long period, under different weather conditions to establish a pattern between the input and output of the neural network [47]. Account must be taken of the differences in characteristics between different PV arrays, so the training for one PV array might not be valid for another. Moreover, the characteristics of the PV array also change with time, which require the neural network to be updated (more training), in order to successfully identify the MPP[48].  Thus, the NN can be seen as a complex non-linear equation which, after adequate training, converts the system inputs (voltage, power, temperature, etc) into the desired output (PWM duty cycle at or close to MPP).

[bookmark: _Toc431405193]Ripple Correlation Control
Ripple correlation control (RCC) takes advantage of the switch mechanism imposed by the converter [49][50]. As result of the switching behaviour of the converter, ripples appear on the PV array current  and   voltage. RCC correlates the time derivative of the PV array power to the time derivative of the PV array voltage (or current), in order to find the MPP by movinge the OP such that the gradient of the power components is zero. For instance, if the used converter is a boost converter, any increase in the duty cycle will result in an increase in the inductor current, and hence the. On the other hand,   is decreased, therefore the duty ratio control input can be presented by (2.9) or (2.10)[21].
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	[bookmark: _Ref423870708](2.10)


where  is a positive constant. 

Controlling the duty ratio in this manner guarantees the OP is always operating at the MPP. This method does not require any prior knowledge of the PV array characteristics. Reference [49] has documented the performance of RCC under varying irradiance levels. The resulting analysis shows fast tracking and high efficiency.

[bookmark: _Toc431405194]DC-Link Capacitor Droop Control
DC-link capacitor droop control is a MPPT techniques designed to work for applications where the PV array is connected to the power grid through an inverter (AC/DC) [51][52], as shown in Fig 2‑17. 



[bookmark: _Ref424739125][bookmark: _Toc428302640][bookmark: _Toc428302419][bookmark: _Toc428302168][bookmark: _Toc430779131][bookmark: _Toc431208461]Fig 2‑17 Circuit for the DC-link capacitor droop control MPP method [40].

The boost converter duty cycle can be calculated according to (2.11). Where  is the voltage across the capacitor (dc link)
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In order to track the MPP in this system, is kept fixed and the current going to the inverter from the boost converter is increased (hence the PV array current). As long as the power delivered to the inverter does not exceed the maximum power available by PV array,  will stay fixed [51]. MPP is the point before  starts drooping as a result of increasing the demand for power by the inverter, to a level exceeding the PV array available power. 

Once this point is identified the control system will feed back the inverter current  to the converter in order to keep  constant. This procedure is constantly repeated every time the voltage drops, and hence the OP is maintained at the MPP [51][52]. DC-link capacitor droop control method does not require any prior knowledge of the PV array characteristics and instead it responds directly to the change in the voltage of the dc link. Circuits consisting of decision-making logic units with amplifiers could easily be implemented to perform this technique[51][52]. 

[bookmark: _Toc431405195]Incremental Conductance
The principle behind the incremental conductance method (INC) is that derivative () has three distinction value: positive value if the OP is located on the left of the MPP, negative value if the OP is located on the right of the MPP and zero value if MPP has been achieved [21][53][54]. The following equations illustrate the three values:

	
	
	(2.12)



	
	
	[bookmark: _Ref423882693](2.13)



by comparing the incremental conductance () to the instantaneous conductance (), the MPP can tracked using (2.13). Fig 2‑18 is illustrates the flow chart implemented by the INC method. By increasing or decreasing the reference voltage  (by changing the duty cycle ratio), the OP is forced to operate at the MPP by making  equal to . Therefore, each loop increments or decrement   or D by a fixed amount until the MPP is located.  Once MPP is located, the OP will operate at the MPP until a change is observed in, which indicates a change in operating condition (e.g a change in irradiance levels). The speed of the response time is affected by the size of the increment step [53][54]. Larger step size may result in faster response time, but leads the OP to operate and oscillate far from the MPP.



[bookmark: _Ref424740162][bookmark: _Toc428302641][bookmark: _Toc428302420][bookmark: _Toc428302169][bookmark: _Toc430779132][bookmark: _Toc431208462]Fig 2‑18 Incremental conductance method flow chart [53][54].

Two stages of operation control is proposed in [55], where the first stage uses a method like fractional open circuit voltage to bring the OP close to the MPP, then INC is used to locate the MPP in the second stage. The two stage method is very useful in case of partial shading, where multiple local MPPs may exist. PV array voltage and current are required in this method of INC, and therefore two sensors are required. The algorithm is implemented using a microcontroller [53][54].

[bookmark: _Toc431405196]Load Current or Load Voltage Maximization
In this method only the voltage or the current of the converter is used as an input variable to MPPT system, which is different from the traditional way of using the inputs of the converter [56][57][58]. It also means that, only one sensor is required (reduction in the hardware required), and there is no need for multiplication as the power is not used for this technique. Moreover, all of the applications where the PV array is used to charge a battery will have there are sensors for battery protection, and hence they can be used for MPPT system with no extra cost. In fact more money is saved as there is no need to install sensors on the input side of the converter. 

In [56] it is stated that this technique can be used with all types of load except one with negative incremental impedance. However, there are three common types of load applied in PV systems; the current-source type, voltage-source type and a combination of the two (such as a dc motor). For example, by maximising the current load  in the case of a voltage source type (such as batteries) MPP can be achieved. The MPP for the voltage-source, resistor and nonlinear loads (such as gas discharge lamps and electronic circuits) can be tracked via either  or (often the is used as it is easier to sense) [57][58]. 

[bookmark: _Toc431405197]Perturbation and Observation
Perturbation and observation (P&O) is the most popular method implemented for MPPT system [59][60][61]. Its operating principles are based on observing the change in power and then perturbing the duty cycle according to a reference voltage, as the flow chart demonstrates in Fig 2‑19. As in most PV array installations, the PV array is connected to a power converter, and so perturbing the duty cycle ratio of the converter will result in perturbation of the current and voltage and hence of the PV array.



[bookmark: _Ref424740723][bookmark: _Toc428302642][bookmark: _Toc428302421][bookmark: _Toc428302170][bookmark: _Toc430779133][bookmark: _Toc431208463]Fig 2‑19 P&O method flow chart

In P&O the decision to perturb the duty cycle is taken based on the observation of any change in the PV array voltage. For instance, if increasing the voltage of the PV array results in an increase in power (which means that the OP is located on left side of the MPP), the perturbation should continue in the same direction. On the other hand, if the increase in the voltage results in a decrease in the power (which means that the OP has been over shot and OP now is located on right side of the MPP), hence the perturbation direction should be reversed. Repeating this process will result in the OP continuously oscillating around the MPP [62]. The oscillation around the MPP can be minimised by reducing the PWM step size.

Reference [63] has reported that P&O method fails to locate the MPP under rapidly changing weather conditions. A solution presented by [64] uses a three-point weight comparison, which is based on comparison of the last two samples acquired with the current sample before taking the decision to increment or decrement the duty cycle. In the P&O method two sensors are required to measure the PV array current and voltage. The method could be implemented using an analogue circuit or microcontroller. 

[bookmark: _Toc431405198]Hill Climbing
Hill climbing HC method is using the same procedure used by P&O. the perturbation in HC method is based directly on the observation of the PV array power [65].

If a perturbation in the duty cycle results in an increase of the power, this means that the perturbation is going in the correct direction [66], [67]. On the other hand, if the perturbation result in a decrease in power, this means the perturbation is going in the wrong direction and the OP is overshoots the location of the MPP, requiring that the perturbation direction has to now be reversed [68]. A full description of the HC method will be given later (in chapter 3), including the operation principle, advantages and disadvantages of the method. A modified HC method will be also proposed. 

 MPPT summery
The literature has introduced many maximum power point tracking (MPPT) techniques over the years. These techniques differ in which control variables are involved, how complex the algorithm is and what sensors are required. The available techniques can be crudely divided into three types. Firstly, there are the simple and effective fractional open-circuit voltage (OCV) and short-circuit current (SCC) methods [20]. These techniques assume that the OCV (or SCC) is a fixed fraction of the open-circuit voltage (or short circuit-current) at the MPP; however, they require the PV module to be periodically disconnected in order to measure the OCV or SCC so that changes in the MPP can be tracked. As a result, there is a drop in efficiency due to this disconnection and a necessarily infrequent update period. Secondly, there are complex techniques which include genetic algorithms, fuzzy logic and neural networks. These have fast response times which makes them suitable in situations involving continuous variation in the weather but their complexity is a significant [20][21]. Thirdly, there are the so-called perturbation techniques which are the most commonly utilised methods due to their simplicity and ease of implementation. These techniques are widely believed to have a slower response time compared to the abovementioned methods as result of their searching nature. Methods in this category include the incremental conductance (INC) method, the perturb and observe (P&O) method and the hill climbing (HC) method. The INC is more complicated but is generally considered to have better accuracy compared with P&O and HC. INC operates under the principle that the MPP for a PV array is found where the power-voltage (P-V) derivative is zero. Many authors claim different efficiency and tracking accuracy, unfortunately these numbers cannot be confirmed as there the test profile was not illustrated. A cording to [69][70][71]  the efficiencies are varying between 86% for the Fractional Open-Circuit Voltage to 98.5% for the Fuzzy Logic Control, as Table 2‑2 shows.


	
	Maximum power point tracking (MPPT) techniques
	
Efficiency (%)

	
1
	Fractional Open-Circuit Voltage
	86%

	2
	Fractional Short-Circuit Current

	89%

	3
	Fuzzy Logic Control
	98.5%

	4
	Neural Network
	98%

	5
	Ripple Correlation Control
	94%

	6
	DC-Link Capacitor Droop Control
	Not known

	7
	Incremental Conductance
	98.2%

	8
	Load Current or Load Voltage Maximization
	96%

	9
	Perturbation and Observation
	97%

	10
	Hill Climbing
	97%



[bookmark: _Ref437791750]Table 2‑2 illustrate the efficiency of different MPPT methods. 


[bookmark: _Toc431405199]Noise in MPPT system
Almost all MPPT methods rely on measuring the current and voltage to track the MPP. The accuracy of these measurements has a significant impact on the overall efficiency of the tracking system. 

Noise is considered as an essential factor that needs to be taken into account for any power electronic application. Any signal that is not related to the system and affects its voltage or current could be considered to be a noise signal [72]. There are a multiple sources of noise: 
· External sources of noise, which usually refer to the noise introduced to the system by another circuit, such as a signal conducted on a system ground path or received from an antenna. 
· Internal sources of noise, which refer to noise generated within the circuit by one of its components such as resistors or transistors. Therefore, it is a common to see within the data sheets of the components a section for noise specifications, including voltage and current plots of noise density as a function of frequency [72].

The type of noise can be identified by the distribution of these plots. For instance, noise which has uniform distribution of power over all the frequency is usually referred to as a white noise [73]. 
[74] and [75] have reported that the noise model which affects the MPPT system measurements is usually the additive white Gaussian noise AWGN. There are two sources of AWGN present in an MPPT system: 
· Firstly the thermal noise which is also known as Johnson noise. It is generated as a result of the thermal agitation of charged particles in resistive elements. It is temperature dependent and it is proportional to the absolute temperature of the conductor. Thermal noise can be calculated for the voltage, current and power respectively using the following equations: 


	
	
	(2.14)
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Where:
  Boltzmann’s constant 1.38 x 10-23 
  Temperature in 
 Resistance in 
 Effective Noise Bandwidth in 
 The 3dB frequency of the system which is depends on the number of poles in the transfer function. 

· The second type of noise which has the model of AWGN is the shot noise, which is generated as result of photoelectron production or the random movement of electrons and holes across a potential barrier. It can be found for example, in diodes and transistors [72]. Shot noise is determined by the following equation:

	
	
	(2.18)


Where:
Is due to signal, bias currents or background radiation
 Charge on an electron.
The effect of noise on MPPT performance and techniques for reducing its impact will be covered later in the thesis.

[bookmark: _Toc431405200]Repurposing of Computer Power Supplies
With the ever increasing demand in electronic devices and equipment (i.e. computer desktop, mobile phones and tablets), comes the problem of dealing with the waste equipment at the end of life. In 2004, the EU Waste Electrical and Electronic Equipment  (WEEE) directive has made it compulsory upon the electrical and electronic manufacturers to collect their waste and recycling it [76][77]. The primary goal of most recycling schemes is to recover the precious metals (it has been estimated that around 10% of total gold worldwide is used for electronic devices and equipment [78]) and the safe disposal of harmful materials[79]. The current processes of recycling do not in general retain components for reuse. Regardless of the health conditions of the equipment, a destructive recycling process is often used. 

Computer equipment is often made redundant before unit failure, due to the rate at which computer hardware and software advances. Indeed many organisations (commercial and government) have an ICT replacement policy, replacing their equipment periodically without regard to whether it is necessary.  For example it was reported by [79] that PCs are made redundant every four years and laptops every two years, as result of being out of date and reduction in the performance. In [80] and [81] the life span of an ATX PSU is expected to be around 100,000 hours (11 years) depend on the operation conditions, which means the ATX PSU in the PCs is made redundant at least 5 years before the end of its life span.

So far little effort is made to provide this equipment with a second life another life; an undertaking that would give better environmental and financial returns.  However, a number of enterprises are now emerging to repurpose ICT equipment by virtue of the WEEE recycling stream.  For example, from 1998 to 2013, Computer Aid International gave a second life to over 231,000 computers [82] and IBM with project UnJar has been investigating the feasibility for reusing laptop Lithium Ion batteries for LED lighting system [83]. 

It is estimated that in 2015 2.5 billion units of electronic devices (mobile phones, PC and tablets) will be sold globally with approximately 81m desktops projected to be purchased in the UK alone [84][84]. Further, in 2014 UK businesses were estimated to have produced 0.5m tonnes of electrical and electronic equipment of which a quarter are IT and telecommunication equipment [78][82][85]. In light of this information, there exists a real possibility to improve the reuse and recycling of electronic equipment within the UK as well as opening avenue for new industry focusing on extending the lifecycle of discarded equipment [78][82]. 

With the proliferation of portable electronics devices such as mobile phones and laptop computers and tablets, there is an increased demand for low-voltage battery chargers. Indeed, this has created new business opportunities in developing nations where there is a growing need to charge mobile phones in disparate communities as they are often the only method of communication and, hence, commerce.  The work presented in the latter part of this thesis is a technical feasibility study to see whether it is possible to repurpose computer ATX PSUs for battery charging applications with the intention of providing energy in developing countries, where a solution to electricity generation problems is in need. By providing a cheap MPPT and battery charger solution, solar power can brought to a wider demographic. Moreover these applications can be manufactured by the low skill worker with short time training, increasing employment prospect. The AC mains powered battery charger is to satisfy to need for a low cost batteries charger, as the adaptation process does not require a huge investment, with the main cost is for collection and shipping of the supplies [86][87].

ATX PSUs are self-contained power supply modules typically found in desktop PCs and their size and operating characteristics (voltage and power ratings) are covered by the standard [88][89].  Being a mass-produced commodity, ATX PSU manufacturers restrict themselves to only a few power supply topologies (typically forward, flyback or full-bridge converters) and therefore the PSU circuits, control electronics and even the components are almost identical across a number of different manufacturers.  Since ATX PSUs contain the same basic components (MOSFET, diodes, transformer, inductor and capacitor) they can thus be successfully reused as battery charger given the correct infrastructure.  For the ATX PSUs investigated in this work, it was found that regardless of the manufacturer, all the power supplies have a common design containing power transformer (with multiple secondary to produce a range of voltages) driven by a half-bridge or forward power converter.  While a substantial literature exists on the design of battery chargers, no substantial research has been carried out on the reuse of existing computer power supply as battery chargers and so the focus of this work is to reconfigure the PSU for form a lead-acid battery that is powered from either a PV panel or the AC mains. 

[bookmark: _Toc431405201]Lead-Acid Battery
Many of the hardware demonstrators developed during the research were targeted towards lead-acid battery charging and therefore it is prudent to review lead-acid battery technologies.  

The lead–acid battery is an energy storage device using an electrochemical technology which was invented in 1859 by Plante´ [90]. The Electrical energy is created as a result of a reaction between the chemicals contained in the battery. Lead-acid batteries usually consist of a bath of electrolyte in which flat lead plates are immersed [22][91][92]. The reversible chemical reaction equation for a lead-acid battery is given in (2.19).

	
	
	[bookmark: _Ref424747815](2.19)



During the discharge process, all plates (negative and positive) eventually become increasingly plated with lead sulphate (), as shown in Fig 2‑20. Water is generated as result of dissolved sulphuric acid from the electrolyte as equation (2.19) explains [91][92]. The discharge process is determined by the external circuit through the motion of electrons travelling from the negative plate back into the cell at the positive plate for recombination.



[bookmark: _Ref424747965][bookmark: _Toc428302643][bookmark: _Toc428302422][bookmark: _Toc428302171][bookmark: _Toc430779134][bookmark: _Toc431208464]Fig 2‑20 Lead-acid battery in discharging state [22].

In the recharging process the direction of electron flow into the battery is controlled by the charger, part of the electrolyte and water is dissolved to hydrogen and oxygen. As the lead-acid battery container is tightly sealed most of these gasses (hydrogen and oxygen) are converted back into electrolyte. By the end of the charging process replating of the electrode is complete and the anode returns to lead dioxide whilst the cathode returns to metallic lead (Fig 2‑21). Water losses occur as results of the gassing generated throughout the charging and discharging process and therefore water may need to be added periodically. Overcharging occurs when the negative electrode cannot absorb the generated oxygen gas during electrolysis due to the decomposing of water in the electrolyte [93]. It has been report in [90] that the lead-acid battery can be exposed to failure after a number of cycles (charging and discharging) depending on its design and discharge depths performed on the battery. Battery performance and characteristics can be affected by three elements: i) design and implementation of battery; ii) environments and operating state and iii) battery internal electrochemical reaction.



[bookmark: _Ref424748596][bookmark: _Toc428302644][bookmark: _Toc428302423][bookmark: _Toc428302172][bookmark: _Toc430779135][bookmark: _Toc431208465]Fig 2‑21 Lead-acid battery in charging state [22].

[bookmark: _Toc431405202]Charging a Lead-Acid Battery
There are different types of techniques used to charge lead-acid batteries, including [22][91] constant current, constant voltage, two-step, pulse charging, and negative pulse charging.

Constant current
The constant current method is based on using a fixed current rate (single-rate) to charge a battery, regardless of the battery state of charge and temperature. The charging curves using this method are shown in Fig 2‑22. Using the constant current method to charge a set of batteries connected in series will guarantee the current that charges each one is equal. Constant current method is considered to be a suitable application when fast charging time is required (as a value for the current is typically used). However, using high charge currents may cause the battery to be overcharged, which results in a reduction of battery life. Using low current is safer, but on the other hand, it increases the time required to charge a battery. Reference [94] has reported using different current rate instead of a single rates. A high current was used initially, and then switches to a lower current rate with respect to the change in the battery’s voltage or the time of charging.  


[bookmark: _Ref424750072][bookmark: _Toc428302645][bookmark: _Toc428302424][bookmark: _Toc428302173][bookmark: _Toc430779136][bookmark: _Toc431208466]Fig 2‑22 Charging curve for Lead-acid battery using constant current method [92].

Constant voltage
The constant voltage method is based on the idea of maintaining the same charging voltage throughout the charging process [91][93][94], as shown in Fig 2‑23. During the first stage of charging, the current needed to be limited, due to the difference in voltage between the battery and charger (which could lead to drawing a high current) [92]. Once the voltage reaches the default value, the current will start decreasing. It was reported in [94] that, the battery could gain back 70% of its capacity in the first 30 minutes, however to fully charge the battery it requires a long charging time. 



[bookmark: _Ref424750435][bookmark: _Toc428302646][bookmark: _Toc428302425][bookmark: _Toc428302174][bookmark: _Toc430779137][bookmark: _Toc431208467]Fig 2‑23 Charging curve for Lead-acid battery using constant voltage method [92].

Two-step charging
The two-step charging method is based on combining the two previous methods. In the first stage of charging (the battery draws as high current as possible) a constant current method is applied, while the constant voltage is applied in the second stage [92]. The charging curve for the two-step charging is shown in Fig 2‑24. This method is preferred because it combines the advantages of the two methods (constant current and the constant voltage methods).



[bookmark: _Ref424750637][bookmark: _Toc428302647][bookmark: _Toc428302426][bookmark: _Toc428302175][bookmark: _Toc430779138][bookmark: _Toc431208468]Fig 2‑24 Charging curve for Lead-acid battery using two-step charging method [92].

The pulse charging method
 The pulse charging method, is based on using a high pulse of current periodically (typically about one second [95]) to charge the battery [92], resulting in the charging curves shown in Fig 2‑25. Between pulses a relaxation time (short rest periods of 20 to 30 milliseconds [95]) is introduced to stabilise the chemical actions in the battery, using the electrode to neutralization the chemical reaction before restarting the charging  (the next pulse). Reference [95] reported a reduction in the unwanted occurrence electrode surface chemical reactions such as gas formation. Another advantage is the ability to measure the open circuit voltage of the battery during the relaxation period.

 
[bookmark: _Ref424750716][bookmark: _Toc428302648][bookmark: _Toc428302427][bookmark: _Toc428302176][bookmark: _Toc430779139][bookmark: _Toc431208469]Fig 2‑25 Pulse current waveforms for Lead-acid battery using pulse charging method [92].
Negative Pulse Charging
 The negative pulse charging method also called Reflex method is simply an improvement over the pulse charging method. A very short negative pulse (discharge pulse) was introduced to depolarise the cell in the battery during the relaxation period, which last for 5 milliseconds [92][95]. The negative pulse is used to stabilise charging process, by removing any remnants of the gas bubbles (known as burping) on the electrodes. In [96] it was claimed that this method shows an improvement in the charge rate and the overall battery lifetime. The charging voltage curve for the negative pulse charging is shown in Fig 2‑26.




[bookmark: _Ref424751350][bookmark: _Toc428302649][bookmark: _Toc428302428][bookmark: _Toc428302177][bookmark: _Toc430779140][bookmark: _Toc431208470]Fig 2‑26 Pulse current waveforms for Lead-acid battery using negative pulse charging method [92]

Having introduced the topic area and reviewed pertinent literature, the next chapter discuss the mathematical models and experimental test apparatus used to investigate MPPT algorithms and validate the performance.

Summery
Chapter 2 Literature review 
This chapter has covered the basic principle of PV array physics along with the solar irradiance and the earth’s atmosphere in order to understand and predict the power generated by the PV. Based on that, the need of MPPT system is clearly showed as result of the weather variation. Many techniques of MPPT were reported and the HC method was chosen to perform MPPT system. Different methods to charge lead acid battery were covered also in the literature.
40


[bookmark: _Toc431405203]Circuit design and mathematical modulation
[bookmark: _Toc431405204]Introduction
In the previous chapter the concept of MPPT system was introduced with different techniques proposed in the literature to locate the MPP.  In almost all these methods a DC to DC converter is required. This chapter will consider the design of a simple DC to DC boost converter and mathematical modelling of the MPPT system. From the analysis of the MPPT system operation an equivalent circuit models in both state-space and transfer function forms are obtained. Moreover, the characteristic of the PV array was investigated in comparison with a solar emulator, in order to achieve reliable and reputable results.
	
[bookmark: _Toc431405205]Theory of operation of Boost Converter 
Boost converter is a DC-to-DC step-up converter, where the output voltage  is higher than the input voltage  (). A boost converter consists of, an inductor, a freewheeling diode, an output capacitor and an electrical switch (e.g. MOSFET) [97], as showing in Fig 3‑1(a). There are two different operating modes, the continuous conduction mode (CCM) and the discontinuous conduction mode (DCM). DCM is out of the scope of this thesis, which is due the fact that during the second stage of the OFF period of the switch, the current reaches zero and that cause the output voltage to be equal to the input voltage and hence stopping battery charger or even reversing. In addition, as the output capacitor current reaches zero by the end of each cycle, the reppiles on the output current become greater which could affect battery charging, more detail can be found in [98]. Two switch conduction periods, the on- and off-period are found in one switching cycle. During the on-period, the switch is conducting, the inductor start charging up (storing energy in magnetic field) as the current flows through it, in clockwise direction, as shown in Fig 3‑1(b).  After the on-period, the switch is turned off (illustrated in Fig 3‑1(b)) and the diode is force in to conduction to maintain a path for the inductor current to flow.  At this point the voltage across the inductor reverses, releasing the stored energy and the inductor current reduces during this period. To ensure the converter is always operating in CCM, the current in the inductor should not reach zero, this necessitate the selection of a minimum switching frequency and correct choice of inductor value. During the switch on time, the output is disconnected from the input and so the output capacitor provides charge to the load [97][98]. Fig 3‑1(c) shows a typical voltage and current waveforms of a boost converter operating in CCM, where and   respectively denote the inductor voltage and current, and and  are the switch and diode currents. The output voltage can be calculated as:
	
	
	(3.1)


where  denotes the switch on duty time and  the switch off duty time.



(a)



(b)


 (c)
[bookmark: _Ref422825875][bookmark: _Toc428302650][bookmark: _Toc428302429][bookmark: _Toc428302178][bookmark: _Ref422832405][bookmark: _Toc430779141][bookmark: _Toc431208471]Fig 3‑1 Boost converter analysis in CCM. (a) Boost converter, (b) Boost converter On-time and off-time circuit. (c) Major waveforms.

As can be seen, during CCM the inductor is constantly connected to the input source and so by controlling the duty the average input current can be manipulated to achieve MPP.  


[bookmark: _Toc431405206]Equivalent circuit modelling of PV arrays
Having briefly covered the semiconductor physics of a PV cell, this section will describe a cell and array (collection of cells) more generically using diode equivalent circuit models.  These models for the basis of a complete MPPT system model used for the simulation work.

[bookmark: _Toc431405207]The p–n Junction Diode 
The operation principle of the PV array, which was described in section 2.2.1 is represents the behaviour of a conventional p–n junction diode as shown in Fig 3‑2(a). The characteristic of p–n junction diode is illustrated in Fig 3‑2(b).


                  

(a) [bookmark: _Ref425779071][bookmark: _Toc428302651][bookmark: _Toc428302430][bookmark: _Toc428302179]                                           (b)
[bookmark: _Ref430774415][bookmark: _Toc430779142][bookmark: _Toc431208472]Fig 3‑2  The current flows from the p-side to the n-side (a) p-n junction diode symbolic (b) characteristic curve [22].

         
The variable  is the applied voltage across the p–n junction, is the forward current  which flows from p junction to n junction [22]. The p–n junction diode characteristic of the voltage–current is presented by Shockley diode model in the following equation:

	
	
	(3.2)



where  and  denote the junction absolute temperature, Boltzmann constant () and electron charge () respectively [22]. The constant  is the reverse saturation current arising as a result of the thermally generated carriers due to the movements of the electrons to the n-side and the holes to the p-side[22].

Equation (3.3) can be rewritten by adding the ideality factor  which illustrates the differences in the mechanisms of the way carriers move across the junctions. The transport process is termed purely diffusion if and primary recombination of depletion region if [22] [99].

	
	
	[bookmark: _Ref425779970](3.3)



Fig 3‑3 shows the equivalent circuit of a photovoltaic, which consists of an ideal current source connected in parallel with a real diode. The current generated by the ideal current source is proportional to the solar irradiance which it exposed to.


[bookmark: _Ref425779284][bookmark: _Toc428302652][bookmark: _Toc428302431][bookmark: _Toc428302180][bookmark: _Toc430779143][bookmark: _Toc431208473]Fig 3‑3 The simplest equivalent circuit for a PV cell [22].

From Fig 3‑3, the PV cell equivalent circuit for voltage and current equation can be written as follows:
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By substitute (3.3) into (3.4) one gets

	
	

	[bookmark: _Ref425780056](3.5)



wheredenote the photo-generated current (proportional to solar irradiance).
In the case where the load is not connected, the terminals of the PV array are left open  and [22][99], equation (3.5) can be rewritten in respect of  as follows:
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In the case where the PV is short circuited (), (3.5) can be approximated as follows:
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[bookmark: _Toc431405208]Equivalent circuit of a solar cell
A PV array comprises a number of individual p-n junction-based cells which are connected in either a series or parallel configuration. In the literature, various mathematical methods are used to model PV array [19]. These models vary in the number of parameters considered and their computational complexity. The ideal single diode model (ISDM) is the simplest model and encompasses only three parameters: diode ideality factor, open circuit voltage and short circuit current. For increased accuracy, the simplified single diode method (SSDM) also considers the effect of the series resistance (). The SSDM was shown to be very accurate within small temperature variations but reduced accuracy with increased temperature variations. The single diode model (SDM) overcomes this problem by introducing the shunt resistance () [99]. Fig 3‑4 shows the equivalent circuit of the SDM model [19][99].



[bookmark: _Ref422581331][bookmark: _Toc428302181][bookmark: _Toc428302432][bookmark: _Toc428302653][bookmark: _Toc430779144][bookmark: _Toc431208474][bookmark: _Ref422141547]Fig 3‑4 The SDM equivalent circuit of a solar cell.

For this thesis the single diode model will be used as an equivalent circuit to model the PV cell. The relationship between current and voltage can be determined from the diode characteristic equation by solving (3.8) for the desired variable (typically).

	
	
	[bookmark: _Ref422586504][bookmark: _Ref422586420](3.8)



Where , ,  anddenote the diode saturation current, Boltzmann constant, output voltage and cell temperature respectively. The parameteris the elementary charge,andare the respective series and shunt resistances and  denotes the p-n junction ideality factor.

Values for the parameters of these models are usually found by curve fitting to manufacturer’s data or experimental measurements.  

[bookmark: _Ref425792010][bookmark: _Toc431405209]Impacts of Changing Temperature and Irradiance Levels on the Output of the Solar Cell 
There are two main factors, namely irradiance levels and cells temperature, that must be considered in order to successfully extract the maximum power available from the PV array and MPPT systems were introduced to directly deal with the constant variation of irradiance levels and cells temperature. Irradiance level is the most important factor, as it varies hugely during the day (with sun location and weather), and can also be effected by shadowing. The I-V characteristics of a typical PV array (The PV module selected for this work is rated at 20 W, with other specifications listed in Table 3‑1) [19][99] are shown in Fig 3‑5, which was generated by simulating the model shown in Fig 3‑4. The voltage, , and current, , correspond to the MPP for the specific irradiance level are shown in Fig 3‑5(a). Fig 3‑5(b) illustrates the power-voltage (P-V) curve with the MPP labelled.
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[bookmark: _Ref422586561][bookmark: _Toc428302654][bookmark: _Toc428302433][bookmark: _Toc428302182][bookmark: _Ref422586553][bookmark: _Toc430779145][bookmark: _Toc431208475] Fig 3‑5 PV module characteristics for three irradiance levels (Irr) and fixed temperature at 298K: (a) current versus voltage and (b) output power versus voltage.

The variation in the PV output power with the change in the irradiance level, arises as result of the proportional relationship between the photo-generated current and the short circuit current, as illustrated by (3.6) and (3.8). Any increase or decrease in the irradiance level has a similar effect on the  and hence on the short circuit current. On the other hand, the effect of changing the irradiance level on the  is very limited [100][101], as is can derived from equation (3.7) and Fig 3‑5(a) where it is clearly shows the change in voltage is very limited compare to the change in the current.

The linear relationship between the temperatures and  is given [100][101]: 

	
	
	[bookmark: _Ref422849522](3.9)




Where  is the voltage-temperature coefficient (-2.2 mV /°K) and  is the measured open circuit voltage. From (3.9) it can be observed that temperature has a negative effect on (due to the Voltage temperature coefficient  being negative) such that an increase temperature results in decrease in the voltage and vice versa [100][101]. Most of the PV array manufacturers provide the customer with temperature coefficients with the data sheet in order to illustrate how the output power changes with the variation in temperature. Fig 3‑6(a) and (b) shows simulation results of the effect of changing temperature on the voltage-current and voltage-power characteristics of the PV array respectively.


(a)


(b)

[bookmark: _Ref422850375][bookmark: _Toc428302655][bookmark: _Toc428302434][bookmark: _Toc428302183][bookmark: _Ref422850370][bookmark: _Toc430779146][bookmark: _Toc431208476]Fig 3‑6  PV module characteristics for three different temperatures and fixed irradiance level at 1000W/m2: (a) current versus voltage and (b) output power versus voltage.

[bookmark: _Ref430533078][bookmark: _Toc431405210]Mathematical Model of a MPPT
A typical MPPT system based on a boost converter was modelled and constructed in order to predict the behaviour of the system and to provide a platform on which to test MPPT algorithms. The system block diagram is shown in in Fig 2‑13. A boost converter was designed for a 20 W PV system charging a 24 V lead-acid battery. For the equivalent circuit to be modelled with high accuracy, parasitic resistances are included for the input capacitor (), the inductor () and the output capacitor (). The boost converter parameters are as follows:  µF;  μF;  mΩ;  mΩ;  µH;  mΩ and the switching frequency is 32.1 kHz. The boost converter topology is shown in Fig 3‑7. The PV array is represented by a current source with a shunt resistance (by means of a Norton equivalent where the current source corresponds to the PV panel short-circuit current [102]). The load is also presented by a Norton equivalent circuit. 



[bookmark: _Ref422584169][bookmark: _Toc428302657][bookmark: _Toc428302436][bookmark: _Toc428302185][bookmark: _Toc430779147][bookmark: _Toc431208477]Fig 3‑7 PV installation consisting of a PV array, boost converter and Norton equivalent load.

[bookmark: _Toc431405211]System state and output equations 
State-space modelling is used to describe the future behaviour of the system based on the current state [103]. The equivalent circuits of the MPPT system during the on- and off-period are given in Fig 3‑8 (a) and (b) respectively.




(a)


(b)
[bookmark: _Ref422584655][bookmark: _Toc428302658][bookmark: _Toc428302437][bookmark: _Toc428302186][bookmark: _Ref423099863][bookmark: _Toc430779148][bookmark: _Toc431208478]Fig 3‑8 The equivalent circuits of the MPPT system during the on- and off-period are given in Fig 3‑8 (a) and (b) respectively

Owing to the switching behaviour of the circuit two state-variable models are require.  The inductor current and capacitor voltages are chosen to be the state-variables.  The model describing the system during the on-time (Fig 3‑8(a)) is given by, 
	
	
	[bookmark: _Ref423098626](3.10)
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	[bookmark: _Ref423096427](3.13)



where the constants  are respectively defined as
	
	
	
	
	



Similarly for the off-period, (Fig 3‑8(b)), the model is given below.  It has been found that eq (3.11) and (3.13) are the same during on and off period.
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	[bookmark: _Ref423097698](3.15)



In order to generate the state-space equivalent circuit model, the above equations are processed according to the following:

The system has three energy-storage (third order system) components, , and , and therefore three state variables are required. A multi input single output (MISO) system was developed by choosing the signals,  and  to be the state-variables. , and  are the system inputs and  is the output. By rearranging the state equations for the on- and off-period in terms of the state vector  and input signal . The following state-space system is obtained:

	
	
	[bookmark: _Ref423098051](3.16)



Where 
	
	
	(3.17)
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, ,  and  represent circuit distinguish variables for the on–period () and off-period ().  is the state vector. Note, variable E is used instead of D for the input matrix in the output equation to avoid confusion with PWM duty cycle variable D.  Similarly, by rearranging the off-period equations (3.14) and (3.15) in terms of the state vector  and input signal, one obtains the following state equations [97][103][104]. 

	
	
	[bookmark: _Ref423098064](3.24)


Where
	
	
	(3.25)
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	(3.28)



[bookmark: _Toc431405212]State-space averaging
Equations (3.16) and (3.24) represent the large signal switching behaviour of the system and so during one switching period the converter behaves as if it is switching between two different linear time-invariant systems [97][103][105] .  To provide a more convenient model the state and output equations are combined for the on- and off-period using the state-space averaging technique allowing one to predict the average behaviour of the converter over one boost converter switching cycle [105]. The averaged model is derived by first averaging the contributions of each mode over a single cycle and then using a linearising process as follows:
	
	
	[bookmark: _Ref423099307](3.29)



Equation (3.29) is a non-linear approximation for one switching period time-variant system. The equation permits the inclusion of the duty cycle  control input and, thus, a new input vector can be defined as [104]:
	
	
	(3.30)



Where,  is the new input vector.  is the compact system state equation,  is the output equation. Following manipulation for equations (3.10) to (3.15) the state variables for a full cycle can be found using circuit analysis of the system in Fig 3‑8. The full cycle can be written as follows:
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By substituting the equations (3.31) to (3.33) into (3.29) the state-space averaged state and output equations are given by.
	
	
	[bookmark: _Ref423099753](3.34)
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where
	
	
	(3.36)



	
	
	(3.37)



 is the Norton equivalent resistance of the PV array. 

[bookmark: _Toc431405213]Small-signal model
The state-space averaged presented by (3.34) and (3.35) describes the average large-signal behaviour of the system. However, in order to observe the transient behaviour of the system, a perturbation is superimposed on the output signal, state vector  and the duty cycle. Throughout this chapter the input states  and  are assumed to be fixed. The original variables,andare respectively renamed,and, in order to represent the variables with superimposed perturbation, as shown in (3.38) where the perturbation signals are represented using a tilde.
	
	
	
	
	[bookmark: _Ref423099738](3.38)


Substituting equation (3.38) into (3.34) and (3.35) and setting all DC terms to zero permits the examination of the transient response of the system caused by AC perturbations. The Laplace transform is used to calculate the transfer function form of the small-signal model. The small signal transfer function, , from the array voltage to the duty cycle corresponding to Fig 3‑8 is shown in (3.39).
	
	
	[bookmark: _Ref423099914](3.39)


where  is the identity matrix,  is the Laplace transform variable. 
Equation (3.39) can be also represented in the block diagram in Fig 3‑9



[bookmark: _Ref423284838][bookmark: _Toc428302659][bookmark: _Toc428302438][bookmark: _Toc428302187][bookmark: _Toc430779149][bookmark: _Toc431208479]Fig 3‑9 Block diagram of system in state-space form.

Substituting the converter parameters value (mentioned in section 3.4) to (3.39) yields the transfer function

	
	
	[bookmark: _Ref423100042](3.40)




The system has two complex conjugate poles at  and one real negative pole and features a rise time of 0.7 ms, settling time of 3.95 ms and the peak overshoot of 24.2% as shown by the open loop Bode and step responses in Fig 3‑10.
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[bookmark: _Ref423285010][bookmark: _Toc428302660][bookmark: _Toc428302439][bookmark: _Toc428302188][bookmark: _Ref422157374][bookmark: _Toc430779150][bookmark: _Toc431208480]Fig 3‑10 Response of the MPPT system (a) Bode plot and (b) step response

This model will be used later to explain the effect of MMPT sample time on the dynamic behaviour of the converter.

[bookmark: _Toc386456243][bookmark: _Toc386212337][bookmark: _Toc378526923][bookmark: _Toc431405214]PV Array exposed to natural light
[bookmark: _Ref423100408]In order to evaluate the performance of the MPPT system, PV array characterisation has to be known before attaching it to the rest of the MPPT system (boost converter and microcontroller), therefore testing the PV array under natural illumination is essential. The PV module selected for this work is rated at 40 W, with other specifications listed in Table 3‑1


	Parameters
	Values

	Maximum power (W)
	40

	Open circuit voltage  (V)
	21.5

	Short circuit current (A)
	2.64

	Max power voltage (V)
	17

	Max power current (A)
	2.35


[bookmark: _Ref425782563][bookmark: _Toc427755696][bookmark: _Toc430779255]Table 3‑1 Specification of the PV panel under test.

For the purposes of characterising of PV array, the PV panel was exposed to the sun light in the middle of a sunny day and loaded with a variable resistor to measure the V-I characteristics. The maximum power generated by PV array was measure at 28W, as Fig 3‑11 (a) shows.  Fig 3‑11(b) illustrates the characteristics of the I-V curve.
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(b)
[bookmark: _Ref422933680][bookmark: _Toc428302661][bookmark: _Toc428302440][bookmark: _Toc428302189][bookmark: _Toc430779151][bookmark: _Toc431208481]Fig 3‑11 PV module characteristics exposed to the sun light (a) current versus voltage and (b) output power versus voltage.

[bookmark: _Toc431405215]PV Array exposed to artificial illumination
In order to validate the experiments conducted during the research, the test conditions had to be both consistent and reproducible. That is, the experimental equipment had to be exposed to the same operation condition from irradiance levels and temperatures. Unfortunately, that is not the case when the PV array is used outdoor due to constantly changing weather conditions. An alternative way is to generate the illumination and temperature indoors in a laboratory environment. Therefore, a test rig was built to provide this functionality, shown in Fig 3‑12. 


[bookmark: _Ref422925584][bookmark: _Toc428302662][bookmark: _Toc428302441][bookmark: _Toc428302190][bookmark: _Toc430779152][bookmark: _Toc431208482]Fig 3‑12 PV characterisation rig Layouts.


The test rig consisted of a PV array illuminated by four halogen lamps each having power rating of 400W. The halogen lamps provide the necessary illumination for the PV array to generate electricity, as well as provide a controllable environment to simulate different irradiance level, in order to assess the performance of the system under different operating conditions.


MPP

(a)

MPP

(b)
[bookmark: _Ref422935213][bookmark: _Toc428302663][bookmark: _Toc428302442][bookmark: _Toc428302191][bookmark: _Toc430779153][bookmark: _Toc431208483]Fig 3‑13 PV module characteristics exposed  to the halogen lamps in lab (a) current versus voltage and (b) output power versus voltage.

Fig 3‑13(a) and (b) shows the P-V and I-V curves respectively for the test rig described above. It can be seen that, they have similar characteristic, however, the maximum power generated using the halogen lamps is 16.5W.  This is around 50% less in comparison with the power generated using the nature light. 
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[bookmark: _Ref422938024][bookmark: _Toc428302664][bookmark: _Toc428302443][bookmark: _Toc428302192][bookmark: _Toc430779154][bookmark: _Toc431208484]Fig 3‑14 Irradiance measurement of the PV array cells.

The reduction in power is initially due to the differences in the light intensity and the spectrum mismatch between the sun and halogen light [106][107]. Fig 3‑14 shows an irradiance map taken over 36 region using a TM-206 Solar Power Meter place on the surface and in the centre of each individual cell of the PV array (PV array consist of 36 cells). The light source (halogen lamps) was horizontally aligned with the PV array and separated by a gap of one metre. It can be clearly seen that the illumination is unequally distributed across the PV array surface. The illumination is varying from 450 W/m2 at the edges of the PV array to around 1000 W/m2 in the middle of the PV array. Although a great effort was spent in order to ensure an equal irradiance distribution over the PV surface this ideal scenario could not be achieved due to the way in which the halogen lamps were manufactured.
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[bookmark: _Ref425791931][bookmark: _Toc428302665][bookmark: _Toc428302444][bookmark: _Toc428302193][bookmark: _Toc430779155][bookmark: _Toc431208485]Fig 3‑15 Heat conduct out of the halogen lamps

Another reason for the lower power generated by the halogen lamps is likely due to heating.  Halogen lamps emit intense heat reaching up to 800 °C around the glass wall of the bulb which radiates outwards towards the panel [108]. 

Using a thermal image camera (Fluke Ti25 Thermal Imager) Fig 3‑15 displays an image of the halogen lamps that was taken 5 minutes after the start of the experiment. It can be seen that, the temperature in the heart of bulb is around 380 oF. This temperature is considered to be very high and can easily be transmitted, in consequently, effect the operation of the PV array, as illustrated in section 3.3.3.
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[bookmark: _Ref422940331][bookmark: _Toc428302666][bookmark: _Toc428302445][bookmark: _Toc428302194][bookmark: _Ref422940323][bookmark: _Toc430779156][bookmark: _Toc431208486]Fig 3‑16 Heat absorbed by the PV array.


Fig 3‑16 show the heat absorbed by the PV array after 5 minutes and 1 metre distance away from the halogen lamps.  According to equation (3.9) and results illustrated in Fig 3‑6 the temperature has negative impact on the produced power, which causes a power reduction.

[bookmark: _Toc431405216]PV Emulator
Although the Halogen lamp test rig was useful for verifying system performance, being physically large it was cumbersome to use and terribly inefficient. Therefore, to overcome these disadvantages a PV emulator which has the similar characteristics to a PV array was used to ensure repeatability. The emulator was built to the topology proposed in [109], and shown In Fig 3‑17. The emulator consists of a controllable current source to provide a stable current .  In this work a Thandar TSX4510P power supply was used as the power source, due to its ability to be pre-programed to current limit as required. This flexibility gives the advantage of creating a standard profile to simulate the irradiance variation, which is an essential for repetitive testing.


[bookmark: _Ref422996004][bookmark: _Toc428302667][bookmark: _Toc428302446][bookmark: _Toc428302195][bookmark: _Toc430779157][bookmark: _Toc431208487]Fig 3‑17 Schematic of a PV emulator [109].

The power source was connected to a number of series connected diodes connected in order to simulate the  of the PV array where the sum of the diode voltages are approximately equal to  of the emulated PV array. Note, the output voltage of the power supply has to be set to be higher than the  of the PV array () to ensure current limit control has sufficient voltage overhead to operate correctly. 
[image: ]Variable resistor

[bookmark: _Ref423011086][bookmark: _Toc428302668][bookmark: _Toc428302447][bookmark: _Toc428302196][bookmark: _Toc430779158][bookmark: _Toc431208488]Fig 3‑18 Emulator circuit simulated using LTspice

To evaluate the performance of the PV emulator it was first simulated using LTspice. The circuit diagram, designed to simulate 20 W PV array, is shown in Fig 3‑18. The circuit consist of 30 high voltage diodes (it was reported by [109] that, high voltage diode has better Ohmic behaviour to emulate the PV array series resistance ) and PV shunt resistor is equal to . The was set to 1.25A and a 170  resistor was connected between the base and emitter to match the PV panel characteristics.
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[bookmark: _Ref423013012][bookmark: _Toc428302669][bookmark: _Toc428302448][bookmark: _Toc428302197][bookmark: _Toc430779159][bookmark: _Toc431208489]Fig 3‑19 PV emulator characteristics simulated in LTspice (a) current versus voltage and (b) output power versus voltage.

Fig 3‑19(a) and (b) depicts the result of running the emulator circuit in LTspice for the P-V and I-V curves, respectively. As expected the emulator provides the PV array characteristics with a high degree similarity.  It should be stated that the intention of the emulator was not to fully replicate the behaviour of a specific PV panel but instead to provide a PV panel like characteristic with a high degree of repeatability and one that is not as sensitive to environmental factors such as irradiance and temperature to facilitate testing of different MPPT algorithms.

[image: 20150625_165350]
[bookmark: _Ref423015224][bookmark: _Toc428302670][bookmark: _Toc428302449][bookmark: _Toc428302198][bookmark: _Toc430779160][bookmark: _Toc431208490]Fig 3‑20 Practical circuit of the PV emulator.

Fig 3‑20 shows the emulator practical prototype. The main components of the emulator are the cooler and 28 diodes (high voltage diode). The fan is used to cool the heat generated by the chain of diodes which have total power losses of.  The diodes and the transistor (TIP3055) were mounted on the fan cooler to keep the temperature of emulator under control.
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[bookmark: _Ref423020740][bookmark: _Toc428302671][bookmark: _Toc428302450][bookmark: _Toc428302199][bookmark: _Toc430779161][bookmark: _Toc431208491]Fig 3‑21 PV module characteristics generated by using emulator  (a) current versus voltage and (b) output power versus voltage.

Fig 3‑21(a) and (b) illustrates the result of experimental emulator prototype for the P-V and I-V curves, respectively. The results show almost identical characteristics of P-V and I-V curves produced by the PV array exposed to the natural light. 

[bookmark: _Toc391637047][bookmark: _Toc381243528][bookmark: _Toc381243270][bookmark: _Toc381203400][bookmark: _Toc431405217]Summary
This chapter has reviewed the main components of the MPPT system. The review started by identifying the essential features and designs of the boost converter followed by an explanation and illustration of the operation principles. A detailed explanation of the MPPT system has been provided and a comprehensive mathematical model has been described.  Assuming PWM operation, the state-space averaging technique has been used to provide a linear model of the MPPT system.  A real-world PV panel has been characterised using natural light to reveal the P-V and I-V curves. The PV array was later exposed to artificial illumination using halogen lamps and 50% reduction in power was recorded. Two main reasons were found to explain the reduction in power: First, irradiance was not distributed equally across the PV array surface giving rise to the partial shading phenomenon. Secondly, excessive heat emitted by the halogen lamps caused the PV array to be over heated. The chapter concluded by developing a 20 W PV emulator in LTspice. Results of this emulator demonstrate an identical characteristic of a PV array. To this end, this prototype emulator will be used in all subsequent analyses presented in this thesis. 
Chapter 3 Circuit design and mathematical modulation 
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[bookmark: _Toc431405218]Optimised Variable Step Size and Sampling Rate for Improved HC MPPT of PV Systems
[bookmark: _Toc431405219]Introduction 
The energy generated by PV arrays is heavily dependent on the ambient weather conditions, particularly irradiance and temperature, as explained in the previous chapter. The complex relationship between the operating environment and the power produced is a significant disadvantage of solar power. To overcome the problem and harvest the maximum available power form PV array, a tracking system usually integrated alongside a power electronic converter  to ensure the system operation point (OP) is kept as close to the maximum power point (MPP) as possible [19][20][21].

The literature has introduced many MPPT techniques over the years[20][21] [30][31][32]. These techniques differ in which control variables are involved, how complex the algorithm is and what sensors are required. In this chapter the hill climbing (HC) methods will be considered, due to their simplicity and easy implementation. The HC method uses the perturbation technique to locate the MPP.

Two operational conditions are considered for the MPPT system in this chapter. These are: (i) steady-state operation, which occurs when the weather is steady; and (ii) dynamic operation, which occurs when the weather is rapidly varying, or when the load is changing. Under steady-state conditions, almost all MPPT systems perform well. However, under dynamic conditions most of the MPPT systems lose efficiency from slow responses and difficulty in locating the MPP [20].

[bookmark: _Ref422405229][bookmark: _Toc431405220]Hill-climbing MPPT
An MPPT system is normally formed of two stages: (i) the power stage and (ii) the control stage. The power stage usually consists of a power electronic converter which varies PV voltage and current to locate the MPP and achieve high efficiency.  The control stage monitors the array power or the load power (calculated from voltage and current measurements). An algorithm is typically implemented on a microcontroller which can vary the apparent load such that the operating point of the power converter is varied until MPPT is achieved. This principle is used by the HC MPPT methods [65][67].

Since the location of the MPP is dependent on both PV voltage and current, a power converter is required to dynamically adjust the apparent loading on the PV array in response to changes in irradiance or load. In many applications, MPPT converters use a DC-DC converter to charge batteries or provide a DC link ready for subsequent use [97]. During this chapter a boost converter operating in continuous current mode is employed to charge a 24V lead acid battery (the boost converter design configuration is illustrated in section 3.4). The relationship between the input voltage, output voltage  and duty cycle  of the converter is governed by 

	
	
	(4.1) 



 is controlled in an intelligent manner to ensure the converter is always operating close to the MPP and updated continuously according to (4.2)[31].

	
	
	[bookmark: _Ref428296837](4.2) 



where  is the perturbation step size. 



[bookmark: _Ref430622299][bookmark: _Toc428302672][bookmark: _Toc428302451][bookmark: _Toc428302200][bookmark: _Toc430779162][bookmark: _Toc431208492]Fig 4‑1 A flow chart for the traditional HC algorithm.
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[bookmark: _Ref423170437][bookmark: _Toc428302673][bookmark: _Toc428302452][bookmark: _Toc428302201][bookmark: _Ref422145248][bookmark: _Ref421726957][bookmark: _Toc430779163][bookmark: _Toc431208493]Fig 4‑2 Power-duty cycle characteristic showing hill climbing route, a) P-D response and b) three step duty operating cycle.

A flow chart for the traditional HC algorithm is given in Fig 4‑1 and its operation in power-duty cycle and time domain form are shown in Fig 4‑2(a) and (b) respectively. At start up, the MPPT operates with an initial estimate of the duty cycle based on knowledge of the specific system. It will then perturb the duty cycle and observe the effect on output power, and subsequently move the operating point towards the MPP. In steady-state conditions, the OP oscillates around the MPP. A typical perturbation cycle proceeds as follows. Assuming the OP is initially at point ‘a’ in Fig 4‑2(a), the following is a typical operation.

· At point a, the gradient is negative (i.e. ) and so the duty cycle is decreased in order to bring the OP closer to the MPP by following curve 1. (From Fig 4‑2(b), a decrease in duty cycle results in an increase in.)
·  has now increased but the OP has not yet reached MPP. The OP is at point b. The gradient is negative () and therefore  is again decreased. 
· The OP has overshot the MPP () and  has decreased. The MPPT now reverses and follows curve 2.

The OP therefore oscillates continuously around point b, following curves 1 and 2 in sequence. It can therefore be seen that P&O methods cycle around the MPP introducing oscillation in the current and voltage, and hence the power [110]. This oscillation can be seen with respect to time in Fig 4‑2(b).

The duty cycle step value, , affects the overall efficiency of the system and successful operation of the algorithm necessitates a careful selection of this parameter. For fast response systems,  must be large especially in conditions where there is rapid variation in the weather or load. On the other hand, under steady-state weather conditions, large values of  will produce lower efficiency due to increased oscillation around the MPP. Similarly, when  is small and when the weather is steady, the efficiency of the MPPT system is at its peak because the OP is always close to the MPP resulting in reduced oscillation steps. 

In addition, the sampling period, , which is the interval between iterations of the algorithm, is also an important parameter for a MPPT system. Systems with a large  have a slow transient response due to the time required to reach the MPP. As a result, most MPPT systems are designed for minimum. However, we will see later in this chapter (section 4.6.1) that exceeding a certain sampling rate reduces performance [59][111].
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[bookmark: _Ref423171181][bookmark: _Toc428302674][bookmark: _Toc428302453][bookmark: _Toc428302202][bookmark: _Toc430779164][bookmark: _Toc431208494]Fig 4‑3 Present a variation in irradiance levels

Fig 4‑3 shows for different levels of irradiance which may be encountered under dynamic conditions. Assuming the MPP has been located at point A, the tracking system will oscillate around this point until the operating condition changes. If a drop in the irradiance level (from 1000 W/m2 to 450 W/m2, for example) occurs, the OP moves from A to B with the new MPP at point 3. To locate the new MPP, the MPPT system decreases  so that  increases until the MPP is found again, thereafter oscillating around the new MPP. 

[bookmark: _Ref422147858]The MPPT system performance is significantly affected by the time taken to locate the MPP (the response time) following a transient event. It also shows that the time required to locate the MPP after a change in operating conditions varies according to the magnitude of the change in irradiance. For example, the response time required to locate the MPP after a drop in irradiance from level 1 to level 2 is different compared to a drop from level 1 to level 3. It is therefore clear that intelligent control of  and  can be used to improve MPPT response time and efficiency. 

[bookmark: _Ref423274788][bookmark: _Toc431405221] Proposed MPPT algorithm
It is reported in the literature [32][112][113][114] that the step size, , affects the overall MPPT performance (performance consists of response time and power ripple). In this chapter, to achieve better performance, an improved HC MPPT system with a variable step-size which is able to operate under dynamic and steady-state conditions is proposed[65]. Before introducing the proposed algorithm a short review of previous work in this area will be undertaken, starting with [113] which uses a series of differential equations to describe the MPPT process based consideration of a PV cell analytical model. The MPPT system is developed from a mathematical solution to the equations with the Newton-Raphson iterative method being used. In [115], however, a method is used which varies  based on the rate of change of power with input current. If a change occurs in the solar irradiance and therefore the input current, the step size is automatically recalculated based on the new values of input voltage and current. Another idea is illustrated in [114] which separates the P-V curve into two regions. In region 1, the operation point is some distance away from the MPP while in the region 2, the operation point is close to the MPP. The system operates according to a look-up table which relates the OP to the power-voltage gradient. In this method, the step size  takes on two values depending on the area of operation (it is large when operating in area 1 and small in area 2). This allows rapid discovery of the MPP while reducing oscillation when it has been found. Alternatively, an automated online tuning algorithm for determining  is presented in [67].
In the proposed method,  is proportional to the change in power observed as a result of the previous perturbation, as described by (4.3).  Unlike the variable step-size algorithms described above, the proposed method does not rely on look-up tables or multiple fixed step-sizes; instead, it determines the perturbation direction and PWM step-size in a single iteration.  A flowchart for the proposed system is presented in Fig 4‑4.




[bookmark: _Ref423171417][bookmark: _Toc428302675][bookmark: _Toc428302454][bookmark: _Toc428302203][bookmark: _Toc430779165][bookmark: _Toc431208495]Fig 4‑4 Proposed modified HC method


	
	
	[bookmark: _Ref423172183](4.3)




Where  is the constant of proportionality. When operating far from the MPP, the change in power is large for even a moderate change in duty cycle, resulting in a larger . As the OP approaches the MPP; however, the change in power, , reduces and hence  is also reduced. When the MPP is reached both  and  are small and therefore the power perturbation is minimised.

[bookmark: _Toc431405222]Simulation Analysis
In order to examine the efficiency of HC MPPT a simulated system using MATLAB/SIMULINK consists of a PV array used to feed a load via boost converter, as Fig 4‑5 shows. A comprehensive study is carried out to assess the performance of MPPT system using the HC method in both dynamic and steady-state condition in order to achieve better efficiency. 

The PV array was modelled using the circuit in Fig 2‑13 with the PV equivalent component values:  Ω,  Ω. The boost converter equivalent component values are the same as the one mentioned in section 3.4. The battery was modelled as a 24 V source with 0.01 Ω internal resistance. The Simulink model is used to verify the performance of the proposed method and compare the modified variable step size method with the traditional fixed step size method.
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[bookmark: _Ref423179458][bookmark: _Toc428302676][bookmark: _Toc428302455][bookmark: _Toc428302204][bookmark: _Toc430779166][bookmark: _Toc431208496]Fig 4‑5 Simulink model of the PV installation. (a) MPPT control block (b) Circuit model of boost converter.
The steady-state and transient tracking performances could be evaluated under realistic conditions, a simplified but realistic irradiance profile is used as shown in Fig 4‑6. The profile consists of three discrete irradiance levels (1000 W/m2, 650 W/m2, and 450 W/m2) with four transitions and approximates changes in irradiance due to cloud movements which will take place during the 3 minutes of simulation.
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[bookmark: _Ref423179914][bookmark: _Toc428302677][bookmark: _Toc428302456][bookmark: _Toc428302205][bookmark: _Toc430779167][bookmark: _Toc431208497]Fig 4‑6 MPPT system irradiance profile

[bookmark: _Toc431405223]Sampling rate
The sampling rate, , is the interval between successive iterations of the MPPT algorithm. It is critically important to the operation of the MPPT system because of its effect on the transient response. On the one hand, if a rapid sampling rate (short ) is used, the electrical transients due to the change in duty cycle may not have settled before the next sample. This causes the controller to become confused and to change the duty cycle in the wrong direction, leading to instability. On the other hand, with a slow sampling rate (long ), the dynamic response of the controller is slow, increasing the time to find the MPP and hence reducing efficiency. A compromise value of  must therefore be found which is small as possible while keeping the system stable. This can be achieved by ensuring the MPPT system is operating at maximum power in with steady three-level duty cycle profile, such as in the example shown in Fig 4‑2. 
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[bookmark: _Ref423261545][bookmark: _Toc428302678][bookmark: _Toc428302457][bookmark: _Toc428302206][bookmark: _Toc430779168][bookmark: _Toc431208498]Fig 4‑7 MPPT system with fixed  performance under dynamic condition.

Fig 4‑7 shows an example of the output performance of MPPT system with fixed  of 0.4% under different insolation step-change conditions. The time required by the system to locate the MPP every time the irradiance level is increased is called the transient response time. From the figure one can observe the MPPT system efficiency rely heavily on optimising the recovery and response time. In order to increase the efficiency, the response time has to be as fast as possible and the recovery time as short as possible, by optimising  and 
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[bookmark: _Ref423263378][bookmark: _Toc428302679][bookmark: _Toc428302458][bookmark: _Toc428302207][bookmark: _Toc430779169][bookmark: _Toc431208499]Fig 4‑8 Simulation results showing effect of sampling time on MPPT system with fixed  (a) Under transient conditions. (b) Under steady-state conditions.

By way of example, Fig 4‑8 shows the simulation measured power and duty cycle waveforms of the MPPT system with fixed  following a step change in irradiance. Fig 4‑8(a) compares the dynamic response of the HC method with three different  . It can be seen that, as the become shorter the MPPT is more likely to get confused. For  and as the irradiance level dropped, the MPPT confused and duty cycle was perturbed in the wrong direction leading to a reduction in power and hence the efficiency. Longer  has much better response to irradiance change and OP operates closer to the MPP. Fig 4‑8(b) similarly compares the steady-state response of the same  values. As the  get shorter the MPPT system become more inefficient the OP operate far from the MPP.

Having demonstrated the system’s sensitivity to MPPT sample time, the duty cycle step-size will be investigated.

[bookmark: _Toc431405224]Fixed step size
The duty cycle step size, , is the increment or decrement of the duty cycle (i.e. a fixed proportion of the switching period) following each iteration (loop) of the MPPT algorithm. In traditional HC methods,  is fixed. Selection of an appropriate value is important as there is a trade-off between steady-state operation and dynamic operation. For steady-state operation,  must be small because the controller superimposes a ripple onto the input power which is proportional to the step size. However, in dynamic operation, a small  increases the time required to find the MPP. 
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[bookmark: _Ref423265620][bookmark: _Toc428302680][bookmark: _Toc428302459][bookmark: _Toc428302208][bookmark: _Toc430779170][bookmark: _Toc431208500]Fig 4‑9 Simulation results showing effect of step size on MPPT system with fixed  (a) Under transient conditions. (b) Under steady-state conditions.
By way of example, Fig 4‑9 shows the simulated power and duty cycle waveforms for an MPPT system with fixed  ms measured before and after a step change in irradiance. Fig 4‑9(a) compares the dynamic response of the HC method varying values .

It can be seen that with larger  values, significantly faster transient recovery can be achieved. However, this performance is not reflected if  is too small. Fig 4‑9 (b) compares the steady-state response of the same ideal  with a very large . In this instance, the large  causes significant power ripple and results in reduced efficiency, approximately 92% at MPP. 

[bookmark: _Toc431405225]Variable step size
A simple approach to the problem posed by selection of  and  is to select the optimal values for each variable. However, the appropriate value of  in particular is heavily dependent on whether the system is operating mostly under transient or steady state conditions, where a large or small  would be chosen, respectively. In reality, the system will not spend most of its time under either set of conditions and hence it is not possible to find one ideal value of . 

This problem may be resolved by using the variable step size method we proposed in section 4.3. This method tunes  in real time to the present operating conditions using (4.3).
[image: ]Effect of noise
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[bookmark: _Ref430632391][bookmark: _Toc428302681][bookmark: _Toc428302460][bookmark: _Toc428302209][bookmark: _Toc430779171][bookmark: _Toc431208501]Fig 4‑10 Comparison of duty-cycle and power perturbations under the traditional and proposed HC methods. (a) Under transient conditions. (b) Under steady-state conditions.

Fig 4‑10(a) shows simulation  results of the MPPT system for variable and fixed . The test was running for 70s, during in which the MPP changed twice. It only took three perturbations for the proposed variable duty cycle step-size MPPT to locate the MPP and then the perturbations all but stop until a drop in irradiance occur after 60s. As the drop occurs in the irradiance level the MPPT system with variable  manage to relocate the MPP in just two perturbations. While, in the traditional HC (uses small  and big ), the perturbations continue throughout the experiment, requiring longer time to locate the MPP each time (with small ) and increasing the ripple size (oscillation around the MPP) with bigger Fig 4‑10 (b) shows a comparison of steady-state responses for the systems considered. It can be seen that, the MPP with variable  the ripple has all but disappeared due to the inherent ability to distinguish between the different operation conditions, the only remaining ripples is the small ripples caused by the inherited noise (the effect of the noise will be dealt with it in the next chapter) in the measurements. Whereas, in the traditional HC method the ripples continues and the system operate closer to the MPP with small , as  getting bigger the OP operate further from the MPP. 

[bookmark: _Ref422405360][bookmark: _Toc431405226]Experimental set-up and analysis
In order to examine the efficiency and the average power of HC MPPT control techniques an experimental system which consists of a PV array (or PV emulator [109]) is used to supply a battery load via a boost converter, as shown in Fig 4‑11. 



[bookmark: _Ref423272394][bookmark: _Toc428302682][bookmark: _Toc428302461][bookmark: _Toc428302210][bookmark: _Toc430779172][bookmark: _Toc431208502]Fig 4‑11 The test system used in experimental





[bookmark: _Ref423272574][bookmark: _Toc428302683][bookmark: _Toc428302462][bookmark: _Toc428302211][bookmark: _Toc430779173][bookmark: _Toc431208503]Fig 4‑12 Experimental rig for algorithm testing

An experimental rig consisting of the PV emulator, a boost converter and a MPPT tracker was constructed for experimental verification, as shown in Fig 4‑12.  The emulator and boost converter were built to the design mentioned previously and used a Thandar TSX4510P power supply as the current source, MOSFET IRF1010 as the switching and a fast recovery diode. The MPPT controller was built using a 20 MHz ATmega1284P with MCP3002 ADCs and current sensor AD8215 to measure the voltage and current. This controller was programmed with both the traditional hill climbing method (to test the effect of parameters) and the proposed algorithm. 

[bookmark: _Toc431405227]Experimental investigation of sampling rate
Fig 4‑13 shows the experimentally measured power and duty cycle waveforms of the MPPT system with fixed  following a step change in irradiance. Fig 4‑13(a) compares the dynamic response of the HC method with an ideal  (1 ms) against the same system with a both a longer and shorter . It can be seen that with the shorter, a significantly faster transient recovery can be achieved. However, this performance is not reflected if  is too short, as will be illustrated in section 4.6. Fig 4‑13(b) similarly compares the steady-state response of the same ideal  with longer and shorter . In this instance, the short  causes significant instability and results in reduced efficiency below 50%. 
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[bookmark: _Ref423274127][bookmark: _Toc428302684][bookmark: _Toc428302463][bookmark: _Toc428302212][bookmark: _Toc430779174][bookmark: _Toc431208504]Fig 4‑13 Experimental results showing effect of sampling time on MPPT system with fixed  (a) Under transient conditions. (b) Under steady-state conditions.


[bookmark: _Toc431405228]Experimental investigation of fixed step size
Fig 4‑14 shows the experimentally measured power and duty cycle waveforms for the MPPT system with fixed  ms measured experimentally showing before and after a step change in irradiance. Fig 4‑14(a) compares the dynamic response of the HC method varying values . It can be seen that with the larger , significantly faster transient recovery can be achieved. However, this performance is not reflected if  is too small. Fig 4‑14(b) compares the steady of the same ideal  with a very large . In this instance, the large  causes significant power ripple and results in reduced efficiency. 
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[bookmark: _Ref423274525][bookmark: _Toc428302685][bookmark: _Toc428302464][bookmark: _Toc428302213][bookmark: _Toc430779175][bookmark: _Toc431208505]Fig 4‑14 Experimental results showing effect of step size on MPPT system with fixed  (a) Under transient conditions. (b) Under steady-state conditions.



[bookmark: _Toc431405229]Variable step size
This section will demonstrate the performance improvement achieved by using the proposed variable step size duty cycle MPPT method.  Fig 4‑15 depicts experimental results of the MPPT system for variable and fixed  under steady-state irradiance conditions. To illustrate the importance of step size, the response for a fixed step size of is compared to the variable step size. It can be seen that perturbations in duty cycle caused by a fixed step size offer a reduction in output power, showing the system efficiency is reduced. The power output is maximised when the proposed variable step size method is used. Under the steady state conditions depicted, the duty cycle stays steady with only negligible perturbations at the level required to achieve MPPT. This produces much higher efficiency than the fixed step size methods.
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[bookmark: _Ref423275438][bookmark: _Ref422150320][bookmark: _Toc428302686][bookmark: _Toc428302465][bookmark: _Toc428302214][bookmark: _Toc430779176][bookmark: _Toc431208506]Fig 4‑15Comparison of duty-cycle and power perturbations under the traditional and proposed HC methods for an experimentally emulated irradiance of 1000 W/m2.


[bookmark: _Ref422151155][image: ]
[bookmark: _Ref423275480][bookmark: _Toc428302687][bookmark: _Toc428302466][bookmark: _Toc428302215][bookmark: _Toc430779177][bookmark: _Toc431208507]Fig 4‑16 Comparison of duty-cycle and power perturbations under the traditional and proposed HC methods following a step change in irradiance from 450 W/m2 to 1000 W/m2

[bookmark: _Ref422414542][bookmark: _Ref430635630][bookmark: _Toc431405230]Efficiency
In order to evaluate the effectiveness of the proposed technique, it is necessary to evaluate the extent to which the efficiency of the HC method is dependent on  and . To this end, the traditional and proposed techniques were applied to the solar emulator and boost converter arrangement shown in Fig 4‑12 for a range of sampling periods and step sizes. So that both the steady-state and transient tracking performances could be evaluated under realistic conditions, a simplified but realistic irradiance profile is used as shown in Fig 4‑6. The profile consists of three discrete irradiance levels (1000 W/m2, 650 W/m2, and 450 W/m2) with four transitions and approximates changes in irradiance due to cloud movements.

The overall efficiency in this context is calculated by taking the instantaneous efficiency (ratio of output power to maximum available power) at each point in time and averaging over the entire operational period, as shown in (4.4)

	
	
	[bookmark: _Ref431390160][bookmark: _Ref423278453](4.4)



Where  is the power at the present operating point,  is the corresponding maximum power point and  is the measurement period.


[bookmark: _Ref422405651][bookmark: _Toc431405231]Investigation into the effects of sampling rate
Fig 4‑17 shows the effect of sampling time,  on the overall efficiency of the HC method, calculated using (4.4). Both simulation results from Simulink and experimental measurements using the PV emulator are plotted. In both cases, a fixed step size of  is used. There is good agreement between simulation and practical results for longer sampling times above 10 ms. In accordance with a traditional understanding of the HC method [111][112], the efficiency of the system is reduced for long sampling periods. The agreement at shorter sampling times is not as distinct; however, it can be seen from both experimental and simulation results that there is a significant reduction in efficiency as the sampling time is reduced below an optimal value. This is an important finding because many authors assume that a MPPT system with a high sampling rate will always result in higher efficiency [59][111][116]. 

[image: ]
[bookmark: _Ref423278413][bookmark: _Toc428302688][bookmark: _Toc428302467][bookmark: _Toc428302216][bookmark: _Toc430779178][bookmark: _Toc431208508]Fig 4‑17  Effect of  on efficiency


The sudden reduction in efficiency observed in the experimental results at around 5 ms can be explained with reference to the open-loop Bode plot obtained from the state-space averaged model of the boost converter in Fig 3‑10. Beyond 350 Hz, the gain of the system falls off rapidly. For sampling periods in this range, the system does not quickly respond to the change and the efficiency is hence reduced. It can therefore be seen that there is an ideal sampling time which the system will operate most efficiently. For the evaluation system, a MPPT sample period between 20 ms and 70 ms produced good results.

[bookmark: _Toc431405232]Investigation into the effects of step size
Here the proposed technique was evaluated using a sampling period, , of 20 ms. This value was carefully chosen based on the analysis above. The efficiency was evaluated over a range of fixed step sizes from 0.4% to 6% as well as for the variable step size technique. Fig 4‑18 shows the efficiency results for experimental and simulated responses to the irradiance profile shown in Fig 4‑6. The experimental and simulation results show good agreement. Although there is some deviation for larger step sizes, the two sets of data have the same trend with increasing step size. The reduction in efficiency that can be observed at higher step sizes is due to the significant periods of steady state operation in the irradiance profile. 
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[bookmark: _Ref423279417][bookmark: _Toc428302689][bookmark: _Toc428302468][bookmark: _Toc428302217][bookmark: _Toc430779179][bookmark: _Toc431208509]Fig 4‑18  Effect of  on efficiency

Fig 4‑18 also shows the efficiency achieved using the proposed variable step size method. This efficiency is greater than the efficiency of the fixed size method over the entire range of step sizes. It therefore represents an improvement over the traditional methods regardless of the type of the operating conditions. The efficiency achieved experimentally is 99.4%. This represents an excellent performance which compares favourably with the highest fixed step size performance of 98.2%.

[bookmark: _Ref422405610][bookmark: _Toc431405233]Discussion
This work has provided a deep analysis of parameter selection for hill climbing MPPT algorithms. The work shows that there is an optimum sampling rate which must be identified to achieve maximum efficiency. The work has also considered the importance of step size selection for achieving good performance. Traditional approaches which use fixed step size, will work efficiently only in either transient or steady-state conditions, or else a compromise step size is selected where the system is inefficient for all conditions. The algorithm proposed in this work, however, achieves a significant efficiency improvement across a whole range of conditions with a negligible increase in algorithm complexity. Indeed, compared to solutions optimized for transient conditions which use a large step size and fast sampling rate, the hardware requirements of the proposed technique are significantly reduced due to the technique’s effectiveness at a low sampling rates and hence the possibility of using cheaper microprocessors and analogue-to-digital converters. This is because the algorithm consists only of low speed power measurement, one multiplication per iteration, and a PWM controller.

The proposed MPPT system achieves a fast response time in both transient and steady-state conditions and hence achieves a high efficiency of over 99.5% for a typical irradiance profile without the need for compensation in the power converter. This compares to 98% efficiency for the highest performing fixed step size system. A system using the proposed algorithm will therefore achieve greater efficiency over a range of operating conditions without additional manufacturing cost.

[bookmark: _Toc431405234]Chapter conclusion
A novel modified HC MPPT algorithm has been presented that overcomes the drawbacks of traditional HC method. It offers a fast respond time across all operating conditions while maintaining system stability. The proposed algorithm also eliminates power ripple normally caused by continuous perturbation during steady-state conditions. The algorithm is investigated using simulation study and verified by experimental results. These results indicate the superiority of the new HC algorithm over the traditional fixed step size. In addition, the new algorithm is shown to be practical, especially in conditions in which the weather is continuously changing, as it has the flexibility to distinguish between dynamic and steady-state conditions by adopting the appropriate step size on the fly.

Chapter 4 Optimised variable step size and sampling rate for improved HC MPPT of PV system 

88


[bookmark: _Toc431405235]Analysis of the effects of noise and its attenuation for maximum power point tracking in PV applications

Having examined the hill climbing maximum power tracking algorithm in detail to see how its performance is affected by sample/loop time and duty step-size value, a new and improved technique was proposed featuring a variable step-size derived from power derivative measurements.  All MPPT methods rely system measurements and therefore this chapter investigates the effects of noise corrupted measurements and technique to reduce any detrimental effects.
[bookmark: _Toc431405236]Introduction
For high PV installation efficiency, and maximum return on investment, the PV system has to operate at the MPP at all times. As MPPT algorithms typically acquire the MPP through periodic perturbations around the operating point to determine whether more power from the solar panel can be obtained, accurate measurement of the power (i.e. voltage and current) is critical to the effectiveness of the tracking.  Measurement noise in the system often leads to the incorrect decision being made by the tracking algorithm, preventing the MPP from being accurately located, and leading to a reduction in tracking performance and system efficiency [74]. To ensure the operating point (OP) is as close to the MPP as possible, for PWM based power converters, the perturbation in PWM step size can be made small. However, small values of  reduce the measurement signal-to-noise ratio (SNR) which increases the probability of inaccurate measurements.  Therefore, there is a limitation on ΔD related to the noise present in the system [74].
Some sources of measurement noise include analogue-to-digital converters (ADCs), thermal fluctuations in the electron density within a conductor (thermal noise), and the non-ideality of sensors, particularly Hall-effect current sensors. The switched-mode power converter in the MPPT system itself also produces noise that can pollute the measurements due to transient voltages and currents within the system[30][75][117]. 
With the operation of the MPPT algorithm based on the measured voltage and current, one method to reduce the sensitivity of the system to the noise is by reducing the resolution of the ADC thereby making the noise transparent to the system. Alternatively, it has been shown in literature that additive white Gaussian noise (AWGN) can be reduced by filters such as mean (average) and median filters [118]. In [75], the use of a low-pass filter to mitigate the issue of the measurement noise in MPP applications is described.  These filters, however, have the following issues: a reduction of the MPP tracking speed, and the inability of the MPPT loop [119][74] to locate the MPP.  The work presented here therefore focuses on the effect of measurement noise on the performance of an MPPT algorithm, analysing the measurement noise theoretically and experimentally. A comprehensive comparison between different methods of filtering is then carried out.

[bookmark: _Toc431405237]PV installation and its performance subjected to noise
A PV installation, as shown in Fig 5‑1 comprises of 1) a PV array, 2) a boost converter which interfaces the PV array with the batteries for localised storage, and 3) a MPP controller which perform the MPPT.




[bookmark: _Ref423454876]
                                                        
[bookmark: _Toc428302690][bookmark: _Toc428302469][bookmark: _Toc428302218]
[bookmark: _Ref430702748][bookmark: _Toc430779180][bookmark: _Toc431208510]Fig 5‑1 A PV installation.
For the purposes of this investigation we assume a battery charging application and therefore the output voltage is slow-changing. The MPP can be obtained by continuously tracking the optimum PV array voltage by adjusting the input current of a DC-DC power converter. For example, a boost converter operating in the continuous conduction mode (CCM), the optimum voltage can be achieved through changing the duty cycle () with the relationship given in (5.1):
	
	
	[bookmark: _Ref428297432](5.1)



Where  and  are the input and output voltages of the boost converter respectively.
The hill climbing (HC) MPPT algorithm flow chart is illustrated in Fig. 4-1, and is one popular MPPT approach which relies on perturbing the operating point and examining the difference in the power. If the difference is zero then MPP has been achieved.  As mentioned previously,  is updated iteratively until MPP is obtained [8]. According to (5.2) the size of duty-cycle perturbation  determines how close the operating point is to the MPP, and hence, the overall efficiency of the process. The successful operation of this algorithm necessitates a careful selection of.

	
	
	[bookmark: _Ref428299458](5.2)


where n is the current sample interval.

When the converter duty cycle is perturbed, a change in the PV's current and voltage can be observed as described by (5.3) and (5.4).
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The power shown in (5.5) is obtained after multiplying (5.3) and (5.4):
	
	
	[bookmark: _Ref428299854](5.5)



The instantaneous change in power () needs to be evaluated to determine the action required by the MPPT controller. In the ideal case where noise is not present (and the careful selection of as explained in the previous chapter has been made), the MPPT system will always choose to decrease the duty cycle in order to increase the voltage and vice versa, as illustrated by Fig. 4-1. If the present operating point is on the MPP value, the algorithm enters a repeatable cycle with a minimum number of perturbation steps required to ensure location at MPP, as shown in Fig 4‑2 (further detail in Fig 5‑2).
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[bookmark: _Ref430636867][bookmark: _Toc428302691][bookmark: _Toc428302470][bookmark: _Toc428302219][bookmark: _Toc430779181][bookmark: _Toc431208511]Fig 5‑2 MPPT operates without measurements noise.
When noise is present in measurement (for example in voltage signal), the probability of the MPPT algorithm making wrong decisions increases (i.e. the tracking system is misled). As an example, if noise is present on the measurement of the converter’s input voltage, , (5.1) becomes (5.6):
	
	
	[bookmark: _Ref428300016](5.6)



The change in duty cycle, , causes the change in the input voltage as described in equation (5.7). Equation (5.8) is obtained after subtracting (5.6) from (5.7) and rearranging in terms of :
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The perturbation observed in PV voltage  needs to be sufficiently larger than the noise to ensure the tracking system is able to make the correct decision.  By way of example Fig 5‑3 shows the inability of the MPPT algorithm to successfully locate MPP when the measurement is subjected to excessive noise where PWM duty cycle does not settle at the desired level (compared to Fig 3‑4), leading to a reduction in tracking efficiency.
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[bookmark: _Ref423523600][bookmark: _Toc428302692][bookmark: _Toc428302471][bookmark: _Toc428302220][bookmark: _Toc430779182][bookmark: _Toc431208512]Fig 5‑3 MPPT system operating with measurement noise.

Assuming the output voltage remains constant (the battery voltage is slowly changing with time, therefore it can be neglected), (5.8) can be simplified to (5.9). When the duty cycle increases, the  also increases while the   remains fixed, as there is no relationship between the duty cycle and, and thus resulting in an increase in signal-to-noise ratio. 
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where the constant of proportionality is ().
Under steady-state conditions it is recommended to make  as small as possible, in order to bring the operating point (OP) close to the MPP. This, however, could mislead the system in a noisy environment since it is unable to distinguish between perturbations caused by noise and those caused by, preventing the MPP from being achieved and lowering the tracking efficiency. Although a large  can be used to minimise the impact of , this also moves the operating point (OP) further away from the MPP which also reduces efficiency (as explained in the previous chapter). Therefore, to maximise performance it is essential that the impact of noise is reduced.  The next section explores the impact of the ADC resolution and filter characteristics to remove the effects of the noise.
[bookmark: _Toc431405238]Noise characteristics and filtering
To quantify noise, the mean  and standard deviation  of the signal as calculated by (5.10) and (5.11) are most commonly used. While the mean represents the expected value of the original unpolluted signal, the standard deviation describes the noise and interference. Two other terms used to quantity noise measurements are the signal-to-noise ratio (SNR) which is the mean divided by the standard deviation and its reciprocal, the coefficient of variation (CV) which is the standard deviation divided by the mean. Larger values of SNR and lower values of CV represent better quality measurements [120][121].
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where  is a measurement of x taken at instant i.
One of the graphical tools used in this chapter to analyse the noise is the probability density functions (pdf). The most common statistical distribution is the normal or Gaussian with pdf given by (5.12) [26].

	
	
	[bookmark: _Ref423458711](5.12)



An experimental PV installation configured as in Fig 5‑1 illuminated by sun light and operating at the MPPT is set up, with the DC average component (i.e.  and ) removed in order to study the noise presented in the voltage  and current  measurements. Their pdfs are shown in Fig 5‑4 (a) and (b) respectively.  The red curve indicates the pdf, the white band (unshaded area) in the centre indicates measurement that lie within a single quantisation step and so would not be registered by the ADC, the shaded areas are noise corrupted values that will be registered by the ADC.
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[bookmark: _Ref423458869][bookmark: _Toc428302693][bookmark: _Toc428302472][bookmark: _Toc428302221][bookmark: _Toc430779183][bookmark: _Toc431208513]Fig 5‑4 Probability density functions of the PV array at the MPP. (a) measured voltage (b) measured current.

The probability of noise contaminating a measurement can be calculated by (5.13): 

	
	  and  
	[bookmark: _Ref423458785](5.13)



where  and  both represent boundaries of measurement relating to the ADC resolution (i.e. Least Significant Bit [LSB] or quantization step) which is calculated by (5.14):
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where k is ADC resolution.
The probability of incorrect measurement (PoIM) caused by noisy measurements is given by (5.15):
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[bookmark: _Ref423459527][bookmark: _Toc431405239] ADC resolution 
MPPT algorithms are usually implemented using embedded processors as this provides a fast design process, easy implementation of the control algorithms and lower sensitivity to parameter variations. The precision of measurement obtained from the analogue-to-digital converter (ADC) is mostly governed by the number of bits [122][123].
For instance, with a reference voltage of 5 V, the greatest error in the voltage measured by a 10-bit ADC is found by (5.14) to be 4.8 mV; that is to say the system is insensitive to noise with peak-to-peak amplitude below  (2.4mV). Using (5.15), the probability of incorrect measurement (PoIM) for the voltage measurement in Fig 5‑4 (a) is found to be 72% chance of getting the incorrect measurement, and similarly 73% for the current waveform in Fig 5‑4 (b). This section will be investigated and quantified in more detail in the following simulation and experiment work.

 Filtering
An alternative to adjusting the ADC resolution is digital filtering. Whilst a filter does reduce the noise level, it also increases the required computational power, and affects the response time. The following section investigates different types of digital filters, the average (i.e. mean), moving average, median and mean-median filters. 

Average filter
To reduce the effect of the noise on a signal, the average filter is commonly used due to its simplicity [124]. This filter measures the signal central tendency  through summing the values of samples (ai) and then dividing by the number of samples measured (N) as described in (5.16): 
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For a slow changing signal (i.e. steady-state condition), the noise is averaged over N samples, large values for N provide greater attenuation. For a fast changing signal (i.e. transient conditions), large N prevents the output from changing quickly, creating a time delay [124] which could lead to instability if the input signal is oscillating. There is therefore a compromise between the noise reduction for the steady-state condition and the reduction in tracking efficiency during transient conditions for this type of filter (more details will follow in the simulations and experiments sections).

Moving average filter
With the average filter mentioned above, one output is obtained from N samples, which introduces a time delay which further delays the actual signal from being measured. A moving average calculates the mean of the most recent N samples after every sample is acquired, creating a new series where the noise is attenuated without the N sample delay.
	
	
	(5.17)



where i is the sample instant.
Other forms of averaging filters include the weighted average which enhances or suppresses varying periodic behaviour, and the autoregressive moving average filter where the average also includes some of the recently calculated outputs, allowing samples from further back in the history to affect the present output signal [124][125].

Median filter
Instead of averaging out the noise across the number of samples, median filters attempt to identify the original signal through arranging the samples according to their value and selecting the middle value in the ordered list [126].  Let  be a sample of size N (where N is an odd number), then   is an ordered list of X such that   the median is chosen as 
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For this filter half of the sequence values have to be greater than the median value in order for it to affect the output value. This noise reduction method response is twice as fast as a mean based filter [124], allowing the MPPT to be tracked faster.  

[bookmark: _Toc431405241]Simulation investigation of filters performance
Having discussed filter types, the PV installation in Fig 5‑1 is simulated using the Matlab/Simulink model shown in Fig 5‑5(a) to assess the degradation of the MPPT algorithm due to noise. Subsequently, the proposed noise reduction methods are evaluated on the model, using the same configuration from section 4.4. 
The system noise is taken as white Gaussian noise (WGN) and added to the MPPT system as shown in Fig 5‑5, with the variance set to 120 mV2 for   and 100 mA2 for  (these values are kept fix for all simulation in this chapter) the values of which were obtained from experimental measurements from the practical system used for validation of the simulation. The hill climbing (HC) MPPT algorithm [67] is employed in this study, and the MPPT system sampling frequency is 60 ms, with  of 0.4% to simulate the worst case scenario according to (5.6).
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[bookmark: _Ref423459239][bookmark: _Toc428302694][bookmark: _Toc428302473][bookmark: _Toc428302222][bookmark: _Toc430779184][bookmark: _Toc431208514]Fig 5‑5 Simulink model of the PV installation with added noise.
In order to study both the steady-state and transient tracking performances of the HC MPPT under realistic conditions, the simulation is set to the same irradiance profile shown in 4-6 is used. 
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[bookmark: _Ref423459392][bookmark: _Toc428302695][bookmark: _Toc428302474][bookmark: _Toc428302223][bookmark: _Toc430779185][bookmark: _Toc431208515]Fig 5‑6 MPPT system with and without noise. (a)  MPPT without noise. (b) MPPT system with noise.

The behaviour of the MPPT with both noisy measurements and noise free measurements are shown in Fig 5‑6(a) & (b). With noise free measurements, the change in duty cycle ratio follows the profile of the irradiance level. The duty cycle ratio drops when the irradiance level drops and increases once the irradiance level increases. However, the behaviour of the MPPT system with the noisy measurement signals struggles to locate MPP.   
The noise free measurement MPPT system successfully identifies the maximum power point, and oscillates the OP around the MPP even when a change in irradiance level occurs. Using (4.4), the tracking efficiency 𝜂 is calculated to be 98.2%. However, when the noise is present in measurements, the tracking system failed to identify the MPP, which led to the reduction in the harvested power, with a tracking efficiency significantly lower at 49.3%.
In order to successfully track the MPP in the presence of the measurement noise, system sensitivity to noise can be reduced by proper selection of the ADC resolution and with the use of filter, results from simulations of these are provided in the following sections.
[bookmark: _Toc431405242]Noise resilience through ADC resolution reduction 
As previously mentioned in section 5.3.1 the ADC resolution plays a significant role towards successfully identifying the MPP. With noisy measurements, high ADC resolution makes the MPPT system more vulnerable and thus can lower tracking efficiency. On the other hand lowering the ADC resolution makes the MPPT unable to track the small changes in power, which results in a significant drop in efficiency. 

The tracking efficiency of the MPPT under different ADC resolutions was simulated using profile illustrated in Fig 4‑6 and plotted in Fig 5‑7.  The graph shows that the efficiency increases gradually from 3 to 8 ADC bit resolution to a point at which the best tracking efficiency of 94% is achieved. As the number bits increases to 10 bits resolution efficiency is sharply decreased at 49%. 
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[bookmark: _Ref423459624][bookmark: _Toc428302696][bookmark: _Toc428302475][bookmark: _Toc428302224][bookmark: _Toc430779186][bookmark: _Toc431208516]Fig 5‑7 Tracking efficiency of MPPT under different ADC resolution.

With the current and voltage measurement subjected to noise of 120 mV2 and 100 mA2, respectively. The quantisation LSB as calculated by (5.14) is increased from 4.8 mV to 19.6 mV when the ADC resolution is reduced from 10 bits to 8 bits. As a result, the sensitivity of the system to noise is reduced by 80%. The PWM duty cycle and the output power with this ADC resolution of MPPT with 8 bits are then shown in Fig 5‑8. 
[image: ]
[bookmark: _Ref423459707][bookmark: _Toc428302697][bookmark: _Toc428302476][bookmark: _Toc428302225][bookmark: _Toc430779187][bookmark: _Toc431208517]Fig 5‑8  MPPT with measurement noise using 8-bit ADC resolution.
[bookmark: _Toc431405243]Noise attenuation by filtering
Rather than discard potentially useful information by lowering of the ADC resolution, this section investigates the use of different type of filters to reduce the measurement noise.
Average filter
In order to guarantee good performance of the MPPT system, the noise, , in the measured signal has to be reduced. Noise reduction can be achieved using an average filter with an appropriate window size. A large window size results in an exponential fall in probability of a wrong decision being made; however, over-averaging (due to large window size) slows the system’s dynamic response because a propagation delay is introduced and leads to efficiency reductions under transient conditions. Table 5‑1 shows the standard deviation SD () of the noise  after filtering, as a function of different window sizes (N). 
	Window Size (N)
	

	3
	0.0041

	6
	0.0027

	10
	0.0021

	20
	0.0016

	40
	0.0011

	60
	0.0008



[bookmark: _Ref423516679][bookmark: _Toc427755697][bookmark: _Toc430779256]Table 5‑1 SD of the measurement signal with an average filter with different window length.

The tracking efficiency of the PV installation with the average filter of window size in Table 5‑1 are calculated by (4.4) and are plotted in Fig 5‑9, showing that the highest efficiency at 97.5% is achieved when the window size of the average filter is 20 samples. 
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[bookmark: _Ref423516854][bookmark: _Toc428302698][bookmark: _Toc428302477][bookmark: _Toc428302226][bookmark: _Toc430779188][bookmark: _Toc431208518]Fig 5‑9 Track efficiency of MPPT with different window size.

The PWM duty cycle and output power when the average filter is applied to the system, with the window size of 20 samples, are shown in Fig 5‑10. The duty cycle oscillates around the MPP in steady-state level, and as the irradiance level varies, the MPPT reacts by increasing or decreasing the duty cycle ratio as appropriate.
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[bookmark: _Ref423516871][bookmark: _Toc428302699][bookmark: _Toc428302478][bookmark: _Toc428302227][bookmark: _Toc430779189][bookmark: _Toc431208519]Fig 5‑10 Performance of MPPT system using averaging filter with a window array of 20 samples.
Moving Average Filter

The performance of the moving average filter is also dependent on the window size. Similar to the average filter, a large window size leads to the exponential fall in probability of a wrong decision being made and over-averaging slows the system’s dynamic response. Table 5‑2 shows the variation in standard deviation after the moving average. 

	Window Size (N)
	

	3
	0.0266

	7
	0.017

	11
	0.0137

	21
	0.0097

	31
	0.0079

	41
	0.0066

	51
	0.0059

	61
	0.0054


[bookmark: _Ref423516943][bookmark: _Toc427755698][bookmark: _Toc430779257]Table 5‑2 SD of the measurement signal with moving average filter with different window lengths.

The tracking efficiency, calculated by (4.4), of the PV installation with the moving average filter under different window sizes are plotted in Fig 5‑11, the efficiencies vary from 65% at window size of 10 samples to 94% which is the best efficiency obtained by using a window size of 31 samples. 
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[bookmark: _Ref423517057][bookmark: _Toc428302700][bookmark: _Toc428302479][bookmark: _Toc428302228][bookmark: _Toc430779190][bookmark: _Toc431208520]Fig 5‑11 Tracking efficiency of moving average uses different window size.

The PWM duty cycle and output power with the moving average filter with the window size of 31 are shown in Fig 5‑12. Under ideal conditions, the PWM duty cycle in steady-state operation oscillates between 40% and 43% (see Fig 5‑6(b)). With the inclusion of noise, the duty cycle does not oscillate around the MPP, rather it fluctuates between 33% and 41%, causing a reduction in tracking efficiency to 94%. This confusion in the MPPT algorithm is as result of the remaining noise that the system could not be reduced. 
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[bookmark: _Ref423517082][bookmark: _Toc428302701][bookmark: _Toc428302480][bookmark: _Toc428302229][bookmark: _Toc430779191][bookmark: _Toc431208521]Fig 5‑12 The performance of MPPT system using moving average of 31 samples window array.


Median filter
Median filters with different window sizes were simulated to assess the MPPT performance and efficiency. Table 5‑3 shows a steady fall in the probability with the increase of the window size. The of  decreases from 0.0048 to 0.0012 when the window size is increase from 3 to 61 samples, which means the MPPT system is less likely to be confused during tracking the MPP compared to the original signal

	[bookmark: _Ref423517175][bookmark: _Toc427755699]Window Size (N)
	

	3
	0.0048

	11
	0.0026

	21
	0.002

	31
	0.0016

	41
	0.0014

	51
	0.0013

	61
	0.0012



[bookmark: _Ref431405768][bookmark: _Toc430779258]Table 5‑3 SD of the measurement signal with median filter with different window length.

The tracking efficiency of the PV installation with the median filter under different window size is plotted in Fig 5‑13. Starting with a window size of 3 samples up to 61 samples, efficiency is gradually increased from 60% to reach its highest at 97% using median filter at window size of 51 samples, achieving a better efficiency than obtained by the moving average filters.
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[bookmark: _Ref423517294][bookmark: _Toc428302702][bookmark: _Toc428302481][bookmark: _Toc428302230][bookmark: _Toc430779192][bookmark: _Toc431208522]Fig 5‑13  Show the tracking efficiency of MPPT system using different window size.

The PWM duty cycle and output power with the median filter is shown in Fig 5‑14. The MPPT manages to keep the duty cycle operating between 40% up to 43% in steady-state operation and as the irradiance level is suddenly dropped (see  Fig 5‑6(a)), the MPPT is misled and perturbation occurs in the wrong direction.
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[bookmark: _Ref423517372][bookmark: _Toc428302703][bookmark: _Toc428302482][bookmark: _Toc428302231][bookmark: _Toc430779193][bookmark: _Toc431208523]Fig 5‑14  The performance of MPPT system using medium filter of 51 samples window array.

[bookmark: _Toc431405244]Experimental result and discussion
Real-world measurements were be taken for the current and voltage simultaneously using an oscilloscope set for ac coupling, in order to investigate the type of noise generated by a PV array. To evaluate the performance of MPPT under different conditions, a PV emulator which has the same characteristic of the PV array (for more details see section 3.7) was used to ensure repeatability, the experiment set up is shown in Fig 5‑15. The HC MPPT algorithm was implemented on the Ardunio Uno microprocessor, with an internal ADC resolution of 10 bits, and the reference voltage chosen to be 5 V. The MPPT system sampling frequency is 100 ms and  of 0.4%.


[bookmark: _Ref423518760][bookmark: _Toc428302704][bookmark: _Toc428302483][bookmark: _Toc428302232][bookmark: _Toc430779194][bookmark: _Toc431208524]Fig 5‑15 Filter system comparison experimental arrangement

As in the previous section, three levels of irradiance were used (Fig 5‑6(a)), the voltage noise  and current noise  were measured using an oscilloscope (YOKOGAWA-DL850) set for AC coupling. The system noise is additive white Gaussian noise (AWGN), with the variance of 80 mV for  and 100 mA for , and the probability density functions (pdf) of  and  are plotted in Fig 5‑16. 
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[bookmark: _Ref423518891][bookmark: _Toc428302705][bookmark: _Toc428302484][bookmark: _Toc428302233][bookmark: _Toc430779195][bookmark: _Toc431208525]Fig 5‑16 Probability density functions of the emulator at the MPP. (a) Measured voltage   (b) measured current
Using (5.14) to calculate the value of the LSB that could affect the MPPT system is found to be 4.8mV. There exists a bandwidth of 4.8 mV inside which noise cannot be measured by the system. On the other hand, values higher than this need to be considered and their effects reduced in order to mitigate the effects of noise on the tracking system. Using (5.15) to calculate the PoIM value of  and  which are found to be 78% and 86% respectively.
Fig 5‑17 shows the performance of MPPT system with a noisy measurement (without filtering). The result shows a confused tracking system, since the MPPT algorithm made incorrect decisions due to the presence of noise on the voltage and current measurements; the overall tracking efficiency is lower than 78%. 
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[bookmark: _Ref423519089][bookmark: _Toc428302706][bookmark: _Toc428302485][bookmark: _Toc428302234][bookmark: _Toc430779196][bookmark: _Toc431208526]Fig 5‑17 Experimental result of MPPT system with noisy measurements.

In order to increase the MPPT system efficiency, noise in the measurements had to be reduced whilst at the same time preserving the required information to enable the MPPT system to track the change in the output power. The simulation study presented in the previous section will now be extended to experimental measurements taken on the prototype system.

[bookmark: _Toc431405245] Noise mitigation by ADC resolution
Based on the relationship illustrated in equation (5.14), decreasing the ADC resolution made the system more tolerant to noise. Fig 5‑18 shows the experimental results of the efficiency obtained for the MPPT, where the ADC measurement has been truncated from 10 bits down to 6 bits.
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[bookmark: _Ref423519164][bookmark: _Toc428302707][bookmark: _Toc428302486][bookmark: _Toc428302235][bookmark: _Toc430779197][bookmark: _Toc431208527]Fig 5‑18 Experimental measurement showing impact of ADC resolution in tracking efficiency.

The efficiency is increased as the resolution increased up to 8 bits where the highest efficiency is obtained at 96.2%. By increasing the ADC resolution further the efficiency is dropped substantially to reach 78.7% at 10 bit resolution, as result of the MPPT is being unable to see the changing in the output power to tune the duty cycle ratio accordingly.  By reducing the ADC resolution from 10 to 8 bits, the LSB signal (PoIM) was decreased from 78% to 13%, which means the MPPT is 80% less likely to be affected by the noise, as shown in Fig 5‑19 (compare with Fig 5‑16(a)). The experimental result shows a good match with the simulation result, the best efficiency is achieved at 8 bit resolution in both cases at 96% and 94% respectively. 
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[bookmark: _Ref423519211][bookmark: _Toc428302708][bookmark: _Toc428302487][bookmark: _Toc428302236][bookmark: _Toc430779198][bookmark: _Toc431208528]Fig 5‑19 pdf of  shows the effect of reducing the LSB area using 8 bit ADC resolution generated using simulation.

Fig 5‑20 illustrates the response of the MPPT system using an ADC resolution of 8 bits. It clearly shows the OP is operating closer to the MPP in both steady-state and dynamic conditions, with overall efficiency of 96.2%.
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[bookmark: _Ref423519308][bookmark: _Toc428302709][bookmark: _Toc428302488][bookmark: _Toc428302237][bookmark: _Toc430779199][bookmark: _Toc431208529]Fig 5‑20 Experimental result of MPPT system using 8 bit ADC resolution.


[bookmark: _Toc431405246] Noise attenuation by filtering
Average filter
Fig 5‑21 shows the performance of the MPPT system using an averaging filter with different window sizes ranging from 3 to 60 samples. It can be seen that there is a substantial increase in the efficiency as the window size increased from 3 samples to 20 samples, where the highest efficiency is achieved at 95.5%. As the window size is increased beyond 20 samples the efficiency drops gradually to reach 90% at window size of 60 samples, due to the time delay introduced by the filter. These results show a good match with the result generated in simulation. A similar efficiency trend with a single peak is achieved using the same window size in both cases, the highest efficiency is 97.5% in simulation and 95.5% in experimental results.
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[bookmark: _Ref423521134][bookmark: _Toc428302710][bookmark: _Toc428302489][bookmark: _Toc428302238][bookmark: _Toc430779200][bookmark: _Toc431208530]Fig 5‑21 Track efficiency of MPPT with different window size.

Fig 5‑22 illustrates the transient performance of an MPPT system using an averaging filter with 20 samples window size. It is clearly seen that, the OP is oscillating around the MPP of 20W during the steady-state operation. However, as the irradiance drops the MPPT struggles to gain stability back and MPP is missed, which explains the reduction in efficiency.
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[bookmark: _Ref423521159][bookmark: _Toc428302711][bookmark: _Toc428302490][bookmark: _Toc428302239][bookmark: _Toc430779201][bookmark: _Toc431208531]Fig 5‑22 The performance of MPPT system using averaging filter with a window array of 20 samples.
Median- average filter
A median filter with different window sizes was used to assess the performance and efficency of the MPPT system. A range of window sizes between 20 to 121 samples are assessed, in order to achieve the highest possible efficiency. Efficiency started high at 70% using 20 samples window size, then dramatically increased to 91% as the window size reached a 111 samples, which is the highest efficiency achieved, as show in Fig 5‑23. Due to the nature of the median filter (eleminating the outlier values of noise by selecting the median value of the sorted window size), a window size of 111 samples is found to achieve the highest efficiency of 91% in the experimental work, which is twice the size of the window used in simulation (61 samples). The variation in window size is attributed to the difference between the simulation and experimental platforms including quantisation and trancation errors. 
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[bookmark: _Ref423521229][bookmark: _Toc428302712][bookmark: _Toc428302491][bookmark: _Toc428302240][bookmark: _Toc430779202][bookmark: _Toc431208532]Fig 5‑23 Tracking efficiencies achieved by using median filter with different window sizes.

Fig 5‑24 shows the transient performance of the MPPT system using a median filter with window size of 111 samples. The OP is settled slightly below the MPP and oscillates around 19W. The result is also shows that MPPT is temporarily confused throughout the operation period. 
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[bookmark: _Ref423521258][bookmark: _Toc428302713][bookmark: _Toc428302492][bookmark: _Toc428302241][bookmark: _Toc430779203][bookmark: _Toc431208533]Fig 5‑24 Experimental result of MPPT system uses median filter with window array of 111 samples.

The performance of the MPPT using only a single type of filter has helped to increase the maximum available power harvested from the PV.  In an attempt to maximise tracking efficiency the median filter is combined an averaging filter into a hybrid filter.  A median rank sorter operates on a sliding window of Nmedian samples.  The Naverage central values of this window are then averaged to produce a single filtered measurement reading for use by the MPPT algorithm.  Let   be a sequence of sorted window samples (from low to high). Using eq (5.18) and eq (5.16) the median-average filter can be represented by (5.19).
	
	
	[bookmark: _Ref423521351](5.19)


Where (the calculated mean value)  and  
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[bookmark: _Ref423521406][bookmark: _Toc428302714][bookmark: _Toc428302493][bookmark: _Toc428302242][bookmark: _Toc430779204][bookmark: _Toc431208534]Fig 5‑25 Experimental result of MPPT system uses combination of median filter and average filter.

The experimental results presented in Fig 5‑25 (Nmedian=111 and Naverage=5) show better performance of MPPT is achieved with the usage of a combination of median filter and average filter. The OP point is oscillating around the MPP in steady-state and dynamic operation, with over 98% efficiency. Table 5‑4 illustrates a comparison of the MPPT highest efficiency achieved for different noise removal methods used during experimental work.

	
Type of noise removal
	Best ADC
	Filters

	
	Resolution
	Average
	Median
	Median- Average

	
Efficiency
	
96%
	
95.5%
	
91%
	
98.2%


[bookmark: _Ref423521461][bookmark: _Toc427755700][bookmark: _Toc430779259]Table 5‑4 MPPT highest efficiencies

[bookmark: _Toc431405247]Chapter conclusion
For an MPPT algorithm to track the MPP correctly, measurement noise has to be reduced to a sufficiently low level. This chapter first investigated how the tracking performance of an MPPT algorithm is affected by noise, then proposed four methods to minimise the impact of the noise, to allow better tracking performance, and hence higher system efficiency to be achieved. In a 20 W PV installation, the efficiency is reduced by 50% when the measurement noises were included. Through reducing the sensitivity of the system to this noise by a careful selection of the microcontroller ADC resolution, an efficiency of 96% is achieved. In order to achieve a higher efficiency, digital filtering, which overcame some of the disadvantages of reducing the ADC resolution, were investigated. An efficiency of 95% was achieved with the mean filter with a window size of 30 samples. Using the median filter at the same window size, the efficiency was 91%. By using a combination of these filters, with a median filter with window size of 30 samples a moving average of 5 samples, the highest efficiency of over 98% was achieved for the system. This shows the effectiveness of filtering in a PV system subjected to measurement noise.
Chapter 5 Analysis of the effects of noise and its attenuation for MPPT in PV applications
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[bookmark: _Toc431405248]Repurposing ATX Power Supply to perform a cheap MPPT andfor Battery Charging Applications
[bookmark: _Ref422509199][bookmark: _Toc431405249]Introduction
Having discussed PV MPPT converters and algorithms in some detail, this chapter looks at the new topic of repurposing waste power electronic converters for completely different applications and thereby giving them a second life, which will be resulting in a cheap and effective MPPT system and also a battery charger.  Many pieces of electronic equipment are discarded before failure and before reaching the end of their useful life and so providing a second life to this equipment can offset waste processing and carbon emissions significantly.  In Africa and developing nations whole industries have emerged that deal with second life Western waste[127][128].  Indeed, in Nigeria the Ikeja Computer Village in Lagos is  renowned as a marketplace for second life equipment [129].

Computer equipment is often made redundant before unit failure, due to the rate at which computer hardware and software advances. For example it was reported by [79] that PCs are made redundant every four years and laptops every two years, as result of them being out dated and their reduction in performance. In [80] and [81] the life span of an Advanced Technology Extended (ATX) computer power supply unit (PSU) is expected to be around 100,000 hours (11 years) depending on the operation conditions, which means the ATX PSU in the PCs is made redundant at least 5 years before the end of its life span.

This chapter is investigates the technical feasibility for repurposing the ATX PSU to provide low-voltage battery chargers thereby reducing waste and providing number of possible opportunities in the developing world.  Since ATX PSUs are prevalent in the desktop PC arena their design is relatively standardised being dominated by only a few power supply topologies.  This chapter presents different methods for repurposing ATX PSUs. Firstly the boost-converter based active power factor corrector (APFC) is modified for use as a photovoltaic (PV) maximum power point tracker (MPPT) to charge a battery. Secondly, a whole ATX PSU is reconfigured to charge a battery directly from the mains electricity supply with two different prototypes considered, with each different in structure, complexity, cost, battery protection and charging time.  Experimental results demonstrate the technical feasibility of the concept.

Having introduced the topic the remainder of this chapter will introduce the ATX PSU, specifications, building blocks and circuit details.  Following this, a MPPT tracking converter based on the APFC will be described and experimental results discussed.  Finally, the entire PSU will be repurposed for battery charging applications.

[bookmark: _Ref422493192][bookmark: _Toc431405250]Review of the ATX (Advanced Technology Extended) Power Supply Unit (PSU)
The ATX power supply is designed to interface the voltage between the utility AC mains and the load required by the different computer components. A typical ATX power supply converts the mains power through two stages (AC-DC stage (240VAC to ~400VDC then DC-DC stage (400VDC to 3.3-12V DC outputs) to provide multiple DC outputs [89].  For older PSUs the AC-DC conversion stage is simply a rectifier (with input filter) and the PSU operates without power factor correction (PFC) (Fig 6‑1a), whereas more recent PSUs feature active PFC circuitry (Fig 6‑1b) necessary to meet EN61000-3-2 regulations introduced in 2000 [130]. In addition the older non-PFC PSUs possess a manual changeover switch to allow the user to select either 110V or 230V operation using a built-in voltage doubler rectifier. The DC-DC stage converts the DC link voltage into the standard voltages. 



(a)

(b)
 Main transformer
Medium size transformer
Smallest transformer
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[bookmark: _Ref427434296][bookmark: _Toc428302715][bookmark: _Toc428302494][bookmark: _Toc427748961][bookmark: _Toc430779205][bookmark: _Toc431208535]Fig 6‑1 Block diagram ATX PSU. (a) Older design (non-APFC) (b) Newer design (APFC) (c) Picture of the internal of an APFC PSU


A block diagram representation of the most common types of ATX power supply is shown Fig 6‑1 (b). There are five main parts arranged in order from the input to the output side: EMI filter, rectifiers, active power factor corrector (APFC), half-bridge or forward power converter and standby power supply. Other modules include filters, controlling circuits and protection circuit. The ATX PSU produces a range of output voltages and every voltage comes with a specific colour as shown in Fig 6‑1(c): +12 V (yellow), -12 V (blue), +5 V (red) and +3.3 V (orange) [131]. The PSU consists of primary and secondary side, the primary side is easily recognised by large electrolytic capacitor seen on the left hand side of Fig 6‑1 (b) (n.b. two electrolytic capacitors can be found older version of ATX PSU without APFC). Most of the ATX PSU investigated here have three transformers located between two large heatsinks, although some just had two transformers. The large transformer is for the main DC-DC converter and it is used to step down the voltage to the desired levels and to provide galvanic isolation. The medium size transformer is used to generate the standby voltage (+5VSB) needed to initiate operation of the power supply. If present, the third and smallest transformer is part of the MOSFET gate drive circuit.  The main functional parts shown in Fig 6‑1(b) will be detailed as followed:
[bookmark: _Toc431405251]EMI filter
To meet the Electromagnetic Compatibility EMC standards [132], almost all electronic equipment, including an ATX PSU, contain an electromagnetic interference (EMI) filter to remove the noise generated internally by the equipment and to block noise from external sources (external ac line noise) [133]. Most of the noise generated internally is caused by the DC chopped waveform of the main converter; the noise has a typical bandwidth of 10 kHz to 30 MHz, along with the background noise. This noise interference comes in two forms: the common-mode noise (CMN) and the differential-mode noise (DMN). CMN (is also called line-to-ground noise) flows through both the line in phase with each other and are returned via the ground, DMN (is also called line-to-line noise) flows in the line to neutral, vice versa. EMI principle is based on the fact that, the undesirable noise has a much higher frequency compare to the line signal, therefore passive components, such as inductor and capacitor can be used to remove any high frequency than the line frequency[134][135].

The EMI filter shows in Fig 6‑2 consists of two coupled inductors, and, four Y-capacitors, , ,  and , and two X-capacitors,  and  which are used to attenuate the CMN and DMN respectively. To mitigate CMN the coupled inductors is used as high impedance to the in-phase CMN, then the Y-capacitors is used to bypass it to the ground, as shown in the solid arrow in Fig 6‑2.  As the DMN is 180° out of phase the two X-capacitors is used to neutralize it, by acting as a low pass filter as shown in the dashed arrow in the same figure [134][135].



[bookmark: _Ref428302924][bookmark: _Toc428302716][bookmark: _Toc427748962][bookmark: _Toc430779206][bookmark: _Toc431208536]Fig 6‑2 Schematic of an EMI filter.

[bookmark: _Toc431405252]Active power factor correction (APFC)
DC voltage has traditionally been obtained by rectifying the mains and then smoothing with a bulk capacitor. One issue is that energy is only delivered wherever the mains voltage exceeds the bulk capacitor voltage as shown in Fig 6‑3. The pulse current leads to high component stresses and a low power factor (PF) of ~0.5. Passive power factor correction circuit was able to improve the power factor to 0.7, but had become insufficient as the EMC/power quality regulations tighten. By 2007, Energy Star 4.0 specification required computers to use power supplies that are 80% or greater in efficiency, with power factor of no less than 0.9. Active power factor correction which can achieve a PF close to 1 and has therefore become an integral part of an ATX PSU [136][137].
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[bookmark: _Ref428303217][bookmark: _Toc428302717][bookmark: _Toc427748963][bookmark: _Toc430779207][bookmark: _Toc431208537]Fig 6‑3 Voltage and current waveforms across the capacitor.

APFC achieves the high PF by making the nonlinear load (the ATX power supply and the PC) look like a resistive load, drawing current in phase with and proportional to the line voltage as show in Fig 6‑4.
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[bookmark: _Ref428303247][bookmark: _Toc428302718][bookmark: _Toc427748964][bookmark: _Toc430779208][bookmark: _Toc431208538]Fig 6‑4 Voltage and current waveforms of an AFPC.

The schematic of the APFC is shown in Fig 6‑5, consisting of a boost converter and bridge rectifier that come before the boost converter.  Note, the EMI filter has been omitted for the sake of clarity.




[bookmark: _Ref428303289][bookmark: _Toc428302719][bookmark: _Toc427748965][bookmark: _Toc430779209][bookmark: _Toc431208539]Fig 6‑5 Schematic of a APFC.

The boost converter consists of an electrical switch, a diode (D1)an inductor  and a capacitor. The switch, or MOSFET, is turned on at the start of each switching cycle, for a duration, after which it is turned off until the next cycle. These two periods are the on- and off-states of the converter respectively (n.b. an extra state exists if the converter is operating in the discontinuous conduction mode (DCM)). During the on-state, the inductor is being charged, storing energy in the form of magnetic field. The total current rises during this period, is given in (6.1). During the off-state, the inductor releases the stored energy to the load. The total current falls during this period,  is given in (6.2) (n.b. parasitic resistances are neglected for all components). Over a full cycle (on and off switching period), if the net rate of change in the inductor current during this cycle is zero (volt-second balance), means that the converter is operating at the steady-state. Otherwise, this will produce a net rate of change of inductor current allowing the current waveform to be shaped to follow the line voltage [131][137].
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where and  are the voltages across the inductor during the on- and off-state respectively and is the converter’s duty cycle, which can ranges between 0 and 1.is the switching period[138].

To summarise, the APFC is able to shape a converter’s input current by virtue of the boost inductor’s permanent connection to the line voltage (via filters and rectifier).  From the previous chapters we have seen the boost converter used in MPPT, again, because the permanent connection of the inductor allows for controlled constant current to be drawn from the PV panel.  Therefore, this chapter investigates the technical feasibility of the repurposing the ATX PSU APFC for PV MPPT owing to the compatibility between their boost converter building blocks.

[bookmark: _Toc431405253]Forward converter
The forward converter is the essential part of an ATX power supply, converting the high DC voltage from the APFC circuit into the desired low DC voltages. A single rail forward converter consists of two switches, and, a transformer, , four diodes, , and an LC low-pass filter,  and  [138][139] (Fig 6‑6(a)). For each extra voltage rail, an additional pair of diodes and an LC filter is required. To generate the 3.3 V rail, three options are typically observed: 1) in low-end PSU, a regulator of +3.3 V is added to the 5 V output. 2) in high-end PSU,  a +3.3 V is tapped out from the 5 V rail through a magnetic amplifier (mag-amp). The mag-amp shown in Fig 6‑6 (b) is consisting of a saturable inductor  which postpones the transformer secondary voltage developed across the diode (see Fig 6‑6 (a)). The effect of this, is the reduction of the duration where power is being transferred, hence the reduction of the voltage from 5 V rail to 3.3 V. Since the delay time produced by  is fixed after the design stage, in order to achieve regulations, a mag-amp controller is included. The diode  only becomes forward biased when the converter enter the off-state, creating a voltage across the saturable inductor which demagnetise this inductor [131][140]. The operating point changes depending on the level of demagnetisation which is monitored by the TL431 shunt regulator [131], and 3) in very rare cases (e.g. Enermax Galaxy 1000 W ), a whole independent set of +3.3 V rectification and filtering circuit is added.

Similar to the boost converter in the previous section,  and  are turned on at the start of each cycle (n.b. both MOSFET are turn on or off simultaneously and since  is not ground referenced, an isolated gate driver is required), inducing a voltage, , in the transformer’s secondary winding which forward biases the diode , allowing power to be transferred to the load until the switches are turned-off. Once the switches are turned off,  becomes reverse biased, both  and  are forced on by the magnetising current to demagnetise the core to prevent core saturation.  is also freewheeled on by the inductor, releasing energy to support the load [141][142][143]. The output voltage is controlled through the duration of the on-period, or the duty cycle. With the magnetising current charging and discharging by the voltage, the duty cycle of this topology is limited to no greater than 50%. 

Fig 6‑6(c) shows the most commonly used isolated feedback controller for this converter is the TL431, which is connected to the main control IC (on the primary side) through an opto-coupler, more details about the control IC will discussed later.




(a)


(b)



(c)

[bookmark: _Ref428303334][bookmark: _Toc428302720][bookmark: _Toc427748966][bookmark: _Toc430779210][bookmark: _Toc431208540]Fig 6‑6 Schematic of the forward converter. (a) forward converter (b) mag-amp controller, (c) TL431 isolated feedback controller
[bookmark: _Toc431405254]Standby power supply
Standby power supply is required to power the control IC(s) of the APFC and forward converter, and also to allow a computer to be started remotely. This standby power supply consists of a small flyback converter which contains a coupled inductor a diode a capacitor and a PWM chip with integrated MOSFET as shown in Fig 6‑7. During the converter on-stage, energy is store in the primary winding. As soon as the switch enters the off-state,  is forward biased, releasing the stored energy in the secondary winding. The converter is again regulated by an isolated feedback controller. The control chip is initially powered by the high DC voltage, but once the standby voltage is established, it is powered by the power rail created by the extra winding of  [131].



[bookmark: _Ref428303413][bookmark: _Toc428302721][bookmark: _Toc427748967][bookmark: _Ref422501587][bookmark: _Toc430779211][bookmark: _Toc431208541]Fig 6‑7 Schematic of the standby power supply.

[bookmark: _Toc431405255]PFC/PWM and Controlling ICs
To control the APFC, an integrated circuit (IC) is used which is also responsible for providing the PWM signal for the forward converter. This type of IC is often called the “PFC/PWM combo”. In most of the earlier PSUs (without an APFC), TL494 IC is used. For PSU with APFC, the most common IC in use is the CM6800 (or a derivative), with the typical application circuit shown Fig 6‑8(a). The control IC has two specific roles, to provide PFC with a stable DC link for the forward converter, and regulation for the forward converter. For the APFC the IC controls the converter’s duty cycle with two feedback loops, the voltage and current loops. The voltage loop gathers three signals, the instantaneous rectified line voltage, the long-term rms line voltage  and the output voltage error, to form the current reference for the current loop. The current loop adjusts the duty cycle such that the average inductor current follows the current reference signal. The resistors, and , capacitor,  to   and the control chip internal op-amps forms the two type controllers for the two feedback loops, as shown in  Fig 6‑8(b). For the reason of stability, the open-loop crossover frequency of the voltage loop is set to be half that of the line frequency and crossover frequency of the current loop at least ten times that of the voltage loop [131][144].



(a)


(b)
[bookmark: _Ref428303452][bookmark: _Toc428302722][bookmark: _Toc427748968][bookmark: _Toc430779212][bookmark: _Toc431208542]Fig 6‑8 (a) APFC control chip. (b) the control chip internal op-amps

[bookmark: _Toc431405256]Power Good and Protection ICs
A protection circuit is implemented within ATX PSU to shut down the power supply whenever the operating conditions are outside the tolerance levels set by the ATX standard. The most common IC in use is the PS223. It is mounted on the secondary side to monitor the PSU output voltage rails as shows in Fig 6‑9. With the standards ATX12V and EPS12V, the PSU must have: over voltage protection (OVP), over current protection and (OCP) short-circuited protection (SCP) [131][145]. Some manufactures have adopted more protection, these are: under voltage protection (UVP), over temperature protection (OTP), over load protection (OLP), over power protection (OPP), no-load operation (NLO) and the power good signal. They are detailed in following section [131][145]: 




[bookmark: _Ref428303521][bookmark: _Toc428302723][bookmark: _Toc427748969][bookmark: _Toc430779213][bookmark: _Toc431208543]Fig 6‑9 PS223 connected to the outputs voltages.

[bookmark: _Ref422509240]Under and Over Voltage Protections (UVP and OVP):
UVP and OVP are applicable for the three output voltages: +12 V, +5 V and +3.3 V. Resulting an instant shutdown if any of these voltages are outside the tolerance ranges. ATX12V specification states that the three output voltages have to be within 5% of its nominal values, but can go as high as 30% [131]. For PS223, the OVP for the three voltages are activated when they reach 13.8V, 6.1V and 3.9V respectively. The UVP is triggered once the voltage goes below 8.5V, 3.3V and 2V respectively. The voltage is monitored by PS223 through pins 8, 12, 13 and 14 with the voltage sensors ,  ,  and  respectively [131][145].

[bookmark: _Ref431206452]Over Current Protection (OCP)
Based on the IEC 60950-1 standards, which prevent the use of one single conductor to deliver power higher than 240W in PC equipment [146], the 12V output voltage is divided into two rails each has its own OCP. In order to identify each rail, the two 12V outputs are coloured as yellow and yellow with black stripe. The OCP works by sensing the current through low value resistor  connected to the protection IC, where an internal circuit compares the resistor voltage to a reference voltage and will shut down the ATX PSU if it was higher than the recommended threshold. For the PS223, it has four OCP connected to the pins 5, 7, 10 and 11 through the current sensors    and  respectively, as shown in Fig 6‑9[131]. 
Power Good (PG)
When the PSU is turned on, the correct output voltages are not instantly available due to the start-up transient; it takes about 20 ms to rise to the nominated values. Power good PG is signal generated by the protection IC which used to inform the PC that, ATX PC output voltages have reached the correct value hence they can be used.
Over Temperature Protection (OTP)
[bookmark: _Toc386456300][bookmark: _Toc386212394]OTP is signal sent by protection IC to shut down the power supply, if the temperature inside the ATX PSU goes higher than the pre-set value of 80Co [131][145].There are two thermistors attached to the secondary side of the ATX PSU: one is attached to the heatsink which is used to control the cooling fan, and the second one is mounted on the printed circuit board used for OTP. The value of which the OTP is triggered is set by the Negative Temperature Coefficient (NTC) thermistor, which decreases its value as the temperature decrease [131][145]. 
[bookmark: _Ref422493310][bookmark: _Toc431405257]Reconfiguring an ATX PSU as PV battery chargers
[bookmark: _Toc386456301][bookmark: _Toc386212395]This section describes the theory and practise of converting an APFC ATX PSU into a PV battery charger. The boost-converter based APFC is modified to create a MPPT battery charger to maximise charging efficiency.

[bookmark: _Toc431405258]MPPT battery charger
As has been mentioned in chapter 3 that, PV panels exhibit a nonlinear voltage-current relation where the panel voltage () is a function of the irradiance and the panel load current ().  To extract the maximum power from a PV panel both  and must be simultaneously controlled so that it is operated at the maximum power point (). The hill-climbing (HC) perturb and observe MPPT algorithm explained in chapter 4 is used in this work to locate MPP [147][148][149].

Repurposing the APFC boost converter
The APFC scavenged from the 350W ATX PSU used in this work were found to be based on a boost converter. Fig 6‑5 shows a schematic diagram of the input section of the ATX PSU featuring the input rectifier connected in series with the APFC boost converter.  As alluded to earlier, the APFC controller continuously adjusts the duty-cycle of the MOSFET () to ensure  resembles the waveform shape of the rectified input voltage, , to achieve high power factor.  To repurpose the APFC as a PV MPPT, the gate signal of  needs to be interfaced to the MPPT controller (implemented here using ATMega microcontroller) and this was achieved using the ICE2PCS02 gate driver.  

External driving gate


[bookmark: _Toc428302724][bookmark: _Toc427748970][bookmark: _Toc430779214][bookmark: _Toc431208544]Fig 6‑10 APFC Picture of the reclaimed APFC with external gate drive

Prior to implementing the MPPT battery charger, the APFC boost converter was characterised to determine its operating limitations.  The APFC could provide a steady output voltage of 380V over the input voltage range 50 V to 350 V. The maximum step-up ratio achievable is approximately 1:8. The inductor, , consists of 66 turns wound on a toroidal core with a measured inductance was L1 = 500 μH.  The reluctance of the core as calculated by (6.3) was determined to be. Using (6.4), the maximum operating current (saturation current) was found to be 1.98 A.  Reassuringly the peak operating current of the unmodified PSU was measured at 1.46 A.
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	[bookmark: _Ref428301561](6.4)



Where  is the core reluctance,  is peak magnetic flux,  is the core cross section area,  is the inductor current.

Finally, the operating characteristics of the boost converter are examined over lower operating voltage range in order to assess its suitability for charging a 24V lead acid battery from a 17V PV panel.  With the switching frequency set at 45 kHz (the measured APFC frequency), the input voltage was fixed at 8.5V (a suitably low value representing operation far from MPP) and the duty cycle and the load current was varied over the anticipated operating range. As can be seen, the converter follows a typical characteristic for duty cycles up to 75%. However, as the duty cycle is increased above the 75%, the output voltage behaved differently from the voltage gain characteristic due to the onset of saturation in the inductor core, as shown in Fig 6‑11.


[image: graph (2)]
[bookmark: _Ref427440861]
[bookmark: _Ref428303846][bookmark: _Toc428302725][bookmark: _Toc427748971][bookmark: _Toc430779215][bookmark: _Toc431208545]Fig 6‑11 V-I characteristic of the reclaimed PFC boost converter

Repurposed APFC for PV MPPT for Battery charging 
Having established the operation limits of the APFC boost converter, this section provides experimental results for the proposed repurposed APFC PV battery charger which is used to charge a 24V (2 x 12V) lead acid battery from a 24V 40W PV panel. Details of the PV panel are provided in Table 3‑1.  To test the repurposed APFC experimental set up illustrated in Fig 3‑12 was used. The illumination source was located 1 m away from the PV panel to prevent it from being over heated. The voltage range  of this module under artificial illumination is 7.0 - 21.5 V. The maximum output current  under the same conditions was measured to be 2.4 A. 

[image: ]
[bookmark: _Ref431207518][bookmark: _Toc431208546]Fig 6‑12   Reclaim boost converter performing MPPT in the PV system.

To assess the performance of the repurposed APFC battery charger a step change in illumination level was provided by switching off two of the halogen lamps in the four lamp array to reduce the irradiance from 965  to 350 . Fig 6‑12 shows the illumination profile and the MPP achieved by the proposed system when charging the battery.  When it is operating at an irradiance of 965 W/m2 the MPP was found to be approximately 12 W (20.5 V, 0.6 A).  As can be seen the MPPT has successfully locate the MPP during both the steady-state and dynamic operations, proving the technical feasibility of repurposing the ATX PSU APFC as a MPPT PV battery charger. 

Experimental testing of repurposed APFC based MPPT battery charger 

This section provides real-world experimental results for the repurposed APFC based MPPT battery charger system for mobile phones.  Mobile phones possess their own built-in battery charger circuits to carefully manage the battery usage to ensure it is not dangerously over charged or discharged and to provide over temperature protection.  Therefore, in this application the output voltage of the APFC was reduced from 380VDC to 144-176VDC and therefore the output voltage of the 12V under normal operation becomes 4.5-5.5V which is sufficient to charge a mobile phone featuring a standard USB connector.  For testing, a 6V 25Ah battery was used to safely prove the concept.  

As with the previously described MPPT controllers, the APFC was controlled using a AtMega 328 microcontroller.  For the preliminary testing, two MPPT algorithms were implemented: i) the Hill Climbing algorithm described earlier 4.2 and ii) a look-up table (LUT) algorithm where the duty cycle values corresponding to  MPP have be discovered priori through experimentation in a manner similar to fractional open-circuit voltage technique[34][37][150]. Fig 6‑13 shows one of the identical experimental test setups with a 6V lead-acid battery, the repurposed ATX power supply and a MULTICOMP MCP-12W PV array.  The PV array was mounted on the roof of the Department of Civil Engineering at the University of Sheffield (53.38N,-1.48E) at an angle of 20° with a bearing of 180°.

[image: ]
[bookmark: _Ref431206231][bookmark: _Toc431208547]Fig 6‑13 Experimental set up for 5V battery charging

Over the course of 8 days between 02/09/2013 and 10/09/2013 both of the PV MPPT systems were run.  The Perturb and Observe MPPT delivered 872.33kJ of energy compared to 886.98kJ for the LUT method.  Fig 6‑14 provides a 5 minute snapshot for the converters clearly showing tracking and also the oscillatory behaviour of the Perturb and Observe algorithm.
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[bookmark: _Ref431206250][bookmark: _Toc431208548]Fig 6‑14 Comparison of MPPT methods (12:15 to 12:21hrs, 02/09/2013)

[bookmark: _Toc431405259]Battery charger with AC mains input
As mentioned earlier, the output voltage of the ATX power supply is regulated by a
TL-431 shunt regulator opto-coupler circuit [151][152], as shown in Fig 6‑15.  The TL-431 acts as both reference voltage and an error amplifier, with R4,5,6, and C1,2 forming a compensation network (usually PI or PID type).  The current flow through the TL-431 (shunt current) is adjusted in a way to ensure the potential divided output voltage is equal to the TL-431 internal reference voltage (1.25V or 2.5V).  The shunt current flows through the opto-coupler altering the conduction state of the phototransistor and hence the control voltage presented to the PWM controller.




[bookmark: _Ref428303964][bookmark: _Toc428302727][bookmark: _Toc427748973][bookmark: _Toc430779217][bookmark: _Toc431208549]Fig 6‑15 TL-431 feedback circuit before modification


Two different methods will be used to reconfigure the ATX PSU to act as a battery charger powered from the mains. The first method has the least intervention (less complex by using the feedback circuit without modifications). In the second method the feedback circuit is reconfigured to improve the stability of the ATX PSU.

Scenario1: Battery charger with AC mains input: 
In this scenario three prototypes are proposed for the ATX PSU to be modified to form a battery charger. These prototypes feature different levels of complexity, protection, charging time and cost. The main focus in the first two prototypes is to increase the output voltage of the 12V PSU rail to the recommended maximum charging voltage 13.8V (which just before triggering the OVP) [153][154], and then uses the internal current limiter to define the charging current. The battery used in this experiment is a 12V valve-regulated lead-acid battery (VRLA) made by EXIDE featuring high carbon loading of the negative electrode and is a research prototype. The recommended charging voltage for this battery is 13.8V to 15V depend on the charging method used. 
Prototype 1
The output voltage can be adjusted through reconfiguring the ratio of the potential divider. The lower potential divider resistor ( in Fig 6‑15) is replaced with a high precision variable resistor  = 3 kΩ. Experimental result in Fig 6‑16 shows the effect of varying the variable resistor () on the output voltage of the 12V rail. 
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[bookmark: _Ref428304094][bookmark: _Toc428302728][bookmark: _Toc427748974][bookmark: _Toc430779218][bookmark: _Toc431208550]Fig 6‑16 Effect of varying  on the output voltage 

In order to evaluate the performance of the modified ATX PSU, the 12V output rail was adjusted to produce different output voltages (i.e. 10 V – 13.8 V), by varying  and subjectedto different load conditions, as shown in Fig 6‑17. With this modification, one would expect the output voltage to remain constant, at the nominal regulated value, and vary little with current.  Unfortunately the results deviated from this expectation with some form instability being observed (output voltage drops below the 5% specified tolerance as the load increases).
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[bookmark: _Ref428304150][bookmark: _Toc428302729][bookmark: _Toc427748975][bookmark: _Toc430779219][bookmark: _Toc431208551]Fig 6‑17 Voltage and current characteristics of the ATX PSU at different load conditions

With this non-ideal behaviour in mind, the output voltage of the first prototype battery charger was set to 13.8V and connection to the battery was made through a series resistor to  limit the current to 2A (if the current exceeded 2A the ATX PSU will switch itself off).  The battery charger connection is shown in Fig 6‑18.



[bookmark: _Ref428304229][bookmark: _Toc428302730][bookmark: _Toc427748976][bookmark: _Toc430779220][bookmark: _Toc431208552]Fig 6‑18  Schematic diagram of the prototype 1.

The charging profile for the 12V lead-acid battery is shown in Fig 6‑19. The battery charge level was initially flat, pulling the maximum available charging current of 2 A in this prototype. As the battery voltage increases, the current drawn decreases according to the constant voltage charging characteristic of this battery, experimental measurements shown in Fig 6‑17. The battery is achieved 93% capacitance (the battery has 43A capacity) after 42 hours.
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[bookmark: _Ref428304249][bookmark: _Toc428302731][bookmark: _Toc427748977][bookmark: _Toc430779221][bookmark: _Toc431208553]Fig 6‑19 Results of prototype 1 for charging 12V lead-acid battery.

Prototype 2
Prototype 1 shows that the ATX power supply is able to achieve 93% capacitance with the OVP intact, which guarantees the battery is never over charged, the charging time is however long. In order to achieve faster charging time, prototype 2 includes a switching mechanism to switch between the three different resistive paths, allowing three different potential divider ratios to be created to maximise the charging current, as shown in Fig 6‑20. 



[bookmark: _Ref428304308][bookmark: _Toc428302732][bookmark: _Toc427748978][bookmark: _Toc430779222][bookmark: _Toc431208554]Fig 6‑20 Schematic diagram of the prototype 2.

The battery voltage determines which of the three parallel resistive paths to be enabled by using relay switches. A microcontroller (i.e. Arduino) is used to monitor the voltage and control the relays. The flow chart of the controlling algorithm is shown in Fig 6‑21. Relay  is initially enabled, it remains on until the battery voltage exceeds 12.2 V, at which point relay  is enabled. As the battery voltage increases to 13.2 V, relay  is disabled and  is enabled. To protect the battery from overcharging, all relays are disabled once the battery voltage reaches 13.78V. The V-I characteristic of this battery charger is shown in Fig 6‑22.





[bookmark: _Ref428304330][bookmark: _Toc428302733][bookmark: _Toc427748979][bookmark: _Toc430779223][bookmark: _Toc431208555]Fig 6‑21 Flow chart for prototype 2 battery charger  operation
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[bookmark: _Ref428304361][bookmark: _Toc428302734][bookmark: _Toc427748980][bookmark: _Toc430779224][bookmark: _Toc431208556]Fig 6‑22 V-I characteristic of this battery charger 2.

The same battery as used in prototype 1 experimental work was used to test prototype 2. The charging profile is shown in Fig 6‑23. Result shows the battery takes 35 hours to charge to its 93% charging capacity, reducing the charging time by approximately third over prototype 1. 
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[bookmark: _Ref428304387][bookmark: _Toc428302735][bookmark: _Toc427748981][bookmark: _Toc430779225][bookmark: _Toc431208557]Fig 6‑23 Charging waveform of a 12V lead-acid battery with the prototype 2.

Prototype 3
It was mentioned in section 6.2.6.2 that the OVP limits the maximum charging voltage to 13.8 V and hence the charging current, which prolonged the charging time of the prototype 1 and 2. In prototype 3 the OVP is disabled to allow higher current for charging the battery (n.b. OVP is disabled by shorting pin 4 of IC PS223 to ground through a 1 kΩ resistor). To ensure the output current of the 12 V rail does not exceed the limit of 16A (according to ATX PU specifications) in event of fault within the ATX PSU, a fuse of 16A will be connected in series with the battery. The V-I characteristic after the disabling of the OVP is shown in Fig 6‑24. 
[image: ]
[bookmark: _Ref428304411][bookmark: _Toc428302736][bookmark: _Toc427748982][bookmark: _Toc430779226][bookmark: _Toc431208558]Fig 6‑24 V-I characteristics under different output voltage setting.

The battery charger is used to charge the same battery for testing prototypes 1 and 2. The charging waveform is show in Fig 6‑25, showing further reduction in charging time to 20 hours with battery charging capacity of 92% of the due the increase of the charging current of up to10A. 
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[bookmark: _Ref428304436][bookmark: _Toc428302737][bookmark: _Toc427748983][bookmark: _Toc430779227][bookmark: _Toc431208559]Fig 6‑25 Charging waveform of a 12V lead-acid battery with the prototype 3.

Scenario2: Battery charger with AC mains input
In the second scenario, only the 12V rail will be regulated, by cutting off the connection between the 5V rail from the feedback system, so the system just regulating the voltage from the 12V rail as it was believed that the measurements from the unloaded 5V rail were inadvertently affecting the overall regulation of the reconfigured PSU This modification was simply achieved by disconnecting the feedback wire coming from the 5V rail and then by modifying the value of R6 to ensure the potential divided output voltage is equal to the TL-431 internal reference voltage for the desired maximum battery voltage, see Fig 6‑26(a). 

To find the correct value of the potential divider, R6 was replaced by a 4kΩ high-precision variable resistor, . Fig 6‑26(b) shows the output voltage as a function of varying.




(a)
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[bookmark: _Ref428304460][bookmark: _Toc428302738][bookmark: _Toc427748984][bookmark: _Toc430779228][bookmark: _Toc431208560]Fig 6‑26 TL-431 feedback circuit and output voltage, (a) TL-431 feedback circuit after modification, (b) Effect of varying  on the output voltage, (c) ATX PS V-I characteristics under different load condition.

In order to evaluate the improvement in regulation performance the regulation of the modified ATX PSU was measured with the output voltage set at 12V.  The results in Fig 6‑26(c) show the modified ATX PSU (with the 5V feedback measurement disconnected) is able to keep the output voltage much closer to the desire level.

Prototype 1
This prototype for battery charger involves the least alteration, by just setting the output voltage of the ATX power supply to 13.78 V which is achieved by changing the value of the variable resistor and connecting the 13.78V rail (used to be 12V rail), as shown in Fig 6‑27(a). This prototype takes the advantage of the overvoltage protection (OVP) to protect the battery from being over charged, as it shuts off the ATX PSU, if the output voltage exceeded 13.8V.
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                                (c)

[bookmark: _Ref428304545][bookmark: _Toc428302739][bookmark: _Toc427748985][bookmark: _Toc430779229][bookmark: _Toc431208561]Fig 6‑27 Prototype 1, (a) Schematic diagram of the prototype 1,(b) ATX PS V-I characteristics under different load condition, (c) Results of  prototype 1 for charging 12V lead-acid battery.

Fig 6‑27(b) show the V-I characteristics of the 13.8V rail, the results illustrate the output voltage is still within the tolerated drop in the voltage. Again, the 12V lead-acid battery from the previous experiments was used here. The battery was initially flat, pulling a maximum available charging current of 10.5A. As the battery voltage increased, the current drawn decreased according to the charging characteristic of this battery. The battery is 83% charged after 24 hours, as shown in Fig 6‑27(c) (the measured capacity of the battery was 43Ah). However, for the battery to be fully charged the charging voltage according to the battery specification had to be set higher than the 13.8V achieved by the prototype system just described. 

Prototype 2
In prototype 2 the OVP is disabled to allow a higher output voltage and hence higher current during charging (n.b. OVP is disable by connecting pin 4 of IC PS223 to ground through a 1 kΩ resistor). The V-I characteristic after the disabling of the OVP is shown in Fig 6‑28. This result shows the ATX power supply remains in operation after the output voltage has exceeded 13.8V and regulating the output voltage around 14.5V at full load within the allowed drop tolerance.
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                                  (b)

[bookmark: _Ref428304594][bookmark: _Toc428302740][bookmark: _Toc427748986][bookmark: _Toc430779230][bookmark: _Toc431208562]Fig 6‑28 Prototype 2, (a) ATX PS V-I characteristics under different load condition, (b) Results of prototype 2 for charging 12V lead-acid battery.

Prototype 2 used the same modified ATX PSU and battery used in the previous experiment in order to compare the results. For prototype 2 a 16A fuse was connected in series with the battery to ensure the output current in the 12 V rail does not exceed the limit of 16A (according to ATX PU specifications) in event of fault within the ATX PSU.  The battery was initially flat, pulling the maximum available charging current of 14A. As the battery voltage increased, the current drawn decreased according to the charging characteristic of this battery. The battery is 97% charged after 24 hours, as shown in Fig 6‑28(b).

[bookmark: _Toc431405260]Chapter conclusions 
This chapter has covered the essential features of the ATX power supply in detail. The investigation of ATX power supply has proven that, it can be repurposed for battery applications in two ways with minimal requirement for additional hardware. The first way, is using the APFC of the ATX power supply to form a PV MPPT to charge battery. This can be achieved with minimal modification and the only addition is the external gate driver and controller. The result shows a good performance with in the limitations of APFC design. The second method for repurposing involved using a whole unit (APFC and DC_DC) to act as a mains powered battery charger. The output voltage was modified to accommodate the voltage required to fully charge a lead acid battery. Two scenarios were investigated, each one considering different approach. In the first scenario, three different prototypes were proposed: the first and second prototypes the ATX power supply output voltage was set to 13.8V and the battery was connected to the PSU via a series resistor to limit the charging current. The charging time was 42 hour to reach 93% capacity. The second prototype used switched feedback resistors to speed up charge time. The result shows the battery takes 35 hours to charge to its 93% charging capacity, reducing the charging time by approximately third over prototype one. The final prototype in scenario one has the most modification done to the ATX power supply: disabling the protection chip to allow it to generate higher output voltage (14.4V) and current. The result was a fast charging time of 20 hours with 92% charging capacity. 

In the second scenario the 5V feedback measurement was completely disconnected to avoid cross regulation issues associated with an unloaded PSU output.  Again two prototypes were considered.  In the first prototype the ATX power supply output voltage was set to 13.8V and the charging time was 24 hour with 83% capacity charge. For the second prototype the OVP protection on the 12V rail was disabled to allow a higher output voltage and therefore higher currents. The result was a faster charging time of 24 hours to reach 97% capacity.
Chapter 6 Repurposing ATX PS for battery charging applications
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[bookmark: _Toc431405262]Conclusion
The work described in this thesis has demonstrated significant improvements on the MPPT’s efficiency of a PV installation. 
In chapter 3, a review on the essential features and designs of the boost converter is explained. Mathematical model of the MPPT system was evaluated using the PWM switched model and is linearized by using state-space averaging technique. A MPPT test ring was also set up and verified in order to provide a stable standardstander and repeatable test conditions. 
A detailed analysis was carried out in chapter 4, to identify the effective parameters that could improve the performance and efficiency of the traditional HC MPPT method. Results show there is an optimum sampling rate which must be selected, in addition to the PWM step-size to achieve maximum efficiency. As a result, MPPT algorithm is proposed to overcome the inefficiencyt of the traditional HC in either transient or steady-state conditions. The algorithm proposed has achieved a significant efficiency improvement across the whole range of conditions with a negligible increase in algorithm complexity. Indeed, compared to solutions optimized for transient conditions with a large step size and fast sampling rate, the hardware requirements of the proposed technique are significantly reduced, due to the technique’s effectiveness at a low sampling rates and hence the possibility of using cheaper microprocessors and analogue-to-digital converters. This is because the algorithm consists only of low speed power measurement and one multiplication per iteration. The proposed MPPT algorithm achieves a fast response time in both transient and steady-state conditions and hence achieves a high transfer efficiency of over 99.5% for a typical irradiance profile without the need for compensation in the power converter. This compares to 98% transfer efficiency for the highest performing fixed step size method [P1].
Chapter 5 studies the noise in the MPPT system which has to be minimised to a sufficiently low level in order to correctly track the MPPT noise contaminated measurements. A different method was proposed to minimise the impact of the noise, allowing better tracking performance, and hence higher system efficiency to be achieved. In a 20 W PV installation, the efficiency is reduced by 50% when the measurement noises were included. Through This chapter showed that reducing ADC resolution help to reduce the circuits susceptibility to noise but at the expense of losing valuable information.  Thus, average, moving average and median filters were investigated for reducing noise.   In addition, a digital filter combining two filters, median filter and moving average filter was proposed [P2].
Chapter 6 proved the technical feasibility of repurposing an ATX computer power supply for battery charging applications. Two applications with the minimal additional hardware were identified. In the first application, only the active power factor (APFC) part of the ATX power supply was repurposed to form the boost converter section of MPPT battery charger. Experimental results showed a good performance with in the limitation of APFC design. In the second application a whole ATX PSU is reused as a battery charger, powered directly from the mains. The feedback measurement signal from the ATX PSU 12V output rail was modified to accommodate the voltage required by the lead-acid battery to be fully charged. 
Three prototypes were investigated, each one consider different approach. In the first prototype the ATX power supply output voltage was set to 13.8V and connected in series to the battery via resistor to limit the current the battery can draw. The charging time was 42 hour with 93% capacity charge, in this scenario the modification of the ATX power supply in its minimum as no external parts were required. A microcontroller was used to switch between three relies to give three different output voltages hence different current rates. The charging time decreases from 42 hours to 35 hours to charge the battery to the same percentage. The last scenario required the most modification, as the protection chip is disabled in order to generate higher output voltage of 14.4V and 10A current. The result was a faster charging time of 20 hours with 92% charging capacity, a microcontroller was used to monitor the battery voltage and switch the power supply off before being overcharged. 
In the second scenario, two different prototypes were also proposed, each one consider different approach. In the first prototype the ATX power supply output voltage was set to 13.8V and connected in series to the battery. The charging time was 24 hour with 83% capacity charge. The second scenario has the most modification done to the ATX power supply by disabling the protection chip to generated higher output voltage and current. The result was a fast charging time of 24 hours with 97% charging capacity [P3-P7].




[bookmark: _Toc431405263]Future work
1. The goal of this thesis is to increase the overall efficiency of PV installation by improving the MPPT efficiency and performance. This has been achieved with the proposed MPPT with variable step size which has been successfully tested over different operation conditions (in chapter 3 and chapter 4). Further research should test the proposed method under partial shading where multiple MPP exist. 

1. Chapter 5 dealt with noise contamination to the measurements, which affects the MPPT system ability to make the correct decision, and hence reducing the MPPT performance and efficiency. In this chapter different methods of noise attenuation were investigated showing significant improvement on the MPPT performance and efficiency. In order to shorten the time required by the researcher to find the best filter with the suitable window size. Further research should work on deriving a mathematical formula to calculate the most suitable filter and its window size (number of samples) based on the measured noise. 


1. The recycling of power electronics devices is a huge problem in the recent years; chapter 6 has contributed toward solving this problem by giving a second life to Standardised computer power supplies.  An ATX PSU was successfully repurposed to serve as a 12 V battery charger, by modifying the 12V rail to give 14.8 V at 12 Amp. Further research should consider rewinding the main transformer to provide higher charge currents or different output voltages suitable for other battery charging/power supply applications. 
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