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Chapter 1 — General Introduction

1.1 Introduction

This thesis describes a computational study of transition metal complexes and, 1n
particular, their role in oxidation. This is a large subject area and we consider only a
small portion of 1t — specifically the reactivity of transition metal species that react with
H>O, or O, to form an active oxidant that can initiate oxidation and/or oxygenation
reactions. This general introduction section discusses metal-catalysed oxidation in a
very general context - the introductions to each of the results chapters cover literature

that 1s of specific importance to each topic.

This thesis focuses on two classes of complex — one containing iron, the other
manganese. Both types of complex, shown 1n Figure 1-1, have applications in the

textile and wood pulp bleaching industries, and both utilise H>O, for oxidation catalysis.

‘LEe(CD)T' [Mny(TMTACN)(0)s]**

Figure 1-1 — Crystal structures of the complexes that are studied in this thesis" {original in colour}

The wood pulp bleaching industry consumes half of the worldwide production of H,O,
and the laundry and textile bleaching industry consumes another 10% of it. However,
H,O, in 1solation requires washing at temperatures of around 90°C for prolonged

amounts of time (around 3 hours to bleach wood pulp) to afford complete oxidation.’




Consumers do not usually wash laundry at such high temperatures, and many people

worldwide wash at temperatures as low as 5°C. For this reason catalysts are required
that reduce the temperature for oxidation, and consequently reduce the amount of

energy required.

For these reasons, washing powders do not currently use H;O, for stain bleaching.
However it is desirable as a bleaching agent as it 1s environmentally benign, giving
water as a by-product from oxidation, and water and O, as by-products from the catalase
reaction which is decomposition of H,0, without oxidation of the substrate.* An even
more desirable bleaching agent 1s atmospheric oxygen which, in addition to being
environmentally benign, 1s affordable, as only a catalyst to utilise this molecule would

be required.

Bleaching agents such as sodium hypochlorite, in contrast, give halogenated waste
products, while peracid precursors generate organic waste. Hydrogen peroxide is
traditionally included 1n washing powders in the form of either sodium perborate or
percarbonate, which releases a carbonate buffer in addition to H,O;, when 1t dissolves 1n
water. The relatively high cost of these bleaching agents, however, means that they are

generally not included in detergents in poor countries.”

Detergents employ many different strategies to oxidise stains: they either make them
water soluble (for example, by adding hydrophilic groups such as OH) or they oxidise

the chromophore so that it absorbs at a wavelength that is not in the visible spectrum.”

The stains that are associated with textiles broadly fall in to two categories:

e Hydrophobic stains such as oily residues. There are a wide vanety of
compounds that are responsible for the colour in oily stains, in particular

carotenoids and curcumins (Figure 1-2).

e Hydrophilic stains such as tea, fruit juice and wine, whose colour 1s caused by

polyphenolic compounds (Figure 1-2).

I\J
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A polyphenolic chromophore found in tea stains

Figure 1-2 — Examples of the chromophores in hydrophobic and hydrophilic stains

Although effective oxidation 1s desirable 1n a bleaching agent, selectivity i1s also an
important factor. Oxygen based radicals, promoted by transition metals, such as iron,
that are found in tap water, can indiscriminately attack fabrics and dyes causing
damage. For this reason sequesterants such as EDTA are added to washing powders."
One of the complexes studied in this thesis, [Mny(TMTACN),(0);]*", provides a good
example of the importance of selectivity. It shows high bleaching activity at 40°C, but
under certain circumstances also causes dye and fabric damage and so its use within the

detergents industry has been limited to use as a component of dishwasher tablets."

1.2 Oxygen and its Different Forms

Dioxygen has a triplet ground state and as a result is unreactive with other compounds
that have singlet ground states at room temperature. Were it not for this, we and

everything around us, would spontaneously combust. The reaction of organic species




with O, therefore involves a change in spin state, and nature has evolved enzymes that

facilitate such processes by reduction of the oxygen moiety.

Reduction of O, by one electron gives superoxide, O, , which can be further reduced by

another electron to give a peroxide species, O,° . Finally, another two electrons can

reduce peroxide to two oxo species, O°". In aqueous media these electron transfers can
be followed by proton transfers giving the related protonated species such as water for
an oxo group. This is depicted in Table 1-1. In enzymes, the four electrons that
facilitate this reduction can be provided from either oxidation of one or more metal
centre(s), or via an electron transfer pathway from a reducing species or part of the

enzyme such as Fe-S clusters, NAD(H) and co-factors.

Table 1-1 — Overview of reduction of dioxygen to water. Each step is accompanied by a proton
transfer.

Dioxygen O—O0O

Superoxide O—O

Peroxide ~O—O0OH —— HO—OH

Hydroxyl radical ‘OH + OH =——— ‘OH + H,O

Water ~OH + H,O —_— H,O0 + H,0

1.3 Types of Enzyme: Oxidases and Oxygenases

To utilise O, nature has evolved a variety of chemical processes that involve weakening
or cleaving the O=0O double bond by reduction and inserting one of the oxygen atoms in
a CH bond to give an alcohol.® These processes involve enzymes with transition metals
in their active site to bind the substrate and products. Iron — an abundant and non-toxic

transition metal — 1s particularly common 1in many oxygen activating enzymes.




There are two broad classes of enzymes that react with 0,':
e Oxidases afford O, reduction to hydroxide or water by one. two, or four
electrons.

e Oxygenases activate O, for insertion 1nto organic substrates. Oxygenases can be
further divided in to subcategories, as summarised in Table 1-2 and explained

below.

Table 1-2 — Oxidases and Oxygenases

Tvype of enzvme Number of electrons Reaction

Oxidase 2 electron 2RH + O, — 2R + H,0,
' 2 electron RH, + O, — R + H)0»
4 electron 4RH + O, — 4R + 2H,0
4 electron 2RH, + O, — 2R + H,O
] 4 _e_qut_ron RHs+ O, — R +2H,0
Monooxygenase External S+RH,+0O, — SO+R+H0
External (uncoupled) S’+RH,+0O0, — §+R’+H,0;
Internal o SH, + O, — SO+ H,O
Dioxygenase Intramolecular S + O, — SO,
Intermolecular S+ C,+ Oy — SO +C,0

_#

RH, = reduétant, S = substrate, S’ = poor substrate, C, = cofactor

Monooxygenases 1ncorporate one oxygen atom into the substrate, and the other into
water by using either:
e An additional two-electron reductant (external monooxygenases).  Poor

substrates still lead to the reductant being oxidised, but rather than the oxygen

atom being incorporated in to the substrate, H,O; is produced.

e The substrate (internal or mixed function).

Dioxygenases either incorporate both atoms into the substrate (intramolecular), or one
atom 1s incorporated into the substrate and the other incorporated into an additional
organic cofactor. Some enzymes exhibit both oxidase and oxygenase activity

depending on the substrates and conditions of the reaction.



1.4  Examples of Different Enzymes

There have been many studies done on enzymes to elucidate their mechanisms and
these have been aided by the synthesis and study of small model complexes which
mimic In some way — be it the structure or mechanism — the enzymes.” ' This
information may also provide insight into the mechanism of the complexes studied in
this thesis. This survey deals largely with iron based enzymes as this metal 1s found 1n a

huge number of oxygen transporting and activating enzymes.

Non-heme 1ron containing enzymes responsible for oxidation and oxygenation reactions
are often found to utilise ferrous iron (Fe*") and O,. Many studies have been carried out
to understand the active site of these enzymes, and there are a wealth of model
complexes that can be found 1n recent literature. Some of these are discussed in more
detail in section 3.1. Comparison of the spectroscopy of the enzymes and model
complexes has, on one hand, led to a greater knowledge of the active sites of the
enzymes, and on the other hand, inspired the synthesis of catalytically active model

complexes.

In general, there are three types of iron enzymes and bioinspired model species that

have been considered. These are:
e Mononuclear heme enzymes such as Cytochrome P450.
e Non heme mononuclear iron enzymes such as bleomycin.

e Dinuclear iron enzymes such as methane monooxygenase.

Alkane oxidation and oxygenation catalysts share a number of mechanistic features:
they cleave C-H bonds and aid C-O bond formation. This can either be done in two

. e : : : 9
distinct steps, as a concerted mechanism or anywhere in the spectrum inbetween.'

1.4.1 Cytochrome P450 — an Example of a Mononuclear Heme Enzyme

One of the most widely studied enzymes for oxygenation is the heme enzyme
cytochrome P450 (CYP), so called because a Soret band appears in the UV/vis

spectrum at 450 nm upon binding of CO."" It uses O, and two reducing equivalents to



catalyse many different regio- and stereospecific oxygen insertion reactions into the
C=C and C-H bonds of organic compounds. The two key classes of reactions that 1t
carries out are the synthesis of steroids and the oxidation of xenobiotic compounds to
facilitate their excretion. The ability to activate inert C-H bonds is a “holy grail” of
chemistry, and there has been a great deal of research into the mechanistic details of the

reaction including many attempts to mimic this chemistry."”

Although there are a wide variety of CYP enzymes, the structure of their active site 1s
conserved. They have an 1ron 1on ligated to a protoporphyrin IX macrocycle and are
two additional coordination sites. The proximal site has the thiolate group of a cysteine
moiety coordinated to the iron centre and the distal site has (in the ferric (Fe’") resting
state) either a water or hydroxide ligand which 1s displaced upon binding of the
substrate to leave a vacant coordination site where O, eventually binds.'* This is

depicted 1n Figure 1-3.

Figure 1-3 — Schematic diagram of the structure of the resting state of cytochrome P450 (x=1 or 2)

In the resting state of the enzyme, the 1ron centre 1s 1n a +3 oxidation state and 1s low
spin.  When the substrate binds the spin state changes to high spin due to the
displacement of the water ligand. This makes the Fe a better electron acceptor than 1n
the resting state, and 1t 1s then reduced to Fe*" by an external reductant (usually NADPH
or NADH) to give a high spin Fe*" complex. O, then binds to the iron centre giving a
low spin Fe"-O, state. This accepts a second electron to reduce the O, to O, . There
has been some discussion 1n the literature as to whether this complex corresponds to a
ferrous superoxo species, or whether the oxygen species oxidises the iron centre to give
a ferric peroxo species. Regardless, this species accepts a proton to give a ferric
hydroperoxide species, also known as compound 0, which then accepts another proton,
and loses a water molecule to form compound I. Compound I 1s believed to be the

species that 1s responsible for oxygen atom transfer, and is now generally accepted as an



oxoiron(IV) species with the porphyrin ring bearing a radical cation. After the transter
of this oxygen atom the resting state of the enzyme is once again regenerated. The

entire catalytic cycle is shown in Figure 1-4.""
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Figure 1-4 — Catalytic cycle of cytochrome P450" {original in colour}

Part of the catalytic cycle can be bypassed by a “peroxide shunt® mechanism (shown in
red). This 1s achieved when peroxide (or an oxygen transfer agent such as iodosyl

benzene) is added to the Fe’"-substrate complex (2 in Figure 1-4).




As mentioned above, compound I is the species that is actually responsible for C-H
activation, and because of this it has been studied extensively by both theory and
experiment. Compound I is formed by heterolysis of the O-O bond, promoted by
protonation of the distal O, and the proximal cysteine ligand plays a key role. as
indicated by its conservation in all CYP enzymes. The “push” effect of the thiolate
group (1.e. 1ts ability to donate electron density to the iron centre and ligand coordinated
to 1t) increases the proton affinity of the hydroperoxide group so only moderate acids
are required to protonate it. The “push” effect also helps prevent the reduction of

1
compound 0.>-16-17

Crystal structures of various intermediates in the catalytic cycle of P450..m» have been
obtained by Schlichting and co-workers.'® The observed species include an oxyferryl
(Fe>"0) species (obtained from a difference map) likely to be compound I although
simulated annealing maps indicate that O-O cleavage is not complete. The Fe-O
distance is 1.65 A, consistent with a high valent Fe-O species, and not an Fe-OH or Fe-
OO species. This provides further strong evidence that compound I is the primary
oxidant in the catalytic cycle of CYP. However, this species is only isolated at low

temperature and due to its reactivity 1s difficult to s‘[udy..19

Theory has made significant contributions to our understanding of compound I. The
complex has a doublet ground state although the exact configuration of the electrons
varies depending on both the level of theory and on the model used.”’*' Shaik and co-
workers have proposed a general electronic-structure model to account for the reactivity

of compound 1.*



Figure 1-5 — Schematic molecular orbital diagram of compound I of cytochrome P450

[n Shaik’s model, compound I is proposed to have a 4, ground state, and a closely
lying *4,, state, (Figure 1-5). The n*,, and n*y, orbitals, located on the metal are singly
occupied and the electrons in them are anti-ferromagnetically coupled to the one in the
singly occupied a,, orbital on the porphyrin, confirming that compound I contains an
oxoiron(IV) unit coordinated to a radical cation porphyrin. Due to the large number of
closely lying orbitals in CYP there 1s potential for more than one spin state to be

involved 1n the oxygenation of organic species and this will have a significant effect on

the product distribution.

1.4.1.1 Mechanism of Reaction of Compound I

The rebound mechanism by which CYP inserts an oxygen atom into a CH bond is
shown in Figure 1-6. The oxo group abstracts the hydrogen atom from a CH bond
leaving an Fe’"OH complex and an alkyl radical. The Alke radical can then “rebound”
to attack the coordinated hydroxo ligand to give an alcohol. However, depending on the
stability of the radical it can first rearrange leading a mixture of products. The alcohol

then leaves the enzyme and 1s replaced by a water ligand, returning the active site to its

resting state.
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Figure 1-6 — Rebound mechanism of cytochrome P450*

The rebound mechanism proposed by Groves et al.>> (Figure 1-6) is supported by
findings such as rearranged alcohol products,”* and more recently, kinetic isotope effect
studies.” Additionally the products of hydroxylation indicate that there are radical
intermediates 1nvolved. However, doubt has been cast on this mechanism by ultrafast
radical clocks that suggest the lifetime of radicals 1s much shorter than the product
rearrangement allows (1 = 80-200 f5).”° This has led to the suggestion of two different
oxidants being responsible for the reactivity of CYP. However, no second oxidant has
been observed. An alternative explanation has been proposed for the observed product

distribution, the so-called two-state reactivity (TSR) hypothesis that has been developed

by Shaik and co-workers.

1.4.2 Two-State Reactivity

In a typical reaction pathway, the system moves along a single potential energy surface
without a change in multiplicity. However, in organometallic and inorganic chemistry,
where 3d and 4d transition metal 1ons are present, there 1s often sufficient spin-orbit
coupling to allow rapid transitions between surfaces ot different spin. In these cases a
reaction can occur where more than one spin surface connects reactants and products,
and in some cases changing to a different spin surface leads to a lower transition state.

The products of the reaction can arise from either single-state or two-state pathways or a

11




combination of both depending on the extent of spin-orbit coupling. If the degree of
spin-orbit coupling is very small, the adiabatic surface will be followed, potentially
bypassing the lower energy transition state. If, in contrast, the degree of spin-orbit
coupling is large, all the molecules will cross over to the different spin state and follow

the lowest energy pathway. In this case, the distribution of products will again be

27,28

characteristic of only a single pathway. [f the degree of spin-orbit coupling 1s

intermediate, however, a bottleneck will be formed at the point of spin crossover, and
(depending on the amount of energy available) some molecules will change spin state
and go via the lower energy pathway, and some molecules will conserve their spin state

and go via the higher energy pathway. This will give a complex distribution of products

which is very dependent on temperature.*®

Spin Spin
inversion INVersions

------

Single State Reactivity Two State Reactivity Two State Reactivity

Figure 1-7 — Diagram showing TSR and SSR {original in colour}

1.4.2.1 Examples of Two-State Reactivity

TSR has been shown to be important in a number of simple reactions such as the

oxidation of H, by FeO™:

FeO" + H, — Fe' + H,O (1)

In this reaction, both the reactants and the products have a septet ground state. The H-H
bond cleavage step is not rate determining and the rate of reaction 1s inversely
proportional to the temperature. In addition to this, 1f the temperature 1s elevated, a
competing endothermic product (FeOH") is formed. These observations are not

consistent with a single potential energy surface, but can be explained by a spin-

12




crossover to the quartet surface before the first transition state, followed by another spin
crossover back to the sextet surface before the products are formed, as shown

*®  Unambiguous examples of TSR are confined to the

schematically in Figure 1-7c.
gas-phase reactions of coordinatively unsaturated compounds in the gas phase, but it has
been proposed as a fundamental concept in oxidation catalysis, such as in the

mechanism of cytochrome P450.%

1.4.3 Two State Reactivity and Cytochrome P450

The origin of TSR in CYP is the presence of close lying Fe’ and porphyrin radicals,
which means that the “4,, and “4,, states lie close in energy. Moreover, when the He
atom 1s abstracted, the Fe-Porphyrin species is reduced by one electron and this electron
can either be transferred to the a,, orbital (the porphyrin hole) to give a formally Fe*'
intermediate, or in to the m*,, orbital to give an Fe’© complex with a porphyrin hole.
Each of these species can be in two spin states, so there are four possible states that can
be involved 1n the radical intermediate. TSR can explain the observed short radical

lifetimes and observed rearrangements without invoking the need for another oxidant.

A DFT study by Ogliaro et al.”® on the oxidation of methane by a model of compound I
considers the role of TSR on the observed products. For the first step (hydrogen atom
abstraction), the doublet and quartet transition states are similar 1n energy and geometry,
and this leads to intermediates where a methyl radical 1s coordinated to the hydroxyl
group of the ferryl-hydroxo species. However, in the second step, the doublet pathway
1s (approximately) concerted, leading to a short lifetime of the intermediate and
consequently giving no rearrangement of products. In contrast, the quartet pathway
must overcome a large energy barrier, giving the intermediate time to rearrange and

leading to a mixture of products. Therefore, TSR 1s consistent with the anomalies 1n the

product distribution highlighted earlier.

Very recently, Shaik and co-workers have shown that the kinetic 1sotope effect (KIE)
can be used as a probe for TSR so 1t can be observed experimentally, as well as
postulated and demonstrated theoretically. By comparing semi-classical values for

kinetic isotope effects along with Wigner corrected values which indicate how much
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tunnelling 1s occurring, they showed that comparing KIEys and KIE s can serve as a

probe of the reactive spin state.”’

1.5 Other Iron Containing Enzymes

Although porphyrin based oxidants have been most studied, it has become apparent in
recent years that a heme based ligand environment is not an essential element of iron-

containing metalloenzymes.

1.5.1 Bleomycin — an Example of a Mononuclear Non-Heme Iron Enzyme

Bleomycin (BLM) (Figure 1-8) is a glycopeptide antibiotic found in the fungus
Streptomyces verticillus, and 1s used as a chemotherapeutic agent to treat a variety of
cancers. It was first studied by Burger who noted its resemblance, in terms of
reactivity, to the heme oxygenases.”*”> In the presence of a reduced redox active metal
(usually 1ron), O,, and a source of electrons, it forms an active species, activated
bleomycin (ABLM) that 1s able to cleave both single (ss) and double (ds) stranded DNA
by H atom abstraction at the C4' position of ribose. This is done selectively at certain
DNA sequences: >GC> and >CT°. BLM is also able to attack all types of RNA, cell
walls and small organic molecules resulting 1n olefin epoxidation and aromatic ring
hydroxylation. It 1s the ability to cleave ds DNA that gives BLM its cytotoxicity. BLM

and a metal co-factor are also able to initiate DNA cleavage in the presence of

hydroperoxo and superoxo oxygen species.
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Figure 1-8 — (top) Structure of bleomycin™ - atoms that coordinate to Fe are shown in red, and
(bottom) iron coordination sphere in ABLM™ {original in colour}

Following H-atom abstraction a radical 1s formed at the C4' position of deoxyribose.

This reacts with molecular oxygen to give a peroxyl radical that, upon addition of one

electron, forms a peroxide intermediate which can then decompose to give a ketone and

other products.

The activity of BLM 1s highest when the metal co-factor 1s F e, although bleomycins

containing other metals, such as cobalt, are also known. The overall structure of
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different bleomycins is largely conserved, differing only at the C-terminus; therefore the

structure of the active site 1s conserved within a series of BLMs.

BLM has four domains:

e A metal binding region. This 1s where the active species that mediates H

abstraction 1s formed, and is also responsible for strand selectivity.
e A DNA binding region. BLM binds to the minor groove of DNA.

e A linker region that connects the two regions discussed above.

e A carbohydrate moiety that enables cell recognition and helps regulate cellular

uptake.

Bleomycin i1s believed to provide five or six nitrogen atom donors for coordination to
the Fe centre although no crystal structure of Fe-BLM exists so this data is based on

38,39

spectroscopy’>"', density functional calculations and studies of copper, cobalt and

other metals.*"*°

There are two steps mvolved 1n DNA cleavage. The first is substrate binding and the
second 1s H atom abstraction. It 1s the mechanism of H atom abstraction that 1s of
Interest to us as the i1dentification of the active species and mechanism responsible for

this can provide clues as to the mechanism involved in the activity of the Fe-bispidone

complexes that are the subject of Chapters 3 and 4.

1.5.1.1 Intermediates and Possible Reaction Pathways

Activated bleomycin (ABLM) is the last observed intermediate before DNA cleavage ,
and has been identified as a hexacoordinate low spin Fe’’ OOH species by ES-MS*’,
EPR’* and X-ray absorption spectroscopy.49 There has been some debate as to whether
it is actually the species responsible for H atom abstraction, or whether 1t 1s a precursor
to a more reactive species (c.f. CYP). Three possible pathways are proposed for the
reaction of ABLM:

e The Fe’"OOH species directly abstracts a hydrogen atom, and the O-O bond is

broken at the same time.
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e -0 bond homolysis occurs to give Fe""O and an OH radical which then reacts
with DNA to abstract a hydrogen atom.

e -0 bond heterolysis occurs to give an oxoiron(V) species which then reacts

with DNA.

Early studies of ABLM supported the idea (postulated by Burger') that the active
species responsible for C-H bond cleavage was Fe O, largely because titrations with I~
showed that ABLM had two oxidising equivalents above Fe . This was supported by a
molecular mechanics study on the model complex, PMAH’, (Figure 1-9) by Wu, who
showed that there is a hydrogen bond between an N-H group on the PMAH (and
therefore BLM) ligand and the HOO™ ligand coordinated to Fe’ that facilitates O-O
heterolytic cleavage. The presence of this N-H bond has since been shown not to be

essential to the activity of the Fe-PMA species as a related complex with the N-H group

1 However, the F e” 0

replaced by an N-Methyl group shows the same activity.’
mechanism was not favoured by everyone, and Natrajan and co-workers showed that 1t
did not give the expected products from the oxidation of 10-hydroperoxy-8,12-

octadecadienoic acid (2-octenol), and therefore could not be the active species.™

Br O N

Figure 1-9 - PMAH ligand™ (atoms that coordinate to Fe shown in red) {original in colour}

More recently the general consensus has become that O-O heterolysis 1s highly unlikely
as the BLM ligand is unable to stabilise a Fe" oxidation state, and unlike CYP can not
delocalise the charge around the ligand.5 > Theoretical calculations show that the
formally Fe>'BLM species actually corresponds to Fe*" with the amide functionality of
the ligand oxidised, and the radical centred on it rather than delocalised.” Energetically

the heterolytic cleavage of the O-O bond has been calculated to be uphill in the region

17



of 80 kcal mol™'. Therefore the literature has focussed on whether homolytic cleavage

of the O-O bond occurs before H atom abstraction, or whether a concerted mechanism

IS 1n operation. These arguments and their conclusions are discussed below.

Evidence both in support of and against a mechanism involving O-O homolysis has
been presented, in part by the study of model complexes. A study of the reactivity of
[Fe(N4Py)(OOH)]*", which is a model for bleomycin, by Que and co-workers has
shown that in the oxidation of cyclohexane a kinetic isotope effect (ku/kp) of 2 is
observed. This 1s relatively small and implies an indiscriminate and highly reactive
oxidant such as hydroxyl radicals. Oxidation of adamantane also shows selectivity for
C3/C2 of approximately 3, consistent with what is observed for radical oxidations, and a
much lower selectivity for the tertiary positions than that observed for 2 electron

*® Further investigation, such as the use of radical traps shows

oxidants such as Fe’ O.
that the reactivity 1s not fully quenched and therefore another oxidant 1s also present.
Therefore the authors conclude that the [Fe(N4Py)(OOH)]*" must react by homolytic
cleavage of the O-O bond to give an OH radical and an oxoiron(IV) species, both of

which act as oxidants.

The O-O homolysis mechanism in BLM 1s, however, thought to be unlikely as a strong
kinetic 1sotope effect with ky/kp = 2-7 argues against the involvement of highly reactive
OH radicals. Bleomycin i1s highly specific in i1ts mechanism of action, and this

observation is inconsistent with the presence of hydroxyl radicals.

Evidence from separate experiments with trittum and "0 also show that both O-O
cleavage and H atom abstraction are involved 1n the rate determining step. Together
these results suggest that the direct mechanism 1s more likely.> The protonation of the

Fe’"(00) species lowers the energy of the 6* orbital of the peroxide group, activating it

7

for electrophilic attack on the substrate.”’ Electron density is transferred from the o

orbital of a C-H group to the o* orbital of the peroxo group weakening both the O-O
and C-H bonds, and promoting H atom transfer. Therefore ABLM 1s already activated

for H atom abstraction. DFT calculations indicate that this reaction 1s thermoneutral.

Thermodynamically, the direct mechanism is indistinguishable from the homolytic

cleavage pathway. but the mechanism 1s different, leading to different kinetic properties.

g



DFT studies by Solomon and co-workers show that O-O homolysis has an energy
barrier of 13 kcal mol™" without any additional kinetic barrier along the reaction surface.
T'he potential energy surface of the direct mechanism has been modelled using DFT and
a transition state linking ABLM and deoxyribose to the products has been located with a
change in energy of —7 kcal mol™'. The transition state has a long O-O bond (2.73 A)
and a shorter C-H bond (1.17 A) showing that the O-O bond is almost broken, but H

atom transfer has not yet occurred.>

Although the DFT and experimental study by Solomon et al. is in favour of the direct
mechanism, low spin Fe’*OOH complexes do have weak O-O and strong Fe-O bonds
that make O-O homolysis conceivable.>® For the DFT study the full bleomycin protein
was not used, but the structure of the metal binding domain, with the pyrimidine,
deprotonated amide and imidazole moieties was completely retained. The primary and
secondary amines in the first coordination sphere were replaced with ammonias.

Although this is a simplification of the real system it has been shown to only slightly
affect the structure of BLM.”®

1.5.1.2 Model Complexes and Relevance to Our Work

Model complexes have also provided insight in to the structure of the active site. These
fall into two categories: Complexes with amidate based ligands such as PMAH and
PaPys;; and those with neutral N-donor ligands (such as N4Py and RTPEN discussed
further 1in chapter 3). Mascharak et al. have synthesised a ligand, PMAH (Figure 1-9),
that mimics the metal-binding domain of BLM, and when deprotonated, coordinated to
Fe, and reacted with H,O,, 1t exhibits an EPR spectrum identical to ABLM.”” The
reaction of [Fe(PMA)(OOH)]" and cyclohexane in acetonitrile leads to a 1:1 mixture of

61 N .
°961" shown in Figure

alcohol and ketone, indicative of a Russell termination mechanism,
8. This type of mechanism 1s commonly associated with the formation of alkyl radicals
that react with dioxygen to give a peroxyl radical. Two of these species react together
to release a molecule of O, and give one alcohol product, and one ketone. Dioxygen
has been identitied as the source of O atoms for oxidation in the presence of the
bispidone catalysts discussed in chapters 3 and 4, and the distribution of products is also

indicative of the Russell mechanism. For this reason, the reactivity of BLM may be

able to provide insight in to the reactivity of the bispidone species.
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Figure 1-10 — Russell termination mechanism

1.5.2 Methane Monooxygenase — an Example of a Dinuclear Non-Heme Iron

Enzyme

Attempts to oxidise methane to methanol by activation of the C-H bond is a
commercially desirable reaction as the latter (and therefore also methane) can be used as
a chemical feedstock. However, the C-H bond in methane is extremely unreactive and
for this reason there has been much interest in enzymes that are able to effect its

62

activation.”~ In particular, methane monooxygenase (MMO) has been studied as it is

able to activate methane for oxidation — a reaction that even CYP can not catalyse.”
MMO 1s found 1n two forms: particulate MMO (pMMO) contains a copper centre and

64.65 Za o :
7 but 1t 1s not discussed here.

1s found bound to membranes 1n all methanotrophs
Soluble MMO (sMMO) contains a diiron active site, reacts with dioxygen and methane
to give methanol and 1s also able to effect the epoxidation of olefins. The remaining

’ sMMO is found in fewer methanotrophs than

oxygen atom 1s converted to water.
pMMO, and i1n addition to the oxidation of methane, 1t 1s also able to oxidise
carbohydrates to alcohols, and eventually to CO,. A great deal of investigation into the

62,63,66-70

geometry of the active site and mechanism of sMMO has been done, and

selected examples of this are summarised here.

The MMO enzyme has three components: a reductase (MMOR), a protein coupling
component (MMOB) that is responsible for electron transfer’' and a hydroxylase
component (MMOH) in which the active site containing the 1ron centres responsible for
the oxygenase properties of the enzyme is found. Crystal structures of SMMO from two
types of bacteria (Methylococcus capsulatus (Bath), and Methylosinus trichosporium
(OB3b)) have been obtained for the reduced (Fe”'Fe*") and oxidised (Fe’ Fe’") forms of

the enzyme and these have provided valuable insight into the mechanism and geometry

of SMMO 57,72-73



Crystal structures of the hydroxylase components show that each iron centre is 6-
coordinate and octahedral. A schematic diagram of the structure of the active site of
oxidised MMO from M. Capsulatus is shown in Figure 1-11. The acetate group (shown
In red) is replaced by a water molecule in some crystal structures of MMO (M
Capsulatus, oxidised form, —160°C, and M. Trichosporium, oxidised form, —18°C), or
can be replaced by one of the glutamate acids bridging both Fe atoms (M. Capsulatus.
reduced form, —160°C). The presence of many carboxylate ligands from the amino
acids may play a role in stabilising high oxidation states on the iron atoms during the
catalytic cycle, and one of the carboxylate ligands has also been shown to change from

mono-dentate and bound to one iron centre, to bridging both the iron centres depending

on the oxidation state of iron.®?

Figure 1-11 — Crystal structure of MMO (Bath)’* at 4°C {original in colour}

1.5.2.1 Reaction Cycle

The generally accepted reaction cycle of MMO 1s shown 1n Figure 1-12. The reduced
form of MMO (with both iron centres in the +2 oxidation state) rapidly reacts with O, to
give an intermediate species, P, that has been identitied by resonance Raman

f i

spectroscopy as a symmetrically bound Fe’'Fe’" peroxide.” Mdssbauer spectroscopy

further identifies P as having a pu-n'm' or, more likely, a u-n~m° structure. This
decomposes to a species with a high valent diiron centre called intermediate Q, the
species that 1s Kinetically competent to oxidise methane to methanol. Intermediate Q
has been studied by Mossbauer and EXAFS spectroscopy® and the experimental data
has been interpreted as a diiron Fe*'Fe*' bis(u-oxo) “diamond core” with one short

(1.77 A) and one long (2.05 A) Fe-O bond to each oxygen centre and an Fe-Fe distance

21



of 246 A determined by EXAFS. The iron centres are high spin and anti-

ferromagnetically coupled,”””” and EXAFS indicates that the iron centres are highly

distorted with coordination numbers of no more than 5.”
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Figure 1-12 — Mechanism of sMMOH">*

1.5.3 Reactivity of MMOH

The mechanism of reaction of MMOH 1s clearly pertinent to our study of hydrogen
peroxide activation. It has already been established that intermediate Q 1s responsible
for the oxidation of methane but its structure has not been unequivocally determined,
although it 1s known to contain a (p-oxo)diiron(IV) core which has been the basis of
many studies.>’®’® In addition to the experimental work that has been carried out, the

structure of intermediate Q and the reaction mechanism by which methane (and other

substrates) are oxidised have been studied using DFT.

There has been much discussion in the literature over the mechanism by which MMO

effects hydroxylation. Some mechanistic probes indicate that a cationic, rather than

6272 Oxidation of dimethylcyclopropane gives a product

radical, intermediate 1s present.
ratio that corresponds to an unrearranged product : cationic : radical ratio of 81:13:6.%
Oxidation of methyl cubane also gives a radical derived product. Therefore there is

little dispute that cationic intermediates exist in the reaction of MMO and alkyl
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substrates, but there is not a consensus as to how this should be interpreted in terms of

mechanism, and it is not considered further here.

There is scant evidence for the presence of a free radical intermediate in the
hydroxylation mechanism of MMO. The only conclusive evidence comes from the use

of norcarane, which gave only between 1 and 3 % of radical intermediate out of the total

hydroxylation product.®*

However, several computational studies have been done on
the mechanism for hydroxylation of methane by MMOQ, and these often have radical
intermediates proposed, but these intermediates are often bound and not “free” resulting

In radicals not being observed experimentally.

Several mechanisms have been proposed for the reaction of MMOQ and substrate. One
of these 1s concerted and the other proceeds via a bound radical intermediate. These

mechanisms are discussed here.

1.5.3.1 Radical Mechanism

Siegbahn has proposed a H abstraction mechanism that is shown in Figure 1-13.°%°
Initially intermediate Q rearranges via intramolecular electron transfer to a new active
species, Q', that is 2.3 kcal mol ' higher in energy. A linear C-H-O transition state then
occurs for H abstraction, following which the methyl radical binds to a vacant
coordination site on the active 1ron centre. The methyl and hydroxyl radicals then
combine to release methanol. This mechanism 1s supported by DFT calculations that

give good agreement with experiment for the free energy of activation from the bound

starting complex.
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Figure 1-13 — Mechanism for MMO oxidation of methane proposed by Siegbahn — The majority of
the ligands have been omitted for clarity

The mechanism occurs by sequential electron transfer from the o orbital of the C-H
bond, and the first electron transfer, which is proton coupled and corresponds to H atom
transfer, is the rate determining step with the transition state 13.8 kcal mol ' higher in

energy than Q.

1.5.3.2 Concerted Mechanism

An alternative mechanism has been proposed by Yoshizawa and co-workers.’®®
Density functional calculations indicate that (assuming intermediate Q has a vacant
coordination site on one Fe centre) a “non-synchronous concerted mechanism” occurs
(Figure 1-14). In this mechanism, a four centre transition state 1s negotiated which
leads to an 1ntermediate where both a hydroxo group and a methyl group are
coordinated to Fe. These then recombine via a second transition state to give the
methane product. Only one 1ron centre is actually involved, and radical species are not
formed. Furthermore, the authors show that this can occur on an open shell singlet
surface using broken symmetry calculations, consistent with experimental data that

shows that in intermediate Q the two iron centres are anti-ferromagnetically coupled.
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Figure 1-14 - MMO four centre mechanism

1.5.3.3 Friesner-Lippard Mechanism

Friesner and Lippard have also proposed a mechanism for methane hydroxylation on
the basis of DFT calculations using a model based on the crystal structure of
MMOHRed.82 Unlike Yoshizawa and Siegbahn, they have focussed on reproducing the

structural features of MMO as well as locating a viable mechanism.®

The first step proposed is attack of the methane substrate on the bridging oxo moiety.
This is a proton coupled electron transfer with an activation energy of 17.9 kcal mol ™",

> Molecular orbital analysis shows that

and 1s 1dentified as the rate determining step.
this electron transfer is strongly coupled to structural distortion of the p-oxo diiron core,
and accompanied by transfer of an electron from the bridging oxo group to an iron
centre. After the rate determining step the reaction pathway diverges and there are two

potential mechanisms: one involving a bound radical, the other a non-synchronous

concerted pathway.

In the bound radical mechanism, the first transition state leads to an intermediate in
which the methyl radical is found with an O-H...C distance of 1.97 A, so effectively the
methyl radical is bound leading to only a small amount of inversion of configuration, as
observed in studies of epoxidation of chiral ethane.®* This intermediate then rearranges
via rotation of the OH group and the C-O bond 1s formed by transfer of the second

electron. From the intermediate this has a barrier of only 3.9 kcal mol .

In the non-synchronous concerted mechanism an intermediate is located 8.3 kcal mol™
higher in energy than the bound radical intermediate, where the methyl group is tightly
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connected to the OH group. Rotation of this OH group, however, remains facile. (1.3

kcal mol™ barrier).

I'he presence of competing radical and concerted pathways in the mechanism proposed

by Friesner and Lippard is therefore consistent with the presence of radicals detected by

experiment.

We have not exhausted all the possible mechanisms for MMO to oxygenate methane,
nor have we considered all the studies. However, those we have described all have in
common a bound radical species that then recombines to give methanol. Without the
presence of the iron centres, the hydroxyl and methyl radicals would be free and able to
damage the enzyme and lead to a lack of specificity of the product. Therefore MMO
indicates how the metal centre can play a role in trapping radicals, hence preventing
them from becoming “free”. In the iron catalyst studied here, this is important because
if 1t produces free radicals, their indiscriminate nature will make it unsuitable for its role
as bleaching agent in a detergent. MMO teaches us that the presence of a metal centre
can allow such species to be formed 1n an attenuated from, or prevent their formation

altogether.

1.6 Concluding Remarks

The reaction mechanisms of some important iron enzymes have been summarised.
From them we can take inspiration for the possible active species and mechanisms that
are at play in the complexes studied here. As some of the discussion demonstrates, even
after careful spectroscopic and experimental study supported by theoretical calculations
the mechanisms of the different enzymes are not necessarily clear cut, and in many
cases remain a topic of debate. In subsequent chapters, we attempt to shed light on the
mechanism of oxidation catalysis by a specific class of iron complexes, the bispidones,

that are currently being tested as potential bleaching catalysts.
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2 Theory Chapter

2.1

Introduction

This chapter aims to serve as an introduction to the theory on which the computational
methods used in this thesis are based. It is not intended to give lengthy mathematical
proofs and derivations of the methods used, but just to give a general introduction to
them. A more comprehensive introduction to the mathematical concepts can be found
in most quantum mechanical textbooks,' and there are several textbooks dedicated to

density functional theory (DFT) that give more details of the methods used.””

2.2 General Concepts

2.2.1 The Schrodinger Equation

The Schrodinger equation is the foundation of all quantum chemistry." The time

dependent version is expressed in short form as:

Ot

where H is the Hamiltonian operator corresponding to the total energy of the system

and  is the wavefunction. The Schrédinger equation is an eigenvalue equation which,

when solved leads to a set of mutually orthogonal eigenfunctions, vy, with
corresponding eigenvalues, E. The ground state of the system is described by the

eigenfunction that gives the lowest energy. and in addition to this it also gives all other

possible information about the system.

v is a probability amplitude and has no direct physical meaning. but the Born

interpretation states that rhe probability that a particle will be found in the volume
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element dr at the point r is proportional to |w(r)|° dr. w(r)|° is. therefore, a probability
density.

2.2.2 The Time-independent Schrédinger Equation

A -
The Schrodinger equation hm['tjme-dependent form)which’can be separated into time
and space components by a separation of variables method to give a time-independent
form, and the derivation is not shown here. This is only possible when the potential

- . R At udian ol . _
energy 1s independent of time. The time-independent Schrddinger equation (in one

dimension) takes the form: A
—h° d’y
+V(x)y =E
Y (X)y = Ly

The Hamiltonian operator therefore has both a kinetic energy and a potential energy
component. These can be further separated into the kinetic (T and T,) and potential

ener2y (Ven, Vee, Vin) Operators for electrons and nuclei, which are described by

position vectors r,and R, respectively. In a simple form this 1s:

N 1 M

I N v2 .
= ,Zz;zv" ‘M

A=

Where: 7, =r, — R A| (i.e. the distance between nucleus A and electron 7. The term

/

* ¢ w . . "
ilw/o%gfhis,describes the attraction between nuclei and electrons))
r, = 'r,. —r,|  (1e. the distance between electron i and electron j. The term that

nvolves this describes the electron-electron repulsion)

J

R, =R,—Ry (1.e. The distance between nucleus A and nucleus B. This

term describes nuclei-nuclei repulsion which is constant for a given geometry)
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M ,, Z , are the mass and atomic number of nucleus A.

Therefore, there are pairs of attractive and repulsive terms in the Hamiltonian, and this

means that the motion of one particle is dependent on the motion of all the other

partlcl rj IP jj?system. For this reason, it 1s impossible to solve the Schrddinger
(

equatlon [ systems with more than two particles. ~__ ( + 7
/\ U\ ok sk M ,

2.2.3 The Born-Oppenheimer Approximation

The Born-Oppenheimer approximation provides an important simplification of the
Hamiltonian operator. It postulates that due to the greater mass of the nuclei than the
electrons, they move much more slowly. The electrons are able to rapidly (almost
instantaneously) adjust to the changing positions of the nuclei, but the nuclei are much
slower to respond to a change in the distribution of electrons. As a result of this the
motions of the nucler and electrons can be considered separately, and the electronic
Schrédinger equation can be solved while the positions of the nucler are fixed.
Different arrangements of the nuclei can be adopted and the solution of the electronic
Schrédinger equation calculated again to give a potential energy surface. Therefore we
can solve just the electronic Schrddinger equation, which describes the movement of

electrons 1n a field of fixed nuclei:
Hy. (r,R)=E,(Ry,(r.R)

In the electronic Schrédinger equation the nucleus-nucleus repulsion can be ignored and
only added as a classical term once the electronic Schrédinger equation has been solved.
The kinetic energy of the nuclei is zero by definition, thus simplifying the Hamiltonian

significantly. The Hamiltonian is now simplitied to:

1 n
H=--2V er tS Z
! i N
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2.2.4 The Variation Theorem

The variation theorem states that the expectation value for the energy of a system that is
calculated with a trial wavefunction, ¢’ can not be lower than the true energy of the

system.  Therefore minimising the energy by improving the trial wavefunction

establishes an upper bound to the energy.
2.2.5 Representation of the Wavefunction

The wavetunction must satisfy a variety of conditions. These are:
e y*y must be single valued
e [t must not be infinite over a finite range

e |t must be continuous

e [t must have a continuous gradient (first derivative)

According to the Pauli principle which states the total wavefunction must be
antisymmetric under the interchange of any pair of identical fermions, and symmetrical
under the interchange of any pair of identical bosons, the wavefunction must be
antisymmetric with respect to the exchange of two electrons (which are fermions). An

appropriate way of describing the wavefunctions 1s using a Slater determinant.

6, 41 ... 4.

14,2) 42 ... 9.0
wa,z,...,m:&] KERACIE D

P (N) ¢,(N) ... ¢.(N)

¢_,¢, are the spin orbitals, and N is the number of electrons. In a molecule, each one

electron wavefunction, @, corresponds to a molecular spin orbatal.
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2.3  The Hartree-Fock Approximation

T'he Hartree-Fock approximation uses a single Slater determinant composed of a set of
spin orbitals to represent the wavefunction. The electron-electron repulsions are treated
In an average way and each electron is considered to be moving in a mean field of the
nucler and the other n-1 electrons. This assumes that the wavefunctions for all the
electrons other than the one being optimised are known, but this is not the case so

initially a trial wavefunction is used for the HF orbitals. The variation theorem is then

applied to optimise the orbitals, ¢ , so that the determinant (and the overall

wavetunction) gives the lowest energy. By doing this, the N-particle problem is

reduced to a set of one electron eigenvalue problems that are known as the Hartree-Fock

equations:

ff¢f =£,0,

Fat

The Fock operator, f 1s a one particle Hamiltonian, and 1t gives a corresponding

energy, &,, which can be interpreted as the orbital energy.

The Fock operator 1s defined as:

~ M A -

A=1 ¥4
The final term in the expression describes the average potential experienced by electron

i due to the presence of other electrons. It is detined as

=3, ()-K,G)

where J () is the Coulomb operator which describes the Coulombic interaction of

electron 7/ with the other electrons for orbital ¢, , and is defined as:
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K, 1s the exchange operator, and represents the modification of the potential energy due

to the effects of spin correlation. It is defined as:

A

K. (6. 0) - { fref =

$,(2)dx, }@ (1)

Although Hartree-Fock theory treats the average Coulombic potential felt by electrons.
1t does not take in to account the explicit electron-electron interactions. The negation of
these interactions allows electrons to get closer to one another than if they were taken
into account. Clearly the treatment of electrons in HF theory 1s inadequate — this 1s the

main deficiency of HF theory. The difference between the exact energy of a system and

the HF energy 1s called the correlation energy:

Ecorrelation = Eexact — EHF < 0

The inclusion of correlation leads to better calculated energies and geometries. For

transition metals it is often essential to include it to simply get a qualitatively accurate
representation of the system. Correlation can be divided into two categories: dynamic

and static. Dynamic correlation takes into account instantaneous electron-electron
interactions. Static correlation needs to be included when the use of a single

determinant results in an inadequate representation of nearly degenerate conformations.

2.3.1 The Self Consistent Field

The self consistent field (SCF) method. introduced by Hartree and improved (to include
the effects of electron exchange) by Fock and Slater 1s a way of finding the best atomic

orbitals by the numeric solution ot the Schrodinger equation.

To solve a Fock equation for one electron. the solutions to the Fock equation for the

other N—1 electrons must be known. However. this 1s not the case so we have to start
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with an approximate wavefunction (this is often in the form of a Slater determinant,
discussed in section 2.3.2.1). Using the initial guess for the orbitals (from the
approximate wavefunction), the average potential is calculated, and the HF equations
are solved to give a set of orbitals. From these a new, improved potential 1s obtained,
and the process of solving the HF equations is repeated. This iterative procedure is
repeated until the solution to the HF equations that is obtained at the end of a cycle is

the same as the solution to the equations that was used at the start of the cycle (i.e. that

self consistency is achieved).

2.4  Density Functional Theory

Density functional theory (DFT) takes a different approach to solving the electronic
structure problem than HF and the post-HF methods. Rather than calculating the
wavefunction, which depends on 3N coordinates, the electron density, p, 1s used. This
only depends on three coordinates (x,y,z) simplifying the calculation significantly. In

addition, as electron density is used, electron correlation 1s already taken into account.

The principle behind DFT is that the energy of an electronic system 1s fully determined
by the electron density, p(r). Therefore the energy, £, 1s a functional of the density,

E[p], and for a given electron density there 1s a single corresponding energy.”

2.4.1 Historical Development of DFT

Early forerunners to DFT include the Thomas-Fermi model (1920s), and the Xa
(Hartree-Fock-Slater) method (1950s). Both these methods employed the 1dea that the

density could be used as a basis for the energy.

2.4.1.1 The Hohenberg and Kohn Theorems

In 1964, a formal proof was given by Hohenberg and Kohn that the ground state energy

and all other ground state properties are uniquely determined by the electron density.”

Simply put. they showed that there 1s a one to one mapping of electron density and
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Lye = Ip(r)gxc LU(I’)]d"

where ¢, [p(r)] 1s the exchange correlation energy per electron in a homogeneous gas

ot constant density. In systems with unpaired spins, there will be different densities for

alpha and beta electrons, so the version of LDA that deals with these densities

separately 1s called LSDA.

The advantage of using LDA is that the expressions for exchange and correlation
energies are known to a high accuracy — in fact the expression for the exchange energy
1s known exactly for a uniform electron gas. However, no analytical expression for the
correlation energy 1s known, but due to the approximations imposed by the use of

Kohn-Sham orbitals an expression for it does need to be included.

The use of LDA functionals generally gives good result with respect to calculated
geometries and vibrational frequencies, with a similar accuracy to Hartree-Fock theory.
However, LDA typically gives large errors in the calculated energies as the exchange
energy 1s significantly underestimated and the correlation energy 1s grossly
overestimated (by up to 100%), leading to “overbinding” where the bonds are estimated

to be too strong.

2.4.3 Gradient Corrected Methods

Gradient corrected methods (also known as non-local methods or the generalised
gradient approximation, GGA) are the next step up from LDA, and consider a non-

uniform electron gas. A term involving a dependence of the exchange and correlation

energies on the gradient of the density, Ap, as well as on just the density, p, 1s added to

the overall functional to account for the inhomogeneity in the electron density.
However, as DFT is not constructed as a Taylor expansion (as HF theory is) there 1s no
standard way of constructing this term. In addition, the nomenclature 1s also non-
standard although 1t 1s often based on the authors initials and the year (e.g. PW91 was
developed by Perdew and Wang in 1991).
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Gradient corrected functionals are corrected specifically for either exchange or
correlation, and can be used in combination so that both an exchange and correlation
term are added to the LDA. The most popular exchange functional was developed by
Becke in 1988 and is simply known as ‘B".” It has a single empirical parameter that has

been optimised by fitting to the exchange energy of six noble gas atoms.

Gradient-corrected correlation functionals have also been developed. These include
P86, developed by Perdew in 1986, which has one empirical parameter fitted for Neon.®
This functional was modified by Perdew and Wang to give the PW91 functional.” The
most popular correlation functional is the LYP (Lee, Yang Parr) functional. This
contains four empirical parameters which are fitted to helium. In particular, this

functional 1s well suited to the efficient handling of the self-interaction error.

In general, GGAs perform better than LDAs, especially for the calculation of
geometries and vibrational frequencies. However, they are not as good at predicting
accurate reaction barriers as they are at predicting ground state geometries, and different

energies for electronic states.

2.4.4 Hybrid Methods

Using the ‘adiabatic connection formula’ it is possible to calculate the exact Hartree-
Fock exchange energy for a system. This can be combined with a correlation functional
into a DFT method to give improved results. However, simply replacing the exchange
functional with the exact HF exchange does not lead to an improvement in results over
GGA methods because there 1s less cancellation of errors in comparison to when both

approximate exchange and correlation functionals are used.

Combining a small amount of exchange energy into a density functional by expressing
the exchange energy as a combination of LDA, GGA and HF terms does lead to
significant improvements. The first successful hybrid functional developed was the
B3PW91 functional which was developed in 1993.'° Since then the B3LYP functional,
which is a modification of B3PW91 by Stevens et al'' but uses the LYP functional for
correlation energy rather than the PWO91 term. has been developed and has become

ubiquitous in the DFT calculations of complexes that include first row transition metals
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due to its ability to accurately predict the most stable spin state of open shell systems.
This is not necessarily to say that it is the best functional for this and modification of the

proportion of exact exchange can lead to improved results. The form of the B3LYP

functional is shown below:

0.2E,; +0.8E," +0.72E.® +0.81E " +0.19E™

2.5 Basis Sets

Molecular DFT programs often use basis functions to expand the Kohn-Sham orbitals.
Theretore we present here a discussion of some of the key facts regarding basis
functions and the choice of basis sets. Although in principle any type of basis function

could be used (for example, plane wave), generally Slater and Gaussian type orbitals

centred on the nuclei are used.

When choosing the type of basis set to use, there are some key criteria to consider.
Basis functions should exhibit behaviour which agrees with the physics of the problem.
E.g. the electron density should tend to zero as the distance from the nucleus 1s large.
This helps the calculation converge more rapidly. In addition the functions used should

make it easy to compute the required integrals.

Two commonly proposed functions are Slater type orbitals (STOs), which have the

form:

ZC,anm (7’, 9’ gp) — NI/l,m (99 (0)]‘ n—-le_;*r

and Gaussian type orbitals (GTOs) which (in spherical polar coordinates) have the

form:



STOs give a better representation of the wavefunction than GTOs as they show a cusp
(discontinuous derivative) at the nucleus, and tend to zero at a large distance from the
nucleus. GTOs, on the other hand, have a gradient of zero at the nucleus and taper off
too quickly at large distances from the nucleus. Therefore more GTOs are needed to get
the same accuracy as STOs. However, GTOs are computationally much easier to
handle than STOs and this more than compensates for the extra basis sets required to get

the same accuracy. Individual STOs do not have radial nodes, but these are formed by

linear combinations of the orbitals.
GTOs can also be written in Cartesian coordinates, and take the form:

N O e
Al (x,y,z)sz-yyz e

x*ys’z

The sum ot /,, /, and /[, determines the type of orbital (0=s, 1=p, 2=d etc). One of the
key differences between the Cartesian and polar form of GTOs is that Cartesian form

g y2 , z°) which equate to five spherical d-functions

leads to six d-orbitals (xz, yz, Xy, X
and one s-function, whereas the polar coordinates give the five expected orbitals.
Similarly the Cartesian form leads to ten functions for the f orbital — seven f-orbitals and

three p-orbatals.

Generally, basis functions are located on the nuclei, but this 1s by no means obligatory —
addition of extra functions located, for example, along a bond, also lead to an improved

description of the electronic structure of a molecule. In this thesis, only GTOs centred

on the nucle1l have been used.

2.5.1 Types of Basis Set

Choosing a suitable basis set is important to get a reasonable description of the
electronic structure, energy and geometry of a molecule. Ideally, a very large basis set
would be used, but in reality this 1s not computationally feasible tor any but the smallest
molecules, and so approximate basis sets are used. However. choosing a basis set is not
an arbitrary procedure, and 1f better basis functions are chosen then not as many are

needed to get the same quality electronic description.
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The smallest possible basis set that can be used is a ‘minimum basis set’ and has only
enough basis functions to contain all the electrons of the neutral atom. This allows no
flexibility of the molecular orbitals and does not provide a good description of the
molecule. A double zeta basis set has twice the number of basis functions of the
minimum basis set. This allows a more flexible description of the electronic structure
of the molecule. Triple zeta basis sets have three times the number of basis functions of

the minimum basis set, and therefore even more flexibility.

Despite the core orbitals contributing a great deal to the energy of a molecule due to
their proximity to the nucleus, they are usually constant, unlike the valence orbitals
which contribute less to the energy, but vary much more. Therefore a good description
of the core orbitals is initially needed, but does not need to be reoptimised in every SCF
cycle. For this reason it 1s economical to use a single set of contracted basis functions
for the core orbitals, but have many primitive Gaussian functions in this c¢cGTO,
theretore giving a good, but inflexible description of the core orbitals, and only have a
double (or higher order) zeta basis set for the valence orbitals. This is known as a split

valence basis set, such as valence double zeta (VDZ) when a double zeta basis set is

used for the valence electrons.

Inclusion of polarisation functions allows higher angular momentum to be included into
orbitals so they can adapt better to the molecular environment. P-functions are added to
s-orbitals, d-functions to p-orbitals, etc. Diffuse basis functions can also be included in
basis sets. These have a smaller exponent allowing the orbital to extend out further, and
are important in the treatment of anions, excited states and other situations where
electrons are only loosely bound. Inclusion of these extra basis functions to help
augment the shape of the orbital 1s important for the valence orbitals, where the
interaction of other nuclei and orbaitals perturbs the shape of orbitals. However, the core
orbitals, although energetically very important, are much less influenced by the external
environment of the atom. and do not change as much. For this reason split valence
basis sets can be used. As they so are important energetically, a good description of
them is required, particularly at the cusp, but rather than being completely variable they
are made into a fixed linear combination. These are known as contracted GTOs. and the

functions that contribute to them are known as primitive GTOs.
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2.5.2 Effective Core Potentials

Using an ‘all electron basis set’, where all the orbitals including the core orbitals are
modelled using basis functions, can be very computationally demanding, especially for
heavy atoms and transition metals. An alternative to this is the use of an effective core
potential (ECP) (or pseudopotential) to represent the core electrons. The core electrons
are modelled by a suitable function and only the valence electrons are treated explicitly.
ECPs generally give good results, although care must be taken to choose a core so that
electrons that are potentially involved in chemical bonding are not included in the core.
For example, the valence space in first row transition metals includes the nd, (n+1)s and

(n+1)p orbitals. However, the np orbitals often contribute significantly to the bonding,

and should be included as well.

2.5.3 Basis Set Superposition Error

Basis set superposition error (BSSE) arises when a complete basis set is not used (i.e
almost all the time), and 1s most significant when there is a very incomplete basis set.
The basis functions at one nucleus may be used to describe the electron density at
another nucleus. In a different geometry, these basis functions will be less available to
the second nucleus and so one complex may be artificially lowered 1n energy. This 1s
particularly true for weak interactions such as van der Waals forces and hydrogen
bonds, where the nuclei may be quite separated in weakly bound species, and close 1n

the strongly bound species, and therefore stabilisation of such complexes should be

treated with caution.

The degree of BSSE can be evaluated by doing a “counterpoise correction”
calculation.””!* Consider a dimer, AB, for which we want to calculate the BSSE. First
the energy of complexation must be known. As the geometry of the 1solated monomers
and of the monomeric species 1n the dimer may be different, we have denoted the

geometry of the species within the dimer with a *. The basis sets associated with

monomer A are denoted ,. and for B are denoted .

45



AE(.?omplexatmn = E (AB ):;'b o E (A )a o E (B)b

The amount of this complexation energy that is due to BSSE can be estimated by

working out the counterpoise correction. The energies of the fragments A and B with

their geometries within the dimer must be calculated and are called E(A) and £ (B)b

cd

respectively. The energies of these same fragments must also be calculated using the

full basis set from the dimer and are called E(4), and E(B),. To do this, one must

use ghost atoms. For E(A),, real nuclei and basis functions are used for fragment A,
and ghost atoms with no nuclear charge or electrons, but with basis functions are
included for fragment B. The opposite situation is used for £(B), The counterpoise

correction energy 1s defined as:

%

ALy = E(A)ab T E(B)

-

b “E(A)

a

And the counterpoise corrected complexation energy is given as AE —AE,.,.

(‘omplexation

2.6 Transition State Searches

Transition states are stationary points on a potential energy surface that have one
imaginary frequency (one negative eigenvalue in the Hessian matrix), and are therefore
a minimum in all but one direction. There are several approaches to locating such
stationary points, and they fall into two general categories; one method based on using
local information, and the other based on interpolating between two minima. These are

described in turn and their advantages/disadvantages discussed.

2.6.1 Methods Based on Local Information

One approach to locating transition states 1s to use information about the energy and its
derivatives at the current point. No information about the reactant or product

geometries is known. In the simplest form, the gradient of the energy is minimised (as
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transition states, being stationary points, have an energy gradient of zero). However. as
all stationary points have an energy gradient of zero, minima or higher order saddle
points may also be located. In addition (and this applies to all methods based on local

information), even if a transition state is located it may not connect the desired minima.

More advanced methods based on local information utilise Newton-Raphson methods.
If the Hessian matrix is known and there is only one negative eigenvector, the transition

state can be located relatively easily by maximising the energy in its direction, and

minimising 1t in all other directions.

2.6.2 Methods Based on Interpolation Between Two Minima

If the reactant and product geometries are known, the transition state can usually be
assumed to lie within these two structures. Several methods which locate transition
states based on this observation have been developed, the most simple of which 1s linear
synchronous transit (LST).,15 A geometry vector 1s formed between the reactant and
product, and the highest energy structure along this line is located. However, this
method has several weaknesses: 1t assumes that all the variables change at the same rate
along the reaction pathway, which 1s a poor approximation for systems with more than a
few atoms and a non-rigid structure and therefore poor approximations to the transition

state are often obtained.

If this method is applied, care must be taken to use a sensible coordinate system (this is
also true for methods discussed below). For example, in the rearrangement of the linear
molecule HCN to CNH, in Cartesian coordinates, this would involve changing the
position of the hydrogen atom along one axis. However, this would lead to the
hydrogen atom being moved through the carbon and nitrogen atoms (Figure 2-1). It
internal coordinates were used, the C-N-H angle could be changed from 0° to 180°, and

a more reasonable estimate of the transition state would be formed.
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Using Cartesian coordinates:

H——C=N H-C=N CZEEN C=N—-~H

Using internal coordinates:

H .
F—-H - = - ‘
’ b 7’ ‘ﬁ 5 !
d . \ N
) ‘

- - % S roxie by ¢

Figure 2-1 — Diagram showing how the choice of coordinates can influence a transition state search
{original in colour}

A more sophisticated method to locate transition states is quadratic synchronous transit
(QST). Again, a geometry vector between the reactant and product 1s formed, but
instead of just locating a maximum along a straight line, a parabola is used. The energy
1s then maximised on the LST, and minimised in the directions perpendicular to this
path. This method has been refined by Bell and Crighton'® who perform the
minimisation from the LST maximum in the directions conjugate to the LST rather than

orthogonal to 1it.

A further development to the QST method uses a circle arc instead of a parabola tfor the
interpolation, and the tangent to the circle for guiding the search towards the TS
region,l7. This is known as synchronous transit-guided quasi-newton (STQN), and

switches to a quasi-Newton-Raphson method once the transition state region 1s located.

2.7

Modelling the External Environment — Inclusion of Solvent Effects

DFT (and other ab initio methods) calculate in the gas phase at 0 K. This 1s quite
different to the environment in which the vast majority of experiments are conducted,
and although DFT calculations generally give a reasonable qualitative description of the
system studied, sometimes one may want to consider the etfect ot certain experimental

conditions. for example, inclusion of solvent effects.
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A common method used for modelling solvent effects is the “self consistent reaction
field” (SCRF). This considers the solvent as a long range polarisable medium with a

dielectric constant, &, with a solute, M, placed in a suitable shaped cavity in the medium.

as shown in Figure 2-2.'®

Figure 2-2 — Reaction field model {original in colour}

There are several things that contribute to the solvation energy. Creation of a cavity
within the solvent 1s destabilising. However, there 1s an energy gain from the dispersion
energy between the solvent and the solute. In addition the electronic charge distribution
of the solute polarises the medium and leads to an electrostatic stabilisation of the solute

by the solvent. Thus the free energy of solvation may be written as:

AG = AG + AG + AG

Solvation electrostatic

cavity dispersion

Reaction field models differ in several ways:
e How the size and shape of the cavity 1f defined.
e How the dispersion contributions are calculated.
e How the charge distribution of the solute 1s represented.

e How the solute 1s described.

e How the dielectric medium 1s described.

The simplest cavity 1s a sphere but more sophisticated models use a series of
interconnecting spheres for the heavy atoms to give a molecular shaped cavity. Unless

specifically requested, hydrogen atoms are not usually represented explicitly but

incorporated into the heavier atoms.
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Where solvent corrections have been used in this thesis, the conductor-like polarisable

continuum model (CPCM)'*"” has been used with a dielectric constant of 78.4 (which

corresponds to water) for outside the cavity.

2.8 Software

Throughout this thesis the Gaussian suite of programs were used. Chapters 3 and 4 use
Gaussian03 (revision C.01)*, and chapters 4 and 5 use Gaussian98 (revision A.11).”
Specific details about the methodology used are given in each chapter. The location of

minimum energy crossing points (MECPs) was done using the code of Harvey and co-

workers.*?
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Chapter 3 — Formation of an Oxoiron(IV) Intermediate

3.1 Introduction to Bispidone Complexes

The nitrogen-donor ligands known as bispidones, based on the structure shown in
Figure 3-1 form a variety of complexes with transition metals. The rigid backbone

I

shows very little structural variation in its metal complexes.” In particular, the N3-N7

2

distance 1s constant regardless of the identity of the metal ion. However, despite the

rigidity of the ligand, the coordination site of the metal is fairly elastic with a soft
potential energy surface (PES) as the metal can move out of the plane of the equatorial

nitrogen atoms, and consequently vary the M-N bond lengths.

A number of metal bispidone complexes have recently been shown to be effective
catalysts for oxidation processes (including bleaching) in the presence of peroxides
and/or O,. It 1s possible that this catalytic efficiency 1s 1n some part due to the
restrained coordination geometries that can stabilise unusual electronic states of

transition metal 1ons.

R1
N
MeO,C X CO,Me
X N | T
z N R2 N /

Figure 3-1 — Structure of the backbone of bispidone ligands discussed in this thesis (X = C=0 or
C(OH),)
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3.2

Other Fe-N Based Complexes that Catalyse Oxidation of Organic

Species by O, or H,0,

The 1ron bispidone complexes are only one member of the general class of non-heme
iron species that are known to catalyse the oxidation of hydrocarbons in the presence of
O, or H,O,;. Complexes of both tetra- and pentadentate ligands are suited to this type of
catalysis,” most notably the iron complexes of the tris(pyridylmethyl)amine (TPA) and
N, N-bis(2-pyridylmethyl)-N-bis(2-pyridyl)-methylamine (N4Py) ligands reported by

Que and co-workers, and discussed 1n more detail below.*"

* A summary of the various
iron-based oxidation catalysts that have been reported in the literature are presented here
along with a discussion of their reactivity and the possible active species that have been
proposed. All the species discussed share one common feature: they have polydentate
nitrogen donor ligands that are able to enforce the coordination geometry around the
iron centre. The non-heme 1ron complexes discussed here broadly fall into two
categories: those with a tetradentate ligand with the two vacant coordination sites cis to
one another (such as TPA) and those with a pentadentate ligand (such as N4Py), and
only one vacant coordination site. It 1s worth emphasising at this early stage that the

mechanisms by which complexes in these two categories react may be completely

different as a consequence of the different number of labile sites for ligand binding to

the metal.”

Although we have, in this discussion, assumed the iron centres to be hexacoordinate 1n
line with the crystal structures of these ligand systems, this 1s not necessarily the case.
Heptacoordinated 1ron centres are known, e.g. [Fe(EDTz‘f‘&)(HzO)]_,,16 as are
pentacoordinate complexes such as those discussed in section 3.2.3. Theretore, we
cannot exclude different coordination numbers for the iron centre, but 1n this thesis have

generally assumed the iron centre to have a coordination number of six.

3.2.1 Tetradentate Ligands

The TPA ligand (Figure 3-2) has three pyridine and one amine nitrogen donor atoms,
and these occupy four coordination sites of an octahedral geometry leaving two cis

vacant sites (Figure 3-3). Fe'" complexes of this ligand, in the presence of
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hydroperoxide ligands, are able to oxidise alkanes and have been studied under a variety

of conditions.

Z /\| Z '
\N/(X \N/ \N/ \N/\]/\\N
N j\ N—R
N N N
\ / o N o QU \  /

TPA BPMEN N3Py-R

Figure 3-2 — Tetradentate ligands with nitrogen donor atoms

X X
‘ N ‘ N
N Fe/ Y N Fe/ N
N/ l N/ ‘
N N
a) Tetradentate ligands b) Pentadentate ligands

Figure 3-3 — General coordination sphere of the tetra- and pentadentate ligands {original in colour}

The general structure of the TPA ligand has been modified by adding substituents to the
pyridine rings. Of particular interest are the compounds where the hydrogen in the
position o to the nitrogen atom 1s substituted by a methyl group (6-Me-TPA, 6-Me;-
TPA or 6-Me;-TPA depending on the number of pyridine rings carrying a methyl
substituent). The methyl groups are sterically bulky and so tend to elongate the Fe-N
bonds, leading to a stronger preference for the Fe complex to be high spin in the more

heavily substituted complexes. However, even with only one methyl group, the Fe™ is

high spin. This has allowed the effect of spin state on the reactivity of the complex to

be studied as well as the effect of the ligand backbone."’

Further modifications have been made to the TPA ligand backbone, and their effect on
the catechol cleaving ability of the Fe’* complexes with O, in methanol solution has

been studied. These include changing the size of the chelate ring by altering the length
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of the alkyl chain connecting the tertiary amine to the pyridine rings'® (Figure 3-4).
This study showed that the TPA ligand (I=m=n=1) is the most reactive. Where =1,
m=0 and n=0 or 1, a low concentration of the monomeric Fe’" complexes was observed,
leading to a reduction in reactivity. Where 1, m or n > 1, the reactivity of the catecholate
complexes are also reduced as use of an ethylene, rather than methylene, spacer imposes
a geometric constraint that results in poorer overlap of the iron d-orbitals and the ligand

n* orbital and retards the reactivity of the complex.

Figure 3-4 — How the size of the chelate ring for TPA can be changed. 1=0,1,2; m=0,1,2; n=0,
1y 2

Changing the amount of overlap between the iron d-orbitals and the ligand ©* orbitals is
believed to affect the oxidative ability of the Fe’" complexes. For this reason, Britovsek
has investigated the effect of replacing the pyridine groups on the TPA ligand by
tertiary amine groups on the oxidation of cyclohexane by H>O, in acetonitrile solution.

Substitution of one pyridylmethyl group in TPA by a dimethylaminoethyl group, with
the two remaining coordination sites occupied by triflate anions, leads to exchange
between the triflate groups indicating an equilibrium between a pentadentate and
hexadentate species. Furthermore, this substitution also leads to the iron complex being
high spin despite the lack of steric hindrance that occurs in the 6-Me,-TPA species. °
When all three pyridylmethyl groups are replaced by dimethylaminoethyl groups, the
"”F NMR spectrum in CH,Cl; indicates that there is one coordinated triflate group, and

one free in solution that do not exchange, and therefore the iron centre is

pentacoordinate.

The oxidation of cyclohexane by the Fe-TPA based complexes is more efficient when

there are more pyridine rings present, resulting in both a higher amount of H,O,
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Incorporation into the cyclohexane oxidation products, and a higher alcohol : ketone
ratio indicating that free alkyl radicals are formed more readily when more methyl
pyridyl groups are replaced by dimethylaminoethyl groups. The exception to this is the
BPMEN ligand, discussed below, which has a slightly different ligand architecture to
the TPA ligands, and the Fe’* complex of which is the most effective oxidation catalyst

of this general type known to date.'®

A second, closely related ligand, N,N’-bis(2-pyridylmethyl)ethylene-1,2-diamine
(BPMEN) (Figure 3-2) features two pyridyl and two amine donor atoms, and the iron
complex 1s a more effective alkane hydroxylation catalyst than the TPA analogue under
similar conditions, effecting 70% conversion of H,O; into the products, compared with
only 40% for the TPA analogue.”” The iron complexes are again low spin unless the
pyridine ring 1s substituted a to a nitrogen on the pyridine rings, when steric hindrance

forces the high spin state to be favoured.*’

The nature of the monodentate ligands occupying the two vacant coordination sites in
the Fe-TPA and Fe-BPMEN complexes has a significant effect on reactivity. The
reactivity of complexes (High catalytic efficiency (40-70% H,O, converted to product),

»22% and a high kinetic isotope effect (>3), all of which

high alcohol : ketone ratios,
indicate that the oxidant 1s more selective than a hydroxyl radical) with labile ligands
such as solvent (e.g. CH3;CN) 1n the presence of H,O, indicates a metal based oxidant.
When the ligands are more strongly bound, in contrast, there 1s evidence that hydroxyl
radicals are the active oxidant (KIE values > 2 with deuterated alkanes, alcohol : ketone
ratio less than 2 and dependent on the concentration of O;). The ettect of strongly and
weakly binding ligands is particularly emphasised by the c