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Abstract

Some models of reading development have suggested that children initially
learn to read using a whole word or ‘logographic’ strategy. According to such
models it is the visual rather than the phonological features of a word which will
determine the ease with which beginning readers will learn to read it. The studies
presented here explore the factors which influence the ability of young children to
learn to read single words and provide evidence that beginning readers are influenced

by phonological and semantic factors

The relationship between children’s implicit use of phonology in reading and
their ability to reflect upon phonology explicitly, in phonological awareness tasks, is
examined in this thesis. It is shown that both the phonological quality of the words
themselves and the phonological skills of the children influence the ease with which
they can learn to read words. Firstly, abbreviated words (cues) which are
phonetically similar to their spoken counterparts were learnt more easily than cues
which were phonetically less similar. This was found to be the case even for
children in the very early stages of reading development who were not yet able to
decode even very simplé words. Secondly, children’s learning was predicted by;
their phonological skill, in particular by their phonemic awareness. These findings
suggest that even children in the initial stages of reading development are able to
access and use phonological information when learning to read words.

The 1nfluence of semantic factors was also considered. It was found that
children’s ability to learn to read words was strongly related to their knowledge of
the words’ meanings. Although most models of early reading development have
focused on the importance of phonological skills, the results presented here suggest
that semantic skills are also important in early reading development. A series of
experiments are presented in which the influence of the semantic variable,
imageability, is considered. It was found that beginning readers learn to read high
imageability words more easily than low imageability words, even when familiarity,
age-of-acquisition and grammatical class is controlled for. A final concemn of this
thesis is the possible interaction between these phonological and semantic influences.
The results presented here would seem to indicate that phonological and semantic
factors make separate contributions to reading development, at this stage. However,
it was found that good and poor beginning readers were differentially affected by the
phonological and semantic qualities of the words they learnt. Good beginning



readers were more influenced by the phonological qualities of the words, and the
poor beginning readers were more influenced by the semantic quality of the words.
It 1s argued that the results of these experiments are best accommodated within a
connectionist model of reading development.
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Summary

Some models of reading development have assumed that children initially

" learn to read words using a whole word or ‘logographic’ strategy and are influenced
by salient visual features. However, some evidence has also suggested that children
are able to use phonology from the very earliest stages of development. According to
this view children do not have to await an alphabetic stage in which they are able to
systematically decode words, children will implicitly use partial letter knowledge to
form connections between print and its spoken form as soon as they begin to learn to
read. The relationship between this implicit use of phonology and a meta-cognitive
awareness of phonology is examined in this thesis. More speciﬁcally, questions are
asked concerning the nature and extent of children’s ability to use phonological
information at the very start of reading development. A second issue considered is
the role of semantic factors in early reading development. Many models have
focused primarily on the importance of phonology, arguing that semantics does not
play a part in reading development until a later stage. However, it is also possible
that semantic factors have a part to play in early reading development. Finally the
possible interaction between phonological and semantic factors in reading
development is considered.

Chapter 1 presents a detailed review of the relevant literature. As well as
discussing models of reading development, the review also considers the evidence
linking phonological awareness skills to reading. As suggested above some models
of reading development have suggested that children at a very early stage of reading
development read words use a ‘logographic’ strategy. However, this chapter also
reviews research which suggests that children may be able to access and use
phonological information from the outset of learning to read. This research suggests
that children are able to access much smaller units of phonology when learning to
read, than they are consciously aware of, as suggested by their performance in
phonological awareness tasks. The need to draw a distinction between children’s
implicit access to underlying phonological representations and their meta-cognitive
phonological awareness 1s discussed. It is suggested that children are able to use
partial letter knowledge to form direct connections between print and its spoken
form. Although most models of reading development focus on the role of
phonological skills, there is also some evidence to suggest that semantic skills play
an important part in learning to read, this evidence is discussed 1n this chapter. It is
suggested that the role of semantic factors in early reading development may
previously have been underestimated, furthermore, little is known about the ways in

-----



which phonological and semantic factors may interact with each other in this very

early stage of development.

Experiment 1 investigates the ability of 4, 5 and 6-year-old children to learn

" to associate three letter abbreviated cues with spoken words. Two types of cue are
created, phonetic cues, in which the central letter in the cue is phonetically similar to
the central phoneme in the target word, and control cues, in which the central
phoneme is phonetically dissimilar from the target word. It is found that all three age
groups learn the phonetic cues more easily than the control cues, suggesting that even
children at the very early stages of reading development are sensitive to the
phonological information in words they learn. Furthermore, their ability to learn the
cues is shown to be strongly related to their performance in phonological awareness
tasks, in particular their phonemic awareness. It is also the case that their ability to
learn to read the cues is influenced by their knowledge of the meaning of the words,
suggesting that their semantic knowledge 1s also an important influence.

Experiment 2 considers the influence of both phonological and semantic
factors in a word learning task. Five- and six-year-old children are taught to read a
series of words which differ in their regularity and their imageability. While the
children are strongly influenced by the rated imageability of the words they are '
learning they do not show a difference in their learning of regular and uregular
words. It is suggested that one possible reason why regularity does not influence
these children is the definition of regularity used. The ability to learn to read the
words is again shown to be related to measures of phonological and semantic skill.
Experiment 3 investigates the role of imageability further by controlling for
grammatical class as well as familiarity, and age-of-acquisition. Children’s learning
1s again shown to be strongly influenced by imageability, they learn high 1mageability
words more easily than low imageability words. Experiment 3 confirms that this
influence of imageability is not the result of a bias towards words of a certain
grammatical class.

Experiments 4 and 5 investigate the influence of regularnty. In these
experiments care 1s taken to ensure that the irregularity in the words 1s found in the
consonants. It is argued that because children’s representation of vowels is
inconsistent at this age they are less likely to be affected by irregular vowels than they
are by irregular consonants. It is found that when children are taught words with
irregular consonants and words with regular consonants they find the regular words
much easier to learn to read. It is important to note that this 1s the case even for
children at this very early stage of reading development, who are not yet able to



decode even simple words. As in previous experiments learning 1s related to |
measures of phonological and semantic skill. Tasks based on the actual words to be
learnt are not found to be stronger predictors of learning than tasks based on words

not learnt.

The possible interaction between phonology and semantics is considered in
Experiments 6 and 7. In Experiment 6, 5-year-olds were taught to associate three
letter cues with target words, as in Expeﬁment 1. The target words 1in Experiment 6
also ditfer in their imageability. It was predicted that if phonological and semantic
factors interact in early word learning then control cues would show a stronger
imageability effect than the phonetic cues. That is, when orthographic-phonologic
translation 1s most difficult, semantic factors would be more likely to play a role.
This 1s not found to be the case. The children’s ability to learn the cues is influenced
by both their phonetic quality and by their imageability, but no interaction is seen
between these factors. However, when good and poor beginning readers are given a
similar task in Experiment 7 an interaction is seen. The good and poor readers are
differentially atfected by the phonological and semantic quality of the words they are
learning. The good readers show a stronger phonetic cue effect than the poor
readers, who 1n turn, are more influenced by imageability than the good readers. It
would seem that the poor phonological skills of the poor reader group leadstoa
greater reliance on the semantic quality of words.

The implications of this research are discussed in Chapter 7. “'It is concluded
that young children are able to access and use phonological information from the
earliest stages of reading development. This early use of phonology is not a
systematic use of letter-sound knowledge, but the use of some letter information to
aid in the formation of partial connections between print and its spoken form. This
implicit use of phonology 1s found to be strongly related to the explicit use of
phonology in phonological awareness tasks. It is argued that these findings can best
be explained within a connectionist model of reading development. In such a model
learning to read involves the learmning of associations between sound and print
implicitly and does not rely on the use of systematic rules or on the acquisition of an
alphabetic strategy. The finding that the semantic quality of words also influences
the ease with which beginning readers learn to read them challenges the notion that
semantics 1s less important than phonology at this very early stage of reading
development. It is argued that the role of semantics may also be interpreted within a
connectionist framework in which the activation of semantic and phonological
features may happen almost simultancously. Finally, some suggestions for future
research and the implications of this research for educational practice are discussed.



CHAPTER ONE

Chapter One

Introduction and Literature Review

1.1 Introdu_ction

Amid great concern about standards of literacy in Britain’s classrooms the
government has designated 1998 the ‘National Year of Reading’. Never before has
there been such interest in how children learn to read and in which teaching methods
are the most successful. Learning to read and write are clearly tasks of key
educational importance. Literacy underpins the entire education system and the
failure to develop these skills will have a profound impact on a child's education.

Decades of research have resulted in a reasonably consistent picture of how
reading develops and how it is best taught. There has been an increasing
understanding of the processes that underlie learning to read and in the factors that
influence the reading success of young children. Firstly, there is a large body of
rescarch linking phonological awareness, i.¢. the ability to reflect upon and .
manipulate speech sounds, to reading development. Secondly, there is evidence that
another factor that influences children’s reading is not so much the exp1101t awareness
of phonology but the way in which phonology itself is represented. It is su ggested
- by some that it is the quality of the underlying phonological representations which is
tapped 1n phonological awareness, memory and speech rate tasks, all of which have
been shown to be related to reading. Finally, although many models of reading
development have emphasised the central role of phonological skills in learning to
read, there 1s also some evidence to suggest that semantic factors may play a role.

In spite of these advances, relatively little 1s understood about how these
factors interact with each other, particularly in the very early stages of reading
development. Furthermore, although many models of reading development have
been proposed, most are limited in their ability to explain the mechanisms by which
phonological and semantic factors are related to reading development. This chapter
reviews the evidence linking phonological and semantic factors to learning to read
and considers how the role of these factors in reading development have been

understood within models of reading development.



CHAPTER ONE

1.2. The Relationship between Phonological
Skills and Learning to Read

1.2.1. Int;'oduction

The relationship between phonological awareness skills and reading success
1s now well established. Phonological awareness refers to the ability to reflect upon,
and manipulate, the sounds of speech. Numerous studies, using differing
methodologies, have shown a relationship between the two variables.

1.2.2.  Simultaneous Correlational Studies

There are a large number of studies which show that there 1s a strong
correlation between measures of phonological awareness and measures of reading
attainment. The studies reviewed in this section are based on correlations between
measures of phonological skills and reading taken at the same point in time.

Rosner & Simon (1971) studied the performance of 284 children, from
kindergarten to Grade 6 on a number of phoneme deletion tasks. In each task the
child was required to repeat the word after the experimenter deleting certain specified
phonemic elements, from the beginning, end and medial positions. The children's
performance on this phoneme deletion task and a measure of their reading ability was
found to correlate strongly and the strength of this correlation increased with age.
The correlations ranged from .53 in Grade 1 to .84 in grades 1-3 . These correlations
were still found once IQ had been controlled for, partial correlations indicated that the
phonemic measure accounted for 16%, 38% and 48% of vanance 1n reading
performance in grades one to three respectively. Similarly, Kirtley, Bryant, MacLean
& Bradley (1989) found a strong relationship between tasks in which children had to
categorise words according to various criteria in an oddity task. In this study 64
children with a mean age of 5.7 had to decide which word was the odd one out by
virtue of it not sharing the same beginning or ending. A particularly strong
connection was found between reading and performance in a task in which children
had to categorise words either by their final consonant or by their final consonant and

a vowel.

Tunmer & Nesdale (1985) found that phoneme segmentation in non digraph
words ( i.e. words without digraphs such as ‘ee’ and '00') was related strongly to
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reading even after [Q had been controlled for. The task required the child to count
and tap the number of phonemes in a word. A multiple regression analysis showed
that non digraph word segmentation accounted for 21% (p<.001) of the variance in
| reading performance after differences in verbal IQ had been accounted for.

The fact that all of these studies controlled for IQ 1s clearly an important fact.
Had IQ not been controlled for it would have been possible to argue that performance
on both reading and phonological awareness tests is attributable to a third variable,
general intelligence. It is, therefore, important to establish that phonological
awareness still correlates strongly with reading even after measures of 1Q have been
controlled for. The above studies, in doing this, suggest that the relationship

between reading and phonology is largely independent from IQ.
1.2.3. Longitudinal Correlational Studies

Longitudinal studies involve obtaining measures of phonological awareness
and reading at various points in time. Studies of this type allow much firmer
conclusions to be made about the causal and predictive nature of the relationship
between phonological awareness and reading development. A large number of such
studies point to a relationship between phonological awareness and learning to read
(Bradley & Bryant 1985; Bryant et al. 1990; Lundberg et al. 1988; Stanovich,
Cunningham & Cramer 1984; Wagner & Torgeson 1987, 1994; Muter, Hulme,
Snowling & Taylor, 1997). Measures of phonological awareness have been shown
to be stronger predictors of reading than intelligence, vocabulary and listening

comprehension.

Stanovich, Cunningham & Cramer (1984) gave 49 six-year-old kindergarten
children 10 phonological awareness tasks and a year later assessed their performance
in reading. The phonological tasks were three tasks measuring rhyme and seven
measuring phoneme awareness. The phoneme awareness measures were found to
correlate significantly with reading performance, the coefficients ranging from .39 to
.60. Wagner & Torgeson (1987) re-analysed their results controlling for IQ and
found that the pattern of results was little altered, the phoneme tasks remained
significantly correlated with reading ( the partial correlation coetticients ranged form
.08 to .58, with a median of .35). A year later Stanovich looked at the children still
in the study (N=31) and divided them into two groups, good and poor readers. He
found a significant difference between the performance of the two groups on
measures of phoneme awareness and rhyme detection. Regression analyses
suggested that these two phonological tasks taken together predicted 66% of the
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variance in reading. However, it should be noted that neither IQ nor differences in
the children’s reading skill were controlled for in this regression analysis.

Mann (1984) gave 44 kindergarten children a syllable awareness task in

"~ which they were required to reverse syllables in two-and three-syllable words and a
phoneme awareness task that required reversing the order of phonemes in a two
phoneme nonsense word. They were also given an IQ test. A year later a number of
reading tests were given to the children. The relationship between phoneme reversal
and reading was strong (r= .73, p<.001), however, no relationship was found
between syllable reversal and reading. The partial correlation holding IQ constant
was 1dentical. This study establishes a clear relationship between phonological
awareness and reading, however, because the children's reading at the start of the
study was not measured, 1t remains a possibility that pre-existing individual
differences in reading at the start of the study could account for part of the
relationship. -

Bradley & Bryant (1985) undertook a three year study in which they looked
at the development of 368 children. The children were all non-readers at the start of
the study and were all aged between 4 and 5 years old. Phonological awareness was
measured with a sound categorisation task, which required the children to identify the
odd word out from a set of 3 spoken words. The children were also given a memory
task 1n which they were required to repeat the list of words without identifying the
odd one out. Three years later the children were given two standardised reading
tests, a spelling test, a maths test and a short form of the WISC (1974). The sound
categorisation score was significantly correlated with the reading performance three
years later, with correlations of .52 and .57 for the two reading tests respectively.
Holding age at initial test, IQ and memory constant they found that sound
categorisation accounted for 10% of the variance in reading. The influence of the
sound categorisation task was limited only to reading and spelling, it did not account

for significant variance in maths scores.

Lundberg, Olofsson, and Wall (1980) included a range of measures of
phonological awareness in their study: segmenting and blending of syllables and
phonemes, determining the position of a target phoneme, reversing phonemes and
rhyme. The children were tested as pre-readers at age 7 on the phonological
awareness measures, and one year later were given tests of 1Q, reading and spelling.
All the measures of phonological awareness correlated significantly with subsequent
reading performance. The strongest correlation was with phoneme reversal, (r=.55,
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p<.001) which was more strongly related to reading than syllable segmentation
(r=.13, p<.04).

The Lundberg et al. data was re-analysed by Wagner & Torgeson (1987) in
order to examine the effect of controlling for pre-existing reading skills and IQ.
Partial correlations holding IQ constant ranged from r=.09 (p<.05) for syllable
segmentation with concrete materials, to 1=.53 (p<.001) for phoneme reversal. This
shows that phonological awareness in kindergarten is related to reading performance
in Grade 1 independently of IQ. They also used path analysis to look at the possible
effects of pre-existing levels of reading skill on the relationship between phonological
awareness and later reading. Was it possible that part of this relationship could be
attributable to children’s reading skills before the study began ? Partial correlation
coetticients were calculated holding the score on the kindergarten reading test
constant. Only two of the partial correlations were found to be significant (phoneme
reversal and phoneme synthesis) suggesting that individual differences in reading
ability at the start of the study could account for at least part of the relationship.
Nevertheless, it 1s still clear that some measures of phonological awareness remains
predictive of subsequent reading even with IQ and pre-existing reading controlled for

A number of things can be concluded from these studies. Firstly, these
simultaneous and longitudinal correlational studies establish that there is a strong
relationship between measures of phonological awareness and reading achievement.
However, questions about the causal nature of this relationship remain. A large
number of the longitudinal studies to date have not controlled for reading
performance at the start of testing leaving them open to the possibility that initial
differences in reading skill may account for the relationship between phonology and
reading. Questions need to be asked about the development of phonology and the
extent to which this is influenced by early reading experience. The results from these
studies raise the possibility that some aspects of phonological awareness have a
stronger relationship with reading than others, for example, there is some evidence
that phoneme measures correlate more strongly with reading than measures of

syllable or rhyme awareness.
1.2.4. " The Reciprocal Relationship

Although a clear association between phonological awareness and reading
performance has been demonstrated and well replicated, the nature of the relationship
between the two is less clear. A number of causal relationships are possible. Firstly,
it could be that good phonological skills lead to good reading development.

S



CHAPTER ONE

Secondly, it could be that the converse relationship 1s true, that reading development
causes phonological awareness. Thirdly, it is possible that phonology and reading
are both dependent on a third factor, for example, maturity or general intelligence.
Finally, a reciprocal relationship between reading and phonological awareness might
- exist. It could be that the child's early awareness of the phonology of their spoken
language facilitates learning to read and that learning to read in turn facilitates the
subsequent development of some kinds of phonological awareness.

In order to examine this issue of causality Morais, Cary, Alegria & Bertelson
(1979) looked at the performance of Portuguese adults on a number of phonological
awareness tasks. Half of the subjects were illiterate and half were able to read.
Performance on all of the tests was significantly worse for the illiterate group. On
deletion tasks the illiterate group succeeded in 26% of tasks with words and 19%
with nonwords, the literate group scored 87% and 73% respectively. In tasks
requiring subjects to add on sounds the illiterate group scored 46% and 19% with
words and nonwords, and the literate group scored 91% and 71%. The authors
concluded that phonological awareness arises as a consequence of learning to read
and not the other way around. However, the fact that even the illiterate adults could
do the tasks to a certain extent suggests that some degree of phonological awareness
skill is possible without learning to read. ‘

It is likely that reading ability and phonological awareness are interdependent
during development, and that a reciprocal relationship exists between them. Perfetti,
Beck, Bell & Hughes (1987) gave tests of phoneme blending, phoneme deletion and
nonword reading to eighty two six-and seven-year-old children over the course of
Grade One. The children were put into two groups according to the reading
instruction they were receiving. One group were taught by a phonics programme that
included letter-sound correspondences and blending (the direct code group), the
second group learnt using a basal reading scheme with less phonics instruction
(basal). Thcy used cross-lagged correlations to investigate how phonological
awareness and nonword reading were interrelated. The principle of cross-lagged
correlations 1s that if variable x causes changes in variable y and not the other way
round, then the correlation of x at time 1 with y at time 2 should be larger than that
between y at time 1 with x at time 2. The results of the analysis suggested a
reciprocal relationship between reading and phonological measures. For both groups
performance on the phoneme synthesis task predicted later reading, however,
nonword reading went on to predict perforrnance on the phoneme deletion task.
Although these results provide some evidence for the reciprocal causality hypothesis
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they are problematic because of the statistical method used, which has been severely
criticised (Rogosa, 1980).

Goswami & Bryant (1990) also suggest a reciprocal model. They argue
that awareness of the onset-rime division is the crucial factor in the early stages
of learning to read and that awareness of phonemes arises as a consequence of
learning to read. The terms ‘onset’ and ‘rime’ refer to parts of a syllable; the
onset is the initial consonant or consonant cluster in a syllable and the rime 1s the
vowel and succeeding consonants in the syllable, so, for example, in a one
syllable word like CAT, /k/ is the onset and /at/ 1s the rime. The development of
onset/rime awareness will be considered further in Section 1.4.1. One task that
taps children’s awareness of rime is rthyme detection. It has alre'ady been
shown that rhyme detection can be performed by prereaders and that rhyme
detection can successfully predict later reading achievement (Bradley & Bryant
1983). However, the way in which this awareness of rhyme 1nfluences reading
i1s less certain. Goswami (1986) taught children to read words and nonsense
words that were analogous to ‘clue’ words. Children learnt words more easily
if they shared a rime with the target word than in words that just shared some
common letters. She argues that it is sensitivity to rhyme that aids beginning
reading in recognising common spelling patterns in different words. Goswami
(1993) argues that the use of vowel analogies develops as reading develops.
Beginning readers who, according to Goswami, are most aware at the onset-
rime level use the word ‘bug’ to read the word 'rug’ but not to read “bud’
(which shares the onset-vowel) or ‘cup’ which shares a phoneme. Older
children, it was found, could use ‘beak’ to help them read *‘mean’ and ‘heap’ as
well as ‘peak’. Goswami argues that phonological knowledge and orthographic
knowledge influence each other during development. That 1s, children begin to
analyse orthography with the phonological skills first available to them (onset-
rime skills) and that developing orthographic knowledge then influences

phonological awareness.

However, a number of criticisms have been made of this model of reading
development. Ehri & Robbins (1992) argue that beginning readers need some
decoding skill before they can begin to use analogy. They studied forty-five
decoders and forty-three non decoders. They found that the non-decoders were not
any more successful in reading transfer words than control words, however the
decoders learned significantly more transfer words than control words (p<.01). It is
argued that these decoding skills are needed in order to learn novel words on the

basis of analogy to others.
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The second part of the Goswami & Bryant argument is that rhyme makes a
contribution to reading which is independent of any contribution from phonemic
skills. Bryant, MacLean, Bradley & Crossland (1990) studied sixty four children
with a mean age of 4 years 7 months over a period of two years. The children were
given tests of rhyme and alliteration and were later given tests of phoneme deletion
and tapping. They found that rhyme made an independent contribution to reading
development via phoneme awareness, but also that the rhyme and alliteration measure
accounted for unique variance in reading performance even after phoneme
segmentation was controlled for (7%). These findings lend support both to the
notion that the influence of rhyme is mediated by phoneme awareness and to the
argument that rhyme exerts a direct influence on reading. Bryant et al. argue for a

double influence of rhyme.

The Bryant et al. study has been criticised on a number of grounds. Firstly,
measures of children's reading were not taken at the same time as the phoneme
segmentation measures and therefore it is not clear whether prior phoneme
segmentation ability (which might itself be a product of their reading skill) was
confounded with reading, and whether it was this that turned out to be predictive of
later reading. Similarly, the rhyme and alliteration measure at time two predicts -
performance on the other phonological awareness tasks at time three, which in turn
predicts reading at time three. However, children's progress in reading by time two
was not measured and hence could have been a common factor influencing both sets
of scores. Furthermore, because the tests of phoneme segmentation and rhyme
were not given at the same time it is impossible to say whether phoneme deletion at a
certain age might have been more predictive of reading than was rhyme at the same
age. Finally, the decision to combine rhyme and alliteration into one measure has
been questioned (Rack et al. 1993). Using a composite measure makes 1t hard to
establish that it is rhyme awareness that predicts phoneme awareness and reading. It
would seem that establishing causality from this study is problematic and although it
seems possible that thyme does exert an influence on reading as Bryant et al.

suggest, the exact causal role of rhyme is still uncertain.

Muter, Hulme, Snowling and Taylor (1997) studied the development of
phonological awareness in thirty eight four-year-old children over a two year period.
The children were given four phonological awareness tasks in the nursery, a rhyme
detection task, a rhyme production task, a test of phoneme segmentation and a
phoneme deletion test. These tests were repeated 1n the children's first and second
year at school, along with a sound blending task which required the child to join
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together a string of phonemes provided by the examiner. The results were contrary
to what Goswami and Bryant's theory would predict. It was phoneme segmentation
and not rhyming skill that predicted both reading and spelling at five and six years
old. Children's existing reading vocabulary was also a powerful predictor of their

" reading by the second year at infant school. Muter, Snowling and Taylor (1994) also
looked at the relationship of these skills to use of analogies. They found that the
analogy etfect was strongly correlated with reading performance and that the use of
analogies at six was predicted by concurrent measures of both rhyme and
segmentation, but not by pre-school rhyming skill. It seems quite possible that
children first need some awareness of letter-sound correspondences before they begin

to use analogies (Ehri & Robbins 1992).

In summary, there seems to be evidence of a causal relationship between
phonological processing skills and learning to read. However, this does not rule out
the possibility that some phonological awareness skills are themselves influenced by
learning to read. This notion of reciprocal causality will be referred to again in the
section on models of reading development.

1.2.5. Intervention Studies

A further way to examine the causal nature of the relationship between
phonological awareness and reading is to consider studies which have attempted to
train children’s phonological skills to investigate whether this leads to a subsequent
improvement in reading. If improving phonological skills can be shown to improve
reading then this provides good evidence that a causal relationship exists.

1.2.5.1. Phonological Awareness Training

A large number of studies have shown that phonological training can
improve reading (Fox & Routh, 1976; Bradley & Bryant, 1983; Treiman & Baron,
1983; Cunningham, 1990; Ball & Blanchman, 1991; Lie, 1991; Iversen & Tunmer,
1993; Hatcher, Hulme & Ellis, 1994). Fox & Routh (1976) looked at the effects of
training children to blend phonemes on a paired-associate reading analogue task in
which they trained 40 four-year-old children to associate sounds with letter-like
strings. Half of the children were given training in sound blending. They found that
the training improved their performance in the learning task but only if the children
were already able to segment words. They concluded that phonemic analysis
(segmentation) and synthesis (blending) are both important for children's word attack
skills. However, there are a number of problems with the study. Firstly, the data

9
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was based on non-words rather than words and similar effects would need to be
shown using words. Secondly, the training by segmentation interaction may have
been due to a floor effect for the children who could not segment.

Lie (1991) looked at the effects of phoneme isolation and segmentation
training on the reading and spelling of seven-year-old children. Two hundred and
eight children were observed from the beginning of grade one to the end of grade
two. Three conditions were included in the study: (1) children were taught to attend
to individual phonemes in the initial, medial and final position in words; (2) children
were taught to identify phonemes in a word in the correct sequence and to blend
them; (3) as:a control children looked at pictures and discussed them. The children
received daily sessions of 10-15 minutes for one term. The groups did not differ in
1Q, auditory linguistic ability or letter writing scores at the outset. The sequential
analysis training (group 2) was found to have the most influence on subsequent tests
of reading performance. By the end of Grade One only the sequential group was
significantly different from the control group (p<.05) on tests of reading, they were
still performing better at the end of Grade Two but only marginally (p<.10). A
significant main effect of intelligence was found, (p<.01), and there was a significant
intelligence by group interaction, (p<.05). This suggests that the effect of training
was greatest for the lowest in intelligence. This study again shows the effect of |
phonological awareness training on reading and spelling, the phoneme 1dentification
training and the sequence training had positive effects on spelling, while the phoneme
sequence training seemed to have a shorter term effect on reading. These results are
supportive of a causal relationship between segmentation skalls and learning to read.
However, there are a number of problems with this study. Reading and spelling
ability at the start of the study was not measured and so it is not clear 1f pre-existing
skills may have had an influence. Furthermore, it 1s not certain that the benefits of
the programme are specific to reading because no measure of an unrelated skill was

included.

Lundberg, Frost & Petersen (1988) did include a measure of maths ability
and hence their results are more convincing in showing a specific benefit of
phonological awareness training. Lundberg et al. used a programme of phonological
training (thyme, syllable segmentation, syllable synthesis, phoneme segmentation
and phoneme blending) with 235 kindergarten children over eight months and looked
at the long-term effects on reading and spelling. Half the children received training
and half formed a control group who did not receive any form of intervention. They
found that the experimental group performed significantly better than the control
group on a total combined score of phonological awareness, (p<.0001). In terms of

10
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reading, analysis of variance showed a strong main effect of grade (p<.0001),anda
significant effect of group (p<.05), as well as a significant grade by group interaction
(p<.05). This suggested that the effect of the training was even stronger at Grade 2.
Indeed, there was no significant interaction between the two groups in Grade 1, but

" the experimental group performed significantly better in Grade 2. Improving
phonological awareness skills was shown to have an effect on reading and spelling

but not on maths.

The effects of the training differed for different aspects of phonological
awareness. Although statistically significant, the effects of training on rhyming and
syllable awareness were comparatively modest, whereas the effects of training on
phonemic tasks were much stronger. The experimental group still outperformed the
control group on measures of single word identification and a sentence reading test at
the end of Grade 3 (Lundberg & Hoien 1991). Furthermore, a sub-analysis showed
that pre-school training of phonological awareness had the effect of bringing the
worst readers in the experimental group to the same level as the children who had
received no intervention whereas the poorest readers in the control group fell further
behind. Lundberg and Hoien argue that pre-school training of phonological skills

can prevent reading failure 1n school.

The results are impressive in showing that phonological skills can be
improved, which in turn improves reading, such a pattern suggests a causal
relationship between phonological awareness and reading. However, it must be
noted that the long term difference between the groups was only marginally
significant, particularly given the amount of intervention the children received (Lie
1991; Rack, Snowling & Hulme 1993). One possible criticism of the study is that
the control group did not receive any intervention making it arguable that the
improvements were the results of additional attention per se rather than the content of
the programme. However, the specificity of the effect makes this unlikely.

1.2.5.2. Linking Phonological Awareness to
Reading Instruction

Bradley & Bryant's (1985) study suggests that when phonological training is
integrated with reading and spelling it 1s more effective than when training in
phonological skills is given alone. Sixty-five six-year-old children were selected on
the basis of performance on a sound categorisation task, IQ, sex and age. The

children were split into four groups. One group received sound categorisation
training, teaching children to categorise'words on the basis of their sounds. A
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second group received the same training as the first group but in addition used plastic
letters to manipulate sound patterns in words. A further group got the same amount
of training as the experimental groups but were trained to categorise words based on
conceptual categories rather than sound. The final group received no training at all.

" The children were taught once a week over a two year period. It was found that the
training which used sound categorisation training with letters was the most effective
for improving children's reading. This training raised the children'’s reading ages by
an average of 9 months (p<.05) and the spelling ages by 17 months (p<.01)
compared to the conceptual training. These results were specific to reading and
spelling and the groups did not perform ditferently in maths (p>.05). The most
effective training programme involved children making a connection between sounds
in words and their spelling pattern. These results suggest that combining
phonological training with a phonics based reading approach might be the most
effective.

Cunningham (1990) gave kindergarten and first grade children two forms of
phonological awareness training and examined which was the most effective. The
children received either a 'skill and drill' approach where they were taught to segment
and blend words, or a 'metalevel’ approach where children were taught blending and
segmenting skills but were also taught explicitly how to relate this to their readin g: A
control group listened to stories and answered questions about the stories. The
experimental groups were found to perform significantly better than the control group
on measures of phonological awareness and reading (p<.01). It was found that the
type of instruction given influenced reading performance 1n the first grade, with
children who had received 'metalevel’ training performing at the 70th percentile and
those who had skill and drill training performing at the 52nd percentile. Teaching
children how to apply phonological understanding to reading was found to be highly
beneficial. However, one problem with this study is that because there was no group
receiving just reading instruction, it is possible to argue that it was merely reading
instruction that produced these results.

Hatcher, Hulme, & Ellis (1994) did include such a group in their study. One
hundred and twenty eight six-and seven-year-old poor readers were taught in four
conditions, receiving reading with phonology (R+P) training, reading alone (R), or
phonological training (P) alone. There was also an untaught control group (C). The
children were taught in half-hour sessions over 20 weeks. They found that the R+P
group made the biggest gains in reading as measured by the British Ability Scales test
of single word reading and the Neale Analysis of Reading Ability Test. On this test
of single word reading the R+P group differed from the control group (p<.01) as did
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group R (p<.01) but the group receiving phonological training alone did not differ
from the control group. The R+P group also outperformed the other groups on a test
of text reading, but neither the R nor the P group differed from the control group.
The same pattern was found for nonword reading and spelling. The specificity of the
training was shown by the fact that none of the groups differed on a maths test. The
influence of the training remained, with the pattern of results being the same, 9
months later. It is important to note that the gains made by the R&P group cannot be
attributed to the fact that their phonological awareness skill had improved the most
because their phonological awareness skills had not improved as much as in the P
group. These findings provide very good evidence for the notion that making explicit
links between reading and phonology will result in more progress being made in
reading than training phonological skills in isolation.

In summary, it would seem that there 1s good evidence that giving children
training in phonological skills can improve their reading performance. This 1s
important in establishing a causal relationship between phonological skills and
learning to read, and suggests that phonological skills facilitate reading development.
However, it does not rule out the possibility of a reciprocal relationship such that
learning to read also improves phonological awareness.

1.3. The Nature of Phonological Awareness
Tasks

A number of studies have considered relationships between the phonological
tasks themselves. It could be that the tasks measure a unitary, underlying
phonological skill that is related to reading or that the tasks reflect a number of
separable sub-skills that might influence children's reading development in different
ways, and possibly at different times. This issue has been examined by looking at
the interrelationships between different phonological measures given to the same
children.

Stanovich et al. (1984) gave ten tests of phonological awareness to
kindergarten children and found that the scores on all the tasks were highly
intercorrelated. A principal components analysis was performed and the first
principal component was found to account for 47.8% of the total vanance. The
seven non-rhyming tasks all loaded highly onto this one factor (.70 to .87) and the
two rhyming tasks loaded at .36 and .54. Although this would seem to be clear
evidence for a single unitary skill, ceiling effects on the three rhyme tasks mean that

the results must be interpreted with caution.
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When Wagner & Torgeson (1987) re-analysed the Lundberg et al. (1980)
data they found that a principal components analysis yielded two components
accounting for 53 and 14 percent of the variance. However, the proportion of
" common variance accounted for by the first was high (.86) with all of the measures
except syllable segmentation and rhyme loading highly on it. These two variables
were the only two to load on the second principal component. From this Wagner &
Torgeson argued that the variance can be accounted for by a single latent ability.

However, there is also good evidence that phonological awareness tasks
might be measuring different basic constructs. Yopp (1988) found two factors from
a principal components analysis of ten phonological awareness tasks given to 96
kindergarten children. Phoneme blending, segmentation, phoneme counting and
phoneme isolation all loaded highly on the first factor and phoneme deletion and
word-to-word matching loaded highly on the second factor. Yopp argued that the
two factors could represent different levels of difficulty rather than differences in
skill. The second factor places a much heavier burden on memory and involves two
operations, Yopp argues that the second factor is a compound factor, whilst the first
factor is a simple factor.

Stanovich (1992) similarly argues for a continuum rather than different skills.
Stanovich argues that phonological sensitivity could be viewed as a continuum
ranging from 'shallow' to 'deep’ sensitivity. Deeper levels of phonological
awareness would use more explicit analysis of smaller-sized phonological units
whilst shallower forms would involve larger units. Phonemes, it is argued, require
more explicit guidance because the child is required to ignore the natural unity in
articulation. Hence, rhyme would be regarded as 'shallow' and phoneme deletion as
'deep’ (cf. Hoien, Lundberg, Stanovich & Bjaalid 1995). However, a number of
studies do seem to find more than one factor accounting for variance in performance,
suggesting that separate skills might be involved. Furthermore, some studies show
that particular factors account for unique variance after the other factors have been
accounted for which suggests that they may be tapping a different skill.

Lundberg, Frost & Petersen (1988) demonstrated with confirmatory factor
analysis the separability of a phoneme factor and a syllable factor. Similarly,
Bryant, MacLean, Bradley & Crossland (1990) found that rhyme explained some
unique variance in reading even after phonemic awareness had been controlled for in

a study of 64 four and a half year olds. This suggests that separate abilitics may be
involved. Muter, Hulme, Snowling & Taylor (1997) found some support for this
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hypothesis. Muter et al. looked at the development of phonological awareness of 38
four-year-old children over a two-year period. The results were entered into a
principal component analysis, done separately for each of the three years. The results
pointed to two independent factors, which they referred to as a segmentation factor
and a rhyme factor. Measures of phoneme segmentation, deletion, and blending
loaded highly on the first factor and rhyme detection and production loaded highly on

the second.

Hoien, Lundberg, Stanovich & Bjaalid (1995) looked at a very large sample
of children 1n two studies. In the first study they tested 128 kindergarten children
(aged 7), and in the second they looked at 1509 children of the same age. The results
of their principal component analysis was very similar for both studies, yielding three
factors. In the second study, the first factor had strong loadings from the four
phonemic measures (phoneme counting, phoneme blending, identification of initial
and end phonemes). The second factor had a strong syllable loading (.98) and alone
accounted for 17% of the variance. The third factor is a rhyme factor accounting for
17.1% of the variance. The phoneme factor explains more variance than others
(55%), but the syllable factor (14%) as well as the rhyme factor (14%) still contribute
significantly (all at p<.001). These results support the view that there are different
levels of phonological awareness and it is possible that these correspond to the
different levels of language analysis required by the tasks.

Clearly, it 1s hard to refute the argument that the tests of phonological
awareness are testing different levels of difficulty rather than distinct processes
because it could always be argued that the difficulty of the task in relation to others
accounts for the unique variance. Nevertheless, the evidence does seem to suggest
that different factors or skills may be involved. These skills may develop at different
times and may influence the development of reading in different ways.

1.4. The Development of Phonological
Skills

1.4.1. The Development of Phonological
Awareness

It 1s possible that some tests of phonological awareness are harder than others
because certain phonological skills develop later than others. There seems to be
evidence to suggest that awareness of different sized phonological units develops
sequentially.. Liberman et al. (1974) found that phoneme tasks were possible for
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children over six years old but not for children younger than this. Liberman,
Shankweiler, Fisher & Carter (1974) compared children’s awareness of the syllable
and the phoneme using a counting task. The data show that reaching criterion level in

the syllable counting task was easier than in the phoneme counting at each age level.

Stmilar results were found by Fox & Routh (1975) who found that only
children who could segment words into syllables benefited from phonic blending
training, suggesting that syllable segmentation might need to develop before
phonemic awareness. Furthermore, Yopp (1988) found that a rhyme discrimination
task was easier than phoneme blending, phoneme segmentation, and phoneme

deletion tasks.

- The argument that awareness of phonological units develops in a hierarchy,
that 1s, from the largest to the smallest unit, is supported by the work of Treiman
(1983, 1986). Trenman argues that there is an intermediate level between syllables
and phonemes which 1s the onset and rime level. This refers to the splitting of a
syllable into two parts, an opening and an end section, the onset is the initial
consonant or consonant cluster and the rime is the vowel and succeeding consonants
in the syllable, so for example, a monosyllabic word like ‘string’ 1s split into the
onset 'str' and the rime 'Ing’. Treiman argues that the ability to segment phonemes is
preceded by the ability to segment syllables into onsets and rime. In support of this
1dea Treiman (1985) found that initial consonant clusters appear to be treated as single
units by children. When children were asked to determine which syllable contained a
puppet's favourite sound, e.g. /s/. Some of the favourite syllables contained a
favourite sound which was followed by a vowel sound (/sa/ and/sap/) or by another
consonant (/sme/ and /ski/). The hypothesis was that if the linguistic level of the
shared unit is influential then children should perform better when the shared unit is
an onset than when it 1s part of an onset. In the latter case this would require
segmentation at the phonemic level, which it is hypothesised develops later then
segmentation at the level of the onset. Children more often failed to recognise the
favourite sound 1n syllables like /spa/ than in syllables like /sap/ or /sa/. In the first
case the opening consonant is the whole onset and in the second it is only part of the
onset which 1s the whole cluster. Treiman used these results to argue that children
find it easier to divide words at the onset/rime boundary than at any other point. She
suggests therefore, that onsets and rimes are natural units for young children and that
awareness of these units develops prior to awareness of phonemes. However, this
study 1s open to the objection that syllable initial clusters may simply be difficult for

children to deal with.
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Goswamti and Bryant (1990) argue that the smallest unit available to the
young, pre-literate child are onsets and rimes. They suggest that children start to
learn to read by using these onsets and nimes to form analogies between words.
Goswami (1993) suggests an interactive model of reading development which
" suggests that as reading develops the phonology underpinning it becomes more fine
grained going from onset nme coding to complete phonemic underpinning.
Goswami argues that phonological knowledge and orthographic knowledge influence
each other through development and suggests a number of ways in which this may
happen. It 1s suggested that because some onsets and rimes correspond to single
phonemes, for example, in 'tea’ and 'do’, that even if phonological underpinning is
initially at the onset-rime level then some knowledge about phonemes will be

developing at the same time.

Treiman and Zukowski (1991) used a word pair comparison task to look at
what kinds of phonological units young children found easiest to work with.
Children heard pairs of words and had to decide whether they shared sounds, these
shared sounds could be at the level of the syllable, onset, rime, or single
phoneme,;again a puppet was used. Forty-eight five year olds, fifty-six six year olds
and fifty-four seven year olds were tested. They confirmed that children found the
syllable task easter than the phoneme task. When the data were collapsed across all
the age groups the proportion of correct responses for the shared beginning sound
was 95% for the shared syllable unit, 82% for the onset-rime level unit, and 75% for
the shared phoneme, for the shared end sound the proportions were 95%, 86% and
69% respectively. However, some ceiling effects at first grade level should be noted.

A number of other studies provide evidence for this hierarchical development
hypothesis. For example, Kirtley, Bryant, MacClean, and Bradley (1989) tested
sixty four children in three groups, aged five, six and seven years old. The children
were required to identify which of three CVC words was the odd one out. They
found that children performed worse on tasks where the two common words did not
share the same rime (mop, lead, whip), and on tasks where all three words shared the
same onset (cap, can, cot). They performed best on the six tasks where the common
words shared either the same onset or the same rime. This suggests that children,
even pre-readers are able to use onset-rime divisions in categorising words.
Furthermore, the pre-readers, could categorise words on the basis of a single

phoneme providing this corresponded to the word's onset.

However, a number of criticisms have been made of this model of
phonological development. Tunmer & Rohl (1991) question the notion that there is a

17



CHAPTER ONE

clearly defined stage in phonological development when children are aware of
syllable and onset-rime divisions but are unable to segment these units into
phonemes. They propose a ‘pronunciation strategy' hypothesis whereby children
prior to fully developing phonological awareness rely on monitoring articulatory

* cues. They stress the importance of the child being able to pronounce the segments
in 1solation. The pronunciation strategy hypothesis predicts that children will find
VC syllables easier to segment than CV syllables because children would find it
easier to pronounce the first phonerﬁe of the VC syllable in isolation. However, the
onset-rime hypothesis would predict the opposite because the division of the CV
syllable coincides with the onset-rime division. In Treiman & Baron's (1981) study
children found VC syllables easier to segment than CV syllables (77% and 56%).
Furthermore, Tunmer et al. (1988) found a similar advantage for VC over CV
syllables in a phoneme counting experiment (81.6% and 65.8%). These findings
suggest that the use of onset-rime divisions may depend on the nature of the syllable
to be divided.

Davis (1989) questions not so much the nature of the syllable used as the
nature of the word used in segmentation experiments. He is critical of Treiman's
work because it 1s based on monosyllabic words. He argues that the division made
may be dependent on the fact that monosyllabic words are used, he suggests that
when polysyllabic words are used the division becomes between the initial consonant
and the rest of the word. Therefore, it is possible to argue that when monosyllabic
words are used 1t might just be that the onset-rime division is in fact a kind of
division between the initial consonant and the rest of the word. Carlisle (1991) also
suggests that the nature of the rime may influence performance on the tasks used in
the Treiman experiments. Carlisle points out that the fact that some consonant blends
in Treiman's work have high error rates preceding one vowel, e.g. 'stai' but not
another, e.g. 'ste’, is problematic for Treiman's notion of the onset consistently
being treated as a natural, universal unit of perception by young children. It would
seem that Treiman's notion of the psychological reality of onsets and rimes and their
place in phonological development needs to be questioned.

It 1s not only the distinctiveness of the onset and rime as units of language that
has been questioned. The hierarchical model of development has also been
challenged. Seymour & Evans (1991) presented eighty children in three age groups
(Reception, Year 1 and Year 2) with monosyllabic words and asked them to divide

them into two parts, three parts or as many parts as possible. For example, the target
word ‘ground’ could be divided into ‘gr-ound’, 'gr-ou-nd' or 'g-r-o-u-n-d’. A
variety of other phonological awareness.tasks were also administered. Their results
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did not support the hierarchical model. Children who had not begun to read had
some success 1n a rhyme task but were unable to segment at any level. Furthermore,
they found no evidence of onset/rime competence emerging ahead of other levels of
segmentation. The year one children segmented the word into two parts using
onset/rime divisions for only 7.5% of responses in which the children managed to
segment 1nto two parts (26% of responses were 'correct’ in terms of being divided
into two parts). However, the poor performance overall must be noted. Contrary to
the hierarchical model they found that when given instructions that emphasise letter-
sound associations, phonemic competence emerges ahead of intermediate onset/rime
competence. The year two children showed a strong preterence for phonemic
segmentation with 80% correct responses for phonemic segmentation, 70% for two
part responses and 68% for three part responses. With these older, literate children
this 1s possibly because the children were segmenting the words with reference to
orthographic codes formulated in terms of letter sequences, indeed Seymour & Evans
place great emphasis on the importance of the method of instruction in influencing the
results. Nevertheless, the pattern of errors produced also questions the s'uperiority of
the onset/rnime division. Responses using an onset/rime division were hardly ever
given 1n the tasks requiring segmentation into three parts or into as many parts as
possible. Furthermore, in line with the comments made by Davis (1989) and Carlisle
(1991) it was shown that the type and complexity of the word was an important '
factor with error rates being higher for complex items (containing consonant clusters)

than simple targets.

Duncan, Seymour and Hill (1997) provide further evidence which questions
the emphasis some have placed on the role of large units of phonology, such as
onset and rime units, in reading acquisition. In a series of experiments following 60
children from the nursery to the reception class they demonstrate that phonemic
awareness rather than an awareness of onsets and rimes underpins early reading
development. Duncan et al. examined two groups of children, those who had good
pre-school rhyming skills and those who had less good rhyming skills. The
children were tested on a number of tasks in their reception year. A nonword
reading task was administered in which the nonwords were based on real words.
The nonwords were derived either from the onset + rime, from the body + rime,
from the body + coda or from the onset + peak + coda of the real words. It was
predicted that if children use large units in their early reading an advantage would be
seen for nonwords which shared nme units with real words. However, this was
not found to be the case, no advantage for nonwords which shared rime units with
the real words was found. In a second experiment the children were asked to

identify which spelling pattern in a word made the sound the experimenter gave
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them. It was found that children were most accurate at identifying the smaller
spelling units, spelling patterns which corresponded to rime units were not well
identified, even by the group of children with good rhyming skills. It would seem
therefore that children may not have a tendency to rely on large units of phonology

in their early reading as earlier assumed.

In summary, it would appear that although there is good evidence that
children find some phonological awareness tasks easier than others and that this is in
some way related to their age and Ievel of literacy development, the notion of a rigid
hierarchical model of development needs to be questioned. It is possible that these
somewhat contradictory results could be explained by the different tasks used in
different studies which place differential cognitive demands as well as differential
linguistic demands on children. Furthermore, the role of instruction is also
important. It does seem probable that phonemic awareness 1s likely to develop with
Increasing literacy instruction which focuses children's attention on letter-sound
correspondences. Seymour and Evans suggest that their results were influenced by
the method of literacy instruction that the children received. Although the notion of a
rigid model of hierarchical development of phonological awareness skills must be
questioned, 1t would appear that a general trend exists for children being able to
manipulate increasingly smaller units of phonology with age, with an awareness of
syllables emerging before an awareness of phonemes. However, it is important to
note that although performance in phonological awareness tasks follows this pattern,
children appear to rely on phonemic awareness rather than an awareness of larger

units of phonology in their early reading development.

1.4.2. The Development of Phonological
Representations

Phonological awareness refers to the ability to consciously reflect upon
speech sounds. However, it is clear that children use these speech sounds implicitly
in speech production and perception. It has been suggested that developmental trends
in phonological awareness may reflect changes in the nature of children’s
representations of speech. The development of children’s phonological
representations is considered in this section.

There 1s some evidence that very young infants are able to discriminate speech
contrasts in a categorical, adult-like manner (Aslin, Pisoni & Jusczyk, 1983, Werker,
1991). Eimas, Siqueland, Jusczyk & Vigorito (1971) demonstrated that infants
between the ages of one to four months are sensitive to changes in synthetic speech
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stimuli, for example, the difference in voicing between the stimuli /pa/ and /ba/. This
was shown by the infants’ sucking patterns, a change in stimuli that crossed the
boundary between b and p produced a marked increase in sucking rate, a change
which did not cross this boundary did not produce an increase in sucking rates. This
finding suggests that very young infants are sensitive to the same phonetic
distinctions as adults. Although these infant perception studies would seem to
suggest that children may represent phonology in the same way as adults from the
outset, the studies are limited in a number of ways. It is likely that the infants in
these studies show an ability to distinguish acoustic patterns rather than an ability to
respond to the sounds as phonological units. Studdert-Kennedy (1991) suggests that
these psychophysical studies show that infants are able to categorise certain acoustic
patterns which occur in speech. These studies, therefore, may not provide
convincing evidence that children represent speech 1n the same way as adults but
merely suggest an ability to distinguish between acoustic pattemns.

There is considerable evidence that young children’s 1nitial words are
represented not as sequences of independent phonemes but as holistic patterns, on the
basis of overall acoustic or articulatory form. It has been suggested that throughout
development these representations become increasingly fine grained and segmental to
become adult like. It is proposed that this restructuring process is driven by the .
child’s expanding vocabulary. When the lexicon includes only a few words not
many different articulatory routines are needed, therefore allowing holistic
representation. However, as the number and complexity of items 1n the child’s
lexicon increases so too does the need to discriminate between increasing numbers of
similar sounding lexical alternatives, therefore representations are forced to become
increasingly segmental. As Nittrouer, Studdert-Kennedy & McGowan (1989)

suggest:

“As the number and diversity of words in the child’s lexicon increase, words with
similar acoustic and articulatory patterns begin to cluster. From these clusters there
ultimately precipitate the coherent units of sound and gesture that we know as

phonetic segments.” (p. 131)

The evidence for suggesting that children do not represent words
phonemically or segmentally, as adults do, is considered below. Firstly, there 1s
evidence from the early speech productions of young children that words are
represented holistically. Ferguson & Farewell (1985) examined the productions of
young children and observed that there was considerable variability between words
such that phonetic segments pronounced correctly 1n one word were not pronounced

correctly in another word. It is suggested that words, at this stage, are not made up
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of segments comparable across words but that each word would seem to be made up
of a unique articulatory routine. Although some of this vanability may be due to
motoric limitations, it is likely that it 1s largely due to the way in which words are

represented at this stage.

Nittrouer, Studdert-Kennedy & McGowan (1987) investigated the acoustic
structure of syllables produced by children aged 3, 4, 5 and 7 years old, and adults.
The production of the fricatives /s/ and /sh/ before two different vowels, /I/ and /u/
was examined. Coarticulation is the overlapping of movements in the production of
neighbouring phonetic segments. It was hypothesised that if children relied more on
holistic representations of the syllables they would tend to produce the syllables as
undifferentiated wholes and show greater effects of coarticulation. Two
developmental trends were noted; firstly, the extent to which subjects differentiated
between /s/ and /sh/ increased with age; secondly, the extent to which these fricatives
were coarticulated with the vowels which followed them decreased with age, younger
children showed more coarticulation than older children and adults. Nittrouer et al.
argue that this strong fricative-vowel coarticulation observed 1n young children is due
to a greater overlap between their consonant and vowel lingual gestures and that this
in turn, is the result of phonological infoimation being represented in a holistic

mManncrt.

Nittrouer & Studdert-Kennedy (1987) also showed that young children were
more sensitive to coarticulatory effects than older children and adults in their speech
perception as well as speech production. Adults and children aged 3, 4, 5 and 7 were
asked to identify either /sh/ or /s/ from synthetic speech. Again it was reasoned that if
children were relying on holistic representations of the syllables they would tend to
perceive the syllables as undifferentiated wholes and again show greater effects of
coarticulation. This effect of coarticulation was observed with the younger children.
Young children’s identification of the initial fricative was found to be more influenced
by the syllable information given by the vowel segment that followed 1t; adults and
older children were found to be more influenced by the frequency of the fricative.

The effect of coarticulation decreased with age, providing support for the hypothesis
that phonological representations become increasingly fine grained with age.

The speech perception skills of children were also examined by Walley
(1988) in a gating task. Five-year-old children and adults listened to words to which
white noise had been added or which replaced fricative and nonfricative segments In
all positions of the word. Subjects were asked to rate how ‘noisy’ the stimuli were.

It was found that adults rated the stimuli-as ‘noisier’ when the noise replaced an initial

22



CHAPTER ONE

segment. Children also gave high ratings to words with noise added or replacing
fricatives, however, they did not appear to accord a special status to the initial
segment. It was argued that children use information distributed across the whole
word in distinguishing speech sounds, suggesting they do not employ segmental

' representations during lexical access.

Treiman & Breaux (1982) examined children’s speech categorisation 1n a
paired-associate learning task. Four-'year-old children were taught spoken nonsense
syllables as the names of animals. The performance of the 4 year olds was compared
with that of adults. It was found that in the initial learning phase children were more
likely to confuse globally similar labels (e.g. bis for diyz) than adults. Adults were
more sensitive to phoneme similarities and tended to confuse items sharing a common
phoneme (e.g. bis for boon). Again, this suggest that the children’s representations

were based on holistic acoustic patterns.

It would seem that there is good evidence to suggest that children’s initial
phonological representations are holistic and become increasingly phonemic with
development. It was suggested above that this restructuring process 1s driven by
vocabulary growth, particularly during the vocabulary growth spurt around the age of
two, in which large numbers of new items are added to the child’s lexicon. Luce, -
Pisoni and Goldinger (1990) suggested a Neighbourhood Activation Model (NAM)
of adult speech perception which provides a useful framework within which to
consider this restructuring process. Luce argued that all words have
‘neighbourhoods’. A ‘neighbour’ is defined as a word that can be transformed into
the target word by the addition, substitution or deletion of one phoneme. Some
words have more neighbours, or denser neighbourhoods, than others. Luce argued
that the speed and accuracy of speech perception is strongly dependent on the word’s
neighbourhood structure. This model of adult perception is clearly dependent on
segmental representations. However, it provides a useful framework within which
to examine a possible developmental restructuring process. Charles-Luce & Luce
(1990) statistically investigated the words in the lexicon of 5-and 7-year-old children
and compared them with adult lexicons. They found that the lexicons of the children
had fewer neighbours than the words 1n the adult lexicon. It 1s suggested that as a
result of this children are able to employ global recognition strategies because the
words in the child’s lexicon are more discriminable than those in the adult lexicon.

Walley (1993) suggests that not all lexical items will be restructured
concurrently, it is likely that some words will be restructured segmentally before
others. There are a number of possible factors which might influence this process.
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For example, the study of Charles-Luce and Luce would suggest that words with
more neighbours would be more likely to be restructured than words with few
neighbours. Metsala (1997a) found that 7-and 9-year-old children required more
bottom up mnput from word onset to recognise words with few neighbours in
children’s lexicons than did 11-year-old children and adults. However, for
frequently heard words with many neighbours the pattern differed, young children’s
recognition was based on the same amount of bottom up input as for the older
children. Furthermore, for these wc')rds children displayed a similar amount of

segmental processing.

Familiarity has been shown to influence children’s speech perception.
Barton (1976, 1980) investigated the ability of children between the ages of 27-35
months to discriminate between minimal pairs of words, e.g. lock/log; clown/crown.
He found that the children were much more likely to succeed in this task with words
they knew well than with words they did not know. Walley and Metsala (1990,
1992) in a task which required 5 and 8 year olds to detect speech errors, found that
their sensitivity to the mispronunciations was substantially influenced by age of
acquisition estimates. Again this would seem to suggest that the familiarity of stimuli
influences children’s ability to recognise spoken words.

While there has been considerable acceptance of this general developmental
trend from holistic representation of speech to gradually refined segmental
representation, some have questioned the continuation of this process into early
childhood. Gerken, Murphey & Aslin (1995) have argued that much of the evidence
showing differences between adults and children may be based on task difficulty,
rather than on differing lexical representations. Further, from the above findings on
the influence of familiarity on speech recognition, it would seem reasonable to
suggest that the type of words used in experiments might affect the fi'ndings of
studies. For example, it may be that studies of phonemic contrast acquisition using
nonsense syllables as stimuli may underestimate children’s ability to discriminate

words.

Gerken et al. argue that at least some of the differences observed between
children and adults may reflect developmental changes in general cognitive abilities
demanded by the task rather than changes in the representation of spoken words per
se. They argue that many of the tasks used in the studies described above may be
demonstrating developmental differences in memory or attention or metalinguistic
skills. They asked 3 and 4 year old children to distinguish an invariant target word,
little , from phonetically similar nonword foils and aimed to show which phonetic
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properties of a foil would make it more or less confusable with the target, and
whether these properties differed for children and adults. The foils changed either the
onset or the vowel or the coda of the word, e.g. /nltl/, Etl/ or /ligl/. It was argued
that this task placed less cognitive demands on the younger children because they

' were only required to remember a single word throughout. It was shown that
children were more likely to mistake /nltl/ for little than the other foils, as this foil
differed from the target word in only one feature they suggest that children may

represent spoken words in terms of features in the same way as adults do.

Gerken et al. also attempted to assess whether foils which differed in more
than a single segment were more confusable than foils which included the same
aggregate of featural change to a single segment. In this experiment the target word
was [ick; the foils which differed by two features on one segment were_gik and lif;
the foils which differed by one feature on each of the two segments were zig and zek.
It was found that children made more target responses to foils that differed from the
target by 2 features on a single segment than they did to foils that differed by one
feature on each of two segments. This suggests that children may represent phonetic
features and associate these phonetic features with segmental positions in the word.
However, it should be noted that the difference between responses to lif and to zig
were not statistically significant, although the trend was for more responses to lif than
to zig. Therefore, conclusions from this study remain tentative. However, the
Gerken et al. study does raise the possibility that children may begin to represent
words segmentally earlier than previously thought. In summary, although there is a
clear trend in development for children to represent speech in an increasingly
segmental fashion, it is possible that some tasks may underestimate children’s ability
to represent speech segmentally as a result of being too cognitively demanding.

1.4.3. The Relationship between Phonological
Awareness and Phonological Development

It has been argued by some that the role of conscious awareness of
phonology in learning to read may have been over-emphasised (Hulme & Snowling,
1992). It is suggested that it is not the explicit awareness of phonology which is
important in reading development, but the quality of the underlying phonological
representations themselves. According to this view phonological awareness tasks tap
the phonological representations children are able to use implicitly in their reading
development. There is some evidence to support this position.
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Cossu, Rossini, & Marshall (1993) studied the reading development of
children with Down’s Syndrome. They found that due to the cognitive limitations of
these children they were unable to perform phonological awareness tasks, however,
they were still able to learn to read. Such findings suggest that metacognitive

" awareness of phonology may not be the most important factor in determining reading

SUCCCSS.

There is also evidence that the phonological problems of poor readers may
involve more than problems purely of phonological awareness. Poor readers appear
to have problems with short-term memory (McDougall, Hulme, Ellis & Monk,
1994), with naming, that is, in accurately producing the name of an item (Katz, 1986;
Snowling, Wagtendonk & Stafford, 1988 ) and with nonword repetition (Snowling,
Chiat & Hulme, 1991). The diverse range of phonological deficits suggests that
dyslexics may experience more fundamental problems with phonology than purely
metacognitive phonological awareness. The relationship between reading and

memory skills 1s reviewed 1n detail in Section 1.5.3.

Snowling, Wagtendonk & Stafford (1988) considered the naming deficits of
dyslexic children and argued that their difficulties stemmed from “faulty or
impoverished (phonological) representations” (p.80). Hulme & Snowling (1992)'in
discussing a case study of JM, a dyslexic boy, conclude that his difficulties in word
and nonword repetition are not the result of an 1nability to consciously reflect upon
phonology but of inaccuracies in the phonological representations themselves.
Fowler (1991) proposes a ‘segmentation hypothesis’ and Metsala & Stanovich
(1995) a ‘lexical restructuring hypothesis’ suggesting that the phonological deficits
seen in dyslexia can be considered in terms of them having more holistic and less
segmental phonological representations, like those of younger, normally developing
children, as discussed in Section 1.4.2. Elbro, Nielsen & Petersen (1994) frame it
in terms of a distinctness hypothesis, arguing that children who become dyslexic
have poorer access to the most distinct variants of spoken words than other children.

Swan & Goswami (1997) attempted to examine the hypothesis that the
phonological awareness skills of dyslexic children depend on the accuracy of the
underlying phonological representations. They did this by comparing the dyslexics’
performance on phonological awareness tasks with words they could correctly name
(indicating a complete phonological representation) and words they named incorrectly
(indicating an incomplete representation). They found that differences between
dyslexics and controls on phonological awareness tasks involving syllables, onsets
and rnmes disappeared once representational adequacy was taken into account.
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However, differences continued to be found for tasks at the phonemic level. Those
words which did have accurate phonological representations (as measured by the
naming task) did not appear to be sufficiently developed to support a phonemic level
of analysis. Like Fowler’s (1991) segmentation hypothesis they propose a delayed
‘phonological organisation hypothesis. One possible problem with this study is in the
use of naming; this may be a rather insensitive index of the accuracy of the
phonological representation underlying the word, it may be that a more sensitive
measure would have also accounted for the dyslexic’s performance on the phonemic

tasks.

In summary there appears to be some evidence to suggest that it is not
phonological awareness per se which is important for reading development but the
quality or integrity of the underlying phonological representations themselves.
Furthermore, 1t has been suggested that the incomplete or “fuzzy’ phonological
representations of poor readers may be the cause of their reading difficulties.
However, evidence for how these phonological representations are accessed and used
by beginning readers, and how this relates to performance in phonological awareness

tasks, is at present scant.

1.S. Other Measures of Phonological
Skill

If a distinction is made between the conscious awareness of phonological
representations and the underlying phonological representations themselves is it
possible to tap this phonological information in tasks that do no require explicit
awareness of phonology 7 One suggestion 1s that verbal short-term memory and
speech rate tasks tap these underlying phonological representations and so provide an
alternative measurement of the quality of phonological representations to
phonological awareness tasks. Such tasks often require the use of phonological
information but do not demand explicit awareness of it. This section reviews the
evidence which suggests a link between performance on these tasks and reading

development.

1.5.1. The Relationship between Memory and
Speech Processes

There is good evidence that verbal short-term memory skills are related to
language processes and to the mechanisms responsible for speech. Given what we
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know about the relationship between these mechanisms and reading it 1S not
surprising that short-term memory skills are related to reading skills.

Verbal short-term memory i1s frequently discussed in terms of the working

* memory model (Baddeley & Hitch 1974) and 1n particular in terms of an articulatory
loop. The articulatory loop is a limited capacity system which relies on subvocal
rehearsal to refresh decaying traces. There is good evidence to suggest that the
articulatory loop makes use of a speéch-based code. Baddeley, Thomson and
Buchanan (1975) found that the number of words that could be remembered was
related to the length of the to-be-remembered 1tems: memory span was found to be
larger for short words than for long words. Differences in between items and
subjects articulation rate strongly predicted variations in memory span. This finding
was interpreted in terms of subvocal rehearsal: memory span is directly related to the
rate at which items can be rehearsed before the trace decays to a point at which it 1s
irretrievable. A second piece of evidence suggesting the use of speech coding in
short-term memory is the phonemic confusability effect. That 1s, phonemically
confusable items are less well remembered than non-confusable items (Conrad

1964).

Although there is good evidence that the articulatory loop relies on a time -
dependent, speech-based code it 1s also clear that other factors have an influence on
short-term memory. Hulme, Maughan & Brown (1991) argued that long-term
memory representations of the phonological forms of items are important in
supporting the retrieval of partially decayed words held 1n a rehearsal loop. It was
found that memory span for words was greater than memory span for nonwords,
which have no representation in long term memory. This suggests that short-term
memory is also dependent on the operation of long-term memory mechanisms, with
representations of the phonological forms of spoken words being used to support the
recall of degraded traces in short-term memory (Hulme et al., 1997)

1.5.2. The Development of Verbal Short-Term
Memory

A number of studies have suggested that increases in memory span with age
are related to the developmental increases in the rate at which children can articulate
words (Hitch & Halliday 1983, Hulme, Thomson, Muir & Lawrence 1934, Hulme
& Tordoff 1989). One possible explanation is that changes in speech rate lead to
faster rehearsal rate and thereby memory span increases with age. However, a

number of studies question this mechanism. .
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Firstly, as mentioned above, i1t has been shown that factors other than
articulation rate are involved in short-termm memory. Henry and Millar (1991) tested
the memory span of 5 and 7 year olds for words, controlling for the children's
" articulatory rate. Differences in memory span were still found suggesting that other
processes must contribute to the development of short-term memory. Roodenrys,
Hulme and Brown (1993) compared the memory span of children aged 5-6 with
children aged 9-11 for words and nén\vords of differing length. Their results
revealed significant main effects of item length and item type for both age groups.
When speech rate was controlled, significant effects of item type and age were found
but no interaction was found. This suggests, therefore, that the differences in recall
between subjects of different ages and between the item of different types cannot be
attributed to differences in speech rate alone.

Further studies suggest that it is not so much the covert speech processes in
rehearsal that are important in predicting memory span but the overt speech output
processes 1nvolved in recall. Henry (1991) gave 5-year-old children a probed recall
task which did not require full verbal output. When full verbal recall was eliminated
the word length effect and the phonemic similarity eftects did not occur. This
suggests that both of these effects may stem from the process of saying a list of items
aloud rather than from rehearsal in the case of the word length effect or confusion at

input in the case of the similarity effect.

Cowan (1992) investigated the influence on output processes further and
found that it was the interword pause durations in recall that correlated with span
rather than the mean word durations themselves. It was suggested that the decaying
traces of words are reactivated during these interword pauses at recall. The pauses,
however, are too short to allow for covert rehearsal and therefore another mechanism
of reactivation must be involved. It would seem, theretore, that speech rate does not
affect recall simply because it affects the rate at which rehearsal can take place but

also by placing constraints on the speed of recall.

1.5.3. The Relationship between Short-Term
Memory and Reading

There is some evidence that performance in reading is linked to short-term
memory span, and in particular to verbal short-term memory. A number of studies
have shown that poor readers typically perform badly on tests of verbal short-term
memory (Jorm 1983, Brady, Shankweiler & Mann 1983, Brady, Mann & Schmidt
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1987). Furthermore, the relationship between reading and memory has been shown
to be limited to memory for verbal rather than visual material. Liberman, Mann,
Shankweiler and Werfelman (1982) presented 8-year-old good and poor readers with
a series of 1tems and asked them to indicate whether or not the item had been

* presented previously. The stimuli consisted of either nonsense syllables, unfamiliar
faces, or nonsense line drawings. They found that differences in memory between

the two groups were restricted to performance with the linguistic stimuli.

Although a relationship between verbal short-term memory and reading has
been established, the nature and causal status of this relationship are less clear.
Reading and memory could be linked in a number of ditferent possible ways. Itis
possible that differences in short-term memory between good and poor readers may
reflect differences in the encoding of information, 1n particular in the encoding of
phonological information. It may also be the case that short-term memory is linked to
reading through processes such as the learning of letter-sound correspondences or the
process of phonic blending. That is, good short-term memory facilitates these
processes and as a result leads to good reading. Finally, short-term memory may be
involved in comprehension. Alternatively good reading skills and good verbal short-
term memory may both be signs of well developed phonological skills, but there may
be no direct link between short-term memory skills and the process of learning to -

read.

One way in which reading and short-term memory may be related is in the
encoding of phonological information. It has been suggested that poor readers
encode phonological information differently from good readers. Shankweiler,
Liberman, Mark, Fowler & Fischer (1979) and Mann, Liberman and Shankweliler
(1980) found evidence that the phonetic confusability effect is stronger in poor
readers than in good readers, that is, good readers were more severely affected by
item confusability than poor readers. As suggested in the previous section the
phonetic confusability eftect 1s said to reflect the contribution of the phonological
storage component of the phonological loop. Shankweiler et al. (1979) and Mann et
al. (1980) have used the evidence of stronger confusability effects in poor readers to
argue that poor readers have problems with phonological coding in short-term

memory.

However, the pattern of results in these studies appear to reflect a range
effect: the poor readers performed worse overall in the memory task than the good
readers and low levels of performance on the task appear to be responsible for
decreases in the phonemic confusability effect. Johnston (1982) compared the
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memory span for lists of confusable items in groups of 9-, 12-and 14-year old
dyslexic children. Performance was compared with chronological age matched
controls and reading age matched controls. Although differences in span were found
between the dyslexic children and their chronological age matched controls there was
' no difference in performance between the dyslexic groups and the reading age
controls. No differences were found between the groups in terms of confusability

effects.

Johnston, Rugg and Scott (1987) argued that some differences in
confusability effects between good and poor readers found in the studies described
above could result from the fact that the good and poor readers are asked to recall lists
of the same length. It is possible that effects are found because the lists employed are
more demanding for the poor readers than for the good readers. They found that
when levels of task difficulty were controlled for differences in confusability effects
between the groups were abolished. The poor readers were influenced by phonetic
confusability as much as the normal readers suggesting that they are using speech
coding in short-term memory in much the same way as the normal readers, although

with less efficiency.

1.5.4. The Nature of the Causal Relationship
between Memory Skills and Reading

A number of longitudinal studies have attempted to establish the nature of the
causal relationship between short-term memory and reading. Jorm, Share, MacLean
and Matthews (1984) gave a large group of five year olds a sentence memory task
when they first started school and then tested them on memory and reading tests at
age seven. They found memory scores at age five correlated strongly with later
reading scores when the effects of age and IQ are controlled for. This finding
suggests that short-term memory problems may 1n some sense contribute to reading
problems rather than the other way round. However, it should be noted that the
measure of short-term memory used in this study was a sentence memory task which
1s not a typical short-term memory task. Itis possible that different processes may be
involved in remembering sentences as opposed to single words and skills other than
verbal short-term memory may also be important.

Mann & Liberman (1984) tested 62 children at the end of their kindergarten
year at age 6 and then retested them a year later. It was found that verbal memory

performance predicted reading one year later, again suggesting a causal relationship.
However, the fact that no measure of general intelligence was taken into account
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means that the possibility that the poor readers also had poorer general intellectual

abilities cannot be ruled out.

Gathercole and Baddeley (1993) tested 150 4-year-old children within 6
weeks of school entry on reading, vocabulary, general intelligence and verbal short-
term memory. The children were then retested at ages 5, 6 and 8 years old. A
nonword repetition task was used as the measure of phonological memory. There
were 70 eight-year-old children who had been unable to read at age 4. Their
nonword repetition scores at age 4 were significant predictors of reading performance
4 years later controlling for age, IQ and vocabulary knowledge. Three reading tests
were given, a test of reading comprehension, a single word reading test and a reading
test in which the child was given a sentence with a missing word and was asked to
choose which of a number of words was the correct word. Age four memory scores
only significantly predicted performance in the missing word reading test. They
argue that this test involves a greater element of phonological recoding than the single
word reading test and the Neale, which they argue may largely test sight vocabulary.

When performance on this missing word reading test was used as the reading
measure, cross-lagged correlations between repetition at age 6 and later reading were
significant, whereas there was no significant relationship between the memory -
measure and later single word reading. When single word reading was used as the
measure of reading the correlation between age 5 nonword repetition and age 6
reading was .52, the converse relationship between age 5 reading and age 6 nonword
repetition was .39. However, the difference between these two correlations was not
significant which suggests a reciprocal relationship between the two abilities. It

would seem that short-term memory skills play some causal role in reading or at least
that a reciprocal relationship exits between the two abilities. However, as mentioned

above the statistical method of cross-lagged correlations has been severely criticised
(Rogosa, 1980). Gathercole and Baddeley argue for a causal link between memory
and reading and suggest that deficits in phonological memory are the cause of
language impairments. They suggest that memory 1s important in terms of both the
learning of basic letter-sound correspondences and 1n providing a storage of the

sound segments of words when decoding them.

It should be noted, however, that there are a number of problems with using
nonword repetition as a measure of phonological memory. It has been argued that
repetition is a complex task which involves a number of different processes in
addition to phonological memory (Snowling, Chiat and Hulme 1991). Repetition

involves processes of phonological segmentation and assembly of articulatory
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instructions as well as phonological memory. As a measure, therefore, it taps the
child’s existing knowledge of phonology used in processing words in speech, for

example a child’s understanding of the prosodic nature of language. Therefore, it
cannot be said to be a measure of memory independent from phonological

* processing. Snowling, Chiat and Hulme (1991) argue, therefore, that the causal
direction is reversed and that impaired phonological skills result in poor repetition

skills rather than the other way around.

It 1s possible to argue that both poor short-term memory and poor reading are
the result of the same underlying language problems. Wagner, Torgeson, Laughon,
Simmons and Rashotte (1993) provide some evidence for interrelationships between
memory and phonological awareness tasks. A large number of phonological
awareness measures, short-term memory measures and naming tasks were given to
kindergarten and second grade children. Confirmatory factor analysis revealed four
correlated phonological ability factors for the kindergarten children, labelled
Analysis/Working Memory (with loadings from short-term memory measures and
phoneme deletion), Synthesis (measures of blending), Isolated Naming (naming
isolated digits and letters) and Serial Naming (naming series of letters and digits).
For the second grade children the results were very similar but the Analysis/Working
Memory factor was now differentiated into two separate, highly correlated factors.
The phonological factors were independent of general ability and predicted reading
performance. Wagner et al. (1993) argued that the phonological awareness tasks and
the memory tasks both tap the quality of the underlying phonological representations
and 1t 1s these which affect children's reading development.

McDougall, Hulme, Ellis and Monk (1994) looked at the relationship between
speech rate, memory span and reading. They tested 69 children between the ages of
7- and 10-years-old on memory span for words and nonwords of different lengths,
speech rate and a measure of single word reading. There was a significant
relationship between memory span and reading skill. However, the differences in
memory span between good and poor readers were explained in terms of the
differences in speech rate. When reading ability was predicted memory span did not
account for any significant variance in reading once speech rate had been accounted
for, although a measure of phoneme deletion still did. This finding provides support
for the 1dea that short-term memory and reading are related because they both reflect
some kind of underlying phonological skill. The finding that speech rate i1s a more
powerful predictor of individual differences in reading suggests that short-term
memory may only be related to reading to the extent to which it taps individual
differences in speech rate. McDougall et al. suggest that speech rate provides a
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measure of the speed and etficiency with which the phonological representations the
child knows can be activated. The impaired memory span of poor readers could, it is
argued, result from a slow rate of processing information in short-term memory as
measured by speech rate. This finding challenges the notion of a causal relationship

* between short-term memory and reading by suggesting that short-term memory
problems are merely an index of other phonological deficits, and it 1s these deficits
that explain both memory and reading problems.

1.5.5. Summary

The argument that short-term memory tasks tap underlying phonological
representations 1s an important one and it appears that there may be no direct link
between short-term memory problems and reading difficulties. Rather deficits in
short-term memory tasks and deficits in phonological awareness tasks both might be
interpreted as signs of an underlying deficit in phonological representations which in

turn cause reading problems.

1.6. Models of Reading Development
1.6.1. The Function of Models of Reading
Development

A model of reading development may operate on a number of different levels.
A theory of reading development might describe the knowledge and skills that are
acquired, and their order of acquisition. Such models can be helpful but are
sometimes limited because they can become descriptions of behaviour offering little
explanation of the mechanisms which give rise to the behaviour. Other models, in
particular computational models, attempt to explain the underlying psychological
mechanisms through the use of simulation. Such models have great potential to
enhance our understanding of reading development, however, there are also

problems with this approach.

1.6.2. Stage Models of Reading Development

Stage models attempt to describe reading behaviour at a number of points in
development and to specify the order in which skills are acquired. Marsh et al.
(1981) suggested four stages of reading development. In stage one, learning
involves rote learning and ‘linguistic guessing’, when children in this stage face an

unknown word they may attempt a guess using the linguistic context but will not use
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the phonological features of the word. Stage two is referred to as ‘discrimination net
guessing’ and in this stage children will begin to use the visual features of an
unknown word. By stage three, ‘sequential decoding’, children begin simple
decoding of CVC words. This is further developed in stage four, hierarchical
decoding, in which the child makes use of more complex decoding skills and begins
to use analogy as a strategy. Marsh et al. argued that it was the growth in the child’s
sight vocabulary which leads the child_to move Into sequential decoding. However,
this has been questioned by work which suggests that any growth spurt in the child’s
reading vocabulary does not occur until after the development of phonic skills (David
& Williams 1974).

Frith (1985) devised a model of reading development based on Marsh’s
model. Frith’s model included only three stages. Frith combines Marsh’s first two
stages into one stage. This first stage 1s referred to as the logographic stage during
which the child relies on instant recognition of words based on salient visual features.
If a child in this phase does not know a word he or she will often refuse to respond
although they may make some response based on the available context. The second
stage 1n Frith’s model is the alphabetic phase in which the child begins decoding
grapheme by grapheme: letter order and phonology become crucial at this stage. The
third and final stage of reading development is the orthographic stage in which there
1s an instant analysis of words into orthographic units without phonological
conversion. Frith suggests that all these strategies remain available to the child at a
later stage but that once the orthographic strategy has been established the previous
strategies may be less accessible. Frith argues that a breakthrough to a new stage of
development comes with the merging of the old and new strategy. The force for
development is thought to emerge from the asynchrony between reading and writing
development. Reading and writing are assumed to proceed out of step, the sequential
nature of writing is said to force the change from the logographic to the alphabetic
stage. The sequential processing involved in writing, it 1s suggested, gives the child
an opportunity to detect and later use grapheme-phoneme correspondences as a

strategy in reading.

There 1s some empirical evidence to support Frith’s model. Seymour and
Elder (1986) followed a class of five year olds through their first year at school and
reported that almost all the children 1n their first year at school were logographic
readers. Although at the end of this year they were able to recognise between 30 and
a 100 words plus they were largely unable to read unfamiliar words and in attempting
to do so little evidence of sounding out was found. Furthermore, reaction times were
influenced by word length and errors were-often words that were visually similar to
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the target word. There is also some evidence for Frith’s claim of a dissociation
between reading and writing. Bradley and Bryant (1979) and Bryant and Bradley
(1980) tound children who, due to their limited logographic reading, could read
words that they could not spell.

However, there are a number of problems with these stage models. Firstly,
both the Marsh et al. and the Frith model suggest that children rely on rote memory
and visual strategies when they first start to learn to read. However, there is evidence
to suggest that children are using phonology from the very early stages of learning to
read. This evidence is reviewed below. The stage models described above are based
on “dual-route’ theories of adult reading which suggest that words can be read by
using one of two distinct mechanisms: a lexical route enables the recognition of a
word directly from its orthographic form, and a second route enables pronunciation
through the use of grapheme-phoneme correspondences. The first lexicon is
established in the logographic phase whereby a system is developing which enables
recognition on the basis of visual features. However, this notion of distinct visual
and phonological routes has been questioned, as discussed in Section 1.6.4.

The assumption of a necessary and ‘natural’ logographic stage of reading
development is called into question by a study of German speaking children. |
Wimmer and Hummer (1990) found that, in contrast to English speaking studies,
German speaking children at the beginning stages of reading rely on alphabetic
strategies and not logographic strategies. Fifty-six Austrian children with an average
age of 7 were studied. Twenty-eight of these children were 'delayed’ readers and
twenty-eight were 'normal’ readers. The children were given a variety of
phonological awareness tasks. It was argued that if these children relied on
logographic strategies, then given brief exposure to familiar words, they should find
it easier to identify these words but not non-words. Indeed, a difference was found
between the words and nonwords. However, they argue that such a difference
results from a combination of incomplete reading followed by word guessing. The
children's errors did not reflect responding to visually similar nonwords.
Furthermore, a high correlation was found between word and nonword reading and
word reading and grapheme-phoneme knowledge. The children's errors were
categorised into logographic errors (responding with no similar letter) and alphabetic
errors (response with the same first letter). There were few logographic errors and
the majority of errors were nonwords which suggests that an alphabetic rather than a
logographic strategy was used. Wimmer and Hummer suggest that their findings
cast doubt on the 'naturalness' of the logographic stage and the late emergence of

alphabetic processes.
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Stuart & Coltheart (1988) provide good evidence that children use phonology
at an earlier stage of reading than had previously been suggested. They suggest that
children who possess phonological skills prior to learning to read will use their
phonological skills from the beginning, whereas children who are not phonologically
skilled will treat reading as a visual memory task. They tested 36 nursery children
and followed them throughout school, 23 remained in the sample. Six phonological
tests were given in the nursery (rhyme production, rhyme detection, supplying final
syllable and tinal phoneme, segment initial phoneme), the syllable, phoneme and
segmentation tasks were repeated again at the end of the children’s first year at
school. The children’s reading errors were categorised into six groups. They argued
that a preponderance of a particular kind of error suggested the use of phonology, for
example, errors which included the beginning letter or the beginning and end letter
the same as the target may be said to be the result of some degree of phonological
processing, whereas errors which contain little relevant information may be said to
indicate a lack of phonological processing. They found that children who had good
phonological skills from the beginning of reading instruction made more
‘phonological errors’ in reading from the beginning. This, they suggest, means that
children who are phonologically able before they learn to read do not begin reading

logographically.

Ehr (1992) suggests a stage model of reading development which proposes
that children use phonology from the outset and in doing so challenges traditional
dual-route approaches to reading development. Ehri argues that the notion of two
routes, a visual and a phonological route 1s at odds with the available evidence of
how children learn to read. If, as dual-route theorists would argue, irregular words
are read using phonological recoding and regular sight words are read using visual
strategies then a difference in processing speed for these two types of word would be
expected. However, Lovett (1987) found no difference in normal readers’ speed to
read regular and irregular words that were known by sight to the children, this
suggests that the two word types were processed similarly. Furthermore, Tretman &
Baron (1983) found high correlations between performance with irregular and regular
words (.73) and performance with irregular words and nonsense words (.67).

Ehri argues that the connections formed in memory between the written word

form and its pronunciation are not arbitrary and learned by rote but that the visual
route 1s paved with phonology' from the outset. She argues that children use their
knowledge about letter-sound relations to form these connections from very early on.
Ehri proposed three phases of reading acquisition: visual cue reading, phonetic cue
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reading, and phonemic map reading. The visual cue reading stage may be compared
to a logographic stage in which children read by rememberning visual cues.
Masonheimer, Drum & Ehri (1984) studied children at this stage by looking at their
response to environmental print. Children aged between 3 and 5 were shown words
" they knew as environmental print (e.g. 'MacDonalds', or 'Pepsi') without the
environmental cues and found that the children failed to read the words. However,
Ehni argues that this stage is short in.duration and a shift in the child’s reading occurs

as soon as the child learns names or sounds of most of the alphabet.

Children at this stage will use their letter-sound knowledge to form
connections between the spellings of words and their pronunciations. Connections in
this phase are said to be systematic rather than arbitrary. At first children form partial
associations, perhaps using only one or two letters to form connections. These
partial associations between letters in a word and the phonemes for which they stand
are automatically activated. These associations are formed early on in reading
development and before the child is able to generate all the letter sounds present in
any given words and able to blend them together. This was demonstrated in an
experiment done by Ehn & Wilce (1985) in which children at the beginning stages of
reading were taught to associate strings of letters (cues) with spoken words. Two
types of cue were included in the experiment. One set of cues were visually |
distinctive, containing visually distinctive letters and printed in different size print,
and one set containing letters that corresponded to the sounds in the target. It was
argued that if children used a visual strategy they would find the visually distinctive
cues easier to learn, but if they were using phonological information then they would
find the 'phonetic cues' easier to leamn. They found that prereaders who knew only a
few letter names and who were unable to read words out of context found the visual
cues easier to learn. The children who knew some letters but were as yet unable to
read, found it easier to learn the phonetic cues. Ehri suggests that this 1s clear
evidence that even at this very early stage of reading children are able to make use of
phonetic information and use this to form associations between printed cues and
spoken words. However, there i1s a problem of interpretation with this study. Itis
possible to argue that the children learned the phonetic cues more easily not because
of the phonological information they contained but because they were more similar
visually to the target word than the visual cue, although the visual cue was more
distinctive. The letters in the phonetic cue were often the same letters as those in the

target word.

The final stage in Ehri's model involves 'phonemic map reading’. This refers
to the process of reading sight words by setting up connections in memory between
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all of the letters in a word and the phonemes in the word's pronunciation. This is in
contrast to children 1n an earlier phase who set up partial phonetic connections. The
reader in this phase 1s also able to recode words, analysing words at the phonemic
rather than phonetic level. Ehri & Wilce (1987a) created groups of readers in phases
2 and 3 of their model of reading development by giving some children training in
recoding words and some isolated sound-letter practice. The groups were then tested
to assess their ability to learn to read and spell a set of words. The subjects were
given up to 7 trials to learn to read 15 similarly spelled words. The phase 3 group
learned to read almost all of the words whereas the phase 2 readers learnt only a few
words. It was suggested that the phonemic readers were better able to learn to read
the words because they were able to recode them and because their more complete
connections prevented their connections being confused with the connections
established for other words. Error analysis suggested that the cue readers confused
words on the basis of partial letter cues, primarily initial letters. The subjects were
then tested on their memory for the spellings they had leant to read. Phase 3 readers
were able to recall more correct letters and more correct spellings than the phase 2
readers. The phonetic cue readers were able to recall as many initial and final letters
as the phase 3 readers, possibly because these were the letters used in forming
connections in the reading task. Ehn proposes that the transition between the phases
1s gradual and dependent on the reader acquiring various phonological skills.

Rack, Hulme, Snowling and Wightman (1994) taught children to associate
three letter cues with spoken words . Two sets of cue were used, those which were
phonetically similar, and those which were phonetically dissimilar to the target. So,
for example, the target word 'beaver' was represented by the phonetic cue 'bfr’ and
the control cue 'bzr’. The phonetic cues contained a single letter whose phoneme
differed from a phoneme 1n the target word by a single feature of voicing, the
equivalent letter 1n the control cues always differed in place of articulation, and
sometimes also differed 1n voicing, from the central phoneme in the target word.
Eighteen children with a mean age of 5 years 6 months took part in the experiment.
Most of the children knew well over half of the letters of the alphabet but their poor
performance on a nonword reading test indicated that they were not yet able to
decode. The children were taught 24 words in 3 blocks of 8 over 3 consecutive days.
They found that there was a significant difference in the children's performance with
the two types of cue. Children found it easier to learn phonetic cues than control
cues. It was found that this effect was strongest when the altered letter was placed in
the middle position, that is when the first and Iast letter of the cue remained the same
as the target word, than when the altered letter was at the beginning of the cue. This
finding confirms that the beginning readers were able to use the phonetic information
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contained within the cue and were not depending on visual strategies. Rack et al., on
the basis of their results propose a 'direct mapping mechanism' by which children
learn to read. Learning, in these early stages is, they argue, dependent not on the
explicit awareness of letter sounds and applying this sequentially but rather,
"involves the automatic activation of (possibly partial) information about words’
pronunciations from cues present in the printed words' letter sounds or letter names”
(p.44). In this way the children are using phonological information from a very early
stage and much earlier than suggesteci by the stage theories of Marsh and Frith. An
important feature of the Rack et al. study i1s that it demonstrates that children are able
to access and use much smaller units of phonology in learning the cues than they are
consciously aware of. This provides evidence for the distinction between
phonological awareness and the underlying representations of phonolo gy, as

discussed 1in Section 1.4.3.

| The direct mapping mechanism has also been demonstrated in experiments in
which children are seen to infer sublexical relationships from print and use this
information in learning to read novel items. Thompson, Cottrell & Fletcher-Flinn
(1996) studied a group of children in the early stages of reading development. They
found that these children were able to infer relationships between the phonological
and orthographic components common to several words and use this knowledge to
read novel items. This supports Ehr1’s model of reading development and the
findings of Rack et al. in showing that children are able to use these stored letter-
sound associations without awaiting the development of explicit decoding skills or
the acquisition of the ‘alphabetic principle’ (Byrne & Fielding-Barnsley, 1989).

1.6.3. The Role of Phonological Skills in Models
of Reading Development

The stage models reviewed so far have a clear role for phonological skills in
the sense that they are clearly important to children's reading but, with the exception
of Ehr1’s model they do not specify the mechanism by which the changes occur.
Frith suggests that children learn grapheme-phoneme relations through leaming to
spell. In Ehn’s model phonetic cue reading occurs as a result of learning letter-sound
relations which lead to the formation of visual-phonological connections. However,

these explanations of how change occurs are somewhat vague and 1n this sense stage

models are more descriptive than explanatory.

Seymour (1994) attempted to provide an information-processing framework
in order to specify the mechanisms of change more directly. In his “‘dual foundation’
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model Seymour suggests that the orthographic system is the result of the merger of
earlier systems. There are, he argues, four categories of cognitive processes,
orthographic, phonological, logographic and alphabetic. The orthographic system in
his model takes the form of a single structure which is seen as a framework or
‘scaffolding’. This orthographic system forms a gradually developing core made up
of consonants and short vowels, this core then expands to include more complex
forms. He suggests that the development of the orthographic system is dependent on
letter-sound knowledge, the logographic lexicon and the acquisition of phonological
awareness. A logographic system is transformed into an orthographic framework
when the child becomes able to segment words. The logographic phase has the
important function of acting as a form of storage of more or less complete
representations of words which can be consulted when constructing the orthographic
framework. Seymour argues that transformation into the orthographic phase might
depend on phonological awareness of segmentation, possibly segmentation into
onset-rime divisions. This would explain the association between onset and rime and
reading. Simple alphabetic knowledge 1s reorganised into an orthographic system,
from a system of lists of associations applied sequentially to a word to the basis of
the orthographic framework. This transformation is dependent on phonological
awareness of linguistic distinctions between consonants and vowels, and positional
distinctions between initial and terminal consonants. These simple linguistic |
distinctions form the core orthographic system which gradually evolves and
incorporates more complex forms such as consonant clusters and long vowels. The
orthographic lexicon then develops from a merger of previous systems, an alphabetic
knowledge of letter-sound associations, structures represented in the logographic
lexicon, and the acquisition of phonological awareness.

The model outlined by Seymour has an advantage over traditional stage
models 1n that it attempts to offer an explanation of the nature and causes of change
between the different stages. It also offers a more interactive approach than
traditional stage models in suggesting a reciprocal developmental relationship
between phonological and orthographic knowledge.

1.6.4. Connectionist Models of Reading
Development

Connectionist models are one type of computational model of human
cognitive processes. These models consist of many simple processing units with
activation passed between units according to the strength of connections or weights

41



CHAPTER ONE

joining them. Connectionist systems, or neural networks, it has been argued, are
compatible with the computational nature of the human brain. These networks can be
trained to show many of the behavioural characteristics of human brain and to this
extent can offer a valuable insight into some of the processes that might underlie

" human learning.

Connectionist models are built on the assumption that learning progresses by
encoding relationships between input and output patterns. The models attribute
higher order knowledge to associations among simpler parts. In this way the models
challenge some of the central assumptions of traditional models of cognitive
behaviour in which learning is viewed as propositional and rule based. The models
demonstrate that rule-like behaviour can be simulated through the leaming of
regularities or associations in a given environment without explicit incorporation of

rules into the system.

The models consist of individual, sub symbolic computing units that are
heavily interconnected. By linking these units, e.g. Input and output units to one
another via hidden ‘mediating’ units rule like behaviour can be imitated in the learning
that takes place. These emerging rule-like properties associations are dependent not
on the units themselves but on the way in which they have become interconnected 'as
a result of learning. The links between the units come to embody a statistical
relationship. The networks are interconnected with connections of various strengths.
It is the adjustment of connection strengths in proportion to the discrepancy between
an actual pattern of activity and the desired pattern that brings about learning. The
network comes to learn the statistical properties of associations between input and
output units. Because the models gradually leamn the statistical regularities of a
system they can be useful in thinking about developmental progression in human

learning.

The first and most influential connectionist model of reading is the Seidenberg
and McClelland (1989) model. This model includes three components, input or
orthographic units, output or phonological units and hidden units which connect the
orthographic and phonological units. The orthographic component codes visual
properties of words, the phonological component codes the phonological properties
and the hidden units mediate between the two sets of representational units. The
model is designed to receive orthographic input of printed words presented in
isolation and to encode knowledge about the correspondence between these

orthographic inputs and their pronunciations.
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In total this model employed 400 orthographic units, 200 hidden units and
460 phonological units. Words are decomposed and represented as triples of
adjacent letters, for example, 'make’ 1s decomposed to -MA, MAK, AKE and KE-,
where '-' represents the beginning or ending of a word. Each orthographic unit
comprises three slots and there are ten possible characters that can fill each slot, with
the constraint that the -' character cannot fill the middle slot. In this way each
orthographic unit encodes one thousand character triples. Similarly, the phoneme
string is treated as a set of character n‘i];.)les, for example /mak/, the phoneme string
for 'make' is decomposed to -ma, mak, ak- and each phonetic unit represents a triple
of phonetic features. Hence in this model each triple of phonemes 1s encoded as a
pattern of activity distributed over a set of units representing triples phonetic features,

such as consonant or vowel, voicing, and so on.

Before ‘training’ full connectivity exists between the orthographic units and
the hidden units and the hidden units and the phonological units. The connections
between the units carry weights which control the spread of activation across the
units. Initially the weights on all connections are initialised with small random values
between -0.5 and +0.5. The model 1s then ‘trained’. Words are presented to the
model, with the frequency of a word’s presentation being proportioned to the word’s
frequency 1n the English language. Words presented are encoded by the ortho graphi;:
units resulting in a specific pattern of activation. Activation 1s then propagated
forwards to the hidden units and forwards again from the hidden units to the
phonological units. As soon as activation is received at the hidden units, feedback
from the hidden units to the orthographic units occurs. The pattern of activation
across the hidden units combined with the weights on the links between the hidden
units and the orthographic units 1s crucial. The feedback 1s compared to the original
input and this discrepancy is used to guide changes in the weights on the connections
between the hidden units and the orthographic units. This process 1s then repeated
for the phonological units. In this way the model is trained to associate input patterns

on the orthographic units with the output patterns on the phonological units by
adjusting the strength of the connections between units.

‘The model does not use rules to relate individual sounds to individual letters
but learns the mapping or statistical relations between a set of input patterns and a set
of output patterns. In this way such networks challenge traditional models of reading

because they do not require dual routes but rely on a single route from orthography to

phonology.
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The performance of the model on different tasks was then compared to
human performance by presenting the words to the model and computing error
scores. The error scores are then taken as an index of performance. The
model, according to Seidenberg and McClelland simulates human performance
" on many word-processing tasks, in showing a frequency effect and a regularity
effect and a frequency by regularity interaction. Behavioural data have
demonstrated frequency effects in word recognition such that high-frequency
words are recognised more rapidly tHan low-frequency words (Balota &
Chumbley 1985). Furthermore, regularity effects (i.e. recognising regular
words more rapidly than irregular, or exception, words) have also been shown
to interact with these frequency effects. Faster latencies are found for regular
words, compared to exception words, with low-frequency words but not with
high-frequency words (Waters & Seidenberg 1985). The fact that the
Seidenberg and McClelland model is able to simulate these effects provides
considerable support for the model. It is also claimed that the model shows
impairments in performance that are not dissimilar to those found in dyslexia
when it is 'lesioned’ (Seidenberg 1992, 1993). Seidenberg & McClelland
attempt to simulate some of the effects seen in developmental dyslexia by
training the model after eliminating half its hidden units. With fewer hidden
units the model shows generally poorer performance and 1s particularly impaired
in the recognition of irregular and exception. It is suggested that although with
fewer units the model can learn generalisations about regular words, 1t does not
have the capacity to encode enough word-specific information to enable

effective generalisation to exception words.

Regularity effects were attributed in dual-route models to the fact that a
separate phonological route exists and is required to recode irregular words which
takes longer than reading regular words. However, this model demonstrates that a
regularity effect emerges within this single route. This has important implications for
dual-route models and stage models. The notion that a separate early stage exists in
which the phonological route is not required seems untenable both 1n the light of the
evidence cited by Ehri (1987, 1992) discussed earlier and in the light of these neural
networks which suggest that only a single route 1s necessary. Indeed, Ehri’s model
of reading development, discussed in Section 1.6.2., can be related to the Seidenberg
and McClelland model. Like Ehri’s model, learning to read in this model is
dependent on the establishment of connections between orthographic and
phonological units. Similarly, Rack et al.’s notion of ‘direct mapping’ can usefully
be related to the processes involved in the computer establishing these connections.
The featurally based representations of phonology employed by the Seidenberg and
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McClelland model provide a way of thinking about the Rack et al. findings. A
system that employs such representations would be expected to be sensitive to

similarities between sounds, as children in the Rack et al. study were.

1.6.5.  Problems with the Seidenberg and McClelland
model

Connectionist models offer a powerful way of studying human cognition.
However, a number of criticisms have been made of the model, particularly regarding
its potential to model children’s reading. Hulme, Quinlan, Bolt and Snowling (1995)
suggest that the Seidenberg and McClelland model is not a psychologically realistic
description of the processes involved in children learning to read. They argue that the
model 1gnores the evidence linking phonological skills to reading development.

There 1s good evidence to suggest that children come to the task of learning to read
with highly developed phonological representations, furthermore phonological
awareness tasks which tap these representations are good predictors of children’s
reading. Hulme et al. attempted to build a model specifying the phonemes used in the
model in terms of a listing of their articulatory features. This included an organised
phoneme map which aimed to capture the articulatory similarities between different
phonemes. They found that the model leamed to pronounce 96% of the words on
which 1t had been trained and showed correct generalisation to 83% of a subset of
single-syllable words on which it had not been trained. It would seem that the pre-
existing phonological structure developed in their model has important implications
for its ability to learn the relationships between words’ spelling and their

pronunciations.

Coltheart, Curtis, Atkins and Haller (1993) make a number of criticisms of
the Seidenberg and McClelland (1989) model, particularly of its claim to refute the
need for two different procedures for reading. Firstly, they argue that there are
problems with assessing the correctness of a response in the model. Correctness is
rated in the model using a BEATENBY procedure. According to this criterion a
response 1s judged incoirect if the correct target is beaten by any incorrect alternative.
However, Coltheart et al. (1993) argue that this does not guarantee that the computed
response would not be beaten by any incorrect potential output. It 1s possible that
there might be a potential output that fits the computed output well but it is not in the
list of potential outputs that the beatenby procedure generates.

A further criticism of the Seidenberg and McClelland model is it's poor
performance with nonwords. Besner, Twilley, McCann and Seergobin (1990)
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analysed the performance data of the Seidenberg and McClelland model using the
BEATENBY procedure and found that performance was 59% and 51% with two sets
of nonwords. Given that human subjects are able to read 94% and 89% of these
words this represents a poor simulation of human performance. This is clearly

" important because Seidenberg & McClelland argue that a single route is able to read
all kinds of words whereas dual-route theorists argue that nonwords are read using a
separate grapheme-phoneme correspondence route. Coltheart et al. (1993) suggest
then that two routes are necessary for successful reading and therefore models using
two routes will perform at a higher level than those using just one route. Coltheart et
al. (1993) propose their own computational model, the dual-route cascaded (DRC)
model in which the algorithm learns, through exposure, the grapheme-phoneme rules
embodied in the training set and 1s then able to apply these rules to novel letter
strings. The algorithm learns by inferring all the grapheme-phoneme conversion
rules that describe the relationship between the word's spelling and 1ts pronunciation.
The model then discards all but the most frequent rule within each set of conflicting
rules, frequency values being set by the user. Activation at all levels (graphemic,
phonemic and semantic) occurs in a cascaded manner, and are activated through
excitatory and inhibitory processes. Grapheme-phoneme conversion works in
parallel with a lexical look-up process in a cascading rather than 1n a thresholded
manner. The model 1s able to correctly pronounce 78% of the words and 98% of the
nonwords presented to 1it. However, it 1s possible to criticise the model on the
grounds that 1ts success 1s dependent on a number of assumptions built into the
training procedure about the relationships between grapheme-phoneme
correspondences. In contrast the connectionist models discussed are able to learn on
the basis of the ordered triples of letters and phonemic features alone without further
information about their correspondences, suggesting that rule-based learning may not

be necessary.

A more recent connectionist model based on the earlier Seidenberg and
McClelland model addresses some of the criticisms raised by Coltheart et al. (1993).
Plaut, McClelland, Seidenberg and Patterson (1993) suggest that there are two main
reasons for the poor nonword performance of the Seidenberg and McClelland (1939)
model: the limited size of the training corpus and the use of Wickelfeatures to
represent phonology. The Plaut et al. (1993) model changes the nature of the
representations of phonology and orthography and finds performance 1s improved.
A problem with the representation of phonology in the earlier model is that the
features of phonemes are not bound with each other but only with features of
neighbouring phonemes. It is possible, therefore that the surrounding context
introduces inappropriate features so that when knowledge is learnt in one context it is
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not well generalised to other contexts. When the nature of these representations is
changed so that instead of being context dependent they are dependent on phonotactic
constraints, the performance of the model 1s improved. Nonword performance on
the Plaut et al. model is much improved. On a set of nonwords (Glushko 1979) the
network read 97.7% of the consistent nonwords correctly, compared to human
performance of 93.8%, and read 72.1% of inconsistent nonwords words correctly,
compared to 78.3%. The fact that this model, using a single route, had achieved
such high levels of performance with nonword directly refutes the claims of dual-
route theorists. The Seidenberg and McClelland model had poor representations
which limited nonword performance, when these representations are 1mproved so too

is the overall performance of the model.
1.6.6. Summary

In summary, it is possible to argue that the traditional stage models, although
useful as descriptions of behaviour, are limited in their explanation of how the
mechanisms that underlie reading work. Firstly, the stage models of Frith and Marsh
are built on the premise of a dual-route approach, a notion which has come under
increasing criticism in the past 10 years both as a result of theoretical advances and
empirical work. Secondly, there is evidence which questions the way in which some
models conceptualise the role of phonology in reading development. It would seem
that children are able to access and use phonological information at a much earlier age
than assumed by some models. Clearly, the information they are accessing at this
point is activated without explicit awareness of it. Connectionist models offer a way
of conceptualising these mechanisms and suggest that reading skills develop as the
child learns patterns of associations between input and output. These associations
can be captured within a sub symbolic framework in which connections are made and
modified between representations of the orthographic and phonological forms of
words. These computer models are still at the early stages of development and have a
number of problems with regards to modelling the child learning to read.
Nevertheless, they are a considerable step forward in providing a useful framework

for understanding some of the processes involved in reading development.

1.7. The Role of Semantics in Reading
Development
1.7.1. Introduction

47



CHAPTER ONE

Although many models have focused on the role of phonological skills in
reading, it is clear that reading is dependent on more than the ability to decode words
and map letters onto sounds. Meaning also plays an important role in reading and
indeed the extraction of meaning from text might be considered the primary purpose
of reading. While the need for semantics might be obvious when discussing reading

comprehension, it 1s also the case that semantic factors have a role to play 1n single

word recognition.

Two semantic influences on word recognition will be considered. Firstly, the
influence of context on word recognition will be examined, that is, the extent to
which readers are able to use context to facilitate word recognition. Secondly, the
influence of the semantic properties of individual words will be considered. That is,
the extent to which semantic properties will influence the ease with which a word is

processed and read.

1.7.2. The Separability of Decoding and
Comprehension

It is clear that both semantics and phonology will have a role to play in
successful reading. These two properties of language are commonly viewed as
distinct skills which interact in the reading process. Gough and Tunmer (1986)
propose a simple model of reading development in which reading 1s viewed as the
product of decoding and comprehension (reading = decoding x listening

comprehension). They argue:

"Decoding is clearly not sufficient for reading. But at the same time we argue that
decoding is necessary for reading, for if print cannot be translated into language, then

it cannot be understood." (p.7).

Some evidence for this model comes from a longitudinal study done by
Hoover & Gough (1990) who found that for children in Grades 1 to 4 the product of
listening comprehension and phonological recoding accounted for a significant
proportion of variance in reading comprehension. This model predicts that reading
problems can arise from an inability to decode, or to comprehend language, or both.
It is possible that children could possess adequate decoding skills but have problems
with reading comprehension and similarly that children could have poor decoding
skills but good comprehension skills. A third group of children is also suggested,
those with both poor decoding and poor comprehension skills, referred to as "garden
variety" poor readers. Furthermore, it was also found that decoding accounted for
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more variance in reading in the lower grades, suggesting that at this earlier stage of
reading development the ability to decode words is of primary importance.

1.7.3. Contextual facilitation

Researchers have sought to investigate the extent to which readers are able to
use context to facilitate word recognition. Many have done this using a priming
paradigm where a target word is preceded by a context (either a single word, a
sentence or a paragraph) and the reader 1s asked to name the word or make a lexical
decision response. To the extent to which word recognition is improved with the
presence of a context, contextual facilitation can be said to have taken place. A
second method of examining the influence of context has been to consider the types
of errors subjects make. If the errors made are contextually appropriate this may be
one indication that readers rely on context in word recognition.

1.7.3.1. Comparing good and poor readers’ use of
context

It has been suggested by some that skilled readers are better at using context
In a predictive way than less skilled readers (Goodman, 1973; Smith, 1971, 1978).
According to these theorists, reading is viewed as a ‘psycholinguistic guessing game'
In which syntactic and semantic cues are used to predict words in the text. According
to this view the ability to predict from text in this manner, using general language
skills 1s more important than decoding ability. Therefore, the fact that skilled readers
are better at predicting from the context is what makes them skilled readers. There is,
1t would seem, little empirical evidence to support this claim. Although there is
evidence that better readers are able to use contextual information to facilitate
comprehension (Stanovich and Cunningham, 1991), there is little evidence that good
readers rely more on context than poor readers for word recognition. Indeed, there is
good evidence from both discrete trial reaction time studies and error analysis studies
that not only do poor readers use context, but that they often show larger context
effects than the better readers. Whaley and Kibby (1981) analysed the errors of 98
beginning readers reading a short passage. They found that at the end of the first
year in school the skilled readers were more reliant on decoding skills than the
context, that is the skilled readers were not using the context to aid word recognition
more than the less skilled readers. Similar results have been found elsewhere (e.g.
Biemiller, 1979; Perfetti and Roth, 1981)
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Leu, DeGroff and Simons (1986) examined the errors made by 36 first-grade
readers when reading a highly predictable story text, such as those used in school
reading schemes. Leu et al. replaced a number of words in the text with target words
that were semantically and syntactically consistent with sentence context but
‘inconsistent with the repetitive sentence context of the predictable text. The use of
context in word recognition was examined by looking at the children's’ response to
these 'target word locations'. Two types of response were considered; responses
which were ‘discourse appropriate sui)stitutions’ (i.e., the word that had originally
appeared at that place in the story) and responses which were graphically expected
responses (i.e., the target word that had been altered). The frequency of discourse
appropriate substitutions was considered as a measure of context use. The results
indicated a negative association between reading achievement and the frequency of
discourse based substitutions. Poorer readers were shown to produce more
discourse appropriate words, suggesting the use of contextual information at the
expense of other information. Conversely, good readers were shown to read the

target word as it appeared.

Similar effects are seen when a priming paradigm is used. Pring and
Snowling (1986) looked at young children's performance with nonwords that are
pronounced as words, i.e. pseudohomophones (e.g. burd) to see whether they
would use context to facilitate performance. The pseudohomophones were presented
in one of three conditions, a semantically related condition (e.g., doctor-nirse), a
semantically unrelated condition (doctor-nite), and a neutral condition (xxx-nite).
The performance of good and poor readers was compared on this task. When the
non-words were preceded by semantically related words, poor readers were faster
and more accurate reading them than in the unrelated and control condition. Good
readers also benefited from the context, but to a significantly lesser extent.

Stanovich, West and Feeman (1981) found a similar pattern of results when
the priming context was a sentence rather than a single word. When the target words

were preceded by a sentence context they were read significantly faster and more
accurately than when presented in isolation. This contextual facilitation was found to
be greater for a set of difficult words (in terms of ease of decoding) than 1t was for a
set of easier words. Furthermore, the less skilled, younger readers were shown to be
more influenced by sentence context than the older, more skilled readers.

In summary, the finding that poor readers are as dependent, if not more
dependent, on contextual information in word recognition has been replicated across

a large number of studies employing error-analysis and priming paradigms (Simpson
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& Foster, 1986; Stanovich, 1980, 1986; Perfetti, 1985; Simons & Leu, 1987).
These findings contradict the theories of Goodman (1973) and Smith (1971, 1979)
who predicted that good readers would use context more than poor readers in word
recognition. It would seem that the reverse is the case. The superior decoding skills
of the gobd readers mean that they do not need to depend on contextual information.

1.7.3.2 The Developmental Use of Context

The studies reviewed in the above sections suggest that the effects of context
on word recognition decrease as reading skill improves. A number of longitudinal
studies have confirmed this from a developmental stance (Stanovich, West &
Feeman, 1981; Stanovich, Cunningham & Feeman, 1984b). However, there is also
evidence that these effects of context can be found in the first year of learning to read.
Error analysis of children's reading during this first year has also shown that 70% to
95% of 1nitial errors are contextually appropriate (Biemillar, 1970, 1979).

If the eftects of context on word recognition decrease as reading skill
increases, contextual facilitation effects may be considered a function of decoding
skill. Perfetti (1985) argued that when the level of decoding between good and poor
readers is equated they will show context effects of a similar magnitude. Using a
paradigm similar to that used by Simons et al. (1983), Perfetti showed that when

print 1s degraded so that the word recognition speed of a good reader is as slow as
that for a less skilled reader the good reader shows context effects of the same size.

Stanovich, Cunningham & Feeman (1984b) did a longitudinal study looking
at the effects of context on word recognition in beginning reading. The results
indicated that skilled readers did show more contextual facilitation than less skilled
readers at the beginning of the year. However, when, a year later, the less skilled
readers had reached a similar level of context free decoding as the more skilled
readers, they were equally able to benefit from context. These findings provide
support for the notion that contextual facilitation is a function of decoding skill.

However, as Stanovich (1986) suggests, this is only the case when the
preceding context 1s adequately processed by both the skilled and less skilled readers.
If the preceding context becomes too difficult for the poor reader, he or she will be
unable to use the context to facilitate word recognition. In such circumstances poor
readers would not show greater contextual facilitation effects than good readers.
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It would seem that beginning readers need first to achieve some level of
context free word recognition before they are able to benefit from context. In terms
of contextual facilitation, the role of semantics 1s limited to a point in development
when some level of phonological decoding skill has developed. Thus, although
" phonological skills are shown to interact with semantic skills and indeed influence the
development of one another, in the early stages of reading development, phonological

skills may be primary.

1.7.3.3. The Relationship between Language SKkills
and Contextual facilitation

An important question is what kind of language skills are important in
predicting a reader's use of context. Rego and Bryant (1993) examined the
performance of 57 five-year-olds on a range of phonological and semantic tasks. The
aim was to consider which of these language tasks would predict later performance
on an invented spelling task (considered to be a phonological outcome measure) and
on a contextual facilitation task (considered to be a semantic outcome measure). They
found that performance in phoneme oddity and phoneme tapping tasks at time one
successfully predicted performance 1n the invented spelling task at time two,
however, performance on these two tasks did not predict the later performance on tile
contextual facilitation task. Similarly, performance on a cloze task, a sentence
anagram and a sentence completion task predicted later contextual facilitation but not
later spelling. These results suggest that semantic skills and phonological skills may
make independent contributions to skilled reading.

Similar results were found by Nation and Snowling (1998) who found that
scores in a contextual facilitation task (see below) correlated with a composite score
from a set of semantic tasks (semantic production and synonym judgement) but did
not correlate with a composite phonological score. It would seem that children's
syntactic awareness and semantic skills are related to children’s ability to use context.
Successful reading is clearly dependent on skills other than phonological skills.

1.7.4. Interactive-Compensatory Models

Oné way of conceptualising the greater contextual facilitation effects shown
by poor readers has been to suggest that context 1s used 1n a compensatory way. It
has been suggested that difficulties with phonological skills can be compensated for
by good semantic skills (Stanovich, 1980; Perfetti & Roth, 1981). According to
these models, bottom-up processes (sensory input, letter knowledge, decoding skills)
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and top-down processes (semantic information and knowledge) operate in tandem in
reading and therefore semantic, syntactic, phonological and orthographic information
1S processed simultaneously. A prediction of this model would be that individuals
with an impaired phonological system would show a greater advantage of context
than readers with intact phonological systems. Clearly, the studies reviewed above
provide support for this hypothesis. Further support is provided by a number of
studies which compare the contextual facilitation of dyslexic readers with normal

controls.

Ben-Dror, Pollatsek and Scarpati (1991) compared the contextual facilitation
of college age dyslexics with chronological and reading-age matched controls. The
results of this study indicated that the dyslexic students showed more contextual
facilitation than the chronological-age matched controls and as much as the reading-
age controls. In terms of the interactive-compensatory model the slower word
recognition of the dyslexic students meant that more time was available for top down
processes to operate and thus additional facilitation from context was provided.

Nation and Snowling (1998) compared the contextual facilitation of dyslexic
readers with normal readers and with a group of children with poor comprehension
but normal decoding. All three groups were presented with single words on a |
computer screen which were either preceded by a spoken sentence which would
prime word recognition or by a neutral sentence that would not prime word
recognition. The children were asked to name the words with and without context in
order to assess the amount of facilitation the context provided. The amount of benefit
derived from the context was measured using a ratio equation. The ratio score is a
measure of improvement relative to the maximum amount of improvement possible,
based on performance with the words presented in isolation. They found that the
dyslexics showed larger improvements than both the normal readers and the poor
comprehenders 1n terms of both speed and accuracy. Further, the normal readers
showed greater facilitation effects than the poor comprehenders. These results again
provide support for the idea that children with phonological problems, i.e., dyslexics
are able to use contextual cues to support word recognition, and hence to compensate
for their weak phonological skills. The fact that the children with reading
comprehension difficulties showed the least contextual facilitation demonstrates that
good phonological skills are not enough to develop competent reading skills. These
children have good phonological skills, however, their inability to use context
effectively may limit the development of their word recognition. Nation and
Snowling suggest that when a word is presented in context a combination of partial
phonological information and an awareness of the possible constraints of the context
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provides the normal reader with more cues to aid successful reading. In this way

context may provide a form of self-teaching mechanism and hence those that are
sensitive to context will benefit from this mechanism most.

1.7.5. The Division of Labour between Phonology
and Semantics

It 1s also possible to conceptu'alise this interaction between phonological
information and contextual cues in terms of a division of labour. Plaut, McClelland,
Seidenberg and Patterson (1996) propose a connectionist model which incorporates a
contribution from both phonological and semantic pathways.

Plaut et al. (1996) attempted to incorporate a contribution from semantics into
their simulation of reading behaviour. The model is based on the same principles as
the Seidenberg and McClelland model (1989) described in Section 1.6.4. They do
this by training the phonological pathway in the presence of some amount of
"appropriate external input to the phoneme units", this they argue will provide
additional input to the phoneme units and will push them towards their correct
activations. They found that, in comparison to a model trained without additional
support from semantics, learning was improved. As the semantic pathway increased
in strength the accuracy of the combined network improved. As learning continues
they found that a redistribution of labour between the phonological and the semantic
pathway occurs. As the contribution from the semantic pathway increased the
pressure to continue to learn using the phonological pathway lessens as some word
types, in particular exception words, are more economically processed via the
semantic pathway. This redistribution of labour leads to the weights in the
phonological pathway getting smaller as the amount of error is reduced due to the
effects of the semantic pathway. The phonological pathway becomes more
specialised in pronouncing consistent spelling sound correspondences. It is
important to note that even with extended training the phonological pathway was still
able to read some exception words, particularly those of high-frequency. This is
different from the sublexical procedure in a traditional dual-route theory which can

only read regular words and not exception words.

The interaction between phonological and semantic skills 1s, therefore,
characterised as a 'division of labour' between a phonological process that deals with
mappings between orthographic and phonological representations and an interacting
semantic process that deals with mappings between orthographic, semantic, and
phonological representations. In terms of the development of reading Plaut et al.

54



CHAPTER ONE

argue that in the early stages of reading the development of the phonological pathway
1s primary with the establishment of connections between orthography and
phonology via a set of hidden units. This is consistent with the evidence presented in
Section 1.7.3.2. suggesting that children require a degree of context free decoding
before they are able to benefit from context. This model also suggests that as
learning continues semantic factors become increasingly important for learning to

read.

1.8. The Role of Semantics in Single Word
Learning

A common view, as discussed above, is that a printed word must first be
mapped onto its phonological representation before its meaning can be accessed and
any benefits of context can be reaped. However, it is also possible that meaning-
level varables (e.g. semantic class) participate in word recognition processes when
words are presented in 1solated or neutral contexts. A number of studies have
considered the extent to which the semantic qualities of an individual word can
influence the ease with which it is processed and read. A commonly used paradigm
has been to look at the influence of the semantic qualities of a word, most usually the
concreteness or imageability of a word, on word learning, word recognition oron
lexical processing. Concreteness and imageability are often taken as the semantic
variables because of evidence of their effects on single word reading and their role in

the acquired reading disorders, as discussed below.

1.8.1. The Influence of Semantic Variables in Studies
of Word Recognition

A semantic variable that has been shown to influence word recognition and
lexical processing is imageability. Imageability refers to the extent to which the
meaning of a word evokes a mental image. Imageability is often confused with
concreteness, concrete words are those with tangible referents and are also more
imageable than abstract words. In many of the studies to be discussed here
imageability and concreteness have been used interchangeably, that is concreteness
has been confounded with imageability and vice versa. Although there are some
important differences between these two variables, for example, it is possible for a
word to be both highly imageable and abstract, it is also the case that they are very
highly correlated with one another. For the purposes of this discussion the
distinction between concreteness and imageability are unimportant to the extent to

which both represent possible meaning level influences in word recognition.
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Imageability, or concreteness has been shown to influence word recognition (Strain,
Patterson & Seidenberg, 1995), lexical decision (Day 1977, James 1975), and
comprehension (Schwanenflugel & Shoben 1983) 1n skilled adult readers.
Furthermore, studies of the acquired dyslexias have shown that deep dyslexics have

‘impaired naming ability for abstract as compared to concrete words (Coltheart,
Patterson & Marshall 1980; Shallice & Warrington, 1975, 1980).

James (1975) showed that sub}ects were faster to decide whether letter strings
were words or not when the target word was concrete than when 1t was abstract. He
found an interaction between frequency and concreteness which indicated that low
and medium-frequency abstract words produced slower response latencies than
concrete words at the same levels whereas there was no impact of concreteness for

high-frequency words.

Concreteness or imageability has also been shou}n to influence word
recognition in skilled readers, such that concrete words are read faster and more
accurately than abstract words. Strain et al. (1995) have shown that this concreteness
effect in naming is also modified by frequency with imageability effects being found
for low-frequency exception words. This interaction will be examined in more depth
in Section 1.9., for now it is enough to note that even skilled adult readers, in some

circumstances will show a processing preference for concrete over abstract words.

Concreteness has also been shown to influence comprehension.
Schwanenflugel and Shoben (1983) showed that sentence comprehension is faster
for sentences composed of concrete words than for sentences composed of abstract
words. They also reported that reading and lexical decision times were faster when
abstract sentences and words were preceded by paragraph and sentence contexts, as
compared with no-context conditions. However, context was not shown to help the
concrete words. They suggest that the cognitive context of the concrete words is
normally adequate and therefore they do not benefit from extra context.

In summary, the studies reported above suggest that even skilled readers are
influenced by the semantic variable of concreteness or imageability. It is also the case
that this influence is more pronounced In particular circumstances, 1n particular when

the word 1s of low-frequency or is very urregular.

1.8.2. The Effect of Semantics on Word Learning
and the Acquisition of a Sight Vocabulary
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A number of studies have examined whether concrete words, or words high
in imageability, are acquired more easily than abstract or low-imageability words as
part of a child’s sight vocabulary. Richmond and McNinch (1977) examined the
performance of two groups of 6-year-old children differing in their reading
readiness’, as measured by the Metropolitan Reading Readiness Tests, form A
(Hildreth, Griffiths, and McGauvan 1964). There were 9 children 1n the high
reading readiness and 13 children in the low reading readiness group. Eight four-
letter words were selected from the Dale List of 769 easy words, controlling for
frequency, configuration, initial and last letters. The eight items were; calf, park,
four, dust in the concrete set and with, good, been and luck in the abstract set.
Although the means differed no significant concreteness effect was found and the
effect of reading readiness group and the group x word type interaction were not
significant. However, the sample size and number of words used is limited and
therefore it remains difficult to draw many conclusions from these results.
Furthermore, the word forms in the two word groups differed, with the concrete
words all being nouns and the abstract words including verbs. Concreteness was,
therefore, confounded with word form or grammatical class.

Kiraly and Firlong (1974) taught kindergarten children 2 abstract (make and
good) and 2 concrete words (fire and boat). Eighty children, 40 with high reading
readiness (as measured by the Gates-MacGintie Reading Readiness Skills Test 1968)
and 40 with low reading readiness completed the task. Ten learning trials and 10 test
trials were given. It was found that the high reading readiness children performed
significantly better than low reading readiness group, learning significantly more
words overall. It was also the case that concrete words were learned more easily than
abstract words. No significant group x word type interaction was found. Although a
concreteness effect was found, concreteness was again confounded with word form
and again the number of words taught was limited to two per condition.

Yore & Ollila (1985) included more words in their study. Nine concrete and
O abstract words, selected from Moe's Words of Highest Frequency (1973) were
taught to 99 six-year-old children. The concrete words were all nouns and the
abstract words were all non-nouns. Teachers taught whole classes of children the
words, using flash cards. In the test trial the experimenter read the word and the
children were required to circle the word from three options. Their results indicate
that the children learned the concrete words 6.4% better than the abstract words.
However, there are a number of factors which limit the findings of this study.
Firstly, no pre-test of the words was given and therefore it is not possible to say
whether more of the concrete words may have been known at the outset which could
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account for the difference between concrete and abstract words in the learning trials.
Secondly, the words selected were not controlled for frequency or familiarity and it
might therefore be possible to argue that either of these variables could have
explained the differential learning rates for concrete and abstract words. Thirdly,

* concreteness was again confounded with word form and therefore grammatical class
cannot be excluded as a possible explanation for any differences in learning.

A recent study has attempted to control for grammatical class in considering
the effect of concreteness. McFalls, Schwanenflugel and Stahl (1996) examined the
more long-term acquisition of words differing in concreteness. In this study the
concrete and abstract words were part of a structured reading programme used in
Grades One and Two. The acquisition of words in the reading programme was
compared to the acquisition of concrete and abstract words not included in the
programme. Forty six reading scheme words and 42 words which had not appeared
in the scheme up to that point were included 1n the study. All the words tested had a
noun sense and although some of the words also had a verb sense, there was no
difference between the number of words that could be either a verb or a noun in the

concrete and abstract sets.

Two tasks were included, a lexical decision task and a naming task. In the
lexical decision task the children were instructed to decide whether a word or
nonword was presented to them. A main effect of reading skill and word (scheme
v.'s non-scheme) was found in the lexical decision task but there was no main effect
of concreteness nor any significant interaction. Concreteness did not seem to have an
effect on lexical processing speed in this study, this has alsobeen found in studies of
adult subjects. Similarly, with regard to the speed of word recognition in the naming
task there was a main effect of reading skill and a main effect of scheme but there was
no main effect in reaction times for concrete words and no significant interactions. It
would seem that if concreteness influences early word reading it does not influence
the relative speed with which words are named. Although no effects for concreteness
were found in the reaction time data the accuracy data suggest large concreteness
effects. When accuracy in the lexical decision task was examined a main effect of
reading skill and a main effect of scheme are again found but a concreteness effect
also emerges. A significant interaction between Concreteness and Scheme indicates a
concreteness effect for the words in the scheme and not for the words not yet
encountered. A 3.1% difference in accuracy for the concrete and abstract words was
found with the non-scheme words compared to a 15.7% difference for concrete and
abstract words in the scheme. The same pattern of results was found in the naming
task with main effects for scheme and reading ability and a concreteness etfect for the
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scheme words but not for the non-scheme words. Although concreteness has a
strong influence on the accuracy with which the words from the reading scheme are
read there 1s also a strong influence of another semantic variable on the non-scheme

words: context availability.

Context availability refers to the ease with which people report being able to
retrieve associated information about a word. This was measured by asking people
to rate how easy it is to think of a sentence for the word. When frequency and word
length were partialled out the context availability ratings for these words correlated
with accuracy in both the tasks. For these words the ease of being placed in a
sentence has a strong influence on the ease with which the words are leamnt in their
free reading. Both imageability and context availability had an influence on the
accuracy of reading words in the reading scheme. Thus, it would seem that the
richness of the semantic representation of a word will influence the ease with which it
is acquired. Although semantic information is seen to be important in early word
recognition 1t 1s also 1mportant to note that it does not seem to affect the speed with
which the words are read, McFalls et al. suggest:

"The findings of the present study suggest that a certain degree of connection
between the orthographic, phonological and meaning connections within a mental
representation of the written word must occur before meaning affects automized word

reading." (p.247 ) ‘

In summary, it is clear from this study that semantics does have a part to play
in the acquisition of a sight vocabulary and that this effect 1s something separate from
any possible bias towards learning words from a particular grammatical class. It is
also clear that this influence of semantics is happening from the earliest stages of
reading development and that the semantic quality of a word will influence the
acquisition of that word into the child’s sight vocabulary. What remains uncertain,
however, is how this semantic influence is best conceptualised and measured as is
shown by the slightly different results obtained when measures of imageability and
context availability are used. This issue of what exactly is being measured and why it

should impact on word learning 1s considered in more detail in Section 1.10.

1.9. The interaction of phonology and
semantics in single word reading

The connectionist model proposed by Plaut et al. provides a good framework
for considering the possible interaction of phonology and semantics 1n single word

reading. They suggest that the interaction between phonology and semantics may
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best be described as a division of labour between phonological processing based on
mappings between the orthographic representations and phonological representations
and semantic processing based on mappings between the orthographic, semantic, and
phonological representations. As discussed in Section 1.7.35., the performance of
‘their model improved considerably when 1t was trained with semantics. They found
that in the early stages the model relied more on phonological processing but as the
contribution of the semantic pathway increases the contribution of the phonological
pathway decreases as weights on the connections in the phonological pathway
decrease. As this happens the phonological pathway becomes increasingly
specialised at pronouncing irregular or exception words.

This model suggests a number of testable hypotheses. Firstly, it leads to the
suggestion that semantic factors will have a greater influence on word learning and
word recognition where orthographic to phonological translation is difficult, e.g.
where the word is a low-frequency, exception word. Secondly, it suggests that in
subjects with either impaired phonological skills (e.g. dyslexics) or those with
impaired semantic skills (e.g. hyperlexics) we might expect the influence of semantic

or phonological variables respectively to be increased.

There is some evidence from lexical decision tasks that concreteness effects
interact with frequency. James (1975) asked subjects to judge whether strings of
letters were words or nonwords. He found that reaction times were faster for
concrete than for abstract low-frequency nouns but found no concreteness effect for
high-frequency nouns. DeGroot (1989) replicated this interaction between
concreteness and word frequency in a lexical decision task which also required
subjects to decide whether the letter strings were words or nonwords. However, this
interaction was significant for the subject analysis but remained marginal for the item
analysis. In a word naming task a small effect of imageability was observed, which
was significant for the subject analysis but not for the item analysis. A small effect
of frequency was found but there was no significant imageability by frequency
interaction. DeGroot argues that the interaction between concreteness and frequency
may only occur in lexical decision tasks and may not be important in word naming.

Strain, Patterson and Seidenberg (1995) suggest that semantic features may
be modulated by other features of the words not manipulated by DeGroot and argue

that when these features are included a significant frequency by imageability
interaction may be found. In particular, Strain et al. consider the role of regularity in

moderating semantic effects, arguing that semantic factors would be most likely to
come into play when orthographic to phonological translation 1s most difficult, for
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example, 1n low-frequency exception words. In a series of studies they looked at
word recognition in adults for four types of words; high-frequency exception words,
low-frequency exception words, high-frequency regular words and high-frequency
regular words. In a series of experiments they examined the latencies in word
naming and the types of errors produced in response to the words. They
hypothesised that imageability would interact with regularity so that low-frequency
exception words would show the largest imageability effect. They frame this
hypothesis in terms of connectionist models of reading and argue that regular words
will be computed rapidly because, even if the word is low in frequency, the
computation of its phonology will be supported by weights on connections
established by other words sharing the same sound and spelling pattern. In contrast,
the computation of orthographic to phonological translation is difficult for low-
frequency exception words and therefore the influence of semantics should be

greatest for these words.

One experiment 1n this study examined the performance of 40 participants on
a word recognition task. The words were all low-frequency words, half were regular
and half were exception words. Bigram frequency, word frequency, imageability,
number of letters and initial phonemes were controlled for. Significant regularity and
imageability effects were found as well as a significant regularity by imageability |
interaction, although this latter finding was only marginally significant in the item
analysis (p=.06). It was shown that there was a significant difference between
performance with high and low-imageability exception words, however, the
corresponding comparison for regular words was not significant. The error analysis
suggested a similar pattern: there were significantly more errors produced with the
exception words, there were more errors with low-1mageability words and there was
a significant interaction between regularity and imageability. There was also a
significant interaction between error type and imageability with significantly more
regularization errors than any other error type being made for low-imageability
words, conversely, there were a similar number of regularization and other errors in
the high-imageability words. Although familiarity was not controlled for, ratings
were collected after the experiment and no significant confound between imageability
and familiarity was found. In summary, the findings from these studies suggest
firstly, that semantic representations are activated in the process of word naming and
secondly, that semantic representations makes the greatest contribution to the
computation of pronunciation for low-frequency exception words.

1.9.1. Comparing the Processing of Good and
Poor Readers
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There 1s some evidence that good and poor readers may process linguistic
stimuli in different ways. Waterman and Lewandowsk1 (1993) use a task based on
that used by Byrne and Shea (1979) to consider the phonological and semantic
" processing of good and poor readers. In this task a list of words is presented and the
child has to say whether the word had previously been presented or not. A number
of possible confusions were included; for the target word ‘bag’, a rhyme (rag), a
rhyming control (dab), a semantically related word (sack) and a semantic control
word (mess) were included. A nonword condition was also included with just a
rhyme and rhyme control. Forty good readers and 40 poor readers at two age
groups, 8-10 years old and 14-16 years old were included. In the nonword task all
the groups made significantly more rhyme target errors than rhyine control errors,
indicating that the poor readers were as susceptible to phonemic confusability as good
readers. However, in the word condition the pattern of results was quite different.
In this condition poor readers made fewer phonological errors and more semantic
errors than rhyming errors for both age groups. Conversely, good readers made
significantly more rhyming errors than semantic errors. This suggests that the
processing of the poor readers was slightly different in that they relied more on
semantic than phonological coding in the word task. The authors suggest that the
poor phonological efficiency, as indicated by their performance on phonological |
awareness tasks, means that when a different means of coding is available they will
rely more on this. However, when a different means of coding 1s not available, as in
the nonword condition, the poor readers demonstrate a sensitivity to the phonological

attributes of the words.

A similar hypothesis was tested by Vellutino and Scanlon (19385). They
suggested that memory for abstract words is more dependent on linguistic coding
ability than memory for concrete words. They argued that if this were the case then it
could be hypothesised that poor readers would be less able to remember abstract
words than good readers and that they would, therefore, show a greater concreteness
effect than the good readers. Sixty children at two age levels, 7-8 years old and 11-
12 years old were included. Poor readers were defined as those 2 or more years
behind reading grade level in the older children and 1 or more year behind grade level
in the younger children, good readers were reading at, or above grade level. Ten
high-imageability words and 10 low-imageability words were included. Each child
was given six trials, each of which consisted of a list presentation followed by twenty
seconds in which the child counted and was then asked to recall the words.
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They found that at both grade levels concrete words were recalled more easily
than the abstract words. With the younger age group both groups of reader were
close on concrete words but not on abstract words. For the older children the
interaction between group and word type was not significant but there was a main
effect of group which indicated that the poor readers performed worse on the concrete
words and the abstract words. A second experiment was carried out in which the
number of trials was increased and each subject this time took part in two sessions
two weeks apart. When this was done, effectively making the task less difficult, the
pattern of results remained the same. Furthermore, error analysis showed that
although in the younger group the poor readers made more semantically related errors
than phonological and orthographic errors than the good readers; in the older group
the good readers made substantially more semantic errors than phonological errors
and the poor readers made a similar proportion of structural errors as the good
readers. The results suggest, then, that although the younger poor readers do
perform less well in memory tasks with abstract words, which are arguably more
dependent on linguistic coding than concrete words, this is not the case with the older
poor readers who were considerably worse than the good readers at recalling both

concrete and abstract words.

The authors suggest that lexical memory problems in older poor readers may
reasonably be attributed to their semantic development, that is, as a result of their
reading problems the older readers may have ‘limited semantic elaboration'. They
cite another study which provides some evidence for this idea. Vellutino, Scanlon
and Tanzman (1985) showed that poor readers perform less well on recall of
taxonomically related words. They found that differences at the sixth grade level
appeared to be correlated primarily with group differences in semantic organisation
ability whereas differences at the second grade level were correlated with differences
in linguistic coding as well as semantic organisation ability. So, poor readers do
seem to be "more attuned to the semantic than the phonological attributes of the word
stimuli, while normal readers were more evenly attuned to both attributes™ (p379) but

this cannot be generalised to the older poor readers.

1.9.1.1. Comparing Good and Poor Readers reading of
Concrete and Abstract Words

Studies examining the differential effects of imageability on good and poor
readers have tended to produce somewhat mixed results. It would seem reasonable
to expect that imageability would have a different effect on good and poor readers. If
dyslexic children show impaired decoding skills due to poor phonological skills then
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we might expect that they would benefit more from the semantic qualities of a word
than children with good decoding skills. Considered in terms of a connectionist
model such as that proposed by Plaut et al., word recognition is boosted by
semantics most when orthographic to phonological translation 1s most difficult. This
hypothesis is given support by the findings of Strain et al. (1995), as discussed '
above. Is it possible that for individuals whose phonological skills are impaired,
word recognition will be more influenced by semantic activation than for normal
readers with proficient phonological skills ? Clearly, this may also be conceptualised
in terms of a traditional dual-route model of reading which proposes two independent
routes to word recognition, a phonological route and a visual route. If one route is
particularly impaired for the dyslexic readers, e.g. the phonological route, then
perhaps this will increase reliance on the visual route, which may in turn be more
influenced by the semantic qualities of the word. However, as discussed in Sections
1.6.2 and 1.6.4., there are considerable difficulties with dual-route models.

Jorm (1977) investigated the effect of word imagery, word length and word
frequency on good and poor readers. A group of 24 good readers was compared
with a group of 24 poor readers. The good readers had an average reading age 1 year
5 months in advance of their chronological age and the poor readers had a mean
reading retardation of 3 years 2 months; both groups had the same mean 1Q. The
results indicated that while frequency was found to be an important influence on good
and poor readers, imageability was found to influence poor readers only, with high-
imageability words being easier to read than low-imageability words. Word length
was found to have no effect on reading difficulty for either reading group. However,
a serious criticism of this study is that the good readers are at ceiling or close to
ceiling with all the word types. Therefore, it 1s possible that an imageability effect in
the good readers is masked by these ceiling effects. As a result of this no firm
conclusions about the differential effect of imageability can be made from this study.

Baddeley, Ellis, Miles & Lewis (1982) also found strong imageability effects
on reading accuracy in a group of 15 twelve-year-old dyslexics, however, this
imageability effect did not seem to be a specific feature of dyslexia but was also
found in chronological- and reading-age matched control groups. The subjects were
shown 20 high-imageability words and 20 low-imageability words; word length,
frequency and rated concreteness was controlled for. All three reader groups made
more errors with the low-imageability words than with the high-imageability words.
Although the mean effect size is slightly higher for the dyslexic group (70, compared
with 64 for the reading age controls and 20 for the chronological controls) this
difference is not significant. These results are also in line with those studies
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reviewed in Sections 1.8.2 and 1.9 which suggest that even skilled readers may be
affected by the imageability of a word. Nevertheless, the mean effect sizes do
suggest a trend towards a greater imageability effect for the dyslexic readers.

Other studies comparing the performance of good and poor readers have
found no influence of imageability at all. Klose, Schwartz and Brown (1983)
compared good and poor readers on a lexical decision task and a naming task using
40 high and 40 low-imageability words controlled for concreteness, age of
acquisition, length and frequency. Age of acquisition refers to the estimated (by adult
ratings) age at which a word is acquired by children. Age of acquisition was included
in this study in an attempt to investigate whether the imageability effects seen in
previous studies were a function of the stage at which a word 1s acquired. In the
lexical decision task subjects were shown the words on a computer screen and asked
to Jjudge whether the word was the same as the previous word shown. In a second
task the subjects were asked to name the word and latencies were recorded. The
teenage subjects were divided into good and poor readers on the basis of a reading
comprehension task. The two groups of 11 subjects had mean reading scores
indicating an average two year difference in reading age.

The results showed that performance in neither the lexical decision task nor in
the naming task was affected by imageability, furthermore, no interaction with
reading group was found. The authors argued that imageability may be mediated by
age of acquisition, that is, once age of acquisition is controlled for, imageability
effects disappear. However, a number of points must be made about this study. The
method of grouping readers would appear to be somewhat problematic. Although
there are significant differences between the two groups on the reading
comprehension test given at the outset, there appeared to be little difference in the
readers on the lexical decision task and no significant differences were found in
latencies or accuracy in the naming task. This suggests that the task was really no
more difficult for the poor readers which 1n itself could be one reason why no
differences in performance between high and low-imageability words were found.
The grouping of readers 1s also problematic because it was based on performance in a
reading comprehension task. It is possible that poor comprehenders were also
included in the sample, these subjects may be influenced by the semantic properties
of a word in quite a different way from poor readers with decoding problems.
Further, no alternative condition is offered in which age of acquisition is varied and
imageability is controlled for and therefore it remains unclear whether age of
acquisition explains the differences between high and low-imageability words or
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whether no difference would be found in these tasks across these reading groups

anyway.

Coltheart, Laxon and Keating (1988) attempted to address this issue by

* looking at the effect of imageability and age of acquisition on the accuracy of groups
of nine-year-old good and poor readers. In the first task 47 children were presented
with 80 words which differed in their rated age of acquisition, 40 were early acquired
words and 40 were late acquired words. The words were matched on length,
frequency and imageability. Main effects were found for group and word type, good
readers were able to read more words than poor readers and words acquired earlier
were read more easily than words acquired later. There was also a significant group
x age of acquisition interaction in the item analysis but not in the subject analysis. On
the second task the children were shown 80 words differing in their imageability, 40
words were of high-imageability and 40 were of low-1mageability. A significant
effect of reader group and a significant imageability etfect was found, high-
imageability words being easier to read than low-imageability words. However, a
significant interaction, and planned comparisons, indicated that the imageability
effect was found only for the poor reader group. It 1s important to note, however,
that these results were not found in the item analysis where no main effect of
imageability was found, which limits the conclusions that can be drawn on the basis
of these data. It does seem, however, that the poor readers in this study were more
affected by imageability than the average readers. Coltheart et al. argue that this
might suggest that "less able young readers may rely to some extent on the rather
inaccurate, semantically based, predicational route in reading” (p.9). Age of
acquisition effects remain important, for both poor and average readers, even when
imageability is controlled for and it is important to consider why this might be. The
possible effects of age of acquisition will be considered 1n Section 1.10.3.

In summary, it would seem that the results of these studies suggest a number
of things. Firstly, it does seem possible that poor decoders are more likely to rely on
semantic coding when that is a possibility. Secondly, although there appears to be
some evidence that poor decoders may show greater concreteness ettects than
average or good readers, suggesting a larger influence of semantic factors 1n subjects
with an impaired phonological pathway, the evidence is far from conclusive.

1.9.1.2. Imageability effects in children with

semantic impairments
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An alternative way of constdering the division of labour hypothesis 1s to
examine the performance of children with poor semantic representations and to
consider whether they are more reliant on the phonological pathway than children
with better semantic processing skills. Nation and Snowling (1993) predicted that
children with poor semantic representations, poor comprehenders, would not only
have greater problems with reading and understanding text, but also that they would
have greater difficulties in reading exception words. Twenty-seven poor
comprehenders were compared with t\;renty-sevcn control subjects who were
matched on measures of decoding but differed in their listening comprehension skill.
The children were required to read 64 words varying in imageability and regularity,
these words were the same as those used by Strain et al. and formed 4 groups; high-
imageability exception words, high-imageability regular words, low-1mageability
exception words and low-imageability regular words. The results showed that high-
imageability words were read more easily than low-imageability words and regular
words were easier to read than irregular words, these two factors, imageability and
regularity interacted with each other. A main effect of group and a significant group
X imageability interaction was also found, this interaction indicated that the poor
comprehenders made more errors on the low-imageability items than the normal
readers. The interaction between group and regularity was almost significant,
suggesting that poor comprehenders made more errors to exception words than the |
normal readers. In summary, the results of these studies suggest that children with
poorly specified semantic representations have increased problems with exception
word reading because their orthographic to phonological translation for these words
1s not helped by activation in the semantic pathway. Further, although all children
had greater difficulties with low-imageability items, this difficulty was particularly
pronounced in the poor comprehenders. These results support those found by Strain
et al. (1996) by suggesting that when orthographic to phonological translation is
difficult word recognition and lexical processing will be more affected by the
semantic pathway. These results also suggest that when these semantic
representations themselves are poorly specified, as in poor comprehenders,
processing of these words will be impaired to a greater extent than for the normal
readers, despite the fact that their phonological decoding skills do not differ.

1.10.Why should abstract words be more
difficult to read ?

It is important to consider what it is about concrete words that makes them
easier than abstract words and in doing so to consider how the semantic
representations of concrete and abstract words might differ. A number of
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explanations have been proposed. As suggested above, it is possible that
imageability and concreteness effects may actually be accounted for by other variables
such as age of acquisition or ‘context availability’. Highly imageable or concrete
words may be easier to learn because they are the words that are also acquired earliest
* (Coltheart et al. 1988). Another explanation is that the difference between concrete
and abstract words is the amount of contextual information they bring. Some attempt
to explain concreteness effects has been made in terms of these differences in
contextual availability (Schwanenﬂligel, Akin & Luh, 1992). It has also been
suggested that differences occur because of differences in the way 1n which sensory
information is represented in memory (Paivio 1971; 1986) and possibly even that
their meanings are represented in a neuroanatomically distinct way (Breedin et al.
1994). Finally, it 1s also possible that concrete words are 'richer' in terms of the
number of semantic features that define them and it is this which accounts for their
processing advantage (Plaut & Shallice 1993).

1.10.1. Dual-Coding Theory

One possible explanation of the processing advantage for concrete words is
dual-codlng theory (Paivio 1986). This theory proposes the existence of two partly
interconnected, but functionally independent and distinct representational systems in
memory: a verbal system and an image system. The advantage for concrete words is
said to arise as a result of stronger connections to the image system. In reading the
verbal system must be activated but the image system might also be activated.
However, this secondary activation is likely to occur only for concrete words which
are also represented in the image system. Concrete words are said to be represented
verbally with the possibility of further imaginal activation, whereas abstract words
are represented only by the verbal system; performance with concrete words is
facilitated because they have, in etfect, two representations.

The 1mage system 1s said to be based on relationships which arise from
sensory experience and its development is explained very much in Piagetian terms.
According to Piaget, knowledge structures are formed from an interaction between
the infant and his or her environment, with sensory-motor schemata developing over
time to accommodate new information. Over time this sensory information becomes
Internalised by the infant as knowledge structures. Paivio suggests that language
develops from an initial imaginal base, imagery and language remain interconnected.
However, it is proposed that language also develops a partly independent structure
and that verbal behaviour is "free of dependence not only upon a concrete situational
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context but to some extent from imagery as well” (Paivio, 1971, p.438; cf.
Bleasdale, 1983).

An extension of this theory is the proposal that concrete and abstract words
are represented in neuroanatomically distinct ways. Day (1977) argued that
concreteness effects would be modulated by the visual field (and hence hemisphere)
of encoding. In a series of lexical decision tasks he found a significant interaction
between concreteness and visual field, s:uch that a concreteness effect was found only
when the words were presented to the left visual field suggesting a specialised right
hemisphere impact. This proposal fits well with the evidence from studies showing
that deep dyslexic patients have impaired naming ability for abstract as compared to
concrete words. Deep dyslexics are thought to have left hemisphere damage and so
the strong concreteness effects that they show have been accounted for in terms of the
correct processing of an intact right hemisphere favouring concrete over abstract
words (Saffran, Bogoyo, Schwartz & Marin 1980). There is also evidence from
patients with semantic memory impairments suggesting that they show a significant
advantage for abstract as opposed to imageable words (Breedin, Saffran & Coslett,

1994).

Bleasdale (1987) presents evidence to support the dual-coding hypothesis
from a series of priming experiments involving word naming and lexical decision
tasks. Associated, unrelated and neutral (BLANK-word) word pairs were used
which varied prime and target concreteness. It was found that in the naming tasks
associated primes were named faster than neutral targets when primes and targets
were homogenous for concreteness (1.e. concrete-concrete or abstract-abstract) but
not when the prime and target differed in concreteness. In the lexical decision task
priming from all pairs was shown regardless of prime and target concreteness.
Bleasdale argued that in the lexical decision task post-lexical rather than lexical
processes were being used, that 1s, the heterogeneous (e.g. concrete-abstract or
abstract-concrete) associations in the lexical decision task would be attributable to
target-to-prime checking procedures. Conversely, concreteness dependent priming
was found in naming tasks which are dependent on lexical processes, therefore
suggesting that lexical processes may be functionally distinct for concrete and abstract

words.

1.10.2. The Context Availability Hypothesis

Schwanenflugel (1991) argues that concreteness effects can be accounted for
by the relative ease with which people report being able to retrieve associated
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information for such words. In obtaining context availability ratings people are asked
to rate the ease with which they can think of a sentence for each given word.
According to this hypothesis, sensory information does not have a special status but
is considered as another example of prior information. He argues that it 1s the

- relative ease with which this knowledge 1s accessed rather than the type of knowledge
which is important. Extensional and relational knowledge 1s important as well as
Sensory knowlecige. As already discussed in Section 1.8.2., McFalls et al. (1996)
found significant context availabilit)} effects in word learning over and above any
effects of concreteness. It has also been shown that adults do not show a
concreteness effect when a supportive context is provided. Schwanenflugel &
Shobin (1983) found that naming and lexical decision times were faster when abstract
words and sentences were preceded by paragraph and sentence contexts as compared
with no-context conditions. However, context did not significantly facilitate concrete
sentences and words. The authors suggest that the lack a of contextual facilitation
effect for the concrete words 1s due to the fact that the words already have an
adequate cognitive context and thus are not aided by additional information. These
findings are difficult to explain in terms of the dual-coding hypothesis. If concrete
words have easier access to the image system when the words are read 1n isolation,
and this access is based on the sensory information activated by the word then 1t 1s
hard to explain why this should not be the case also when they are read in context.
There is no clear explanation of why abstract words take longer to read in isolation.

Bleasdale (1987) argues that his results provide evidence which questions the
role of context availability, further he suggests that context availability cannot
adequately explain the priming results obtained. In the experiments described above
the Target Concreteness by Prime Context interaction failed to reach significance. If
context availability is the crucial factor then a greater facilitation for abstract words
would be expected and this was not the case. However, 1t 1s important to note that
firstly the priming in this experiment was single word priming whereas 1n the
Schwanenflugel study the context was sentences and paragraphs. Secondly,
Bleasdale did not obtain context availability ratings so it remains unclear whether the
concreteness effects he found were above and beyond and context availability effects.

1.10.3. The Role of Age of Acquisition

A further possible explanation for concreteness effects 1s the age of
acquisition hypothesis. There is some evidence for the role of age of acquisition 1n
influencing reading over and above any influence of imageability (Coltheart et al.
1988; Klose et al. 1983). It is clear that imageability is closely related to age of
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acquisitidn in some sense. Firstly, there is good evidence to suggest that concrete
words are learnt earlier than abstract words (Brown, 1957; Gentner, 1982).
Secondly, there is evidence to suggest that imageability correlates very highly with
rated age of acquisition. Morrison, Chappell & Ellis (1997) show that imageability
" correlated with both adult ratings of age of acquisition and child picture naming
(indicating actual age of acquisition) more highly than other variables such as

frequency.

Given that these two variables are so closely related 1t i1s important to consider
whether imageability effects may be wholly accounted for by age of acquisition or
whether imageability 1s in itself important, over and above any influence of age of
acquisition. In order to answer this question consideration of the mechanisms by
which age of acquisition and imageability may influence language processing is
necessary. One possible way in which age of acquisition may have an influence on
performance in some language tasks is that there is a processing advantage of
concrete over abstract words; because concrete words are acquired earlier they have
been experienced more often and therefore have lower thresholds of activation.
However, it is also the case that concrete words will have been 'experienced' more
often than abstract words and therefore this hypothesis does not exclude the
possibility that it is imageability rather than age of acquisition per se which is

important.

Age of acquisition effects may also be considered within a dual-coding
approach. Paivio supports a Piagetian view of language development, proposing that
language is initially tied to sensory interaction with the environment. This would
suggest a reason why concrete words are acquired earlier than abstract words. By
their very nature concrete words tend to be more tied to the sensory environment. As

Gentner (1982) suggests:

"Children learn concrete nouns early because, as object-reference terms, they have
particularly transparent semantic mapping to the perceptual-conceptual world . . .
Words that refer to these concepts are easy to learn because the child has already
formed object concepts and need only match word concepts.” (pp 53-54).

Dual-coding theories might suggest then that age of acquisition 1s important
because sensory information 'leads’ language development (forming an imagen
system). Nevertheless, a central tenet of dual-coding theories is that as well as this
imagen system a separate system also exists for dealing with verbal information.
Therefore, dual-coding theorists would reject claims that more experience 1s what

gives age of acquisition its importance, age of acquisition i1s only important to the
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extent to which concrete words are acquired earlier than abstract words.
Concreteness, in allowing access to both verbal and imagen systems, 1S a variable
which is important in itself, even after age of acquisition is taken into account. In
terms of the context availability hypothesis, Schwanenflugel (1991) points out that
" the age of acquisition hypothesis has some difficulty in explaining why the
differences seen between the processing of concrete and abstract words disappears

when the words are presented in context.

1.10.4. Featural Representations of Semantics

One further way of considering concreteness effects 1s within a connectionist
framework. Just as the Seidenberg and McClelland (1989) model, discussed in
Section 1.6.4., represents phonology in terms of featurally distributed
representations, 1t might also be possible to argue that semantics can also be
represented in a similar way (Plaut & Shallice, 1993). McRae, de Sa & Seidenberg
(1997) suggest that word meanings are represented in terms of correlated features.
Words are composed of semantic features. A model might not only learn that a tiger
‘has fur’ but also that ‘has fur’ is a feature of many animals and that animals (that
have fur) also tend to ‘have claws’ and ‘have a tail’. The number of features and the
number of correlations between features predicts the speed and accuracy of |
recognition. According to this approach concrete words are processed more easily
than abstract words because they activate a greater number of features. It 1s possible
that both the age of acquisition hypothesis and the context availability hypothesis
could be subsumed into this approach. Earlier acquired words may receive more
activation than later acquired words because they have a greater number of features
and correlated features. It is possible that it is this which in part determines the ease,
and therefore, age of acquisition. Similarly words in context may receive greater

facilitation than those in isolation.

1.10.5. Summary

In summary, it would seem that the reason why 1mageability or concreteness
should have an effect on language processing remains unclear. Although a number
of theories have been suggested none of these is without its problems and it would
seem that the effect of concreteness is a complex one. Even though the exact nature
of the influence of concreteness is unclear the results are clear in suggesting an
Influence of some type of semantic variable on isolated word recognition. Whether

this is conceived of as an influence of context availability, or within a dual-coding
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framework or as a product of differences in featurally based semantic representations,
the evidence shows that this semantic variable can influence single word recognition.

1.11.Conclusions

This chapter has reviewed a substantial body of literature concerned with both
phonological and semantic factors influencing reading development. The evidence
reviewed suggests that phonological skills, both in terms of metacognitive awareness
of phonology, and in the way in which phonology is represented by children, have a
strong influence on reading development. There 1s also evidence that semantic
factors have a role to play, although the role of semantics in the earliest stages of
reading development and the way in which semantic and phonological factors interact

throughout reading development appear to be little understood.

Traditional stage models have argued that children in the very earliest stages
of reading development are influenced by the visual features of a word they are
learning to read but are not influenced by the phonological features of the word.
However, as discussed in this chapter, there 1s good evidence to suggest that children
are able to use phonology at a very early stage. There 1s evidence that children are
able to use phonology before they are consciously aware of 1t, or able to reflect upon
it. This early use of phonology and how it relates to children’s phonological
awareness skills will be examined in this thesis. Similarly, most models of reading
development stress the primacy of phonological skills 1n learning to read and suggest
that semantic factors do not influence reading until a later stage of development.
However, there 1s some evidence to suggest that children are sensitive to semantic
factors from an early stage. In this thesis, the extent to which learning to read a word
1s influenced by semantic factors, as well as phonological factors in very early
reading development will be investigated. The relationship between phonological and
semantic factors, and the ways in which they may interact to influence reading

development, will also be considered.

73



CHAPTER TWO

Chapter Two

The Relationship between Phonological Awareness and the
" Implicit use of Phonology in Beginning Reading

2.1 Overview

An experiment examining children’s early use of phonology in learning to
read 1s presented in this chapter. Children’s ability to access and use phonology is
examined using the paradigm used by Ehri & Wilce (1985) and Rack et al. (1994), as
discussed in Chapter 1. The ability of children to learn to associate three letter
abbreviated cues with spoken words is related to their performance in phonological
awareness tasks. The results are discussed in the light of previous research and
models of reading development.

2.2 Introduction

As discussed in Chapter 1, many models of reading development have
proposed that young children 1nitially learn to read words on the basis of salient
visual features (Marsh et al. 1981, Frith 1985). However, evidence was also
discussed which suggested that this early ‘visual’ stage is of short duration and that
phonological processes influence the development of word recognition skills from an
early stage, before children can be said to have entered a full ‘alphabetic phase’
(Stuart & Coltheart, 1988; Ehri & Wilce, 1985). Ehri (1992) argued that children in
the early stages of reading are sensitive to the phonetic information in words and use
this information in forming connections between the printed word and its
pronunciation. She argued that children set up partial associations between some of
the letters in the word and the phonemes for which they stand. These partial
associations are not the same as decoding in a conscious letter by letter manner.

In a similar vein Rack et al. (1994) proposed a ‘direct mapping mechanism’,
according to which children are able to set up direct, although far from systematic,
mappings between orthography and phonology. Rack et al. demonstrated that
children 1n the very early stages of learning to read are sensitive to phonological
information in words and are able to use this information in learning to read them.
Furthermore, they are able to access much smaller units of phonology than they are
consciously aware of, in terms of performance in phonological awareness tasks.
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This chapter further examines children’s sensitivity to phonology in the early
stages of reading development and considers how this sensitivity might change with
development. A further issue is how the ability to access phonology in learning to

read relates to performance in phonological awareness tasks.
2.3 Experiment 1

2.3.1Introduction

This experiment is based on the study by Rack et al. discussed in Chapter 1.
Rack et al. taught children to associate three letter abbreviated words with spoken
words. Two types of cue were created; phonetic cues, in which the central phoneme
1n the cue was phonetically similar to one in the target word and control cues in which
the central phoneme was phonetically dissimilar (or less similar) to one in the target
word. For example, for the target word BEAVER the phonetic cue was BFR and the
control cue was BZR. In the phonetic cue condition the medial phoneme differed
form that in the target word only in voicing, whereas in the control condition the
phoneme differed in terms of place of articulation. Rack et al. found that young
children at a very early stage of reading development, who were unable to decode
even the simplest CVC words, were able to learn to associate the phonetic cues with

the correct pronunciation more easily than the control cues.

This experiment used the same cues as those used in the Rack et al. study.
An 1mportant aim of this experiment was to examine the relationship between learning
these cues and performance in phonological awareness tasks. It is argued that the
process of learning to read these three letter cues 1s analogous to the process of
learning to read words in the early stages of reading development. Children are able
to extract partial phonological information from the cue or word and map this onto the
printed form. Performance in this task may also be seen as a measure of the rate
learning in reading. It is predicted that the rate of learning in this task will be related
to individual differences in phonological awareness.

A further aim of this study was to look at the way in which children’s ability
to learn to associate an abbreviated word cue with a spoken word might change with
development. Rack et al. argued that this cue learning task taps the processes used to
set up connections between the cue and the underlying phonological representation of
the word. If the characteristics and organisation of these phonological representations
change with development these changes might well be reflected in the child’s learning
in the phonetic cue paradigm. As discussed in Chapter 1, there is evidence to suggest
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that young children’s lexical representations for speech may initially be relatively
holistic and become increasingly segmental (phonemic) with development (Walley
1993). A tentative prediction from this is that young children may show a greater
advantage in learning the phonetic cues than older children. It may be that the less

* well differentiated phonological representations of the beginning reader would 1n
some sense allow them to confuse the phoneme that is globally similar to produce the
phonetic cue effect. However, the more clearly specified, segmentally organised
representations of older children mig'ht tend to reduce their sensitivity to the featural

similarity of phonemes.

2.3.2 Method

2.3.2.1 Participants

Sixty children, 30 boys and 30 girls from a Primary School in York took part
in the experiment. The majority of the children came from middle class backgrounds.
The children were equally spread over three year groups at school, 20 children from
the reception class, with mean age of 4 years 8 months (range 4 years 7 months to 5
years 2 months); 20 children from year one, with a mean age of 5 years 8 months
(range 5 years 3 months to 6 years 10 months); and 20 children from year two, with a

mean age of 6 years 10 months (range 6 years 5 months to 7 years 4 months).
Reading is taught in the school using a variety of methods combining

phonic and whole language approaches, using a reading scheme, language

games and 'real books'.
2.3.2.2 Design and Materials

All the children were given a battery of phonological awareness tasks from the
Phonological Abilities Test (Muter, Hulme, & Snowling 1997), measures of reading
ability and the experimental word learning task. Each of these tasks 1s described

brietly below.

(i) Rhyme Detection This test comprises three demonstration items
and ten test items. All the items are accompanied by pictures. The child 1s required to
indicate which of three words rhymes with a stimulus word. The child scores either
1 for a correct response or Q for an incorrect response. The total possible score 1s 10.

(ii) Rhyme Production In this task the child is given 30 seconds to
supply words or nonwords that rhyme with each of the two stimulus words, ‘day’
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and 'bell’. The child's responses were recorded. The child's score for the rhyme
production test 1S the total number of correct rhyming responses for both words.

(it1) Phoneme Deletion In this task the child is required to remove the

" initial phoneme from a single syllable word. The correct response is also a word.
For example, meat without the /m/ is ...eat. There are four demonstration items,
followed by 8 test items, all accompanied by pictures. The child's response is
recorded and scored, 1 (correct) and 0 (incorrect). This test is then repeated with
another set of single syllable words and the child is asked to delete the final phoneme.

The total possible score for the phoneme deletion task is 16.

(iv) Syllable and Phoneme Segmentation In this task the examiner
supplies the first part of the word which the child is then required to finish off, for
example, 'here is a ra...(rabbit)' and the child is required to say /bit/. There are 16
items which are presented with pictures. The first 8 items require the child to supply
the second syllable of a two-syllable word. The second 8 items require the child to
supply the final phoneme of a single syllable word. There are four demonstration
items. The items are scored 1 or O and the total possible score is 16.

(v) Speech Rate This test involves the child repeating a word over and
over again as fast as they can. The examiner times how long it takes the child to
produce 10 repetitions. There is a practice item when the child repeats his or her
name. The child 1s then asked to repeat the word 'buttercup’ as fast as they can.
Their pertormance with the word buttercup is measured three times: the average time

1s then converted into a speech rate 1n words per second.

(vi) Letter Knowledge Letter-sound knowledge was assessed by
asking the children to give the name or sound of the letters of the alphabet which were
presented 1ndividually, in a random order, on printed cards.

(vil) Single Word Reading Reading ability was assessed using a
graded test of single word naming, the British Ability Scales test of Word Reading
(Elliot, Murray, & Pearson 1983). Testing was discontinued if the child made 10

consecutive errors.

(viii) Nonword Reading To assess the children's ability to use letter-
sound rules for decoding novel words the Graded Nonword Reading Test '
(Snowling, Stothard & McLean, 1996) was used. The test comprises a set of 20
nonwords which are graded in difficulty: there are 10 1-syllable and 10 are 2-syllable
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items. An additional four simple 1-syllable items were included in an attempt to make
sure that the test would be sensitive to variations in skill amongst the youngest
children tested (4 year olds). The child scores 1 for a correct response and O for an

Incorrect response, giving a maximum possible score of 24.

(ix) Definitions  The children were asked to provide definitions for each
of the words they were to learn to read in the word learning task. These definitions
were then given a score of 0, 1 or 2 depending on the depth of understanding of the

word shown, giving a maximum possible score of 48.

(x) The Word Learning Task  The experimental word learning
task required the child to learn the pronunciations associated with three or four
letter abbreviations (cues). Twenty four target-cue pairings were taught in three
blocks of eight items spread over 3 days of testing. The target words were the
same as those used by Rack et al. (1994). The target words were all bisyllabic
words with a CVCVC or CVCYV phonemic structure. Twenty of the cues were
three letters in length and the remaining four were four letters in length. The
cues contained two letters (three for the four-letter cues) whose corresponding
phonemes occurred in the target word and a single medial letter whose
corresponding phoneme did not occur in the target word. In the phonetic cue
condition the middle phoneme was similar to a phoneme 1n the target word 1n
terms of place and manner of articulation but different in voicing. Five
voice/voiceless pairs were used to form the phonetic cues : t/d, p/b, s/z, f/v, and
k/g. In the control condition the central phoneme in the cue always differed
from that in the target word in place of articulation (and sometimes also in
voicing). So, for example for the target word TABLE the phonetic cue was

TPL and the control cue would be TGL the 'b' and the 'p' differing only in
terms of voicing, while the 'b' and the 'g’ differ in voicing and place. A full list

of all the stimuli is given in the table below.
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Table 2.1
Target words and cues used in Experiment One

Target Word _ Phonetic Control Target Word __Phonetic Control

beaver bfr bzr packet pgt ppt
biscuit bzkt bfkt pattern pdn pkn
bucket bgt bpt puddle ptl pgl
button bdn bpn puzzle psl pvl
cabin kpn kgn secret sgt spt
coffee kvi ksi silver sIfr slzr
cotton kdn kgn soccer Sgr Str
cover kfr Kzr supper sbr skr
foggy fki fbi table  tpl tel
garden gtn gbn table tpl tgl
gravy grfi g1zl target tkt tbt
gutter gdr gkr ticket tgt tpt
qcket DIt 2)1)! travel trfl trzl

Two forms of the experiment were constructed so that each target word
appeared in each form once, in either the phonetic or control condition. Each form of
the experiment contained 24 words, 12 phonetic cue words and 12 control cue
words. The cues were then grouped in three blocks of eight with four phonetic cues
and four control cues in each block of eight. Each child was presented with one
block a day for three consecutive days. The order of presentation of each of the three

word groups was counterbalanced.

2.3.2.3 Procedure

The Phonological Abilities Test and reading tests (BAS word reading and the
Nonword reading test) were administered first. In the case of the reception children
this was done over two days but the Year 1 and Year 2 children completed these tests

in one day. The testing took place in an area adjacent to the classroom.

For the word learning task the children were tested individually in a quiet

room 1n their school on three consecutive days. On each day they were taught to
associate eight printed cues with their pronunciations. The children were told they
were going to learn some ‘made up words’. Each cue was presented to the child and
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the experimenter said the target word twice with the child repeating the word once.
On the first presentation the card remained in view for approximately 5 seconds. The
cards were then shuffled and presented to the child who was asked to say the spoken
word that had been paired with each cue. Refusals and errors were corrected.
‘Testing was discontinued after six test runs. The child scored 1 for a correct
response and O for an incorrect response giving a total possible score of 6 for each
cue word. With 12 words in each condition the maximum possible score for each

condition was 72.

2.4 Results

2.4.1 Word Learning Task

The results of the word learning task are shown in Table 2.2. It is clear that
older children leamn better than younger children, that the phonetic cues were leamnt
more easily than the control cues and that the size of this phonetic cue advantage does

not differ as a function of age.

Table 2.2
The mean cue learning scores (and std. deviations) for each age group

Control Cues
17.30 (13.05)
34.45 (13.06)
41.35 (16.22)

Phonetic Cues
21.65 (13.39)
40.80 (15.60)
49.45 (10.90)

Reception
Year 1

Year 2

The data were subjected to a within-subjects analysis of variance in which the
factors were Cue Type (phonetic or control) and Group. There was a strong main
effect of Group (F(2,57)=20.17, p <.0001) and a strong main effect of Cue Type
(F(1,57)=38.02, p <.001). This confirms the hypothesis that children learn to
associate phonetic cues with a target word more easily than control cues. There was
no significant Group x Cue Type interaction (by subjects (E(2,57)=1.13, p >.1).
There is therefore no support for the hypothesis that the phonetic cue advantage might

decline with age.

The data were analysed across items as well as across subjects. The item
means in each condition are given in Table 2.3. A strong main effect of group
((F(2,48)=118.81, p<.001) and a strong main effect of cue type (F(1,24)=16.47,
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p<.001)was found across items. The Group x Cue Type interaction was not
significant (F(2,48)=1.26, p>.05). The item analysis, therefore confirmed the
findings of the subject analysis.

Table 2.3
Item means for each condition

Control Cues
1.5 (.78)
2.8 (.97)
3.4 (.95)

Phonetic Cues
1.9 (.86)
3.4 (.89)
4.1 (.72)

Reception
Year 1
Year 2

It 1s believed that children are using phonological processes in learning to
recognise printed words before they are able to use letter-sound decoding skills.
However, 1t 1s clearly the case that some children in this study do possess such
decoding skills and it was thought necessary, therefore, to create a sub-group of
children who could read one or less nonword in order to assess the extent to which
the phonetic cue effect occurs in children who have not developed effective decoding
skills. Across the three age groups there were 23 children who satisfied this
criterion. Sixteen of these children were from the Reception Class and seven were
from Year One. The mean phonetic cue score for this group of non-decoders was
21.65 (SD 12.42) and their mean control cue score was 17.39 (SD 12.68): this
difference 1s significant (F(1,22) =7.53, p <.05), confirming that even children
without letter-sound decoding skills find it easier to learn cues that are phonetically
similar to target words than control cues. This shows, in line with earlier findings
(Rack et al., 1994) that the phonetic cue effect exists in children who possess no
appreciable phonic decoding skills.

2.4.2 The Phonological Awareness Tests
The scores on each of the phonological awareness tasks and the definitions

task, for each age group, are presented in Table 2.4. It can be seen from the table that
there 1s a steady increase in performance on each of these tasks as a function of age.
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Table 2.4

Mean performance (and standard deviations) of the three groups of children on the
language and reading tasks

Year 2

24.6 (1.19
37.6 (24.86
13.2 (8.18
8.5 (2.06

8.35 (4.51
11.65 (3.59
13.2 (3.56)

Year 1
23.85 (1.84
14.55 (14.90)
5.3 (5.11

7 (2.77
3.25 (3.35
7.2 (6.03
9.7 (5.01) -

Reception
15.6 (8.62
3.1 (6.92
90 (2.02
5.15 (3.12
85 (1.69
Phoneme deletion 1.25 (2.12
Syll. and Phoneme 6.5 (5.71)

Task

Letter Knowledge
BAS Reading
Nonword reading
Rhyme detection

Rhyme production

Segmentation
91 (.22)

40.80 (4.4

1.22 (.5
34.5 (4.97)

1.22 (.43
31.79 (6.55

Speech rate(wd/sec

Definitions

In order to examine the relationship between performance in the word
learning task and measures of phonolog