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Abstract

This thesis studies the potential of a novel approach to ensure more efficient and intelligent assignment of capacity through medium access control (MAC) in practical wireless sensor networks (WSNs), whereby Reinforcement Learning (RL) is employed as an intelligent transmission strategy. RL is applied to framed slotted-ALOHA to provide perfect scheduling. The system converges to a steady state of a unique transmission slot assigned per node in single-hop and multi-hop communication if there is sufficient number of slots available in the network, thereby achieving the optimum performance.

The stability of the system against possible changes in the environment and changing channel conditions is studied. A Markov model is provided to represent the learning behaviour, which is also used to predict how the system loses its operation after convergence. Novel schemes are proposed to protect the lifetime of the system when the environment and channel conditions are insufficient to maintain the operation of the system.

Taking real sensor platform architectures into consideration, the practicality of MAC protocols for WSNs must be considered based on hardware limitations/constraints. Therefore, the performance of the schemes developed is demonstrated through extensive simulations and evaluations in various test-beds. Practical evaluations show that RL-based schemes provide a high level of flexibility for hardware implementation.
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1.1. Motivation

Medium access control (MAC) protocols are designed to regulate and control the users in accessing a shared medium, affording significant improvement in energy efficiency and channel performance of wireless sensor networks (WSNs). Due to most sensor nodes having limited-energy sources, MAC protocols are specifically required to provide energy-efficient operation in order to significantly prolong the lifetime of WSNs.

In the design of most MAC protocols, one main assumption is that packets which have collided (two or more, partly or fully) are discarded and have to be retransmitted. An effective collision avoidance scheme is required to design an ideal protocol. This thesis shows that collisions do not necessarily result in packet loss and the failure of all the collided packets, which refers us to the capture effect. It is shown that the first-arriving packet in a collision can capture the radio, at the same transmission power level, and may be decoded depending on the amount of overlapping length. Therefore, the performance of the MAC protocols can be enhanced with the benefit of the capture effect.
The key advantage of the ALOHA-based schemes is simplicity and low overheads, but they provide poor throughput capability because of the collisions and retransmissions resulting from their blind transmission technique. Recently, Reinforcement Learning (RL) has been applied to improve the inefficient transmission strategy of ALOHA-based schemes. RL techniques have increased the channel performance significantly in both single-hop and multi-hop communication, whereby an intelligent slot selection strategy is employed. The performance evaluations of the RL-based schemes are however restricted to simulation-based tools where a static environment is considered. This thesis evaluates the performance of the RL-based schemes through real-world test-beds. Also, the behaviours of the schemes against dynamic channel and environment conditions are studied. The main contributions are summarised as follows:

- To the best of our knowledge, this thesis has first studied the capture effect practically for equal power transmissions. A new 3-packet-capture scenario is introduced and tested, extending prior work for realistic systems. In order to add the capture effect to the throughput performance of MAC protocols, a capture coefficient is derived in association with packet length which can be used analytically to predict the impact of capture through simulation and analytical models (see chapter 4).

- Reinforcement learning based ALOHA (RL-ALOHA) scheme potentially solves the problems of collision and poor throughput capability in random access schemes in an intelligent manner. The throughput performance of RL-ALOHA is first practically studied in this thesis through a real-world test-bed. During the practical implementations, numerous limitations and
constraints that impact on the maximum achievable throughput have been observed and novel schemes are proposed to deal with these practical implementation issues (see chapter 5).

- This thesis provides a practical evaluation of ALOHA and Q-Learning based MAC (ALOHA-Q) protocol for the first time. The resilience level of ALOHA-Q to loss of convergence is explored in order to consider the weakness of the scheme in the presence of packet losses in the steady state. The resilience level to loss of convergence is presented according to various packet loss probabilities. A Markov model is derived to estimate the time to loss of convergence for a single user. Then, a novel technique is proposed to protect the convergence lifetime in the presence of packet loss (see chapter 6).

- This thesis also extends the implementation of ALOHA-Q in both simulation and realistic test-beds, to linear-chain, grid and random topologies. Practical implementation issues of ALOHA-Q are studied based upon hardware limitations and constraints. The performance of ALOHA-Q in simulation in comparison to ZMAC is validated with practical results. In order to strengthen the merits of the ALOHA-Q against dynamic the channel and environment conditions, the epsilon-greedy strategy is integrated (see chapter 7).
1.2. Thesis Outline

The chapters comprising this thesis and the contents of the chapters are summarised as follows:

- **Chapter 2  Wireless Sensor Networks**

  This chapter provides a brief overview of sensor networks, physical layer components, operating systems, the capture effect and RL techniques. An introduction to wireless sensor networks, including applications, challenges, constraints and network architecture, is presented. The fundamental structure of the TinyOS operating system and its features are described in details. The capture effect is introduced with example scenarios and existing work summarised.

- **Chapter 3  Medium Access Control**

  A wide range of MAC protocols proposed in the literature and the main four multiple access techniques and their advantages and disadvantages are presented. Basic features and design requirements of the protocols as well as their advantages and drawbacks are summarised. A discussion of the feasibility of MAC protocols for practical implementation and common approaches to performance evaluation are given.

- **Chapter 4  Experimental Study of the Capture Effect for Medium Access Control with ALOHA**

  The main focus of this chapter lies in exploring the capture effect when two or more packets collide. First, the test-bed and its purpose are introduced. The practical results of the scenarios are given. This chapter proposes the capture coefficient to be
used in assessing the throughput performance of the MAC protocols. ALOHA networks, pure and slotted are then introduced. The theoretical throughput analysis of pure and slotted Aloha with a finite number of users is analytically derived. Following this, the throughput calculation of pure Aloha with the capture effect is explored using the capture coefficient. The experimental result of pure ALOHA is presented and compared with the theoretical value derived.

- Chapter 5 Practical Implementation Issues of RL-ALOHA for WSNs

A description of RL-ALOHA scheme is presented with the fundamentals of the slot selection strategy. Then, the practical implementation of RL-ALOHA protocol with acknowledgement packet loss caused by the receiver is presented. In order to mitigate the practical issue, a new slot selection strategy and its implementation is provided.

- Chapter 6 Practical Implementation and Stability Analysis of ALOHA-Q for WSNs

A detailed description and practical performance of ALOHA-Q protocol as well as the experimental setup are introduced. Then, a stability analysis of ALOHA-Q with the Markov model derived is provided. The behaviour of ALOHA-Q in the presence of packet loss after convergence is studied. The time taken to lose convergence is estimated using the test-bed and the Markov model. A new punishment modification scheme is proposed to protect the convergence, analysed using a Markov model and implemented on test-beds.
Chapter 7  ALOHA-Q for Practical Multi-hop WSNs

A brief description of exploration/exploitation methods is introduced, resulting in the proposal of two new slot selection strategies using these methods. The performance evaluations of ALOHA-Q in three realistic test-beds scenarios (linear chain, grid and random topology) are presented. Then, ALOHA-Q is experimentally evaluated in response to two real-world events. ALOHA-Q with exploration/exploitation strategies is implemented to provide better performance in these two events.

Chapter 8 describes the potential future work to extend the research reported in this thesis. This thesis is summarised in chapter 9, highlighting the novelty and original contributions.
2. Wireless Sensor Networks

Wireless sensor networks (WSNs) are a class of ad hoc networks which can be used in many different areas, ranging from environmental monitoring to industrial, military and health applications [1]. A typical WSN is expected to consist of a potentially large number of inexpensive sensor nodes with the capabilities of sensing, computation and communications, each of which is likely to be battery-powered, small in size and able to communicate over short distances. Recent advances in wireless communications and digital electronics have resulted in the development of inexpensive, low-power, multifunctional sensor nodes. In many cases, a distinctive
feature of WSNs is that sensor nodes are randomly deployed in unreachable areas which often make recharging or replacing batteries difficult. A typical WSN needs to be able to self-organize and be robust to environmental changes such as failure of nodes.

Sensor nodes in a WSN usually share and contend for the same communication medium, which may result in a packet transmission failure through multiple concurrent accesses. Medium access control (MAC) protocols have the responsibility of controlling and regulating users in accessing a shared transmission medium. Sensor nodes are usually powered by energy-limited batteries, and it may be impractical to charge the exhausted battery. Therefore, the primary objective is to maximize the lifetime of the network which brings the necessity to design energy-efficient MAC protocols. It is well-known that the communication in a sensor network is the most energy-consuming mechanism [2]. The main sources of energy wastage include packet collisions, idle listening, overhearing and control packet overheads. A well-designed MAC scheme should be able to mitigate the overall energy consumption to an acceptable level, while affording good channel performance.

In the recent past, MAC protocols for WSNs have been broadly explored with significant improvements on performance (throughput, latency and energy-efficiency). Although most proposed protocols have provided significant performance enhancements, the design of the protocols has resulted considerable complexity and overheads. Taking real sensor platform into consideration, simple devices with limited power, memory and wireless communication ability, the practicality of MAC protocols must be considered when designing. Many of the
proposed schemes have only been evaluated through simulation which may not reflect the actual performance of the protocols because of the unrealistic assumptions. Therefore, it is important to develop simpler protocols to provide flexibility for practical implementation. ALOHA based schemes have a key benefit of simplicity but suffer from the inefficient transmission strategy. For the purpose of simplicity, Reinforcement learning (RL) strategy has been applied to slotted-ALOHA for developing an effective transmission strategy [65-68]. In this thesis, RL-based ALOHA schemes are practically evaluated in chapters 5 to 7.

2.1. Fundamentals of WSNs

In this section, a brief introduction to WSNs is provided including basic features and components of a sensor node, WSNs application domains, and design challenges is presented.

2.1.1. Sensor Nodes Architecture

The literature typically understands a sensor node to refer to a device sensing a real-world parameter, storing and processing, and transferring it out of network. Each node of a sensor network is composed of four basic sub-units:

- A sensing unit: It is composed of a number of sensors to detect real-world parameters which are produced in analog unit and converted to digital signals for processing in the processor unit.
- A Processor: In general, it performs the data processing and organizes the functionality of other tasks in a sensor node.
• A radio transciever: A transciever unit makes the nodes’ connection to the network, typically operating in 4 different modes: (1) transmit, (2) receive, (3) idle, and (4) sleep. Most sensor nodes exhibit a similar behavior of power consumption in these 4 modes in which the power consumption is almost equal in idle and receive modes. Therefore, sensor nodes are inherently required to be shut down rather than leaving them in idle mode when they are not transmitting or receiving.

• A finite power source: This is the most critical component of the sensor nodes. Energy consumed for data communication is always much more than sensing and processing. Minimizing the energy consumption is vital.

Fig 2.1 depicts the structure of a typical sensor node platform.

![Fig. 2.1 Sensor node architecture](image-url)

2.1.2. WSN Applications

Since a sensor node can be composed of many different types of sensor, sensor networks can be employed in a variety of applications. Environmental monitoring, military, health and industry applications are a few examples which aim to monitor ambient conditions such as temperature, target detection and air quality.
Environmental monitoring enables the collection of environmental data from various sensor nodes deployed at various sensing locations. For example, WSNs can be deployed in places where forest fires happen very frequently and an estimated origin of a fire can be relayed to the end users before the fire can spread out of control. Therefore, research into the detection and prevention of forest fires is being carried out in a practical way throughout the world [3]. In 2005, researchers deployed a WSN on an active volcano to observe the behaviour of volcanoes as well as to collect volcanic data [4]. They observed 230 volcanic events (eruptions) in 3 weeks through multi-hop communication. In order to assist to monitor air pollution, a WSN-based system has been developed, the Wireless Sensor Network Air Pollution System (WAPMS). In this system, the level of air pollution is produced on a daily or monthly basis. They categorise the various levels of air pollution based on an air quality index [5]. Another WSN-based system has been proposed to control a traffic system which measures the number of vehicles and the vehicle speeds [6].

In recent years, the use of low-cost sensor nodes has been a good approach in battlefield contexts to detect enemy attacks as well as reconnaissance of movements of the enemy. In [7], researchers have proposed a novel algorithm to track moving objects which can move fast, so that they may not be detected along a group of sensor nodes. The coordinates and speed of the objects are estimated to predict the trajectory of the objects. A wide range of military applications of WSNs have been recently surveyed in [8] based on application scenarios and sensor node types.

Recent technologies have enabled the new generation of medical sensor nodes that are capable of sensing and collecting data about people’s conditions and behaviour such as physical, psychological and cognitive [9]. WSN-based approaches in
healthcare have gained a rising interest due to the availability of the integration of environmental and medical sensors. A lot of sensor nodes can form a Wireless Body/Personal Sensor Network (WBAN) which is critical for early detection of medical conditions [10]. For example, a WSN-based healthcare system is developed to control the patients’ health status in a hospital such as controlling a pregnant woman’ heart rate and blood pressure [11]. In this system, 4 sensor nodes are placed on a patient to collect the psychological signals. A constant number of relay nodes forwards the information to a base-station. The information is then analysed and presented graphically. This is then sent to the healthcare provider or patient’s family in emergency conditions via an SMS using GSM.

Industrial applications have long been based on wired communication which has a cost of installation, maintenance and scalability limitations. In order to reduce these costs, WSNs have been a good approach and can be greatly adopted in industrial environments [12]. A practical WSN-based approach has eliminated the costly installation and maintenance of the communication cables [13]. A transmitter is installed in a Motor to measure the motor energy usage. This is to estimate the motor efficiency.

2.1.3. Protocol Stack for WSNs

A WSN protocol stack is made up of 5 basic architectural layers: *application layer, transport layer, network layer, data link layer and physical layer* [1]. The main tasks of the protocol stack are the combination of power and routing awareness, energy-efficient communication through the wireless medium and integration of data with networking protocols. The application layer specifies the relevant sensing data and
tells it to the lower layers, depending on the application types. The transport layer is used to connect WSNs to other networks if it is needed by a specific application. The network layer routes the data through the given directions to the sink nodes and takes care of the data provided by the transport layer. Medium Access Control (MAC) protocols in the data link layer are responsible to manage channel access among neighbouring nodes. The physical layer provides the needs of transmission, reception, modulation and coding techniques. The protocol stack for a WSN is presented in fig. 2.2.

![Protocol layers of a WSN](image)

This research focuses mainly on the MAC protocols in the data link layer for developing and implementing low-complexity schemes while achieving high channel throughput and energy efficiency.

**2.1.4. Challenges and Constraints**

Sensor nodes are equipped with a limited supply of energy. Since sensor nodes can be deployed in inaccessible areas, replenishment of energy sources may not be practical or possible. Node failure can cause significant topological changes and affect the whole sensor network. WSN lifetimes depend mainly on the number of
active nodes and connectivity of the network [14]. In order to maximize the network lifetime, the first and often most important design challenge for a WSN is energy efficiency.

Given the inaccessibility of sensor nodes, careful handling of topology maintenance is a challenging task because sensor nodes are prone to frequent failures. This inherent feature brings about the necessity to design robust operation of the networks without external intervention and access. During the deployment phase, sensor nodes may be thrown from a ship, dropped from a plane or placed one by one by a robot. After deployment, new nodes may be deployed in the network depending on the application. The designs should be able to work with varying numbers of nodes. The question of scalability must be taken into consideration when systems are being designed. WSNs should be scalable enough to respond to changes in the network.

The cost of a single sensor node is an important issue in terms of the overall cost of networks because WSNs can include huge numbers of sensor nodes. A well-designed application deployment can fail to commercialize itself if it is not cost-effective. There is a great deal of competition in the commercial market and a WSN designer can expect to find some competitors selling the same sensor network at a cheaper rate. As a result, the cost of each sensor node should be kept at an acceptable low level.

WSNs can collect confidential information across a given area. A typical WSN is unable to resist threats and risks. It is easy for an adversary to compromise a sensor node, disrupt the integrity of the data, eavesdrop on sensor transmission, inject fake messages, and waste network resource. Unlike wired networks, wireless nodes
broadcast their messages to the medium. Hence, the issue of security may need to be addressed in WSNs.

### 2.2. WSNs Programming and Operating Systems

The previous section presented a brief conceptual introduction to wireless sensor networks. To design advanced real-world WSN applications, it is important to understand how sensor network programming plays an important role through the use of custom hardware. Node programming is required to remain creative as a WSN may include hundreds of nodes and it is often impossible to access the nodes deployed to be re-programmed. Therefore, sensor programming should provide a good and reliable system for maintaining the operation and life-time of nodes using the deepest low-power mode. The most significant and potentially used operating systems (OS) for WSNs are TinyOS [15], Contiki [16], Mantis [17] and LiteOS [18]. The choice of operating system for a particular node depends on the adequacy of system support because there are many different sensor nodes being designed. It is worth noting that some versions of an operating system may not support some sensor nodes’ requirements. TinyOS-1.x, for example, does not support IRIS nodes but TinyOS-2.x does.

An operating system (OS) supports a programming model which impacts on the application development. OSs for WSNs typically provide two programming models, event-driven and multi-threading model. Multi-threading is an ability of OS to allow multiple threads to occur in a single process. This is not well-suited for resource-constrained devices. Therefore, the current design of OSs for WSNs focuses on developing a light-weight multi-threading model. Event-driven process is more
useful because flow of the program is managed by events such as sensor reading output. A WSN OS must provide an efficient memory management strategy for processes and threads. Dynamic memory management provides more flexible process for run-time memory allocation. The correct functioning (reliability) of WSNs after deployment is an important issue for complex application goals as WSNs typically operate unattended for a long time once deployed.

2.2.1. Hardware Devices

There is an increasing trend in producing low-cost and tiny WSN hardware to be effectively disposable. Many of the nodes use RF channels to communicate with other nodes. Most of the RF transceivers operate in the Industrial, Scientific and Medical (ISM) bands due to the free usage of the corresponding spectrum. The characteristics of some existing sensor nodes, the typical features, similarities and notable trends, are illustrated as a list in Table 2.1.
<table>
<thead>
<tr>
<th>Node name</th>
<th>Microcontroller</th>
<th>Transceiver</th>
<th>Data Memory</th>
<th>External Memory</th>
<th>Operating system</th>
</tr>
</thead>
<tbody>
<tr>
<td>BT node</td>
<td>ATmega 128L</td>
<td>Chipcon CC1000</td>
<td>180K RAM</td>
<td>128KB Flash</td>
<td>TinyOS</td>
</tr>
<tr>
<td>EPIC mote</td>
<td>Texas Instruments MSP430</td>
<td>Chipcon CC2420</td>
<td>10KB RAM</td>
<td>48KB Flash</td>
<td>TinyOS</td>
</tr>
<tr>
<td>EyesIFX</td>
<td>MSP430F1611</td>
<td>Infineon TDA5250</td>
<td>-</td>
<td>8 Mbit</td>
<td>TinyOS</td>
</tr>
<tr>
<td>GWnode</td>
<td>PIC18LF8722</td>
<td>BIM (173 MHz) FSK</td>
<td>64KB Ram</td>
<td>128KB Flash</td>
<td>Custom OS</td>
</tr>
<tr>
<td>IMote 2.0</td>
<td>ARM 11-400 MHz</td>
<td>Chipcon CC2420</td>
<td>32 MB SRAM</td>
<td>32 MB Flash</td>
<td>TinyOS</td>
</tr>
<tr>
<td>IRIS</td>
<td>ATmega 1281</td>
<td>Atmel AT86RF230</td>
<td>8KB RAM</td>
<td>128KB Flash</td>
<td>LiteOS, TinyOS</td>
</tr>
<tr>
<td>Mica</td>
<td>ATmega 103</td>
<td>RFM TR1000</td>
<td>4KB RAM</td>
<td>512KB Flash</td>
<td>TinyOS</td>
</tr>
<tr>
<td>Mica2</td>
<td>ATmega 128</td>
<td>Chipcon CC1000</td>
<td>4KB RAM</td>
<td>128KB Flash</td>
<td>TinyOS, Mantis</td>
</tr>
<tr>
<td>Mica2dot</td>
<td>ATmega 128</td>
<td>Chipcon CC1000</td>
<td>4KB RAM</td>
<td>128KB Flash</td>
<td>TinyOS, Mantis</td>
</tr>
<tr>
<td>MicaZ</td>
<td>ATmega 128L</td>
<td>Chipcon CC2420</td>
<td>4KB RAM</td>
<td>128KB Flash</td>
<td>LiteOS, TinyOS, Mantis</td>
</tr>
<tr>
<td>Mulle</td>
<td>Renesas M16C</td>
<td>Atmel AT86RF230</td>
<td>31KB RAM</td>
<td>384 KB + 4 KB Flash</td>
<td>Contiki, TinyOS</td>
</tr>
<tr>
<td>NeoMote</td>
<td>ATmega 128L</td>
<td>Chipcon CC2420</td>
<td>4KB RAM</td>
<td>128KB Flash</td>
<td>TinyOS, Mantis</td>
</tr>
<tr>
<td>Shimmer</td>
<td>MSP430F1611</td>
<td>Chipcon CC2420</td>
<td>10KB RAM</td>
<td>2 GB microSD Card</td>
<td>TinyOS</td>
</tr>
<tr>
<td>TelosB</td>
<td>Texas Instruments MSP430</td>
<td>Chipcon CC2420</td>
<td>10KB RAM</td>
<td>48KB Flash</td>
<td>Contiki, TinyOS, Mantis</td>
</tr>
<tr>
<td>Vesna</td>
<td>ARM Cortex-M3</td>
<td>Chipcon CC1101</td>
<td>100KB RAM</td>
<td>-</td>
<td>Contiki</td>
</tr>
</tbody>
</table>

Table 2.1 Typical features of the existing sensor nodes.
2.2.2. **Operating Systems**

WSNs include severely restricted hardware capabilities in terms of processing power, memory, storage and energy. An operating system should efficiently manage the allocation of the constrained resources to users in a controlled manner. The operating systems for WSNs are inherently less complex than traditional operating systems since WSNs perform a particular application. TinyOS is perhaps the earliest operating system specifically designed for WSNs. The following section focuses on the principles of TinyOS in details as it was the operating system used in this thesis. Then, other popular operating systems for WSNs will be briefly highlighted.

2.2.2.1. **TinyOS**

TinyOS is an open-source operating system, richly documented and specifically designed for tiny low-power wireless devices. It was conceived by researchers at the University of California (Berkeley), and is aimed at the use of low-cost and low-power operation as a set of components. TinyOS is written in an extension of the C programming language named NesC and its programs are compiled with NesC.

TinyOS provides a large number of independent components that are reusable and linked statically together through their interfaces. Each application specifies the set of components that it uses. In some ways, the components are very similar to objectives in traditional object-oriented programming. A NesC application consists of a number of components that provide and use interfaces. These interfaces have a set of *commands* and *events* that are functions to be implemented by the interface’s provider and user. A *command* is basically a demand to a component to operate some service. The *events* are the results of this service, signalling completion of a service.
Additionally, the *events* can be signalled externally, such as reception of a packet. The main interface to transmit a packet is given in next code segment as an example:

```c
interface AMSend
{
    command error_t send(am_addr_t addr, message_t* msg, uint8_t len);
    command error_t cancel(message_t* msg);
    command uint8_t maxPayloadLength();
    command void* getPayload(message_t* msg, uint8_t len);
    event void sendDone(message_t* msg, error_t error);
}
```

*Fig. 2.3 The interface for packet transmission.*

If a component is interfaced with AMSend, the component is able to transmit a packet using the *send* command. After the transmission has been attempted, the *sendDone* event is signalled with a return (error) showing whether the packet was transmitted successfully or not.

In NesC, there are two types of component: *modules* and *configurations*. The modules are the actual implementation of the commands and events where codes are developed. Each module has to declare the interfaces that it provides or uses. Configurations are the place where the components that are going to be used in the application are wired together, connecting the interfaces used by components to interfaces provided by others. Therefore, each application must have a top-level configuration. An example of the top-level configuration is given in fig. 2.4.
```c
#include "transmitter.h"
configuration transmitterAppC {}
implementation {
  /* Declare used components. */
  components MainC, transmitterC as App, LedsC;
  components new AMSenderC(AM_RADIO_COUNT_MSG);
  components new TimerMilliC() as Timer0;
  components ActiveMessageC;
  /* Declare used components. */
  /* Wire components together. */
  App.Boot -> MainC.Boot;
  App.AMSend -> AMSenderC;
  App.AMControl -> ActiveMessageC;
  App.Leds -> LedsC;
  App.Timer0 -> Timer0;
  App.Packet -> AMSenderC;
  /* Wire components together. */
}
```

Fig. 2.4 The top-level configuration for packet transmission.

TinyOS-2.x ensures a message buffer abstraction called `message_t`. It consists of four fields: header, data, footer and metadata. Each of these is opaque so the source code cannot directly access it. Instead, we use the interfaces to access it as the length and sub-fields of each field may vary depending on the radio platforms. Figure 2.5 depicts the message frame and its fields for AT86RF230 radio transceiver as an example.

Fig. 2.5 Message frame for IRIS nodes.
• **Header:** The *header* field is an array of bytes which is intended to provide information about the packet such as where the packet is going to or where it was created. It contains a 2-byte frame type, 1 byte sequence number (DSN), 1 byte group id (dest PAN), 2-byte destination address, 2-byte source address, 1 byte network type for 6lowpan and 1 byte message type. The header is 10-bytes long.

• **Data:** Each application can define its data length. The default length of data is small (29-bytes). The maximum value can be 110-byte for a 128-byte long full message because 18 bytes are left for a 6-byte preamble and synchronization, 10-byte header and 2-byte CRC.

• **Footer:** The *footer* field is the cyclic redundancy check (CRC) that indicates corrupted data. It can be automatically generated before transmission and evaluated after reception. It has a length of 2 bytes and is appended in the last 2 bytes of a message.

• **Metadata:** This field is used to store packet information such as RSSI and timestamps. It is not actually transmitted or received. It is intended for internal accounting use only.

2.2.2.2. **Others**

Contiki is an open-source operating system for tiny networked sensors which is implemented in C language. It has an event-driven model providing multi-tasking facilities to individual processes. In order to minimize the need for memory, Contiki introduces a proto-thread technique where threads are driven by events. It is hard to
program as programs have to be implemented as state-machines and long-term computations are performed which may make it unsuitable for all applications.

The Multimodal system for networks of in-situ wireless sensors (MANTIS) is a lightweight and energy-efficient multi-threaded embedded operating system for WSNs. The architecture of MANTIS lies on the traditional layered multithreaded design. The system consists of a scheduler and device drivers. The scheduler provides a pre-defined subset of priority-based thread package. A timer is set to call the scheduler periodically. The microprocessor switches to sleep mode when no event is waiting to be performed. MANTIS has a complex scheduling mechanism which incurs in a memory overhead of a stack per thread.

LiteOS is a Unix-like and multithreaded operating system for WSNs. It provides a number of interfaces to interact users with Unix-like commands. Due to the high complexity and new approaches, other operating systems may require user longer time to effectively learn how to use them. However, LiteOS aims to be an easy-to-use platform thereby reducing the learning time by introducing a more familiar environment, including a hierarchical file system and a wireless shell interface. LiteOS has a larger code size because it employs more complicated scheduling algorithms. It supports only few sensor platforms, MicaZ and IRIS.

TinyOS is used in the all experiments as it has many advantages. TinyOS has a rich library including ready-made components for common tasks, support for a wide range of sensor platforms and documentation to save much programmer work. TinyOS is most used OS in the existing MAC protocol implementations as table 3.1
summarizes in the next chapter. Also, it can be seen from the table 2.1 that TinyOS supports more devices than other OSs.

2.3. Capture Effect

This section presents background information relevant to the work done on capture effect in this thesis. The capture effect phenomenon is practically explored. The throughput performance of pure ALOHA scheme is investigated both practically and analytically with the capture effect, presenting significant performance enhancements.

It is commonly assumed in protocol research that when two or more senders start transmitting simultaneously over the same channel, a packet collision occurs at the receiver. Therefore, concurrent transmissions may result in packet loss and the failure of all the collided packets. A collision may happen to different extents either fully or partly, as depicted in Fig. 2.6.

The capture effect is defined as an ability of some radios to correctly receive a packet among simultaneous transmissions. Through the capture effect, packets from the strongest user may be successfully received in the presence of the simultaneous reception (collision) of packets. A strong packet can be successfully decoded if its power is sufficiently larger than the sum of the powers of the other simultaneous packets. In other words, If the signal-to-interference-plus-noise-ratio (SINR) of a packet is above a critical threshold, the packet is captured (received).
2.3.1. Capture Scenarios

Much of the prior work on the capture effect assumes two overlapping packets in one of two situations. In Case 1, the strong packet arrives first and the radio transceiver synchronizes to it. As long as it has sufficient power, it is received normally. In Case 2, the stronger packet arrives later, the radio transceiver synchronizes to the weak packet and reception fails, resulting in both packets being lost because the strong packet corrupts the weak packet. Fig. 2.7 demonstrates the two possible capture cases.

---

**Fig. 2.6 Some examples of packet collisions.**

(a) Fully-overlapping

(b) Partly-overlapping

(c) More packets involved in a collision

(d) Consecutive packet collisions
In practice, the capture features of radio transceivers depend on their hardware design and implementation, particularly the modulation and decoding scheme. For example, in stronger-last, it is possible that a radio allows the stronger packet to resynchronize with itself. Therefore, as in stronger-first, the strong packet is received as long as it carries sufficient power. For example, [39] and [42] empirically show that the strong packet can be captured if it arrives later but within the preamble of the first arriving packet. This case is illustrated in Fig. 2.8. Moreover, as in Case 2, it has been shown that the strong packet can be captured regardless of the timing relation with the first arriving packet [43].

---

### 2.3.2. Related Work

Theoretical studies of the capture effect have been undertaken to understand packet reception in the presence of interference and to improve the performance of sensor
networks. An early study [34] utilised a perfect capture model, in which the packet with the highest received power is always received, thereby achieving dramatic improvements in throughput and delay reduction. Later, researchers [35] proposed a signal-to-interference-plus-noise-ratio (SINR)-based capture model. If the SINR of a received packet is above a specified threshold, the received packet is captured.

The capture effect has been thoroughly studied through theoretical work on the throughput of ALOHA networks. Throughput can be measured in Erlangs, where one Erlang corresponds to a single channel in use 100% of the time, or equivalently ten channels in use 10% of the time each. For example, the maximum throughput of Slotted ALOHA network is around 0.36 Erlangs assuming a finite-user network and no capture effect. This implies that 36% of the channel capacity can be used for useful data reception, but it has been markedly increased to nearly 0.53 Erlangs by exploiting the capture effect using two power groups; one transmitting at a relatively high power and the other at a relatively low power [36]. In [37], the maximum throughput of Slotted ALOHA was shown to be increased to 0.65 Erlangs, assuming that one of the colliding packets can survive a collision and be received. In the case of pure ALOHA, the maximum throughput can be increased from 0.18 Erlangs to 0.26 Erlangs by exploiting the capture effect where users randomly select from one of two power levels from a given set [38]. The higher power level is chosen according to a pre-defined power capture threshold of the receiver in which the packets with the higher power can be successfully received. However, this is a theoretical study which did not consider real-world sensor node characteristics.

In the literature, there have been few practical studies [39-41] of the capture effect. Ref. [39] empirically observed the capture effect from real-life measurements using
Prism2 chipset wireless cards with IEEE 802.11b. They showed that the strong packet can be decoded either when it arrives first or last but within the preamble of the first arriving packet. In [40], the packet reception rate for a single sender and interferer is presented; the measurements were conducted using Mica2 nodes equipped with CC1000 radios. They identified a critical threshold value such that if the SINR exceeds the threshold value, there is a high probability that capture will be achieved. Also, the measured threshold value increases with varying numbers of interferers. The capture effect in IEEE 802.15.4 networks is presented in [41], providing a mathematical model using 13192-SARD and 13192-EVB boards equipped with MC13192 radio transceivers. They give the packet capture probability (PCP) versus C/I ratio, the carrier power (C), and the sum of the interfering carrier powers (I), with up to four interferers. They carried out both simulation and test-bed validation for comparison and achieved a very good agreement.

In this thesis, the capture effect is systematically studied through experiments conducted with IRIS nodes equipped with AT86RF230 radio transceiver. The packet reception rate in collisions, using equal power transmissions, is determined based on the degree of packet overlap, up to the packet size. In order to estimate the level of interference in high-density networks, a new capture scenario, namely 3-packet-capture (see section 4.2.4), is introduced and tested, extending prior work for realistic systems.

2.4. Reinforcement Learning

Reinforcement learning (RL), an individual learning approach, is a fully distributed algorithm and works based only on local observations which makes it well-suited to
WSNs. RL, a sub-area of machine learning, is a method by which a learning agent, using reward and punishment, learns from the consequences of its actions by interacting with a dynamic environment through trial-and-error [44]. It allows determination of an optimum transmission strategy from the consequences of a device’s action on its environment. In particular, an agent is given a set of actions, and the agent chooses actions according to reward signals received in the form of numerical values. The objective of an agent is to find the best actions that maximize its long-term benefits. Basically, the agents receive reward/punishment after each action in order to influence only on the current action and state pair. A weight value is assigned to each state and action which shows the preference. Upon a reception of reward, the associated weight value is updated.

Reinforcement learning has been potentially studied in many disciplines, such as game theory, probability theory and statistics, genetic algorithms and artificial intelligence. More recently, RL has been considered as one of the best strategy to improve the performance of cognitive radio systems [45-46]. Reinforcement learning has been considered as an efficient and highly suitable approach for MAC protocol design in WSNs in this thesis. It allows users to individually learn based only upon local observations. Since it works on a trial-and-error basis, no environment and radio model are required. Also, it has a certain level of robustness to the environmental changes. This work applies RL as an intelligent transmission strategy, requiring minimal overhead, computation and complexity. The RL techniques are described in details in Chapters 5 to 7.

Discovering solutions by trial and error is very popular in almost all areas of optimization, as well as engineering practice. In the sense of wireless networking, the
collective and coordinated behaviour of users is of paramount importance resulting in the self-organizing behaviour of the network. Firefly algorithm is another example solution of providing a collective behaviour within self-organized networks [47]. As in RL method, it is a population-based strategy through trial and error within a search space to find the best solution. Therefore, the firefly algorithm could be applied to design communication protocols in WSN domain but it requires a precise time synchronisation. This is a complex issue in distributed systems and hard to achieve.

2.5. Summary

This chapter has presented a brief introduction to the area of wireless sensor networks. The fundamentals of WSNs including applications, system structure, challenges and constraints are introduced. Then, practical issues of WSN programming are discussed, and the main operating systems designed for WSNs have been highlighted. Packet collisions as one of the major energy consumption reasons in WSNs is described and the capture effect and its scenarios have been presented. This chapter has also introduced the reinforcement learning strategy which is employed as the basis technique of intelligent slot selection in later chapters.
3. Medium Access Control

This chapter presents a general overview of Medium Access Control (MAC) protocols for WSNs, and introduces an extensive literature review. Basic multiple access techniques are briefly described in order to understand how users share a common medium. The main features of popular and widely used MAC protocols proposed for WSNs are presented.

3.1 Introduction

In a WSN, sensor nodes usually share and contend for the medium, and a packet transmission may fail through multiple concurrent accesses. Medium access control (MAC) protocols are responsible for coordinating user access to a shared medium,
affording significant improvement in energy efficiency and channel performance. Due to the unique characteristics and application requirements of WSNs, traditional MAC protocols can be impractical for direct application to WSNs. The primarily goal of such protocols is to provide better Quality of service (QoS) and higher utilisation [1]. During the last two decades, researchers have focused on developing energy-efficient MAC protocols for WSNs. To design a good MAC protocol for WSNs, energy-efficiency is often of paramount importance. Since WSNs may experience continuous change in topology, the scalability and adaptability are other important metrics. Latency, throughput and bandwidth utilization are usually secondary design criterions in WSNs. However, as WSNs have many application scenarios, these secondary attributes can be as important as the primarily ones depending on the intended goals.

A tremendous number of MAC protocols have been proposed for WSNs to deal with various related issues. A typical feature of WSNs is the lack of a centralised controller which makes provision of a perfect coordination a challenge. Accordingly, channel contention and collision could take place because of the simultaneous access from several nodes. Channel sensing can provide collision avoidance, incurred at the expense of higher energy consumption. Reservation-based techniques can prevent most collisions, incurred at the expense of greater overheads. Also, constrained hardware platforms may lead to channel inefficiency due to the lack of infrastructure support. Consequently, a well-designed MAC protocol should comfortably handle these issues and provide a good level of self-organization in order to accommodate network changes.
3.2 Multiple Access Techniques

One of the main problems in multi-user communication systems is the concurrent use of the medium by a large number of users. The capacity of a channel is limited and should therefore be assigned in a sensible way to the users. Multiple access techniques define how the users share a common medium. There are four classic multiple access techniques and these are described next.

3.2.1. Frequency Division Multiple Access (FDMA)

FDMA is the earliest multiple access technique. In this technique, the bandwidth is divided into slices based on frequency so users simultaneously transmit on different frequencies. It is crucial to provide a sufficient guard band between the frequency slices to minimize adjacent channel interference. FDMA is flexible and simple because each user has its own frequency band on which they can start transmission whenever they want. However, the number of frequency slices is constrained. Also, the guard bands are a waste of channel bandwidth. Figure 3.1 illustrates the basis of FDMA.

![Fig. 3.1 Frequency Division Multiple Access (FDMA)](image-url)
3.2.2. *Time Division Multiple Access (TDMA)*

TDMA is a most popular technique particularly suited to digital data that allows the users to transmit on the same frequency, separated in time. TDMA requires accurate time synchronization to ensure that users do not overlap in time. To do this, there is generally a centre station which synchronizes other users’ timing and allows new users to enter the network. Also, guard periods are required to make sure that different propagation delays do not cause unintended overlap at a receiver. Figure 3.2 presents the TDMA concept.

![Fig. 3.2 Time Division Multiple Access (TDMA)](image)

3.2.3. *Code Division Multiple Access (CDMA)*

CDMA allows the users to transmit on the same frequency and at the same time. Each user has a unique spreading code that is multiplied by the user signal to generate a signal for transmission. The receiver uses the same spreading code, multiplied by the incoming signal to reproduce the original signal. All the other decoded signals are considered as background noise because of the orthogonality of the spreading codes. CDMA does not require timing synchronization among the users. CDMA works well when the number of users is low as increasing the number of users will cause higher noise levels at the receiver. CDMA is practically difficult
and least used by MAC protocols as it may not be possible to decode spreading signals in the limited sensor platforms.

### 3.2.4. Random Multiple Access

In this technique, users attempt to transmit in an uncoordinated or minimally coordinated manner. If more than one user tries to access the medium simultaneously, it results in collisions. The collisions are detected by sending out an acknowledgement packet to the source after a packet is correctly received. To avoid collisions, the users listen to the medium to detect possible transmissions from other users in CSMA-based schemes. If the medium is not occupied, the users start transmitting. Random Multiple Access is the simplest technique and easy to implement. However, it suffers from collisions as there is no coordination between the users.

### 3.3 MAC Protocols for WSNs

Current MAC protocols can be broadly divided into *contention-based* and *schedule-based*. The majority of the proposed schemes are contention-based and inherently distributed, but they introduce energy waste through *overhearing, collisions, idle-listening and re-transmissions*. Schedule-based protocols can alleviate these sources of energy waste by dynamically assigning transmission schedules, but these benefits are incurred at the expense of higher complexity and overheads. On the other hand, there are a number of MAC schemes which combine the features of both contention-based and schedule-based approaches, called *hybrid* protocols. The main drawback of the hybrid schemes is their complexity which may make them suitable for only a
limited number of applications. A few Reinforcement Learning (RL) based MAC protocols exist and they are examined as a subsection. In the literature, a large number of MAC protocols, probably hundreds by now, have been developed for WSNs. This thesis surveys the well-established and representative MAC protocols. Taxonomy of the MAC protocols surveyed is illustrated in Fig. 3.3.

![Taxonomy of WSN MAC protocols.](image)

### 3.3.1. Contention-based MAC Protocols

ALOHA is the earliest contention-based protocol which allows a user to access the medium as soon as it is ready for transmission [48]. Naturally, if more than one user starts transmission simultaneously, packet collisions occur at a receiver. A collision, either partly or fully, results in corruption of all packets involved and collided packets have to be retransmitted. ALOHA is a very simple scheme and easy to implement but not suitable under high channel loads. A variation of ALOHA, called
slotted ALOHA, doubles the throughput performance of ALOHA by introducing time slots. Nodes are allowed to transmit their packets at the beginning of the time slots. A time slot accommodates a single packet and a guard period, ensuring a sufficient gap between the slots. Slotted ALOHA requires time synchronization among the nodes.

Carrier Sense Multiple Access (CSMA) is a widely used contention-based scheme with two popular variations, Collision Detection (CSMA/CD) and Collision Avoidance (CSMA/CA) [49]. The main purpose of this approach is to listen to the medium to determine whether anyone else is already transmitting. If the medium is found to be free, the sender initiates transmission. In CSMA/CD, a user keeps listening to the medium while it is transmitting to find whether other users started to transmit simultaneously. If so, the user immediately stops transmitting. CSMA/CD is not easy for hardware implementation as it requires full-duplex communication. Therefore, CSMA/CD is more suitable for wired environments as it is used most notably in local area networking. In CSMA/CA, if a user has sensed that the medium is available, it waits for a random back-off time to alleviate the possibility of collision with other users before it transmits. To avoid collisions, a four-way handshaking technique (RTS/CTS/DATA/ACK) is used. Before sending a packet, a user sends out a special RTS short frame to make a connection with the receiver and reserve the transmission medium. Upon the receipt of the RTS, the receiver acknowledges by sending a CTS packet. Then, the normal data transmission (DATA) begins, followed by the immediate response of an acknowledgement (ACK). The drawback of CSMA/CA is the collision of concurrently-sent RTS frames.
Sensor MAC (S-MAC), perhaps the most studied MAC scheme, is a well-known RTS-CTS based MAC protocol that introduced the concept of a duty-cycle in which the nodes in the network periodically sleep, wake up, listen for potential transmissions, and return to sleep [50]. A large number of existing protocols have used S-MAC as a basis to further schedule the nodes’ sleep and active periods as the duty-cycle period in S-MAC is of a fixed duration. The nodes form virtual clusters to determine a common schedule among the neighbouring nodes. A small SYNC packet is exchanged among neighbours at the beginning of each active period to ensure that they wake up concurrently to reduce the control overheads. After the SYNC exchange, the data packets can be transmitted using the RTS-CTS mechanism until the end of the active period. S-MAC adopts a message passing technique to reduce latency. A long message is fragmented into many small fragments which are sent in bursts. The main drawback of S-MAC is the predefined constant listen-sleep periods which can cause unnecessary energy consumption, particularly when some nodes such those are located near the sink, may require a higher duty-cycle in order to serve the traffic passing through them.

Timeout MAC (T-MAC) [51] extends S-MAC by introducing an adaptive duty-cycle to lower energy consumption while maintaining reasonable throughput. Packets are sent in bursts of variable lengths and the transmitting nodes switch to a sleep mode between the bursts. The active period is dynamically ended if there is nothing heard and has no data to transmit after a timeout period TA and its duration is longer than the sum of RTS packet and propagation time. The TA is used to assign the minimum amount of idle listening in a duty-cycle. The nodes wake up, as in S-MAC, at the beginning of each active period and listen to the medium to sense any activity and go
back to sleep mode if no activation event occurs. T-MAC allows the nodes to remain awake after completion of a packet transmission or reception to observe potentially incoming traffic. T-MAC introduces future request-to-send (FRTS) to solve the early sleeping problem which means that if a node loses the contention, the destination will switch to the sleep mode. By using FRTS packets, the intended destination is informed of the future packet reception time so the destination will wake up at the appropriate time. Compared with S-MAC, T-MAC has better performance in terms of energy efficiency and similar delay performance.

Berkeley Media Access Protocol (B-MAC) is a CSMA-based carrier sense protocol that aims to provide low-power processing, effective collision avoidance, high channel utilization, small code size and RAM usage, and scalability to large number of nodes [52]. B-MAC uses an adaptive preamble sampling scheme to achieve low power operation by reducing the duty cycle and minimizing idle listening. A source node transmits a preamble which is long enough to enable the destination to sense the channel activities. Once an activity has been sensed on the channel, the destination remains awake to receive the incoming message, then it will go back to sleep. When a node wakes up, it expects to detect any preamble. If preamble is sensed, the node waits for the completion of preamble and if the data packet is destined to the node itself, it receives the full packet, otherwise it goes to sleep. However, all the nodes in the range of a sender wake up and wait for packet (overhearing). B-MAC provides bi-directional interfaces to re-configure its functionalities such as acknowledgements, CCA and backoff. These functionalities can be enabled or disabled depending on the application, resulting in changes in both
throughput and energy consumption. Therefore, B-MAC is a link layer protocol and any protocol can be built on the top of B-MAC.

Receiver-Initiated MAC (RI-MAC) introduces receiver-initiated data transmissions [53]. RI-MAC tries to minimize the time required for data transmission between a sender and its intended receiver. In this scheme, each node broadcasts its wake-up time with a short beacon. A beacon message can also be used to acknowledge the received packets, and to invite new packet transmissions. A sender can only send data when it hears a beacon from the receiver, otherwise it has to wait. When a packet is ready for transmission, waiting for a beacon may require a long duty cycle until the receiver wakes up. RI-MAC is an efficient scheme for unicast traffic, but it is inefficient for broadcast messages.

Predictive-Wakeup MAC (PW-MAC) is a receiver-initiated MAC protocol based on asynchronous duty-cycling [54]. It reduces the energy consumption by allowing senders to accurately predict the wakeup times of receivers. In this way, a sender will only wake up slightly before the intended receiver. Therefore, PW-MAC decreases the duty cycle for both senders and receivers. It introduces an on-demand prediction method in which each node is required to compute its wakeup times using an independent pseudo-random wakeup-schedule generator instead of a fixed or random schedule. This is to prevent neighbouring nodes to concurrently wake up (collision avoidance). PW-MAC uses the similar beacon packets as used in RI-MAC to exchange the parameters for pseudo-random number generation among neighbouring nodes. This allows each node to properly calculate the wakeup times of any neighbouring node. When a node wakes up, it has to send a beacon to broadcast that
it is up for transmission. Use of beacon packets introduces high overhead which worsens at higher network densities.

### 3.3.2. Schedule-based MAC Protocols

The traffic-adaptive medium access protocol (TRAMA), a TDMA-based collision-free algorithm, has been proposed for increasing channel utilization and energy-efficient free channel access [55]. It uses a distributed election algorithm to avoid collisions in a 2-hop neighbourhood (hidden terminal problem). TRAMA introduces low-power operation to mitigate the energy consumption by allowing nodes to go to sleep mode if they have no packet to send or are not intended receiver in a particular time slot. It employs an adaptive scheme to arrange listen/sleep schedule based on the current traffic level.

The nodes arrange common schedules by exchanging their 2-hop neighbourhood information and transmission schedules. To do this, TRAMA includes three components: (1) the Neighbour Protocol (NP) for 2-hop neighbourhood information, (2) the Schedule Exchange Protocol (SEP) for transmission schedule information and (3) the Adaptive Election Algorithm (AEA) for the selection of transmitters and receivers in a current time slot through the information obtained from NP and SEP.

In TRAMA, the time is divided into single slots where each slot has random and scheduled periods for both data and signalling transmissions. Here, random slots are used for signalling and schedule periods are used for data transmission. NP uses signalling slots to broadcast 1-hop neighbourhood information among the neighbouring nodes in order to extract 2-hop information. SEP uses transmission
slots to exchange schedules among nodes. The overhead associated with neighbourhood extraction and schedule exchange is a significant burden. Random periods occupy at least 12.5% of channel capacity.

Low Energy Adaptive Clustering Hierarchy (LEACH) is a self-organizing, adaptive clustering-based MAC and routing protocol which achieves energy savings in sensor networks [56]. The concept of LEACH is to divide nodes into local clusters in which one node is nominated as the clusterhead in each cluster. LEACH has a set up phase in which the nodes decide to select with which node will be nominated as clusterhead. The clusterhead is responsible for coordinating the cluster and forwarding the data from nodes in its cluster to the sink (base-station). To equalize the energy dissipation among the nodes, the role of clusterhead node is randomly rotated among the nodes within a cluster based on the amount of energy left in the current clusterhead. LEACH assumes that each node in a cluster can directly communicate with the clusterhead. The nodes in a cluster transmit their data using a TDMA schedule created by the clusterhead. Hence, the nodes can switch the radio off when they are not scheduled to transmit or receive thus saving energy consumption in these nodes. In each cluster, a different CDMA code is used for transmission to avoid interference with a nearby cluster (inter-cluster).

LEACH is highly complex as each node is given a probability of being clusterhead and each clusterhead is required to directly connect the base-station. Each node can be elected the clusterhead based on a probability that is uniformly distributed. Therefore, nodes that are located on one side of the network can appear as a clusterhead, resulting in some nodes on the other side of the network having no
clusterhead in their communication range. Since, sensor nodes have limited
resources, generating different CDMA codes for clusters might be impractical.

Priority-Based MAC (PRIMA) is an energy-efficient MAC protocol that combines
the advantages of TDMA and CSMA [57]. It uses CSMA for control packet
transmission while data packets are sent in TDMA slots. PRIMA consists of two
components; a clustering algorithm as in LEACH and a channel access mechanism.
Time is divided into rounds and a clusterhead is selected in each round. The
clusterheads selected broadcast a message to invite the other nodes to choose a
cluster. Then, each node joins a clusterhead that is reached by using the minimum
energy. A channel access mechanism is performed through 2 steps; Classifier MAC
(C-MAC) and Channel Access MAC (CA-MAC). In C-MAC, data packets are
appended 2 extra bits in order to show the degree of priority level of the packets by
the application layer. CA-MAC uses scheduled slots (TDMA) for data transmission
and random slots for periodic control packets (CSMA). As in LEACH, if a
clusterhead dies, the nodes in the associated cluster will be totally useless until a new
round of clusterhead selection takes place and control packets adds extra overhead.

3.3.3. Hybrid MAC Protocols

Zebra MAC (Z-MAC) [58] is a hybrid protocol that combines the advantages of
TDMA and CSMA. It uses a CSMA scheme at low traffic loads and a TDMA
scheme at higher traffic loads. It has a preliminary set-up phase if there is neighbour
discovery. Neighbour discovery is performed by sending ping packets to one-hop
neighbours. Each node generates a list of two-hop neighbours. Using the two-hop
neighbourhood, Z-MAC applies a distributed slot assignment algorithm to make sure
that any two nodes in the two-hop neighbourhood are not given the same slot, thereby reducing the potential for collision between two-hop neighbours [59]. In Z-MAC, each user has its own slot but if the user does not have any data to transmit, other users may borrow the slot through competition (CSMA).

Z-MAC considers nodes in 2 modes; Low Contention Level (LCL) and High Contention Level (HCL). In LCL, nodes are allowed to contend for any transmission slot while only the owner nodes of slots and their one-hop neighbours are allowed to contend in HCL. Explicit Contention Notification (ECN) packets inform all nodes within 2-hop neighbourhood not to send in associated slot. When a node receives ECN packet, it switches to HCL mode. Compared to CSMA, Z-MAC has a similar performance under low traffic levels and has a better performance with an increasing contention level.

Y-MAC is a TDMA-based energy-efficient multi-channel MAC protocol designed to decrease latency [60]. It divides time into frames consisting of a broadcast and unicast period with each of which containing a number of slots. In the broadcast period, neighbouring nodes exchange the neighbourhood information in order to allocate a slot for each user which avoids collisions and the hidden terminal problem. If some nodes do not hear from a neighbour within a pre-defined certain time, this neighbour is removed from the neighbourhood list and its slot becomes available. At the beginning of each slot, if multiple senders are present, the successive packets are sent on different available slots according to a pre-determined hopping sequence (frequency hopping). Several available frequencies are assigned to each node and one of them is called the basic frequency in which control packet and data transmission normally occurs on the basic frequency. However, if more than one
packet is destined to the same destination, the transmitting node can hop to another available frequency and then contend for it. In this scheme, each node is guaranteed to receive at least one packet on the common channel.

A hybrid MAC protocol based on IEEE 802.15.4 standard [61] is proposed to reduce energy consumption and increase channel throughput which combines the benefits of CSMA/CA and TDMA methods [62]. The basic idea of this protocol is to incorporate a dynamic TDMA scheme into the contention access period of 802.15.4 period. Assignment of the TDMA slots is handled by a coordinator which is also responsible for adaptively arranging the contention access period between CSMA/CA and TDMA with respect to the nodes’ data queue and the level of collisions on the network. Therefore, coordination of nodes is overcome by the coordinator through sending a beacon frame at specific time intervals. To distinguish the border between TDMA and CSMA, channel utilization level and the number of packets waiting in nodes’ queues are considered. This scheme is shown to perform better than 802.15.4 at high channel loads in terms of throughput, energy and delay performance.

3.3.4. **RL-based MAC Protocols**

Reinforcement learning (RL) has been recently applied to design new MAC protocols in WSNs. Many developed RL-based schemes aim to adaptively adjust the duty cycle of the nodes which is best illustrated by S-MAC. These protocols provide the nodes with an intelligent way of predicting other nodes’ wake up times based upon the transmission history of the network. RL-based protocols significantly
reduce the energy consumption due to both idle listening and overhearing in the context of duty cycling.

The reinforcement learning-based MAC protocol (RL-MAC) is inspired by S-MAC to determine the duty cycle of nodes in an efficient way [63]. It adaptively adjusts the sleeping schedule based on local and neighbouring observations. For local observation, each node records the number of successfully transmitted and received packets to be a part of the determination of a duty cycle. As for neighbouring observations, the number of failed attempts is added to the header to inform the receiver, which saves energy by minimizing the number of missed packets (early sleeping). The key property of this scheme is that the nodes can infer the state of other nodes using a Markov Decision Process (MDP). RL-MAC outperforms S-MAC and T-MAC in both channel throughput and energy efficiency at high channel loads.

A decentralised RL approach is proposed in [64] to schedule the duty-cycle of sensor nodes based only on local observations. The main point of this study is to shift active periods in time based on transmission paths and ranges along a route. Similar to that of S-MAC, the wake-up periods of the nodes which need to communicate with each other are synchronised, whereas the schedules of nodes on neighbouring branches are desynchronised to avoid interference and packet losses. The active periods are further divided into time slots and the nodes are allowed to wake for a predefined number of slots in each period. The slots where a node will wake up are decided by the learning process. Each slot within a frame is given a quality value which shows the efficiency of the slots. The quality values of slots are updated by rewarding successful transmissions and penalising the negative interactions. As a result of the
learning process, the quality values of one group of slots become strictly higher than the rest.

Another similar approach combining the Slotted-ALOHA and Q-Learning algorithms achieves high channel utilisation while mitigating energy consumption, namely ALOHA-Q [65]. Each node repeats a frame structure which includes a certain number of time slots. The packets are transmitted in these time slots. Each node stores a Q-value (equivalent to the quality value above) for each time slot within a frame. The Q-value of a slot is updated individually when a transmission happens and this is used to explore each slot more frequently. Successful transmissions are denoted by small acknowledgement packets which are immediately sent upon the correct reception of the packets. The nodes generate a positive outcome (reward) when the acknowledgement packet is received; otherwise a punishment is applied to update the Q-value. Consequently, the slots with higher Q-values are preferred for data communication and this behaviour repeats the same actions. This process continually returns rewards which serve to decrease the probability of unsuccessful transmission. Eventually, the learning process leads the network to a steady state condition where unique slots are assigned to the nodes. Although this approach results in what appears to be schedule-based access, it does not require any schedule information exchange. However, it is critical to set a sufficient number of slots within a frame. Redundant slots in a frame will result in achieving lower channel throughput. None of the work described above has addressed optimum frame size assignment problem. Instead, a distributed frame size selection algorithm is presented for ALOHA-Q in a single-hop scenario [66]. Furthermore, the selection of the frame size has been discussed for a multi-hop wireless sensor networking [67].
In [68], Reinforcement Learning based ALOHA with Informed Receiving (RL-ALOHA-IR) is proposed which uses the same concept as in ALOHA-Q. RL-ALOHA-IR implements a simple reinforcement learning technique where each slot has a weight value (equivalent to the Q-value above) which is updated with a reward of +1 for successful transmission and a punishment of -1 for failure. ALOHA-Q and RL-ALOHA-IR are the baseline protocols in this thesis.

QL-MAC, Q-Learning-based MAC, is proposed to deal with the issue of finding an efficient way of scheduling the duty-cycle of sensor nodes [69]. Each node considers its own traffic load and the network load of its neighbours. The basic underlying concept of QL-MAC resembles that of a decentralised RL approach, whereby time is divided into time slots (frames) which are further divided into smaller time units (slots). Every node using the Q-Learning algorithm individually limits the total number of slots in which the node wakes up. The frame length and the number of slots constituting the frame remain constant.

### 3.4 Practicality of the MAC Protocols

Most of the MAC protocols in WSN domain are only evaluated through simulation tools, where practical considerations of unrealistic assumptions can be avoided. Various assumptions either realistic or relatively unrealistic are made to ensure that the design of a MAC protocol is simple and to avoid complexity. It is well-understood that simulation tools allow researchers to make assumptions easily. However, these assumptions, such as the capture effect, the use of two signalling channels, processing power and memory, full-duplex communication and even the use of short control packets, cannot be met on real sensor hardware due to resource
limitations. Therefore, implementation and evaluation of a MAC protocol on a real test-bed may result in unexpected performance results compared with simulation results. It may not be possible to re-configure the properties of sensor platforms such as transmission rate, length and structure of a packet, or modulation type, as the design of hardware architectures is fixed. For realism and reliability, future MAC protocols will have to take the hardware specifications of sensor platforms into consideration and will have to be practically implemented and evaluated before being proposed.

Fortunately, implementation of some of the protocols described above is evaluated on test-bed environments. Table 3.1 presents the type of performance evaluation (simulation or test-bed) and the sensor node used in the experiments. Existing performance evaluation in simulation centre around the OMNeT++ [70] and ns-2 [71] simulators as free software. These simulation tools are object-oriented, discrete event-driven simulators which use two programming languages, C++ and OTcl.
<table>
<thead>
<tr>
<th>Protocol</th>
<th>Simulation</th>
<th>Test-bed Evaluation</th>
<th>Node</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aloha</td>
<td>Analytical</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>CSMA</td>
<td>Analytical</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>S-MAC</td>
<td>-</td>
<td>Yes</td>
<td>Rene motes in TinyOS</td>
</tr>
<tr>
<td>T-MAC</td>
<td>OMNeT++</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>B-MAC</td>
<td>-</td>
<td>Yes</td>
<td>Mica2 in TinyOS</td>
</tr>
<tr>
<td>RI-MAC</td>
<td>ns-2</td>
<td>Yes</td>
<td>Micaz in TinyOS</td>
</tr>
<tr>
<td>PW-MAC</td>
<td>-</td>
<td>Yes</td>
<td>Micaz in TinyOS</td>
</tr>
<tr>
<td>TRAMA</td>
<td>Qualnet network</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Leach</td>
<td>Matlab [73]</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>PRIMA</td>
<td>OMNeT++</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Z-MAC</td>
<td>ns-2</td>
<td>Yes</td>
<td>Mica2 in TinyOS</td>
</tr>
<tr>
<td>Y-MAC</td>
<td>-</td>
<td>Yes</td>
<td>TmoteSky in RETOS OS [74]</td>
</tr>
<tr>
<td>Hybrid CSMA/TDMA</td>
<td>OMNeT++</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>RL-MAC</td>
<td>ns-2</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>RL-ALOHA-IR</td>
<td>Opnet</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Decentralised RL</td>
<td>OMNeT++</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>ALOHA-Q</td>
<td>Opnet [75]</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Q-MAC</td>
<td>OMNeT++</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 3.1 Protocols and their implementation type
3.5 Summary

This chapter has presented an overview of the MAC protocols, introducing some of the significant protocols to give an insight. Existing MAC protocols are traditionally classified as contention-based and schedule-based on the basis of channel access mechanisms. Contention-based protocols are inherently distributed and provide high channel utilisation and low energy consumption under low traffic levels. The performance of contention-based protocols degrades with increasing channel traffic load due to the frequent of collisions, unnecessary usage of the channel (idle-listening) and overhearing. S-MAC is a representative contention-based MAC protocol and a large number of protocols are designed based on the S-MAC.

Schedule-based protocols are appealing due to their collision avoidance through assignment of transmission schedules. Nodes exchange information about their neighbourhood to create collision-free schedules. However, these schemes introduce significant complexity and overheads at particularly low traffic loads. LEACH and TRAMA are the representative schedule-based protocols which provide no collisions after the schedules are created as a result of 2-hop neighbourhood information exchange among the nodes. Hybrid protocols have the benefits of both contention-based and schedule-based approaches but high complexity and overheads are still problem. Z-MAC is a practical hybrid protocol that takes the advantages of TDMA at high traffic levels and CSMA at low traffic levels.

Computationally complex algorithms may render the MAC protocols infeasible. It is concluded that low complexity and overheads are important for many practical deployments owing to the limitations and constraints of low-cost, simple sensor
devices. ALOHA-Q therefore represents a good example of simplicity while providing perfect scheduling in an intelligent way with minimal additional overheads. It only has an initial poorer performance phase based on a Q learning algorithm in which each node learns to explore a unique transmission slot which will be dedicated to the node at the end of the phase. Eventually, all nodes will find a unique transmission slot and keep transmitting in this slot, if there is sufficient number of slots.
This chapter provides a practical study of the capture effect through experiments conducted with IRIS nodes. ALOHA schemes, pure and Slotted ALOHA, considering a finite number of users are then introduced and the performance of the ALOHA schemes is evaluated in analytical form. The impact of the capture on the performance of pure ALOHA is then presented through both an analytical model and practical implementation.
4.1 Introduction

Medium access control (MAC) protocols for Wireless Sensor Networks (WSNs) are designed to regulate and control user access to a shared medium. In the design of most MAC protocols, a prominent assumption about the integrity of the received packets is that they will be corrupted and will not be correctly received when there is concurrent reception. One main function of the MAC protocol is to detect, resolve and avoid collisions. Collision avoidance is a crucial task in wireless sensor networks, since all packets lost in a collision have to be discarded and retransmitted. An effective collision avoidance scheme is a prerequisite for an ideal protocol, since a good MAC scheme will be able to sense a clear channel before attempting a transmission. In a poor scheme, collisions cause a waste of channel resources, with the consequence of low throughput and high delay. It is also important to develop simple schemes to support more basic devices. High complexity of the schemes may bring additional overheads and make the practicality of the schemes difficult.

It is commonly assumed in practical sensor platforms that packets from the strongest user, through the capture effect, may be successfully received in the presence of the simultaneous reception (collision) of packets. WSNs can benefit from the capture effect which would enhance the throughput performance of the MAC protocols. This thesis explores this phenomenon practically. A capture coefficient, the packet reception rate in collisions, is derived based on packet length. This enables the capture effect to be incorporated into the performance evaluation of wireless sensor networks through simulation and analytical models. The capture coefficient is determined in terms of the degree of packet overlap and probability of any value of
overlap occurring, up to the packet size. It will be shown that the impact of capture is dependent on packet length because the capture effect does not occur beyond a certain overlap length. The capture coefficient is then adapted so it can be used numerically to generate further results and predict the impact of capture on larger networks.

ALOHA schemes are a good example of simple MAC protocols which are appropriate for lightly loaded networks but suffer from the drawbacks of employing a blind transmission strategy. ALOHA-based techniques are important for certain categories of Wireless Personal Networks (WPNs) [76] and WSNs such as those based on Radio Frequency Identification (RFID) [77] systems which have limited memory and power capabilities. One of the main assumptions in modelling these schemes is that the colliding packets (either fully or partly) will be lost. A packet transmission can be started at any time so packet overlap can occur to different extents. The capture coefficient is applied to pure ALOHA as a case study. Using analytical and practical implementations of the capture effect on ALOHA, a very good match in channel throughput performance enhancement is demonstrated over the non-capture effect case.

4.2 Exploring the Capture Effect

4.2.1. Experimental Setup

IRIS nodes are the platform used, manufactured by Crossbow Technology, which are IEEE 802.15.4-compliant devices operating in the 2.4 GHz (ISM) band and are used specifically for making up low-power wireless sensor networks. They feature an
ATmega1281 low-power microcontroller and an AT86RF230 radio transceiver [78]. TinyOS-2.0 provides software support for the design specifications of IRIS nodes. The AT86RF230 has an internal 128-byte Frame Buffer which is shared between transmission and reception and it can only keep track of one TX or RX frame at a time (half-duplex communication). The modulation scheme is offset quadrature phase-shift keying (O-QPSK). The IEEE 802.15.4 standard employs clear channel assessment (CCA) and Back-Off at the physical layer to ascertain whether or not the medium is occupied. In this study, CCA and Back-off were disabled to allow concurrent transmissions and to enable ALOHA to be implemented.

The complete packet structure provided by IEEE 802.15.4 is shown in Fig. 4.1. The length of a packet can be varied up to 127-bytes by adjusting the payload length. The length of the header depends on the specific radio platforms. A 2-byte CRC follows the last field in the packet format and is automatically generated by the hardware. These three fields form MAC Protocol Data Unit (MPDU). The MPDU is automatically prefixed with a preamble and start of frame delimiter by the radio and frame length by the microcontroller when transmitting a packet.

<table>
<thead>
<tr>
<th>Bytes:</th>
<th>4</th>
<th>1</th>
<th>1</th>
<th>10</th>
<th>n</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Preamble</td>
<td>Start of frame delimiter</td>
<td>Frame Length</td>
<td>Header</td>
<td>Payload</td>
<td>CRC</td>
<td></td>
</tr>
<tr>
<td>Synchronisation Header (SHR)</td>
<td>PHY Header (PHR)</td>
<td>MAC Header (MHR)</td>
<td>MAC Payload (PAYLOAD)</td>
<td>MAC Footer (MFR)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 4.1 IEEE 802-15.4-compliant packet format used in all the experiments

Successful reception of a packet is achieved based on two stages at the radio transceiver: valid preamble detection for synchronization and the CRC check for
accuracy of the packets which includes the header and data payload fields. When the radio detects the preamble of a packet, it synchronizes and locks onto this packet. If the data has not been corrupted, it is passed to the CRC check stage. In terms of the two capture scenarios implemented, the experiments conducted with IRIS nodes confirm that reception of a packet in a collision condition is only successful in the case where a stronger packet arrives first (Case 1). It will be shown that the first-arriving packet in a collision can capture the radio channel, for equal power transmissions, and may be decoded depending on the amount of overlap.

All the experiments were conducted in an indoor, closed-office environment with line of sight communication where the surrounding objects were stationary. All the nodes were in range of each other and were deployed at the same distance (15cm) from the receiver, transmitting at the same power level. A view of the test-bed is shown in Fig. 4.2. The purpose of deploying the nodes at a short-range from the receiver was to maximize the signal-to-noise-ratio (SNR) of the received packets at the receiver and to minimize multipath effects. A computer linked to the base-station was used to observe data-exchange.

![Image](image.png)

Fig. 4.2 Capture effect application environment, three senders, one receiver in the middle and a base-station.
4.2.2. Calculating the Capture Coefficient

In most existing simulation and analytical models for throughput calculation, researchers would make the assumption that all packets involved in a collision can be completely lost. However, this is not a realistic assumption. Therefore, if the probability of collision can be analytically expressed, depending on the system, the effect of capture can be simply incorporated into the overall system performance (throughput). If the probability of collision is known and the packet reception rate under collision conditions is also known, the capture effect can be estimated theoretically and incorporated into the prediction of the throughput performance by multiplying the probability of collision by the packet reception rate in collisions. This is referred to as the capture coefficient in association with a packet length.

To derive the capture coefficient precisely, we assume that the number of overlapping bytes in collisions is uniformly distributed. This means that the probability of having any number of bytes of overlap up to the packet length is equal. \( C_p \) is defined as the array of capture probabilities for each overlap length. The individual contribution of each overlap amount to the capture coefficient is given as:

\[
\frac{C_p[k]}{L}
\]  
(4.1)

Where \( k \) denotes the number of bytes of overlap and \( L \) is the length of a packet in bytes. Therefore, the capture coefficient (\( C \)) is the sum of all of the individual contributions and is given by:

\[
C = \frac{C_p[1]}{L} + \frac{C_p[2]}{L} + \frac{C_p[3]}{L} + \ldots + \frac{C_p[L]}{L}
\]  
(4.2)
Therefore, the capture coefficient is the arithmetic average of the capture probabilities:

\[ C = \frac{\sum_{k=1}^{L} c_p[k]}{L} \]  

(4.3)

This coefficient can be used analytically to add the impact of capture to the throughput performance of MAC schemes in simulation. It depends only on the packet length and considers any overlap length. In order to demonstrate this, new throughput figures are obtained by applying the capture coefficient and are compared with practical results obtained from the test-bed for the ALOHA protocol in Section 4.3.

### 4.2.3. 2-packet-capture Scenario

A packet transmission can start at any time, so packet overlap can vary. In this study, the number of overlapping bytes in a collision is systematically increased until the capture effect does not occur. In order to create packet collisions, the time between the colliding packets must be carefully adjusted. The minimum overlapping length was chosen as 5-bytes and it was increased in 5-byte steps until the capture effect did not occur. The reason for choosing 5-byte steps is to precisely arrange the time between the colliding packets as the time for transmitting a single bit is tiny. A similar work which uses controlled collisions through 2 packet transmissions with a precise time difference is carried out to detect collisions and recover the first-arriving packet in collisions in [79]. It experimentally showed that the first-arriving packet can be received if the second packet transmission starts after the preamble detection of the first-arriving packet as in our implementation.
The number of observed collisions has to be sufficiently large to give meaningful results. It was found that 6000 or more collisions would enable calculation of the average number of successful captures reliably. Also, the variability of experiment results is considered. Fig. 4.3 represents the graph of the results with maximum and minimum values (average value in the middle of blue marker) for each overlapping length. To see the possible differences when the system restarts, each overlapping ratio is run one hundred times. Table 4.1 presents the practical results: the mean number of packets captured over the hundred runs, with respect to various overlapping lengths as well as the capture probabilities for each overlapping length.

The results given in Table 4.1 show that the capture of the first-arriving packet always occurs if there is no overlap between packets. However, there is no capture when the length of overlap exceeds 50-bytes. The reason is that the $SINR$ is below the required threshold of the radio transceiver. Between these limits, as
the overlap length increases, the number of capture events reduces, as noted by the mean values. This is because the power level of the first-arriving packet is lower than power of the interfering packet as demonstrated in [80], given that the nodes are stationary and power level during the packet reception remains same.

<table>
<thead>
<tr>
<th>Number of overlapping bytes</th>
<th>0</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>25</th>
<th>30</th>
<th>35</th>
<th>40</th>
<th>45</th>
<th>50</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>6000</td>
<td>5945</td>
<td>5290</td>
<td>4266</td>
<td>3605</td>
<td>2744</td>
<td>1836</td>
<td>1155</td>
<td>540</td>
<td>136</td>
<td>0</td>
</tr>
<tr>
<td>Capture probability</td>
<td>1</td>
<td>0.99</td>
<td>0.88</td>
<td>0.71</td>
<td>0.60</td>
<td>0.45</td>
<td>0.30</td>
<td>0.19</td>
<td>0.09</td>
<td>0.02</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 4.1 2-packet-capture scenario, number of captured packets for each overlapping ratio and capture probabilities.

4.2.4. 3-packet-capture Scenario

For the case of a higher traffic density in a network, a new capture scenario, practically very likely, is studied. Successive packets may arrive with small time differences, as depicted in Fig. 4.4a. In this model, the possible reception scenarios at the receiver are:

- Reception of a third packet (detection of preamble and CRC check) in the presence of second-packet interference.
- If reception of the third packet fails, the possibility of detecting the preamble of a fourth packet arises.
- If reception of the fourth packet fails, the possibility of detecting the fifth packet arises, and so on.
To make the implementation of this scenario more practical, we used the simplified model shown in Fig. 4b, which is referred to as the 3-packet-capture scenario. In this model, the first and second packets comprise the 2-packet-capture model, as described previously. The overlap between the first and second packets is a small fixed length and the radio always detects the preamble of the first packet. Therefore, the second packet causes distortion on the detection of the third packet preamble. The overlap length between the second and third packet is created by adjusting the transmission time of the third packet. The focus is now only on the reception of the third packet using the same overlapping technique implemented earlier. The outcome of this scenario is presented in Table 4.2, where the mean of number of packets captured is calculated over one hundred runs.

<table>
<thead>
<tr>
<th>Number of overlapping bytes</th>
<th>0</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>25</th>
<th>30</th>
<th>35</th>
<th>40</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>6000</td>
<td>3102</td>
<td>2960</td>
<td>2264</td>
<td>1554</td>
<td>873</td>
<td>401</td>
<td>35</td>
<td>0</td>
</tr>
<tr>
<td>Capture probability</td>
<td>1</td>
<td>0.51</td>
<td>0.49</td>
<td>0.37</td>
<td>0.25</td>
<td>0.14</td>
<td>0.06</td>
<td>0.005</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 4.2 3-packet-capture scenario, result of third packet, and number of captured packets for each overlapping ratio and capture probabilities.
It can be seen from these results that nearly half of the packets are missed with only a 5-byte overlap of packet 2 and packet 3. This is because packet 3 has its entire preamble and synchronisation fields distorted by the tail end of packet 2 (since these segments are 5-bytes long). When the overlap length exceeds 40 bytes, no packets are captured. Note that this is a lower threshold than the experiment with 2-packet-capture because half of the packets have already been lost at the preamble detection stage and the initial 5-bytes of overlap.

4.2.5. Adapting the Capture Coefficient

To adapt the capture coefficient to this study, we approximated the length of a packet to be a multiple of 5 bytes. The overlap length was increased in 5 byte increments and, similarly, the probability of all 5-byte increment overlaps is equal. The capture probabilities are given in Tables I and II. Finally, the capture coefficient, $C$, is given by:

$$C = \frac{\sum_{k=1}^{L/5} c_p[5k]}{L/5}$$

(4.4)

This coefficient has been used to add the impact of capture on the throughput of pure ALOHA in next section.
4.3 ALOHA NETWORKS

In order to demonstrate and quantify the impact of the capture effect on the throughput of pure ALOHA, a pure ALOHA network with a finite number of users is initially considered. The throughput calculation with a finite number of users through the binomial formula is presented. Then, the probability of the two capture scenarios occurring in pure ALOHA is calculated. These probabilities are then multiplied by the capture coefficient derived to incorporate the impact of capture on pure ALOHA throughput. Finally, the pure ALOHA throughput formula with a finite number of users and the capture effect is presented. The throughput of the two systems, one with four users and one with twelve users, are systematically analysed, providing both analytical and practical results. Later, the impact of packet size on the throughput of the 12-user system is rigorously analysed, considering three different packet sizes. Finally, the throughput with a high number of users is studied.

4.3.1. Introduction

The ALOHA system was the first multiple access scheme in the world; it was developed at the University of Hawaii, invented by Abramson. There are two standard ALOHA techniques, pure and slotted ALOHA. The pure ALOHA scheme, essentially the easiest and simplest technique based on the application requirements, allows users to transmit their packets as soon as they have a packet for transmission, requiring no pre-coordination with other users accessing the transmission medium. This results in packet collision if more than one user starts transmission simultaneously assuming equal propagation delay for each user. The main assumption in evaluating this scheme is that the colliding packets (either fully or
partly) will be lost. Hence, in order to receive a packet correctly, it should be guaranteed that no packets start $t_p$ seconds before or after the start time of a packet, where $t_p$ is the time taken to transmit a packet. Fig. 4.5 indicates the packet reception and a set of packets as overlapped.

The slotted ALOHA system improves the throughput of pure Aloha by dividing the time into equal length slots and each user is required to transmit at the beginning of a slot. Therefore, complete packet collisions only occur when more than one user transmits in the same slot. Fig. 4.6 depicts an example scenario of the slotted ALOHA packet reception and collisions.
The throughput analysis of ALOHA is a very simple mathematical calculation and relies on a number of assumptions. These assumptions provide a straightforward piece of mathematics for the analysis. We assume that:

- There is a single receiver and a large number of transmitters, tending to infinity.
- Start times of packets comprise a random Poisson arrival process [81] with an average generation rate of \( \lambda \) packets/second.
- In pure ALOHA, all packet loss is caused by packet collision.
- Any packet overlapping (either fully or partly) causes complete packet loss.
- Until a packet transmission is finished, no new packet can be transmitted.
- All packets have the same length.
- Capture effect is not considered.

Ref. [82] has given the mathematical throughput calculation and plotted the channel throughput versus channel traffic load as reproduced in Matlab and shown in Fig. 4.7.

The throughput of pure Aloha:

\[
T = Ge^{-2G}
\]  \hspace{1cm} (4.5)

The throughput of slotted Aloha:

\[
T = Ge^{-G}
\]  \hspace{1cm} (4.6)

Where \( T \) denotes the throughput and \( G \) is the offered channel traffic.
4.3.2. Throughput Analysis of Pure and Slotted ALOHA

4.3.2.1. Pure ALOHA with Finite Users

A large body of prior work has studied the throughput of ALOHA networks assuming an infinite number of users [48]. However, for practical deployments, it is essential to recalculate the theoretical throughput with a small number of users. Some research has addressed the throughput of Slotted ALOHA with a finite user numbers in [83] as well as through binomial distribution in [84]. However, an extensive review of the literature has not revealed the same analysis for the pure ALOHA case.

In this section, the throughput calculation of pure ALOHA with a finite number of users is presented based on the binomial distribution. Consider $n$ users where each user transmits a packet with the same probability ($p$) based upon the channel traffic level. For a successful transmission, there should be no overlapping transmissions before or after the start time of a packet, as illustrated in Fig. 4.8.
The probability of \( k \) arrivals/transmissions from \( n \) users in the time duration of one packet can be given by the binomial distribution as:

\[
P(k \text{ in } n) = \frac{n!}{k!(n-k)!} p^k (1 - p)^{n-k}
\]  

(4.7)

Therefore, the probability of only one arrival/transmission from the \( n \) users is:

\[
P(1 \text{ in } n) = \frac{n!}{1!(n-1)!} p^1 (1 - p)^{n-1}
\]

\[= np (1 - p)^{n-1}
\]  

(4.8)

The probability of no arrivals/transmissions before the start time of Packet 1 is:

\[
P(0 \text{ in } (n-1)) = \frac{(n - 1)!}{0!(n - 1 - 0)!} p^0 (1 - p)^{n-1}
\]

\[= (1 - p)^{n-1}
\]  

(4.9)

The probability of a packet arriving and being transmitted in a period equal to the packet transmission duration \( p \) is related to the channel traffic by the following equation:

\[
p = \frac{1}{n} G
\]  

(4.10)
Where $G$ denotes the channel traffic in Erlangs (equivalent to the average number of packets arriving/being transmitted in the packet transmission time) and $n$ is the total number of users in the system, the throughput can be calculated as:

$$\text{Throughput} = P(1 \text{ in } n) P(0 \text{ in } (n - 1))$$

$$= np(1 - p)^{n-1} (1 - p)^{n-1}$$

$$= np(1 - p)^{2(n-1)}$$

(4.11)

Fig. 4.9 presents the theoretical throughput and the throughput for 5, 10 and 100 users of pure ALOHA. The graph shows that the throughput increases as the number of users reduces because low number of users decreases the probability of packet collision. For example, the maximum throughput is around 0.21 Erlangs with five users whereas the theoretical value was about 0.18 Erlangs for infinite users.

![Fig. 4.9 Pure Aloha throughput for various numbers of users.](image_url)
4.3.2.2. Slotted ALOHA with Finite Users

The throughput analysis of slotted ALOHA is quite similar to that of pure ALOHA. The focus is now on the probability of a user transmitting in a particular slot, shown in Fig. 4.10.

![Fig. 4.10 A successful transmission in slotted Aloha](image)

Therefore the probability of one arrival among n packets is:

\[
P(1 \text{ arrival in } n \text{ packets}) = \frac{n!}{1!(n-1)!} p^1 (1-p)^{n-1} = np(1-p)^{n-1} \tag{4.12}
\]

Similarly, the throughput of slotted ALOHA is:

\[
\text{Throughput} = np(1-p)^{n-1} \tag{4.13}
\]

Fig. 4.11 presents the theoretical throughput and the throughput for 5, 10 and 100 users of slotted Aloha.
As with pure Aloha, the graph shows that the throughput increases as the number of users decreases due to low probability of packet collision. The maximum theoretical throughput of slotted Aloha is nearly 0.36 Erlangs but it increases to about 0.41 Erlangs with five users. When the traffic load is low, between 0.1 - 0.4, and too high, between 1.6 - 2.0, there is not much difference in throughput. However, when the traffic load is between 0.4 - 1.6, the throughput changes moderately.

4.3.3. Throughput Analysis of Pure ALOHA with the Capture Effect

The probabilities of 2-packet-capture and 3-packet-capture based on the scenarios described previously are derived for the pure ALOHA scheme. Then, these probabilities with the capture coefficient are added to the throughput of pure ALOHA. There are two cases for the collision of two packets, depicted in Fig. 4.12.
The probability of a two packet collision is the summation of the two cases:

\[ P(\text{collision of two packets}) = P(\text{case 1}) + P(\text{case 2}) \]  
(4.14)

The probability of a 2-packet collision in Case 1 is:

\[ P(\text{case 1}) = P(2 \text{ in } n)P(0 \text{ in } (n - 2)) \]

\[ = \frac{(n)(n-1)}{2} p^2 (1 - p)^2^{(n-2)} \]  
(4.15)

The probability of a 2-packet collision in Case 2 is:

\[ P(\text{case 2}) = P(1 \text{ in } n)P(1 \text{ in } (n - 1)) \]

\[ = n(n - 1)p^2 (1 - p)^{2n-3} \]  
(4.16)

Combining the two cases, the probability of a 2-packet collision is:
\[ n(n - 1)p^2 \left( \frac{(1-p)^2(n-2)}{2} + (1 - p)^{2(n-3)} \right) \]  

(4.17)

Having calculated the probability of 2-packet-capture, we now derive the probability of the 3-packet-capture scenario which again includes two cases shown in Fig. 4.13.

![Diagram of packet collisions](image)

Fig. 4.13 Two possible cases for the collision of three packets.

Similarly, the probability of 3-packet collision is the summation of the two cases:

\[ P(\text{collision of three packets}) = P(\text{case 1}) + P(\text{case 2}) \]  

(4.18)

The probability of 3-packet collision in Case 1 is:

\[ P(\text{case 1}) = P(2 \text{ in } n)P(1 \text{ in } (n - 1)) \]

\[ = \frac{n(n-1)^2}{2} p^2 (1 - p)^{2(n-2)} \]  

(4.19)

And the probability of 3-packet collision in Case 2 is:
\[ P(\text{case 2}) = P(1 \text{ in } n)P(2 \text{ in } (n - 1)) \]

\[ = \frac{n(n-1)(n-2)}{2} p^2 (1 - p)^{2(n-2)} \quad (4.20) \]

Combining the two cases, the probability of a 3-packet collision is:

\[ \frac{n(n-1)p^3(1-p)^{2(n-2)}}{2} \left( (n - 1) + (n - 2) \right) \quad (4.21) \]

Using the capture coefficient derived (see section 4.2.2), the throughput accounting for the capture effect (combining the equations 4.11, 4.17 and 4.21) is given by:

\[
\text{Throughput} = np(1 - p)^{2(n-1)} \\
+ n(n - 1)p^2 \left( \frac{(1 - p)^{2(n-2)}}{2} + (1 - p)^{2n-3} \right) C_2 \\
+ \frac{n(n-1)p^3(1-p)^{2(n-2)}}{2} \left( (n - 1) + (n - 2) \right) C_3 \quad (4.22)
\]

Where \( C_2 \) denotes the capture coefficient for 2-packet collision and \( C_3 \) for 3-packet collision.

**4.3.4. Performance Evaluation**

The test-bed consists of a certain number of transmitters (4 and 12) and a single receiver, all in range of each other. Fig. 4.14 presents a view of the test-bed. Each node generates a packet with exponentially distributed inter-arrival time and immediately transmits it. Each node has the same average inter-arrival time which is given as below:

\[ I = \frac{LN}{GD} \quad (4.23) \]
Where $I$ denotes the average packet inter-arrival times, $L$ is the packet length, $N$ is the number of nodes in the network, $G$ is the generated traffic and $D$ is the data rate of the channel. The transmit power of all packets is set to the same level. Table 4.3 summarizes the implementation parameters.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Channel Bit Rate</td>
<td>250 Kbits/s</td>
</tr>
<tr>
<td>Packet Length</td>
<td>50, 75, 100, 125 bytes</td>
</tr>
<tr>
<td>Transmit Power</td>
<td>2 mW</td>
</tr>
<tr>
<td>Number of Transmitters</td>
<td>4 and 12</td>
</tr>
</tbody>
</table>

Table 4.3 ALOHA implementation parameters.

(a) 4-user ALOHA system

(b) 12-user ALOHA system

Fig. 4.14 ALOHA implementation test-bed, a receiver in the middle and transmitters.
Fig. 4.15 and 16 show the practical throughput characteristics for the 4- and 12-node systems respectively, which are compared to the finite user analytical model with and without the capture coefficient. The standard infinite user curve is also included for comparison. For the practical implementation, we have chosen a 50-byte packet size, as the capture effect did not occur beyond an overlap of this length.

![Graph showing ALOHA throughput with 4 nodes](image1)

**Fig. 4.15 ALOHA throughput with 4 users.**

![Graph showing ALOHA throughput with 12 nodes](image2)

**Fig. 4.16 ALOHA throughput with 12 users**
The throughput with a finite number of nodes is higher than the infinite node case and, as expected, as the number of nodes increases, the throughput difference decreases. With the capture effect model, the maximum throughput of the 4-user scenario is slightly greater than double that predicted by the standard infinite node theory model and for the 12-user case it is enhanced by two-thirds. The practical results show that our capture effect model closely matches the practical results. The small discrepancy is because it is impossible to model and implement every capture scenario and we only modelled two of the most common scenarios. It can be concluded that the two capture scenarios represent the majority of the capture effect.

The impact of packet length on throughput has been studied since the capture coefficient is dependent on packet size (see Equation 4.3). Therefore, an important purpose of this study is to demonstrate the capture effect in association with varying packet lengths. Three different packet lengths (75, 100 and 125-bytes long) have been implemented with 12 nodes in the network. Fig. 4.17 presents the throughput performance of pure ALOHA with both the analytical (A) and practical (P) results.
Fig. 4.17 ALOHA throughput with 12 users in association with packet lengths.

Fig. 4.17 illustrates that the throughput has an increasing trend as the packet size decreases. The analytical model effectively predicts the practical results with a small difference of approximately 0.01 Erlangs. A maximum throughput of around 0.28 Erlangs is achieved with a 50-byte packet when the traffic load is 0.7 Erlangs. On the other hand, a packet size of 125-bytes can achieve around 0.245 Erlangs throughput. The packet size plays an important factor when considering the influence of the capture effect on performance. The capture effect has greater influence with smaller packets where the capture coefficient has a high value, resulting in higher throughput. In order to test the capture model on a different sensor platform, a practical implementation using MicaZ nodes with a packet size of 100-bytes has been carried out and the results of this implementation are presented in fig 4.17. It is seen that similar throughput results have been obtained. This is because MicaZ and Iris nodes have similar characteristics such as the same modulation scheme (see sections 4.2.1 and
A 100-node system is now considered in order to demonstrate the effectiveness of the finite user capture model in predicting the performance that would be observed practically with a much larger test-bed. The impact of packet size is again considered. Fig. 4.18 presents the analytical throughput predictions.

![Aloha Throughput with 100 nodes](image)

**Fig. 4.18 ALOHA throughput with 100 users in association with packet lengths.**

It is clear that the theoretical throughput with 100 nodes approaches the infinite node theoretical value. A maximum throughput of 0.295 Erlangs is achieved with a traffic load of 0.8 Erlangs for a packet size of 50-bytes, whereas it is around 0.223 Erlangs with a traffic load of 0.6 Erlangs for a packet size of 125-bytes. It can therefore be concluded that if the packet size is decreased, the throughput increases as an overall trend.
4.3.5. Summary

In this chapter, the capture effect has been investigated to clarify its impact based on real-world measurements. Contrary to theory, it is shown that using the same transmission power level at the same distance, the capture effect is seen. The impact of capture is modelled and incorporated into the performance evaluation of wireless sensor networks through simulation. The throughput of pure ALOHA with a finite-user case has been modelled for practical implementation. The increase in the throughput of pure ALOHA due to the capture effect has been presented. Two factors affecting ALOHA performance have been investigated, packet size and number of users, using both mathematical analysis and practical implementations. Results show that the throughput capacity of pure ALOHA with the capture effect is better than that predicted by the standard assumptions. The maximum throughput in a 4-user scenario is slightly more than double that predicted by theory (37.62%). It can be predicted that a high-user-density system would tend towards the theoretical limit based on the validated model. It can be concluded that the throughput of existing MAC schemes may be greater than currently predicted as a result of the capture effect described here.
5. Practical Implementation Issues of RL-ALOHA for WSNs
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This chapter presents the basic concepts behind Reinforcement Learning (RL) strategy which is applied to Framed ALOHA whereby a repeating frame structure within Slotted ALOHA is employed. A novel MAC protocol for single-hop communication, Reinforcement Learning Based ALOHA (RL-ALOHA), is described. The practical implementations of RL-ALOHA are studied. A potential real-world phenomenon that impacts on performance is brought to light and a new scheme is proposed to deal with the phenomenon which reinstates the ideal throughput performance of RL-ALOHA. The practical results show that the proposed scheme improves the convergence properties to the steady state of a unique transmission slot assigned per node.
5.1 Introduction

With a key benefit of simplicity, ALOHA based schemes have been explored. Combining them with intelligent transmission strategies can mitigate the drawbacks of employing a blind transmission strategy. In recent years, researchers have exploited RL techniques in the development of MAC protocols, thereby achieving high channel throughput (see section 3.3.4). Here, a WSN node determines an optimum transmission strategy based on its past experience. RL-ALOHA assigns a weight value to each slot in the repeating frame and the weight values are updated after transmissions based on the reward signal. A typical example of the reward signal is (+1) for successful transmission and (-1) for failure, as implemented in [66] which results in enhancements in the essential requirements such as channel throughput and energy efficiency, assuming a perfect simulation environment. The advantage of this learning process for Framed Slotted ALOHA is that the nodes quickly learn to select the best transmission slot as a function of the accumulated reward history.

This chapter aims to provide a practical complement to the development of RL-based ALOHA protocols for single-hop communication, bringing to light a real-world phenomenon that impedes the learning algorithms. Since the transmission medium and sensor nodes are not perfect, there will be some loss of reward signals even though the best action may have been chosen with success. The learning process in the presence of reward loss results in some nodes failing to properly operate the learning system effectively in practice. It causes the nodes without a unique transmission slot to jump around other users’ slots. An intelligent slot selection
technique is introduced which accounts for this practical issue and minimizes the effect of reward loss, in particular when the channel load is high.

5.2 RL-ALOHA Protocol Description

A repeating frame structure is introduced within Slotted ALOHA. A frame comprises a fixed number of slots which is, optimally, equal to the number of nodes in the WSN so that each user can have a unique slot. A node is only allowed to send one packet per frame. The generated packets are queued first-in-first-out with the packet at the head being transmitted. For each node, every slot in a frame has a weight value which is cumulatively updated with respect to the reward received. The slot with the highest weight is preferred and, if ready for transmission, a packet is sent in this slot. If more than one slot has the same weight, one of them is chosen at random. Weight values are denoted by $W(i, s)$ as shown in (5.1) after each packet transmission:

$$W_{t+1}(i, s) = W_t(i, s) + r$$

(5.1)

Where $i$ indicates the present node, $s$ is the preferred slot and $r$ is the current reward. Successful transmissions (an acknowledgement packet received) will be rewarded with $r = +1$ and failures will be rewarded with $r = -1$. This strategy performs well in terms of throughput, delay and energy consumption because it significantly reduces the likelihood of collisions.

Fig. 5.1 presents an example of the RL-ALOHA strategy in which a frame includes 5 slots. In this example, the node randomly selects slot 1 among all slots and the transmission is successful in this slot. The weight value of slot 1 is immediately increased by a reward of +1 and the node transmits a packet in slot 1 of frame 2 as
slot 1 has the highest weight. The transmission in frame 2, however, fails and the weight value is now reduced by a reward of -1. In frame 3, all the slots have the same weight, which results in the node randomly choosing the slot 5. The transmission fails again and the weight value of slot 5 is reduced. In frame 4, the node picks the slot 3 at random among the slots 1 to 4. The transmissions in slot 3 continue to be successful for the next N-3 frames.

![Diagram of RL-ALOHA process]

---

5.3 RL-ALOHA Protocol Implementation

In this section, practical performance validation of the RL-ALOHA protocol with the consideration of the practical issue is presented. A common single-hop topology is considered and used for the performance evaluation. This topology is simple but can
be considered as a one-hop sub-network in complicated network scenarios, such as a cluster in LEACH protocol [56].

5.3.1 Performance Evaluation

5.3.1.1 Experimental Setup

The IRIS nodes, IEEE 802.15.4-compliant devices, are the hardware platforms used in all the experiments. Tinyos-2.0 is used to program the nodes and to observe data-exchange on a computer through a base-station. In our implementation of a packet, the SHR, PHR, MHR, PAYLOAD and CRC fields comprise 5-bytes, 1-byte, 10-bytes, 110-bytes and 2-bytes respectively (see section 4.2.1 for definitions of these fields). The control packets are normally expected to be very small without PAYLOAD. Another packet type is therefore created, the acknowledgement packet, which has a 5-byte SHR, a 1-byte PHR, a 10-byte MHR and a 2-byte CRC. This packet is only aimed to confirm the successful reception of the transmitted packets at the receiver so that no PAYLOAD is required.

Performance is evaluated under a star topology which comprises 10 users as depicted in Fig. 5.2. All the nodes are in range of each other, are equidistant from the receiver and transmit at the same power level. Each node generates a packet with an exponentially distributed inter-arrival time. All the nodes have the same mean packet inter-arrival time and are synchronised by the receiver. After the deployment of the nodes, the transmitters wait in the receive mode for a specific packet called a Hello packet sent from the receiver. Once the receiver is powered up, and after a certain time, it transmits the Hello packet to all nodes. This synchronises the transmitters to enable their packet generation process to run concurrently. Reception of the Hello
packet is indicated by one of three LEDs lighting. Table 5.1 summarises the experimental parameters.

In order to avoid the overhearing problem as all the nodes are in the range of each other, after a packet is transmitted, the transmitting node switches its radio status from transmit mode to receive mode in order to receive an ACK packet. Upon expiration of ACK packet waiting time, the node switches its radio back to transmit mode not to overhear. Also, retransmissions of the lost packets are not taken into consideration, meaning that a packet is removed from the queue after its transmission.

![Network topology, a receiver in the middle and ten transmitters.](image)

**Fig. 5.2 Network topology, a receiver in the middle and ten transmitters.**

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Channel Bit rate</td>
<td>250 kbits/s</td>
</tr>
<tr>
<td>Transmit power</td>
<td>2 mW</td>
</tr>
<tr>
<td>Data packet length</td>
<td>1024 bits</td>
</tr>
<tr>
<td>ACK packet length</td>
<td>144 bits</td>
</tr>
<tr>
<td>Slot length</td>
<td>1200 bits</td>
</tr>
<tr>
<td>Number of slots per frame</td>
<td>10</td>
</tr>
<tr>
<td>Number of nodes</td>
<td>10</td>
</tr>
<tr>
<td>Experiment Period</td>
<td>500,000 slots</td>
</tr>
</tbody>
</table>

**Table 5.1 Experiment parameters for RL-ALOHA.**
Channel throughput is the percentage usage of the channel capacity. For data reception, the theoretical maximum throughput for the experiment parameters given in Table 5.1 is close to 0.85 Erlangs (1024 bits / 1200 bits). The slot length is determined to sufficiently include data and ACK packet lengths. One Erlang represents continuous use of the channel. A small guard period is left between slots in order to mitigate the propagation delays. Steady state occurs when all nodes have found an empty slot.

5.3.1.2 Acknowledgement Packet Loss

In simulation, sensor hardware is able to reply with an ACK packet (if requested) as soon as it receives a data packet. In slotted-based transmission strategies, for a successful packet reception/transmission, all the packet receptions/transmissions (data packet and control packets) occur in a single slot. In order to avoid channel wastage, slots are designed as small as possible where the transmissions in a slot happen in succession. In practice, IRIS nodes have various modes (transmission, reception, idle or off) as they can only stay in one of these modes at a time which is known as half-duplex communication (see section 4.2.1). For example, particularly in slotted-based systems, after a packet transmission, a transmitting node may need to switch its radio to the reception mode to receive an ACK packet from the receiving node while the receiving node switches its radio to transmission mode to send an ACK packet back after the successful packet reception. The practical observations conducted with IRIS nodes show that the sensor platform does not switch between transmission and reception modes very quickly. In particular, the receiving nodes which have more traffic can fail to switch the radio between the modes. Consequently, a more substantial guard period to allow for mode change
must be employed. Since the sensor nodes are simple devices and have limited capacity, this wastes channel resources.

In order to test this phenomenon, a practical implementation on the test-bed described in the previous section was carried out. The transmitters in the single-hop communication network are given unique transmission slots manually at the beginning. A packet transmission happens in each slot and the receiver responds with a small ACK packet without guard periods employed. The transmitters make a decision as to whether a transmission has succeeded or not based upon the reception of ACK packet. In this implementation, all the packets are successful at the receiver side but the receiver is not able to send all the ACK packets. The ratio of the number of ACK packets received to the number of packets transmitted at all transmitters is recorded. The results will show that the guard period plays an important role in increasing the proportion of ACK packets sent. Without it, as Fig. 5.3 shows, using the hardware platform, 55% of the ACK packets are lost at a channel load of 1 Erlang.

![Fig. 5.3 Acknowledgement packet loss rate without guard period.](image-url)
These results are obtained in the steady state where each user has a unique slot so there is no collision. The loss rate increases with higher generated traffic levels because the receiver has increasingly insufficient time to switch to the transmission mode because the receiver has lots of incoming traffic which results in the receiver continually switching between modes.

5.3.1.3 Results

In order to establish the ideal performance of the protocol, RL-based Slotted ALOHA is first simulated with 10 users in OPNET, using the same parameters as in the practical system and, assuming no ACK packet loss. Then, using hardware, practical RL-based slotted ALOHA is implemented, firstly without a guard period and then with sufficient guard period to enable the receiver to send all the ACK packets. The practical conventional Slotted ALOHA is then implemented with 10 users (see the analytical analysis in section 4.3.2.2). Fig. 5.4 presents the results of all these scenarios. In all cases, the results are captured from the moment the network run starts to demonstrate the overall performance.

The simulation results show that the throughput increases linearly and reaches a maximum of 0.85 Erlangs which corresponds to every node finding a unique slot, since there is an ACK packet overhead of 0.15 Erlangs. The practical loss of ACK packets impedes the learning process, resulting in some nodes failing to find a unique slot. The residual contention reduces the throughput on the channel. Provision of the guard period resolved the problem of ACK loss, but incurs a significant cost. Although the guard period ensures more effective learning such that each user finds a dedicated transmission slot, the guard period overhead means that throughput is not
at an acceptable level. At higher traffic loads, additional contention during the learning phase delays the onset of the steady state which serves to reduce the throughput experienced from the start of the run. It is even worse than conventional slotted ALOHA.

5.3.2 Dynamic Punishment Strategy

In the previous section, it is shown that ACK packet loss has a significant effect on the learning process and channel throughput. Use of a guard period provides an efficient learning process but the channel throughput reduces dramatically with increasing channel traffic due to the increased overhead. This section describes the proposed scheme with its implementation which provides the ideal channel throughput in the presence of ACK packet loss.
5.3.2.1 Description

The purpose of the proposed scheme is to reduce the magnitude of the punishment during the period in which nodes search for an empty slot. When the ACK loss rate is beyond a certain value, 50% based on the experiments, the effect of the reward (positive ACK) is insufficient to support an effective learning process. Therefore, the learning punishes more at higher loss rates, even though the packets are being received successfully by the receiver.

It is proposed to replace the fixed numerical value of the punishment (-1) with the probability of success in each slot as table 5.2 shows. If the probability of success is high, collisions rarely happen and an ACK is rarely lost. The punishment has a high magnitude. However, if the probability of success is low, either a packet collision is likely or the hardware does not respond (practical issue), so that the punishment has a low magnitude. Therefore, this strategy will ensure an effective learning process which minimizes the packet loss regardless of its reason.

<table>
<thead>
<tr>
<th>Reward</th>
<th>Punishment</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1 - Probability of success of the preferred slot</td>
</tr>
</tbody>
</table>

Table 5.2 Value of weighting signals.

This variation has a key benefit of maintaining the unique slots, even under the worst case where the receiver is unable to send ACK packets or the transmitters cannot receive them. In this case, the transmitters will ideally keep transmitting in their dedicated slots. The punishment magnitude will keep decreasing as a result of the
ACK packet loss. The weight value of the unique slot reduces more slowly compared to the original scheme. It will eventually result in exploration for new unique slots.

At the beginning, all the weight values are initialized to 0. Fig. 5.5 shows an example of the reinforcement learning algorithm with the proposed slot selection technique.

Fig. 5.5 An example of the proposed algorithm with the probabilities.
In this example, slot 1 is randomly chosen and two transmissions succeed in this slot. Then, 3 consecutive failures occur which reduces the probability of success in slot 1. The slot 1 is still preferable as it has the highest weight value. In the original scheme, slot 1 would be lost after 2 failures but the proposed scheme protects the willingness level of slot 1 to be selected based on the transmission history. The proposed scheme protects the current preferred slot from successive failures.

It is worth mentioning that a fix lower magnitude of the punishment instead of probability of success would protect the throughput performance at a particular loss rate. However, the packet loss rate can vary significantly considering dynamic environment and changing channel conditions, so that the use of probability of success for punishment value ensure more protective property to the system in achieving the steady-state at any loss rate as presented in the following section.

5.3.2.2 Implementation of Punishment Variation

The RL-ALOHA protocol has been implemented, using the proposed punishment variation, on the test-bed described in Section 5.3.1.1. Fig. 5.6 shows the throughput performance under varying traffic loads. It can be clearly seen that our learning scheme achieves the optimum performance that is obtained in simulation under perfect conditions. All the nodes end up with a unique slot after the learning process and keep transmitting in it.
The ACK loss ratio varies at different periods of time depending on the hardware. It is therefore worth observing the increasing/decreasing trend of the weight value. Fig. 5.7 shows that the weight value of the preferred slot of a node at a channel load of 1, 0.6 and 0.4 Erlangs. Regardless of the loss ratio, the weight value linearly increases. Although we showed the weight value of only one node, observations demonstrated that the weight values of the rest of the users have a similar trend.
5.4 Summary

ALOHA has a key advantage of simplicity and low overheads, but it has a drawback of a blind transmission strategy, resulting in low throughput under high channel loads. This chapter presented the RL-ALOHA protocol which employs reinforcement learning as an intelligent slot selection strategy, thereby achieving high channel performance. RL-ALOHA only requires small ACK packets which represent a relatively low overhead. Practical results demonstrate that a maximum throughput of 0.85 Erlangs due to the ACK packet (18-byte) overhead of 0.15 Erlangs. The length of the ACK packet depends on the radio platform, so that different radio platforms may provide smaller ACK packets. For example, a CC1101 radio platform [85] can provide a 9-byte ACK packet.

Due to the practical issue of ACK packet loss, the learning process does not work as effectively inducing lower throughput performance. A new slot selection punishment
strategy has been proposed to resolve this issue, based on the probability of success in each transmission slot. It achieves the optimum throughput performance. The steady state results show that the system converges in a period of a few seconds. The complete process can be readily implemented, incurring minimal resources on a potentially highly resource-limited WSN node. It is worth to mention that the issue of ACK packet loss depends highly on nodes platform. For example, implementations using MicaZ nodes, as presented in the next 2 chapters, show that MicaZ nodes switch quickly between the transmission and reception modes requiring no guard time. Therefore, original RL-ALOHA scheme achieves its optimum performance with the fix punishment value of -1.

RL-ALOHA implements a repeating frame structure based on the conventional Slotted ALOHA. A weight value is assigned to each slot in a frame which is updated by success and failure. The slot with the highest weight is preferred. The main drawback is the continuous increase of the weight value after the system converges. A large value of weight value can cause the network not to adapt quickly when the environment changes (possible some slots become unavailable). Setting the right frame size which must allow each user to find a unique slot is crucial as it has a significant impact on the channel performance. A large frame size would cause unnecessary channel wastage, and a small frame size causes the network not to achieve an optimum steady-state condition. In a single-hop scenario, the optimum frame size is equal to the number of users in the network.
6. **Practical Implementation and Stability Analysis of ALOHA-Q for WSNs**
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This chapter presents a description, practical implementation and stability analysis of a recently-proposed, energy-efficient, Medium Access Control (MAC) protocol for Wireless Sensor Networks (WSNs), ALOHA-Q, which employs a reinforcement learning framework as an intelligent transmission strategy. The channel performance is evaluated through simulation and experiments conducted with a real-world test-bed. The stability of the system against possible changes in the environment and changing channel conditions is studied with a discussion of the resilience level of the system. A Markov model is derived to represent the system behaviour and to
estimate the conditions under which the system loses its steady-state operation. A novel scheme is proposed to serve to protect the lifetime of the system when the environment and channel conditions do not sufficiently maintain the operation of the system.

6.1 Introduction

ALOHA and Q-Learning have been integrated to establish a new MAC protocol, namely ALOHA-Q which uses the same slot selection algorithm presented in the RL-ALOHA protocol [68]. Q-Learning was the RL algorithm used as intelligent slot selection strategy. The ALOHA-Q scheme inherits the merits of contention-based and schedule-based approaches while offsetting their drawbacks. ALOHA-Q uses slotted-ALOHA as the baseline protocol with a key benefit of simplicity. It allows users to find unique transmission slots in a fully distributed manner, resulting in a scheduled outcome. ALOHA-Q aims to reach an optimal steady state where each user within an interference range has unique (interference free) transmission slots. Therefore, ALOHA-Q works like a contention-based scheme gradually transforming into a schedule-based scheme, which can be fully achieved in the steady-state without the need for centralised control and scheduling information exchange in steady state conditions. In order to demonstrate the effectiveness of this approach, performance evaluations in both single-hop and multi-hop communication scenarios have been carried out [65-68]. These studies show that ALOHA-Q can achieve a high channel utilisation while minimising the energy consumption. However, these evaluations are restricted to simulation-based evaluation, where the practical implementation issues are not apparent.
This chapter provides a practical evaluation of ALOHA-Q protocol for the first time. The performance of ALOHA-Q is compared with a well-known MAC protocol Z-MAC. Z-MAC has been chosen for performance comparison because it is an effective MAC scheme which provides high channel utilisation and energy-efficiency. Another reason of choosing Z-MAC is that Z-MAC uses a similar frame structure as in ALOHA-Q which makes it appropriate for performance comparison. The resilience level of ALOHA-Q to loss of convergence is explored in order to consider the weakness of the scheme in the presence of packet losses in the steady state. The resilience level to loss of convergence is presented according to various packet loss probabilities. A Markov model is derived to estimate the time to loss of convergence for a single user. Then, a novel technique is proposed to protect the convergence lifetime in the presence of packet loss.

6.2 ALOHA-Q Protocol Description

A similar scheme to that of RL-ALOHA is used, whereby time is divided into repeating frames. Each frame consists of a certain number of slots \(N\) for data transmission, which should be appropriately set in order to allow each node to have a unique slot. In a single-hop scenario, \(N\) is optimally set to the number of nodes in the system. However, in a multi-hop scenario, \(N\) is determined by local transmission and interference range of the nodes, network topology, the density of the nodes, and the number of source nodes along the route. Nodes are restricted to access only one slot per frame for their generated packets and they can transmit in multiple slots in a frame for relaying the received packets. The generated packets are queued first-in-first-out with the packet at the head being transmitted first. Each slot is initiated with
a Q-value to represent the willingness of this slot for reservation, which is initialised to 0 on startup. Upon a transmission, the Q-value of corresponding slot is updated, using the Q-learning update rule given by Eq. (6.1):

\[
Q_{t+1}(i, s) = Q_t(i, s) + \alpha(R - Q_t(i, s))
\]  

(6.1)

Where \(i\) indicates the present node, \(s\) is the preferred slot, \(R\) is the current reward and \(\alpha\) is the learning rate. A transmitter will always choose the slot within a frame with the highest Q-value. If more than one slot has the same Q value, the transmitter randomly chooses one of them. If the packet transmission is successful, \(R\) takes a value of \(r = +1\) which constitutes a reward. If the packet transmission fails, then \(R\) takes a punishment value of \(p = -1\). Consequently, a sequence of successful transmissions using the same slot will cause the associated Q-value to increase, finally converging on a value very close to +1. There is no consensus on the choice of values for \(r\) and \(p\) but it has been shown in [65, 68] that +1 and -1 respectively produce convergence to +1 for successful slot choice and 0 for all other unchosen slots in that frame. We define this condition as being a steady state since for a particular slot; a node will always choose the high Q slot. The learning rate \(\alpha\) is an important parameter which controls the speed of convergence. It determines the extent to which recently acquired information will be considered.

An illustrative example is now presented for updating the Q-values for 5 slots/frame in a single-hop scenario and 10 slots/frame in a multi-hop scenario. In Fig. 6.1a, the first packet is transmitted in slot 1 of the frame. This is randomly chosen as all Q values are equal to 0. As that packet was successfully received (as indicated by receipt upon acknowledgement), the Q value for slot 1 is incremented according to equation 1. However, in this case, the next packet transmission in slot 1 fails. The Q
value falls immediately to -0.01 and another slot is selected randomly. In this scenario, slot 4 continues to be successful for the next N packets. It is seen that the Q value approaches a value of +1. It will be later shown that it takes many more successful transmissions for a Q value to approach +1 than it takes to reduce back towards 0 due to successive packet transmission failures. In fig. 6.1b, slot 1 and slot 5 of the frame 1 are randomly chosen for the first 2 packet transmissions because all Q values are equal to 0. As these packets were successfully transmitted, the Q-values for slot 1 and slot 5 are incremented according to Eq. (1). In frame 2, there are now 3 packets to be transmitted; slot 1 and slot 5 are certainly selected as they have higher Q-values and slot 10 is randomly selected among others. However, the transmissions in slot 5 and slot 10 fail and the associated Q-values fall immediately. In the next round, slot 1 will be the first preferred and two slots among the unchosen slots are selected at random. This process will continue to explore 3 slots which have Q-values approaching +1 for the next N packets. It will be later shown that it takes many more successful transmissions for Q value to approach +1 than it takes to reduce back towards 0 due to successive packet transmission failures.

(a) An example of single slot exploration.
An example of multi slots selection.

Fig. 6.1 Example of the slot selection process, $\alpha = 0.1$.

6.3 ALOHA-Q Performance Evaluation

6.3.1 Experimental Setup

We use MicaZ nodes running TinyOS, IEEE 802.15.4-compliant devices, which feature an ATmega128L low-power microcontroller and a CC2420 radio transceiver, operating in the 2.4 GHz band. They have 4Kbytes of data memory, 128Kbytes of programmable flash and provided data rate is 250 kbits/s. In our implementation, the SHR, PHR, MHR, PAYLOAD and CRC fields comprise 5-bytes, 1-byte, 11-bytes, 114-bytes and 2-bytes respectively. The acknowledgement packet has a 5-byte SHR, a 1-byte PHR, an 11-byte MHR and a 2-byte CRC.

For the single-hop scenario, performance is evaluated for an indoor topology, as depicted in Fig. 6.2a, in an unobstructed area with line of sight communication which comprises 12 users. All the nodes are in range of each other, are equidistant from the
receiver, and transmit at the same power level. Each node generates packets and sends them directly to the receiver. All the nodes have the same mean packet inter-arrival time which is exponentially distributed and synchronised by the receiver.

For a multi-hop scenario, performance is evaluated under a linear network topology comprising 5 nodes as presented in Fig. 6.2b. Here, packets are generated by node 1 (source) to be transferred through the line hop-by-hop to node 5 (sink). Each node transmits at the minimum transmission power level that allows them to receive the packets from only one-hop neighbours. The interference range is also one-hop (this is achieved by setting the transmission power to a low value). In order to synchronize the nodes at the onset of the repeating frames simultaneously, the Hello packet strategy (described in Section 5.3.1.1) is used via a network coordinator broadcasting at the maximum transmission power level which therefore covers all nodes.

(a) Single-hop scenario
The theoretical maximum throughput of a single-hop scenario for the experimental parameters given in Table 6.1 is close to 0.85 Erlangs (1064 bits / 1250 bits). In a 5-hop scenario, with the transmission and interference ranges of one-hop, the optimum frame size is 3 slots. Therefore, the theoretical maximum throughput at the sink is 0.33 Erlangs.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Channel bit rate</td>
<td>250 Kbits/s</td>
</tr>
<tr>
<td>Data packet length(ALOHA-Q)</td>
<td>1064 bits</td>
</tr>
<tr>
<td>Data packet length(Z-MAC)</td>
<td>840 bits</td>
</tr>
<tr>
<td>ACK packet length (simulation)</td>
<td>20 bits</td>
</tr>
<tr>
<td>ACK packet length (experiment)</td>
<td>152 bits</td>
</tr>
<tr>
<td>Slot length (simulation)</td>
<td>1100 bits</td>
</tr>
<tr>
<td>Slot length (experiment)</td>
<td>1250 bits</td>
</tr>
<tr>
<td>Experiment Period</td>
<td>100,000 slots</td>
</tr>
<tr>
<td>Learning rate (α)</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Table 6.1 Experiment parameters for ALOHA-Q.
6.3.2 Steady State Results

In order to evaluate the performance of ALOHA-Q, we implemented it in both OPNET and MicaZ/TinyOS using the parameters given above. Also, the ideal performance of the ALOHA-Q and Z-MAC protocols is simulated based on a very small acknowledgement packet length. We also implement conventional slotted-ALOHA on the testbed. Fig. 6.3 presents the results of all these scenarios for varying traffic levels.

In the single-hop scenario, the simulation results show that the ideal throughput of ALOHA-Q increases linearly and reaches a maximum of 0.95 Erlangs which corresponds to every node finding a unique slot. The practical and simulation results of the throughput, using the same parameters as the practical system, exhibit a similar increasing trend but to a lower maximum throughput of approximately 0.85 Erlangs, since there is an ACK packet overhead of 0.15 Erlangs. Z-MAC achieves a lower maximum throughput than ALOHA-Q due to greater overheads and the potential for contention (nodes can potentially contend for the non-owned slots). On the other hand, the practical maximum throughput of the conventional slotted-ALOHA (nearly 0.39 Erlangs) with 12 users is slightly higher than the theoretical achievable throughput (0.368 Erlangs based on the assumption of an infinite number of nodes).

In the multi-hop scenario, the throughput using ALOHA-Q grows linearly and reaches its maximum limit. All the transmitted packets are transferred to the sink node in the steady state condition. Slotted-ALOHA can only provide 0.13 Erlangs throughput due to its inefficient transmission strategy. The throughput of the
ALOHA-Q stabilises at 0.33 Erlangs with increasing traffic levels as it depends on the frame size. Fig. 6.3b shows that ALOHA-Q achieves much higher throughput when the traffic load is heavy. This is because the large contention windows used for channel sensing limit the performance of Z-MAC.

![Graph showing channel throughput for ALOHA-Q](image)

(a) Single-hop scenario

(b) Multi-hop scenario

Fig. 6.3 Channel Throughput for ALOHA-Q.
6.4 Stability Properties of ALOHA-Q

6.4.1 Packet Loss in WSNs

Wireless sensor networks can have a reputation for unpredictable quality of wireless communication, since they are often fairly densely deployed in harsh, inaccessible environments. A lot of factors govern the performance of wireless communication. These focus around the environment, the network topology and the devices. We note that three important reasons for packet loss are multi-path interference, hardware architecture and change in network size.

Depending on the environmental characteristics, multi-path interference can occur which results in duplicate packets being received over small time differences that may result in their destruction. For instance, multi-path reflections caused by walls can produce significant interference. Sensor devices are constrained with low-power radios and energy cannot tolerate multi-path effects having insufficient frequency diversity [86].

Our previous study (see Section 5.3.1.2) demonstrated that a typical popular sensor node (the IRIS node) cannot effectively operate under high traffic loads, as it cannot switch quickly from reception mode to transmission mode to send back acknowledgement packets. Consequently, depending on the traffic load level, a certain proportion of the acknowledgement packets may not be sent. Hence, even though a packet is received successfully, the transmitting node will assume it to be lost as no acknowledgement packet is received. To overcome this problem, employing a guard period between the transmission and reception modes is
proposed, but this wastes channel resources. It is therefore concluded that there might always be a possibility of losing some packets in WSNs because of the sensor hardware and this may not be predictable.

An important desirable attribute of MAC protocols is scalability with network size; some new nodes may need to be deployed later on. A good MAC scheme must comfortably meet such change. However, during the addition of new nodes to the network, some packets might be lost due to the arrangement of new transmission schedules. Depending on the application, this process may need to protect existing users’ current schedules.

### 6.4.2 ALOHA-Q Level of Resilience to Loss of Convergence

Although ALOHA-Q provides perfect scheduling, allowing no packet loss due to collision after convergence, as validated in simulation and in a real-world testbed, packet loss can still occur in practice due to the reasons described above. This section systematically analyses the level of resilience to loss of convergence in the presence of packet loss. The learning rate ($\alpha$) is an important parameter as it has a significant effect on the Q value updates. Therefore, various learning rates are simulated to demonstrate the behaviour of the Q-value of a single node unique slot as shown in Fig 6.4. Establishing the best case where all the packets are successful in a particular slot from the initialisation of the system is very important to deeper understanding of the behaviour of the Q-value updates. Fig. 6.4a shows the Q-values of a slot with consecutive successful transmissions.
It is seen that the learning rate determines, as expected according to equation 6.1, the accrual of the Q-value. Smaller values result in a longer time to converge to the Q-value of 1. The numbers of consecutive successful transmissions required to achieve convergence for a single user with respect to the learning rates of 0.1, 0.05, 0.03 and 0.01 are 50, 100, 150 and 400 respectively. However, as the negative reward has more impact on the Q-value when the Q-value is positive, the number of successive failures required to result in the Q-value reducing to 0 is therefore significantly fewer. It is assumed that the rest of the Q-values are set to 0 after convergence so that once the Q-value of a unique slot falls back to 0, it will lead the associated user to seek to find a new slot. It is seen from Fig. 6.4b that only 7 consecutive failures cause Q-value to return to 0 (loss of the convergence) at a learning rate of 0.1. Considering that in the real-world, there will be packet loss, the risk of this rapid decline of Q value is significant, leading to loss of convergence and subsequent quality of service. The system would not have a good level of robustness and would not be protected from infrequent collisions and small changes in the environment and channel conditions.
6.4.3 Markov Model

A Markov model is now derived to represent the behavior of the system after convergence. Each node has a unique slot and the Q-value of this slot is very close to 1 where the rest of the slots have Q-values of 0. Each state represents a particular Q-
value. Given that Q-value increments based on successful transmissions are much smaller than Q-value decrements based on failed transmissions. Upward transitions between neighboring states correspond to a single success. A single failure results in downward transition across multiple states. The total number of states therefore depends only on the learning rate. After a transmission, the Q-value is updated and a state transition occurs. If a transmission succeeds, the process moves forward. If not, the process moves backward and chooses the state which has the closest Q-value. An example of the Markov model is given in Fig. 6.5 for a learning rate of 0.1. There are 50 states which are required for convergence as previously noted for a learning rate of 0.1.

![Markov model, learning rate of 0.1.](image)

Let $p$ denote the probability of successful packet transmission, based upon the factors previously outlined. This will be probability of moving forward, $p_{k, k+1}$, $k = 0, 1, 2...49$. It will also be the probability of staying in the last state, $p_{50, 50}$. The probability of moving backwards, $p_{k, l}$, will be $(1-p)$ where $l$ is the corresponding state after an unsuccessful transmission (e.g. $k=15$, $l=9$). These state transition probabilities can be formulated as:
\[ p_{k,k+1} = p \]  
\[ p_{k,l} = 1 - p \]  

6.4.4 Loss of Convergence Time Estimation

In a practical deployment, packet loss can occur at different rates. We will not necessarily observe sustained sequence of consecutive failures. Therefore, the relationship between packet loss ratio and the time to lose convergence is an important one to establish. The approach presented in [87] for ALOHA-Q provides the convergence time of a whole network through an analytical model. In this model, a state transition probability matrix, \( P \) which is a sparse matrix, is considered. Using the notation \( P^2 \) to denote the multiplication of \( P \) by itself, the elements of \( P^2 \) are:

\[ p_{i,j}^{(2)} = \sum_{m=0}^{N} p_{i,m} p_{m,j} \]  

\( p_{i,j}^{(2)} \) represents the transition probability from state \( i \) to state \( j \) in one transition. Similarly, the elements in \( P^3 \) are:

\[ p_{i,j}^{(3)} = \sum_{m=0}^{N} p_{i,m}^{(2)} p_{m,j} \]  

which is the probability from state \( i \) to state \( j \) via all possible states after two transitions. \( P^n \) is referred as the matrix of state transition probabilities after \( n \) transitions (\( n \) slots), so that \( p_{i,j}^{(n)} \) is the probability from state \( i \) to state \( j \) after \( n \) transitions. In order to calculate the time of the convergence loss, we need the
expected number of transitions (slots) from the last state to achieve to all states except state 0 which is obtained as:

\[
E\{\text{convergence loss time}\} = \sum_{n=1}^{\infty} \sum_{j=N}^{1} p_{N,j}^{(n)}
\]

(6.6)

It is the expected convergence loss time starting with state \(N\). The detailed derivation and proof of the model can be found in [87].

Using our Markov model based simulation, for a given learning rate, the total number of states required to the convergence is initially calculated. Then, the Q-value of each state is calculated and state transitions, up or down, are determined. By using uniformly distributed random number generation, different packet loss ratios are artificially created. Here, a number is randomly generated in the range from 0 to 1. This is then compared with a predefined threshold that is determined to create a particular packet loss rate. If the number is greater than the threshold, the process moves forward, otherwise it moves backward. To create 40% of loss rate, for instance, the threshold is set at 0.4. The simulation is initialized in the final state as the system is assumed to have converged, following state transitions are undertaken. The process is stopped when the process has reached to the state 0. The required number of iterations, which is equivalent to the number of frames, is then recorded. The simulation is run 100 times and the average is presented.

Using the test-bed described previously for single-hop scenario, the time (number of frames) to lose convergence for a particular node is observed, for a given packet loss rate. The receiver sends a certain amount of acknowledgement packets using the
random number generation strategy described above. In this case, some of the packet receptions will not be acknowledged, despite these packets being received in success. At the start of the trial, each node learns a unique slot. When a node then tries to change that slot (this is referred to as convergence loss), it sends a message containing the number of frames taken from the beginning to a base station, this is connected to a computer to monitor data packets. The implementation is again run 100 times and the average of them is presented.

Fig. 6.6 presents the time (number of frames) before convergence loss with different probability of failure. Three results are presented: (1) the simulation of the Markov model described above, (2) theoretical convergence loss time obtained from the equation 6.6, and (3) the test-bed results. It is seen that practical result of convergence loss time matches the result of the Markov model and the simulation. The convergence can be lost within 100 frames below to the probability failure level of 0.3, whereas the node lost convergence within 600 frames at the probability fail level of 0.2. However, below a level of 0.1, convergence is never lost. Here, the state 0 is never achieved in the simulation of the Markov model and no packet is lost at the receiver in practice. Therefore, to provide efficient operation of the protocol, the probability of failure must be less than 0.1 which will be referred as convergence loss point (CLP). The simulation has been run for sufficiently long time (theoretically infinite as seen in equation 6.6).
Fig. 6.6 Average time of convergence loss.

6.5 Performance Evaluation of ALOHA-Q with Loss of Convergence

6.5.1 Performance Results

In order to understand how the packet loss impacts on the throughput performance of ALOHA-Q, given that the system is in steady state, three packet loss ratios are created at the receiver. To allow the system to achieve steady state without acknowledgement packet loss, the receiver acknowledges all the successful receptions at the beginning. After convergence, a certain amount of acknowledgement packets are not sent upon successful receptions. Fig 6.7 presents the running throughput of the 2 scenarios as described in section 6.3.1.
The running throughput is obtained from initialisation through each time step (10 frames for single-hop and 100 frames for multi-hop) in which each curve represents an average of 100 runs. In both topologies, the users lose convergence rarely with a failure rate of 0.1. However, the real-time running throughput decreases faster with
increasing packet loss rates because users lose convergence more frequently. The fluctuations on the throughput performance are due to the artificial creation of packet loss through not sending acknowledgement packets for some packets being received in success.

6.5.2 Reformulation of the Punishment Magnitude

It has been found that the convergence would not be lost if the packet loss rate does not exceed 10%. The main objective is to maximize the CLP to protect the convergence from an instant unknown or a long-term change. According to equation 6.1, the punishment value, assuming a fixed learning rate, plays an important role in updating the Q-value. In particular, use of a fixed punishment value (-1) reduces the Q-value more quickly when the Q-value is positive. It is therefore clear that use of a reformulated numerical value of the punishment can serve to protect the convergence loss. It is intended to dynamically change the magnitude of the punishment when a packet loss occurs after convergence. This will result in the Q-value reducing more slowly.

As pointed out previously, the number of consecutive failures required to lose the convergence is 7, whereas the number of consecutive successes required to achieve to the convergence is 50. It is proposed to equate this imbalance by updating the punishment value when a packet transmission fails. In this case, 50 consecutive failures will cause the loss of convergence. After a packet failure, the punishment value is re-calculated to update the Q-value, so that the process will take the previous state in the Markov model. Let us consider the 2 neighbouring states to demonstrate the modification of the punishment value as depicted in Fig 6.8.
Here, $Q_{N-1}$ represents the Q-value of the state $N-1$ and the $Q_N$ is the Q-value of the state $N$. If the packet transmission fails when the process is in the state $N$, the new Q-value will be $Q_{N-1}$. If the packet transmission succeeds when the process is in the state $N-1$, the new Q-value will be $Q_N$.

$$Q_{N-1} = Q_N + \alpha(p - Q_N) \tag{6.7}$$

$$Q_N = Q_{N-1} + \alpha(r - Q_{N-1}) \tag{6.8}$$

Then we substitute (7) in (8) to obtain the new punishment value which will take the process to the previous state:

$$p = \frac{Q_N (2 - \alpha) - r}{1 - \alpha} \tag{6.9}$$

Which is the new punishment equation based on the current Q-value. Therefore, after an unsuccessful transmission, the punishment value is calculated and then the Q-value is updated.

Similar to the results shown in Fig. 6.6, the results of the new punishment scheme are obtained from the Markov model and the simulation which is presented in fig 6.9. The Markov model results match the average results of the simulation. It can be clearly seen that our scheme achieves better results, improving the time of convergence loss. The CLP is now 0.47 meaning that the network operates in steady-state.
state condition where users keep transmitting data packets in their unique transmission slots as long as the around half of the packets are successfully received.

![Graph showing average time of convergence loss with the new scheme.](image)

**Fig. 6.9** Average time of convergence loss with the new scheme.

### 6.5.3 Implementation of the Proposed Punishment Modification

Here, the analytical results are experimentally validated, through implementing the proposed scheme in the test-bed. Again, the running throughput is evaluated for 3 loss rates with convergence already having been achieved prior to the start of the test. The practical results show that the system does not lose convergence beyond the loss rate of 0.47. However, as the loss rate increases, the system loses convergence quickly. All of these results are presented in Fig. 6.10.
Fig. 6.10 Overall system behaviour against packet loss.
6.6 Summary

This chapter has thoroughly analysed the stability properties of a recently-proposed, energy-efficient MAC protocol for single-hop and multi-hop communication, named ALOHA-Q combining slotted-ALOHA with its benefits of simplicity and low computation, and Q-Learning, providing an intelligent slot selection strategy. Starting with the practical implementation issues of ALOHA-Q provided a perfect scheduling in steady state that is rapidly achieved. It is then shown that ALOHA-Q is prone to the loss of convergence in the presence of packet loss due to the changes in the environment and radio conditions. A Markov model to represent the behaviour of a user has been provided and used to estimate the time taken to lose the convergence. It has been shown through the Markov model and the test-bed that the convergence can be quickly lost because of the high punishment level. A novel punishment technique has been proposed to deal with low packet failure in order to protect the operation of the network. The proposed scheme serves to protect the lifetime of the convergence by dynamically adjusting the punishment level.
This chapter extends the implementation of ALOHA-Q in both simulation and realistic test-beds, to linear-chain, grid and random topologies. Practical implementation issues of ALOHA-Q are studied based upon hardware limitations and constraints. The performance of ALOHA-Q is simulated in comparison to ZMAC and is validated with practical results. In order to strengthen the merits of the ALOHA-Q against dynamic channel and environment conditions, the epsilon-greedy strategy is integrated.
7.1 Introduction

Chapter 6 evaluated the ALOHA-Q protocol based on a single-hop and a linear chain topology and studied the stability issues against packet loss in steady state conditions. These two topologies are simple and the key properties of ALOHA-Q are tested. A typical WSN covers a large area which is usually built around multi-hop communication. Therefore, the scale of the experiments in chapter 5 is small and more extensive experiments are highly important, in order to demonstrate the applicability level of ALOHA-Q on a larger scale. The performance of ALOHA-Q is tested on three multi-hop topologies which are commonly seen in the performance evaluation of existing MAC protocols.

In reinforcement learning strategies, is the knowledge gained to a point in time enough to exploit, or when should an agent start exploiting its current knowledge?. This is one of the main challenges. In parallel with this issue, the next section discusses the exploration and exploitation in the scope of MAC protocol design. A few of the existing exploration/exploitation techniques which can be applied to MAC protocol design are described in details. Based on these techniques, two new approaches are incorporated into ALOHA-Q which achieves a good balance between the exploration and exploitation for real-world implementations. To decide on the exploration levels in the transmission slots, the Q-values of the slots are used as the transmission history is recorded by Q-values. The performance of ALOHA-Q is experimentally evaluated in two real-world events: (1) packet losses in the steady state and (2) participation of new nodes in the network. ALOHA-Q with
exploration/exploitation is implemented to provide better performance in the presence of these two events.

7.2 Exploration and Exploitation

7.2.1 Trade-off between Exploration and Exploitation

A reinforcement learning agent needs to explicitly explore its environment in order to find the best action. Exploitation is used to capitalise on the experience already available. The balance between the exploration and exploitation is a fundamental issue in reinforcement learning, and has long been an important challenge. Exploration is, of course, particularly crucial when the environment is non-stationary. Therefore, an agent must adapt to environmental changes.

Several methods have been proposed to ensure a good balance between exploration and exploitation. This study will focus only on the methods used in the context of ad-hoc techniques. The first strategy is greedy selection. The agent always chooses the action with the highest action-value as in ALOHA-Q. This is, however, not an efficient exploration method because it does not control the exploration time. Hence, it might take too long to adapt to any change. A variation on the greedy approach is $\epsilon$-greedy selection. In this method, at each time step the agent generates a random value between 0 and 1 and if this value is smaller than a fixed value $0 < \epsilon < 1$, the agent explores, otherwise the agent exploits. Therefore, the duration of exploration is controlled by the $\epsilon$ value. In exploration, the agent randomly selects an action. A derivative of $\epsilon$-greedy for mainly selecting the $\epsilon$ value is the decreasing-$\epsilon$ method.
Basically, $\epsilon$ is set to a high value at the beginning to allow more exploration and it is reduced at each time step for more exploitation.

As stated above, ALOHA-Q naturally uses the greedy method in which the exploration and exploitation are always performed together, since the slot with the highest Q-value is preferred and the Q-value of this slot is immediately updated after transmission. It can be clearly seen from the Eq. (6.1) that the Q-value increments based on successful transmissions are extremely small after it converges close to 1 as the Q-value has a limit of one. However, in this case, a single failure results in a significant decrement of the Q-value. More specifically as discussed in section 6.4.2, only seven consecutive failures cause a Q-value to return to 0 at a learning rate of 0.1, as the punishment has more impact on the Q-value when the Q-value is positive. We see that a few failures would lead the associated user seeking to find a new slot despite the possibility of thousands or even millions of successful transmissions previously. Therefore, the Q-learning algorithm actually considers the short-term channel history in order to obtain enough knowledge. This inherent tradeoff can have a significant influence on network performance in dynamic channel and environment conditions. In the previous studies of ALOHA-Q, this issue has not arisen due to the simulations being carried out in a static environment and with time-invariant channel conditions.

7.2.2 ALOHA-Q with $\epsilon$-greedy: ALOHA-Q-EPS

Using the $\epsilon$-greedy policy, nodes select a transmission slot with the highest Q-value with probability $1 - \epsilon$ and select a random slot with probability $\epsilon$. The main drawback is that the selection of $\epsilon$ value is unclear. An epsilon value of 1.0 will
result in exploring constantly, while a value of 0.0 will result in always exploiting. Therefore, the $C$ value is ideally set to a small value in order to allow more exploitation while providing sufficient exploration. In all experiments of this work, it is typically set to 0.1. Also, during exploration, an equal probability is given for the non-ideal slots to be selected which may have low Q-values. Due to the constant value of $C$, the transmissions in randomly selected slots in the steady-state can cause collisions which may reduce the maximum achievable throughput. The ALOHA-Q protocol with $C$-greedy is called the ALOHA-Q-EPS.

### 7.2.3 ALOHA-Q with decreasing-$C$ greedy: ALOHA-Q-DEPS

The efficiency of knowledge obtained is represented by Q-values which also represent the goodness of the exploration level. Intelligent control of the tradeoff between exploration and exploitation is investigated with respect to the behaviour of the Q-value. A decreasing-$C$ method is developed to allow nodes to explore more until they achieve a certain level of exploration. The duration of $C$ is controlled by Q-value as shown in Eq. (2). Basically after convergence, the Q-value is updated after transmission if in exploration, but it is not updated after exploitation. As the Q-value of a slot increases, the exploitation in this slot occurs more frequently and vice versa. In ALOHA-Q, the term *convergence* in a slot occurs when the Q-value of this slot approaches to one. However, this would not allow exploration in this strategy after convergence. To solve this problem, we define $Q_{convergence}$ in which the slots will be accepted as converged when the Q-values of them exceed $Q_{convergence}$. This will decide the ratio of the exploration after convergence. The value of $Q_{convergence}$ depends on the application scenario such as topology, density of the nodes and environment conditions.
$$C = \begin{cases} 
1 - Q_{\text{value}} & \text{before convergence} \\
1 - Q_{\text{convergence}} & \text{after convergence} 
\end{cases} \quad (7.1)$$

We denote this modification with a new protocol name, ALOHA-Q-DEPS. The benefits of the ALOHA-Q-DEPS will be practically presented in the following section. The value of $Q_{\text{convergence}}$ is set to 0.9, so that the nodes will explore 10% of the time after convergence. In exploration, the slots are randomly chosen as in $C$-greedy. However, this random selection in the steady state is not efficient as the packets with random slots would potentially collide with others’ unique slots. Therefore, the nodes reasonably select the slots with higher $Q$-values in exploration after convergence.

### 7.3 ALOHA-Q Performance Evaluation

In order to evaluate the performance of ALOHA-Q in comparison to that of Z-MAC, several simulations have been carried out under three main topologies which are described in detail in the following sections; linear-chain, grid and random. The simulation results are validated experimentally using MicaZ and IRIS nodes running TinyOS. All the experiments were conducted in an unobstructed area with line of sight. To enable multi-hop networking, each node reduces the transmission power level to a low value. In all simulations, the default values of Z-MAC (8 contention slots for slot owners and an extra 32 contention slots for non-owners) are used. Table 7.1 summarises the simulation and experimental parameters. It is worth noting that the length of ACK packets and the slots are larger than in practice because of the preamble, synchronisation, header and CRC bits sent from the radio chip. ALOHA-Q and ALOHA-Q-DEPS will have the same throughput performance in the steady
state. Therefore, we run ALOHA-Q in simulations. In all practical experiments, saturated traffic conditions are considered where each node always has data to transmit.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Channel bit rate</td>
<td>250 Kbits/s</td>
</tr>
<tr>
<td>Data packet length(ALOHA-Q)</td>
<td>1024 bits</td>
</tr>
<tr>
<td>Data packet length(Z-MAC)</td>
<td>840 bits</td>
</tr>
<tr>
<td>ACK packet length (simulation)</td>
<td>20 bits</td>
</tr>
<tr>
<td>ACK packet length (experiment)</td>
<td>144 bits</td>
</tr>
<tr>
<td>Slot length (simulation)</td>
<td>1050 bits</td>
</tr>
<tr>
<td>Slot length (experiment)</td>
<td>1200 bits</td>
</tr>
<tr>
<td>Experiment Period</td>
<td>500,000 slots</td>
</tr>
<tr>
<td>Learning rate (α)</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Table 7.1 Experiment parameters for multi-hop ALOHA-Q implementations.

7.3.1 Linear Chain Network

A linear network topology is created with 8 nodes lined up hop by hop, where the sink node is placed at the end of the chain as depicted in fig. 7.1a. The packets are generated at the source nodes and forwarded to the sink by the intermediate nodes. The number of source nodes can be varied up to the number of nodes in the network (excluding the sink node). For our implementation, networks with 1-source, 2-sources, 3-sources and all-source topologies are evaluated respectively. According to the practical observations, packet transmission can be successful within a one-hop neighbourhood (transmission range of 1-hop) but can be interfered with within a 2-hop neighbourhood (interference range of 2-hops). Therefore, four neighbour nodes have to select different transmission slots to avoid collisions. It is very difficult to get a sharp boundary of interference range in real-world environments, but this model is commonly employed as a baseline with which to understand and compare protocol
performance. The frame size should be appropriately set in order to allow every node in the network to find a unique slot which can be theoretically calculated with respect to the network topology. For a 1-source topology (node 1), the optimum frame size is 4 slots/frame, whereas it is 7 slots/frame for 2-source topology (node1 and node5) as the intermediate nodes along the source 2 route receive a packet and transmit 2 packets in a frame. The 3-source topology requires 10 slots/frame as source 2 receives a packet and sends 2 packets in a frame and source 3 receives 2 packets and transfers 3 packets in a frame. When all nodes act as sources and intermediate relays, 22 slots per frame is estimated to be sufficient. To understand how the slots are allocated among the nodes, an example slot allocation calculation for 3-source topology is presented in fig. 7.1b.

![Diagram](image)

(a) 7-hop network topology and source nodes

![Diagram](image)

(a) An example slot allocation for 3-source topology.

**Fig. 7.1 Linear chain network with multiple source nodes**

Fig. 7.2 demonstrates the channel performance of ALOHA-Q and Z-MAC in steady state. The channel throughput exhibits an increasing trend and achieves its maximum value for all scenarios. The throughput stabilises at its maximum when the source
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nodes generate more traffic, because the traffic passing through the chain is limited by the frame structure. For example, the maximum throughput in the all-source scenario is 0.318 Erlangs (7 packets / 22 slots) as the sink node can receive seven packets at most in a frame. When the traffic load is low, Z-MAC achieves similar throughput performance. However, under a high level of contention, Z-MAC achieves a lower maximum throughput than ALOHA-Q due to greater overheads and the potential for contention (nodes can potentially contend for their non-owned slots).

Fig. 7.3 shows in all scenarios that the maximum throughput is achieved when the frame size is set to its optimum value as estimated above. As the frame size increases beyond its optimum value, the channel throughput reduces because some slots are unused after each node finds a unique slot in the frame. The behaviour of the channel throughput dependent on the frame size is observed.
Fig. 7.2 Throughput comparisons for linear chain network

Fig. 7.3 Practical experiments of the channel throughput for linear chain network.
7.3.2 Grid Network

A 12-node grid topology is considered as presented in fig. 7.4. Each node acts as a source, aiming to deliver all the generated and the received packets to the sink. Each node routes the packets using the shortest path. In all implementations, fixed routing paths as shown in fig. 7.4 are used and as in the chain topology, all nodes are always assumed to have packet to send in practical implementation.

![Grid topology diagram](image)

Fig. 7.4 Grid topology and the routing paths.

ALOHA-Q and Z-MAC have been simulated with various frame sizes to compare their performance in terms of channel throughput. Fig. 7.5 shows that ALOHA-Q achieves much higher throughput when the traffic load is heavy. This is because the large contention windows used for channel sensing limit the performance of Z-MAC. The performance of ALOHA-Q and Z-MAC is almost identical at lower traffic loads. In all cases, the channel throughput of both schemes grows linearly with increasing traffic and reaches its maximum.

In simulation, ALOHA-Q with the frame size of 20 slots/frame is the optimum and has a maximum throughput of approximately 0.5 Erlangs. However, practical experiments as presented in fig. 7.6 indicate that the maximum throughput can be
achieved at a frame size of 23. The reason is the irregularity of the interference range in practice, so that practical observations experience lower throughput, but the system nonetheless can achieve the steady state if frame size is set 23 slots/frame.

![Graph](image)

**Fig. 7.5** Throughput comparisons for grid network.

![Graph](image)

**Fig. 7.6** Practical experiments of the channel throughput for grid network.
7.3.3 Random Network

A fully-distributed network of 21 nodes as a more realistic deployment is constructed as presented in fig. 7.7. Shortest path is used for routing, and fixed routing paths are set in the nodes. The sink is located in the leftmost-bottom of the network. All nodes generate traffic and also operate as relay nodes.

![Random Network Diagram](image)

**Fig. 7.7 Random topology.**

We evaluate and compare the performance of ALOHA-Q with the Z-MAC protocol with different frame sizes and increasing traffic levels in terms of the channel throughput, delay and energy-efficiency. Based on the simulation results presented in fig. 7.8, it can be seen that the throughput of the two schemes grows linearly with increasing traffic load and converges to different limits. In all cases, ALOHA-Q has the same or superior channel throughput to Z-MAC at the same offered traffic level. The throughput performance of the both schemes depends on the frame size (w). ALOHA-Q with 40 slots/frame achieves the steady state with a maximum throughput of 0.48 Erlangs which is close to the theoretical limit of 0.5 Erlangs (20 packets / 40 slots) because the sink node can receive 20 packets at maximum in a frame because
each node is allowed to transmit only one packet that is generated by itself. The performance of ALOHA-Q with 50 slots/frame exhibits a similar increasing trend but at a lower maximum because of the overestimate in the frame size. Z-MAC provides similar throughput performance at low traffic loads, but lower throughput due to the high overheads at high traffic loads.

Fig. 9 shows the energy efficiency results of ALOHA-Q and ZMAC. In this figure, ALOHA-Q provides better energy consumption performance than Z-MAC. This is because Z-MAC uses clear channel assessment (CCA) in every slot when a packet is ready for transmission and some control messages such as synchronisation are periodically transmitted. ALOHA-Q with 40 and 50 slots/frame has a similar energy cost per bit because nodes avoid all collisions and achieve perfect scheduling.

Fig. 7.10 shows the end to end delay performance of the 2 schemes. Z-MAC has slightly better delay performance at lower traffic loads because the generated packets are immediately transmitted when the channel is clear. However, when the traffic load increases, only the owners and their one-hop neighbours can compete to transmit in the current slot. Therefore, Z-MAC has similar delay characteristics as the ALOHA-Q scheme at high traffic loads. Both schemes with less than 40 slots/frame have higher delay because of the collisions and retransmissions.

In fig. 7.11, the practical results validate the simulation results in which the system achieves the steady state with 40 slots/frame. Also, ALOHA-Q-EPS and ALOHA-Q-DEPS are implemented with 40 slots/frame. The running throughput (see section 6.5.1 for definition) in association with the frame size is presented as a function of experiment time. The system with 50 slots/frame can converge earlier because the
frame is oversized and some slots are unused. Each point in the running throughput curves is obtained from the start to the end of a window which has a length of 50 frames. ALOHA-Q-DEPS converges earliest because it provides more exploitation with the increasing number of successful transmissions, resulting in it being more protective of a chosen slot. As expected, ALOHA-Q-EPS experience a lower maximum throughput due to random access in exploration. It takes a longer time to reach its maximum throughput value because of the random transmissions in exploration.

Fig. 7.8 Channel throughput with different frame sizes for random network.
Fig. 7.9 Energy cost per bit throughput.

Fig. 7.10 End-to-end latency.
7.4 ALOHA-Q in Dynamic Environments and with Variable Channel Conditions

7.4.1 Practical Issue of Acknowledgement Packet Loss

The practical loss of ACK packets which impedes effective operation of the learning algorithm resulting in the nodes not using unique transmission slots and causing collisions was studied in Section 5.3.1.2. In this section, ALOHA-Q is first implemented without guard periods in the presence of ACK loss using the random test-bed. Then, ALOHA-Q-EPS and ALOHA-Q-DEPS are implemented. Also, ALOHA-Q-DEPS with the punishment modification proposed in section 5.3.2.1 is implemented.

Fig. 7.12 presents the results of all these scenarios. ALOHA-Q and ALOHA-Q-EPS exhibit similar throughput performance at lower traffic loads, but ALOHA-Q-EPS
has slightly lower throughput at higher traffic loads. Given that consecutive successful transmissions against infrequent failures will cause more frequent exploitation, the Q-value update will occur less frequently. Therefore, ALOHA-Q-DEPS serves to increase the channel throughput as the nodes have more willingness to protect the sequence of successful transmissions using the same slot. This is, however, not sufficient to enable all nodes to converge because of more substantial ACK packet loss when the channel load is high. ALOHA-Q-DEPS with the punishment modification provides the system with an extra level of protection in the transmission slots. Here, the system has a robust level of protection against the ACK loss. As a result of the modified learning process, all the nodes find unique slots and keep transmitting in these slots.

![Graph showing channel throughput](image)

**Fig. 7.12 Channel throughput.**
7.4.2 Extending the Network with Participation of New Nodes

A typical WSN needs a high level of self-organization and needs to be robust to environmental changes such as failure of nodes which may result in the addition of new nodes. Fundamentally, sensor nodes need to operate uninterruptedly for long periods from limited-capacity batteries. Taking the constraints of sensor platform architecture into consideration, a well-designed MAC protocol should gracefully accommodate such network changes. From this perspective, the behaviour of ALOHA-Q and ALOHA-Q-DEPS is tested by adding new nodes as an event as depicted in fig. 7.13.

The results of both schemes highlights the importance of setting the frame size to an appropriately high level. The channel performance drops considerably as new nodes introduce more packet transmissions which requires the window size to be reset. In the programming of the sensor nodes, pre-defined timers are set to update the frame size at specific moments as shown in fig. 7.14. The channel throughput, as expected, increases with a higher frame size. Practical experiments showed that both schemes with 50 slots/frame operate in steady-state condition because addition of new nodes introduce more channel traffic to the network requiring a higher frame length. Therefore, the frame length increases until the network converges to the steady-state again. ALOHA-Q-DEPS provides better channel throughput than ALOHA-Q until the network converges. ALOHA-Q-DEPS in large networks can protect the channel performance significantly while the nodes adapt to network changes. However, ALOHA-Q is prone to network failures due to the continuous exploration.
Discussion: The main aim of a typical WSN deployment is to cover large areas with hundreds or even thousands of sensor nodes. The participation time of the new nodes into the network will be usually unknown as it depends on the application requirements. Therefore, pre-defined timers in updating the frame size would not be a good idea in practice. Code dissemination [88] has recently been shown as a means of propagating new code in order to add new functionalities to the sensor networks, and can be applied to update the frame size as required here.

Fig. 7.13 Random topology with new nodes.
This chapter has presented an extended implementation, applying ALOHA-Q to multi-hop WSNs, comparing its performance with Z-MAC through extensive simulations. Experimental evaluations have been carried out for the validation of simulation results. It has been shown that ALOHA-Q outperforms Z-MAC protocol in multi-hop networking. A problem with the ALOHA-Q protocol has been identified (the trade-off between exploration and exploitation) and an original solution is proposed, ALOHA-Q-DEPS. The channel performance of both ALOHA-Q and ALOHA-Q-DEPS has been evaluated for 2 practical real-world events: (1) packet losses caused by the sensor node hardware and (2) addition of new nodes to the network later on. ALOHA-Q-DEPS is more robust than ALOHA-Q in protecting and maintaining the channel performance in dynamic environments.
8. Further Work
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8.1 Protocol Implementation on Larger Networks

The key properties of the protocols and modifications integrated with the protocols have been tested sufficiently on single-hop and multi-hop networks. However, the scale of experiments is rather small, so that it would be better if the performance evaluations of the protocols can be observed on larger scales. [67] has shown that the throughput performance of ALOHA-Q is significantly reduced due to the length of the transmission route and interference range. Hidden nodes in a high-density network can have a significant impact on the throughput performance. Therefore, the throughput of the RL-ALOHA and ALOHA-Q may not be stable for large-scale multi-hop networks.

8.2 Frame Size Decision

Frame size plays a significant role in the performance of RL-based protocols. As discussed in section 3.3.4, existing RL-based protocols use a fixed frame size which is determined based on the topology. However, as discussed in chapter 7, use of the fixed frame size is inefficient when environment or topology faces any change. A
frame size algorithm is proposed in [66] for single-hop networks. For multi-hop networks, there is a need to develop a specific technique which determines the frame size dynamically. In all implementations in this thesis, all nodes are assumed to be active with a pre-defined constant frame size. However, the active number of nodes on a larger network can vary dynamically, while the frame size may not change for a relatively long time. Therefore, if the number of slots per frame is smaller than the number of active nodes, there could be a high instability in the network. Setting the right frame size is an important issue and should be handled directly by the protocol itself.

8.3 Reinforcement Learning with Energy Harvesting

Recent advances in energy harvesting (EH) technology have resulted in the design of new types of sensor node which are able to extract energy from the surrounding environment [89]. The major sources of EH include solar, wind, sound, vibration, thermal and electromagnetic. The concept of extracting ambient energy is to convert the harvested energy from existing environmental sources into electricity to power the sensor nodes, and an energy storage device accumulates the harvested energy. EH sensor nodes have the potential to provide an infinite lifetime of a battery through continuous energy harvesting. This has changed the fundamental design criterion of MAC protocols for EH-WSNs. However, the amount of ambient energy that can be harvested is time-variable and heavily dependent on environment conditions [90]. Various medium access control (MAC) protocols [91-97] with the objective of exploiting the ambient energy have been proposed for WSNs, and this has been termed ‘energy harvesting wireless sensor networks’ (EH-WSNs). The
main objective of new MAC protocols on EH-WSNs is to increase the performance
of the network in association with the available rate of energy to be harvested [98].

The rate of energy harvesting depends highly on the environment conditions. However, constant EH rates are assumed in the performance evaluations of the protocols. This is, however, not a realistic assumption as practical environments are inherently dynamic. If the average rate of energy harvesting can be analytically expressed depending on the environment properties, the effect of a time-variable energy harvesting rate can be simply determined and incorporated into the overall system performance. It is therefore believed that future MAC protocol design should consider more practical scenarios and define the dynamics of the environment. It can be concluded that intelligent methods (possibly RL methods) are required to carefully adapt the unpredictability of the EH process in order to maintain the performance of the protocol at an acceptable level. Q-learning can be used to represent the past energy harvesting behaviour through the Q-value. It can be then considered to predict the future energy availability.
9. Summary and Conclusions

This thesis presents a detailed description of the work undertaken during the PhD research from 2011 to 2014. The main point of this work is concerned with real-world implementations into medium access control (MAC) protocols in order to observe the performance of the MAC protocols based on the ALOHA schemes and reinforcement learning onto a set of sensor nodes. The early chapters presented the scope of the research, background knowledge and related work. The later chapters provided the detailed research work, which mainly deals with the practical implementation issues relating specially to dynamic environment and channel conditions.

A brief summary and conclusions for each chapter are given below:

Chapter 2 provided a general background to the whole work. Background information related to wireless sensor networks, physical-world components, operating systems and sensor network programming, the capture effect and reinforcement learning strategy have been presented. It summarized the basics of a wireless sensor network with its applications, depicting an example of sensor network architecture. Sensor network programming and main operating systems have been described briefly. The main features of many popular sensor platforms have been highlighted. The capture effect along with its scenarios and related work has been studied to understand packet collisions in WSN domain. Finally, an overview of reinforcement learning which is the main strategy used in developing efficient MAC protocols in later chapters has been presented.
Chapter 3 thoroughly surveyed the existing MAC protocols, describing their basic requirements, constraints and challenges. The protocols were categorized into contention-based, schedule-based, hybrid and RL-based protocols. A very wide range of MAC protocols from the past to the present such as ALOHA proposed in 1970 and QL-MAC in 2013 was introduced. The feasibility of the MAC protocols for real-world implementations, taking the architecture of real sensor nodes platforms into consideration, has been discussed. It is suggested that future MAC protocols need to consider the hardware specifications of sensor platforms for realism and reliability before being proposed.

Chapter 4 investigated the capture effect to provide an understanding of its impact; in a sense, a real-world measurement was carried out. Contrary to the theory, it is proved that use of the same transmission power level at the same distance creates the capture effect due to the nature of radios. A new and very practical capture scenario that may have a significant effect was studied and tested. Also, the capture coefficient to be simply added onto overall sensor network throughput performance has been derived. It is concluded that the capture effect is a radio-dependant property. Our measurements show that successful capture of a packet in a collision is performed through two stages: a valid preamble detection to be synchronized and the frame check sequence (FCS), which is in CRC-bytes and includes only the headers and the data payload. The pure and slotted ALOHA schemes have been studied with a finite number of users. The capture effect has been added to the throughput of pure ALOHA which significantly increased the maximum throughput. The implementation results of throughput for various packet lengths were presented and compared with the results of the analytical model derived.
The RL-ALOHA scheme has been practically evaluated in chapter 5. A hardware problem which has a great impact on the throughput performance has been faced. The problem is the inability of the receiver to send the acknowledgement (ACK) packet back after packet reception. The amount of the missing ACK packets depends on the traffic load in which increasing channel load would cause high ACK packets missing. The performance of the RL-ALOHA with this issue has been evaluated in a single-hop scenario. The results showed that the learning scheme does not work as effectively with increasing channel load, resulting in inducing lower throughput performance. In order to deal with this issue, a new punishment scheme has been proposed which enables the system to converge to the steady state.

The ALOHA-Q protocol has been extensively studied in chapter 6 and 7. The ALOHA-Q has been implemented practically in both simulation and test-beds. The chapter 6 focuses on the stability properties of ALOHA-Q in a single-hop and a linear-chain network in the presence of packet loss after the convergence of the system. In order to protect the convergence, a new punishment strategy has been proposed and implemented. Chapter 7 extends the implementations of ALOHA-Q to multi-hop networks. Three network topologies have been considered in this chapter: a linear-chain, a grid and a random network. Also, the performance of ALOHA-Q has been observed in 2 real-world conditions: the acknowledgement packet loss described in chapter 5 and the new nodes addition to the network after convergence. To further improve the performance of ALOHA-Q in these events, exploration/exploitation technique has been integrated into the learning strategy. The results showed that ALOHA-Q has achieved better throughput performance when compared with Z-MAC.
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