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Abstract

The interaction of convection with rotation and magnetic fields plays an important role in determining the dynamics of many geophysical and astrophysical phenomena. In particular, this interaction is thought to be associated with the generation of large-scale mean flows as observed, for example, in the atmospheres of the giant planets and in the interior of the Sun. This study examines the interaction of convection with rotation and magnetic fields in a simplified, two-dimensional, plane layer model. We consider the case where the fluid rotates about an axis that is oblique to gravity, and is in the presence of a horizontal magnetic field. Also considered, is the case where a horizontal temperature gradient maintains a thermal wind. The fluid is taken to be either incompressible, using the Boussinesq approximation, or compressible, using the anelastic approximation. An examination of the linear behaviour is undertaken to investigate the conditions required for the onset of convection, in a number of different regimes. The existence of an unexpected symmetry is proved in the anelastic case. A pseudospectral numerical code, developed in order to solve the nonlinear equations, is then described. The code is employed to investigate the dynamics in the nonlinear regime and determine the underlying physical interactions for mean flow maintenance. It is shown that whether convection acts to decrease or increase the thermal wind shear, depends on the Prandtl number and the angle of tilt of the rotation vector. Furthermore, the asymmetries introduced when a background stratification is present, manifest themselves in the time-dependent nature of the mean flows driven. We also show that an imposed horizontal magnetic field not only inhibits mean flow generation but also affects the vertical structure of the flows. To finish, a discussion of the applicability of the work to astrophysical phenomena is given.
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Chapter 1

Introduction

1.1 Motivation

For centuries, scientists have been observing the Sun and its Solar System. With the advent of new observational techniques an ever clearer picture of the Universe is being built, though many of the phenomena observed can not be well explained. It is our hope that by studying such phenomena through mathematical modelling, and relating the results to observations, our understanding will be improved.

In particular, large-scale mean flows have long been observed in many systems of geophysical and astrophysical importance, such as planets, stars, galaxies and accretion disks. Despite this, mean flow generation is not a well understood process; neither is the interaction of mean flows with other physical processes such as magnetic field generation. Well-known examples of mean flows include the differential rotation in the Sun, the large-scale zonal jets on Jupiter and the jet streams in the Earth’s atmosphere. The next section examines these examples in more detail and describes the physical mechanisms that might cause them.

1.2 Examples of mean flows

To begin, we define loosely what is meant by a mean flow. Fluid flow can be split into a mean part and a fluctuating part, where the mean flow is the part of the fluid velocity that remains after an averaging process (e.g., Reynolds decomposition). We will define this more rigorously in due course. Often, the mean flow is much larger than the small-scale turbulence that occurs along
with it. We now describe some of these large-scale flows, the physical situations in which they occur and their implications.

### 1.2.1 The Sun

The Sun is a mass of plasma that lies at the centre of the Solar System. It has a radius of approximately $6.955 \times 10^8$ m and a mass of approximately $1.989 \times 10^{30}$ kg (Williams (2004)). The physical processes occurring in the Sun have a large effect on space weather (National Research Council (1997)) and so it is important to understand them. This activity can have terrestrial implications, for example, the Sun ejects large quantities of matter and radiation in so-called coronal mass ejections and these can cause damage to satellites and disrupt communication networks (National Research Council (2008)). Observations of the Sun, over many years, have enabled us to gain a deeper understanding of the structure of the Sun. A detailed review of the Sun and its properties is found in Priest (1984) or Stix (2004); we outline some key features in the following sections.

#### Structure of the Sun

The Sun can be thought of as consisting of a number of distinct regions, defined by the material in the region and the physical processes that occur there, see figure 1.1. At the centre of the

![Figure 1.1: Interior structure of the Sun. The core extends to 20-25% of the radius and is surrounded by the radiation zone which extends to approximately 70% of the radius. The outer 30% is occupied by the convection zone. Image source: http://phys.org/news/](http://phys.org/news/)
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Sun is the solar core which extends to 20-25% of the radius. In the core, temperatures are hot enough for nuclear fusion to take place, so that hydrogen can be converted into helium, and in doing so, create vast amounts of energy. This energy is carried outwards by radiation into the next region, known as the radiative zone, where the energy continues to be radiated outwards, until approximately 70% of the distance of the solar radius is reached. In the region occupied by the outer 30% by radius, the Sun is convectively unstable and this region is therefore known as the convective zone. The region between the radiative and convective zones is a shallow region of radial shear, known as the tachocline (Spiegel & Zahn (1992)), it will be described in more detail later. In the convective zone, energy is transported by the convection towards the surface. At the photosphere, i.e., the visible surface of the Sun, hotter material that has been convected outwards from the interior is cooled and therefore its density increases, this causes the material to sink towards the base of the convection zone and the process begins again. These convective motions are characterised at the surface as solar granules and supergranules. Above the photosphere is the solar atmosphere, but we are interested in the physical processes that occur in the solar interior, more specifically in the convection zone and so we shall not delve deeper into the solar atmosphere here.

It has been known for some time that, by tracking visible surface features, the Sun is rotating faster at the equator than it is at the poles - it is differentially rotating (see e.g., Ward (1966)). However, little was known about the internal rotation profile of the Sun until relatively recently, when a technique known as helioseismology was developed. Helioseismology measures Doppler shifts at the solar surface that result from wave oscillations in the interior and the data obtained can be inverted to infer information about the large-scale structure and rotation of the solar interior. Details of the technique are given in Christensen-Dalsgaard (2002). Using this technique, the rotation profile given in figure 1.2 has been deduced. From the profile we see that the radiative zone is in solid body rotation but the convection zone is rotating faster at the equator than it is at the poles, with lines of constant rotation rate being radial, thus confirming the differential rotation previously observed. The period of rotation at the poles is approximately 33 days whereas at the equator it is only 25 days (Schou et al. (1998)). The smooth transition between the radiation and convection zones occurs at the tachocline and as a result the tachocline is a layer of strong shear (Hughes et al. (2007)). It is the convective turbulence in the convective zone that appears to drive motions that result in differential rotation, these motions persist on averaging and are an example of a mean flow. This thesis aims to provide simple models for examining such a convectively driven mean flow.
Figure 1.2: Rotation profile of the Sun. The radiation zone is in solid body rotation, whereas the convection zone is differentially rotating. In between these two regions is a thin layer known as the tachocline. Image from Schou et al. (1998).

**Magnetic nature of the Sun**

The Sun consists of electrically conducting fluid which allows it to have a magnetic field. The process by which this field is generated is known as dynamo action and is an active research topic in its own right (see Ossendrijver (2003) or Tobias & Weiss (2007) for a review) but it is believed that differential rotation assists the dynamo process. The Sun’s active magnetic field affects the physical processes occurring in the Sun and therefore, ideally, the effect of a field should be considered in any solar model. For example, the differential rotation of the Sun causes magnetic field lines to twist and, over time, cause magnetic field loops to erupt from the Sun’s surface, this leads to the emergence of so-called sunspots which can be observed as dark spots on the Sun’s surface (e.g., Tobias (2002)). Observations of sunspots over many years have led to the recognition of a sunspot cycle - the periodic change in number and location of sunspots over time. An illustration of this cycle is given in figure 1.3. For obvious reasons, this diagram is known as a butterfly diagram (Maunder (1904)) and from it we can observe that the sunspot cycle has an eleven year period. During this cycle, sunspots increase in number and move towards the equator before decreasing in number, then the cycle starts again. Each time the cycle starts again, the magnetic field switches polarity and as a result the complete magnetic cycle actually occurs over a 22 year period, as shown by figure 1.4. For a comprehensive review of sunspots, see Thomas & Weiss (2008).

Clearly, to understand the Sun, it is necessary to understand how convection interacts with rotation and magnetic fields. This is a primary aim of our study.
Figure 1.3: Solar butterfly diagram. The location of sunspots as a function of time and latitude. In each eleven year cycle, sunspots increase in number, move towards the equator and then decrease in number. Image from Hathaway (2010).

Figure 1.4: Magnetic butterfly diagram. The polarity of the magnetic field associated with sunspots switches after each 11 year cycle, resulting in a complete cycle period of 22 years. Image source: David Hathaway, NASA.

1.2.2 Jupiter

With a radius of approximately $7 \times 10^7$ m and a mass of approximately $1.9 \times 10^{27}$ kg (Williams (2007)), Jupiter is the largest planet in the Solar System. It is believed to consist of a dense metallic core surrounded by an outer layer atmosphere of hydrogen and helium (Stevenson & Salpeter (1976), Guillot et al. (2004)). The atmosphere is thought to be about $1.5 \times 10^7$ m in extent and it is in the atmosphere that mean flows are observed. It is known that Jupiter has a magnetic field, which like the Sun is believed to be driven by dynamo action. Though the mechanism is not fully understood, it is thought the magnetic field is generated in the metallic core, see e.g., Jones (2011). The mean flows on Jupiter result in the very distinct, banded structure we observe, see figure 1.5(a). This banded structure is made up of an array of prograde and retrograde zonal flows and whilst they have been observed for centuries it is not fully understood what causes them.
Figure 1.5: (a) Image of Jupiter showing the distinct array of zonal jets present in its atmosphere. Image source: http://astronomy.nju.edu.cn. (b) Data relating to the zonal flows obtained from the Voyager and Cassini missions, the two sets of data are very similar. Image from Porco et al. (2003).

Data relating to the zonal flows was obtained on two separate missions by the Voyager (Limaye (1986)) and Cassini spacecraft (Porco et al. (2003)), see figure 1.5(b). Despite these missions being 20 years apart, the data for the zonal flows was found to be almost identical, highlighting the steady nature of the jets.

There have been different models proposed to describe the banded structure and the origin of the jets. One model, introduced by Busse (1976), suggests that the zonal flows are driven by convection in the deep interior. A second model, proposes the zonal flows are confined to a stably stratified region at the surface (Williams (1979), Dowling & Ingersoll (1989)) in which case, the flows are driven by small-scale turbulence, perhaps caused by thunderstorms. Both models have shortcomings when trying to reproduce the exact banded structure of the Jovian atmosphere. The deep convection models are often able to reproduce the prograde equatorial jet and its flanking jets, e.g., Christensen (2001, 2002), Heimpel et al. (2005), but do not reproduce the high latitude jets. On the other hand, the shallow layer models are able to produce high-level jets but not the equatorial flows, e.g., Cho & Polvani (1996). Although more recently, Scott & Polvani (2007) and Warneford & Dellar (2014) have had some success by incorporating Newtonian cooling into their shallow layer models. Vasavada & Showman (2005) provided a review of observations, theory, experiments and simulations of Jupiter’s atmosphere, they concluded that Jupiter’s dynamics are probably a result of both deep and shallow processes.
1.2.3 Other examples

We have discussed the mean flows of the Sun and Jupiter in some detail but there are many other examples of large-scale mean flows in nature. We describe some of them briefly here.

Earth’s atmosphere

The circulation in the Earth’s atmosphere is another example of a large-scale flow present in nature. An extensive description of the circulation in the atmosphere can be found in Vallis (2006). We describe the key aspects briefly here. There are two main types of circulation: the meridional circulation, i.e., along lines of constant longitude, and the zonal flows, i.e., along lines of constant latitude. The circulation is driven by the rotation of the Earth and solar heating; they act to transport energy from the equator to the poles by convection. There are three distinct circulation cells acting meridionally in each hemisphere, as shown in figure 1.6. The cell closest to the equator is known as the Hadley cell (Hadley (1735)) and it works as follows: the warmer air at the equator rises and moves polewards and then sinks in the subtropics. Some of the air that sinks to the surface at the subtropic latitudes returns to the equator to complete the Hadley cell. The rest of the sinking air moves towards the poles where, at roughly 60° latitude, it meets cold air moving down from the poles. The low surface pressure at 60° latitude causes the air to rise; some of this air returns to 30° latitude to complete the Ferrel cell. The third circulation cell is known as the Polar cell, and it is completed when some of the air circulated towards the equator from the poles, meets the Ferrel cell and is returned to the poles.

The zonal flows, known as jet streams, arise because the air from the equatorial region is warm compared to the air in the Ferrel cell, and so there is a strong temperature gradient between the two air masses. The resulting jets, known as subtropical jets, flow from west to east in both hemispheres - the wind does not flow from hot to cold directly but is deflected by the Coriolis effect (i.e., to the right in the northern hemisphere and to the left in the southern hemisphere). Similarly, the meeting of the warm air from mid-latitudes and the cold air from the poles causes another jet to form above the air masses, in much the same way as the subtropical jets. Again these jets occur in each hemisphere and they are known as the polar jets.

In this thesis, we focus on mean flows driven in astrophysical bodies such as the Sun, we mention the Earth’s atmosphere as another example of the ubiquitous nature of mean flows only and will not consider it any further.
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Figure 1.6: Circulation of air in the Earth’s atmosphere. There exist three distinct cells of meridional circulation in each hemisphere: (i) the Hadley cell, (ii) the Ferrel cell and (iii) the Polar cell. In addition, large-scale zonal flows exist in the form of the polar and subtropical jets. Image source: www.srh.noaa.gov.

Other planets

In addition to data about Jupiter, the Cassini mission provided details about Saturn (see Porco et al. (2005)). Along with images from the Hubble telescope (Pérez-Hoyos et al. (2005)), this data has been able to enlighten us about the zonal flow pattern on Saturn. Like Jupiter, Saturn’s atmosphere consists of a prograde equatorial jet with multiple smaller-scale jets at higher latitudes. However, Saturn’s equatorial jet is broader than Jupiter’s, and the bands are less striking in colour, hence Saturn is a less well-known example of strong zonal flow. Porco et al. (2005) also showed that at higher latitudes on Saturn, there are only three prograde jets in each hemisphere, in contrast to many more on Jupiter. Moreover, there is very little retrograde surface flow on Saturn, again in contrast to Jupiter.

As well as the gas giant planets, Jupiter and Saturn, the ice giant planets, Uranus and Neptune, are also known to have strong zonal flows. Imaging data from the Hubble and Keck telescopes has provided information about the zonal flow on these planets (see Hammel et al. (2001, 2005)). In contrast to Jupiter and Saturn, the equatorial jets on Uranus and Neptune are retrograde and the higher latitudes do not contain multiple jets. Instead, there is a high-latitude prograde jet in each hemisphere. The zonal flow profiles of Jupiter, Saturn, Uranus and Neptune as found in Sukoriansky et al. (2002) are shown in figure 1.7.

As explained before, shallow layer systems have been used to model atmospheres of giant planets and they often result in retrograde equatorial jets, in agreement with the observations for Uranus and Neptune. Therefore, these models have been favoured for investigating the zonal flows on the ice giant planets (e.g., Cho & Polvani (1996)). As an alternative, Aurnou et al. (2007) used
Figure 1.7: Observed zonal flow profiles of Jupiter, Saturn, Uranus and Neptune. Figure adapted from figure 2 of Sukoriansky et al. (2002).

three-dimensional convection models to examine the flows on Uranus and Neptune.

Other stars

Whilst we have described the Sun in some detail, it is not the only star that exhibits differential rotation. For example, the rapidly rotating star system, AB Doradus, is also believed to be differentially rotating (Donati & Collier Cameron (1997)). The interior rotation rate profile of the Sun is well known from helioseismology (see section 1.2.1) but for some time, the Sun was the only star for which we had measurements of its internal rotation rate. Although, by tracking surface features, the surface rotation rate of other stars could be deduced, (see e.g., Donati et al. (1999) and Collier Cameron et al. (2002)). More recently, asteroseismology missions have been carried out to probe the internal rotation profiles of other stars e.g., the Kepler mission (see Gilliland et al. (2010)). Such missions, as well as the previous surface measurements, showed that other stars are also differentially rotating.

Whilst the aim of this study is to examine the interaction of convection, rotation, magnetic fields and the driving of mean flows in a simplified model, the work has been conducted with applications to stellar physics in mind.

1.3 Mechanisms for mean flow generation

In the previous section, we described some examples of mean flows observed in a geophysical and astrophysical context. The mechanisms of their generation depends upon the exact physical setting in which they are found. We have seen that the interaction of convection with rotation
and magnetic fields results in the observed solar differential rotation. Whereas, the mechanism for zonal flow in Jupiter’s atmosphere is still not fully understood. As we have seen, it is thought that the flow may be a result of convective processes in the deep interior, or a result of processes occurring in a stably stratified weather layer, or possibly a combination of the two. This thesis examines convection as a mechanism for mean flow generation and therefore we will focus on convection hereafter.

1.4 Convection

As has been discussed in the preceding sections, convection is an important mechanism in the driving of mean flows. Broadly, convection is a process that transports heat energy in a fluid by fluid motions. The general idea behind thermal convection is that a parcel of warm fluid is less dense than a cooler parcel, and so, if a fluid parcel is warmed, it will become less dense than its surroundings and rise because of buoyancy effects. On the other hand, the cooler fluid will sink to replace the initial fluid, resulting in motions within the fluid. This convective motion transports heat energy in the fluid and leads to fluid mixing.

1.4.1 Rayleigh-Bénard convection

The most simple mathematical description of convection is encapsulated in the Rayleigh-Bénard system, named after Henri Bénard and Lord Rayleigh. Bénard conducted experiments on a layer heated from below (Bénard (1900, 1901)) and Rayleigh (1916) carried out a mathematical linear stability analysis of the same system. The Rayleigh-Bénard system consists of a fluid layer where the lower boundary is maintained at a higher temperature than the upper boundary. Initially, the fluid is taken to be at rest. As described above, the hotter, less dense fluid will want to rise due to buoyancy and the system is unstable. The natural tendency of the fluid to redistribute itself to form a stable configuration is opposed by the fluid viscosity. Therefore, the temperature gradient must be large enough to overcome this opposition before the instability will onset. Rayleigh showed that whether a fluid layer heated from below is stable or not can be determined from a dimensionless parameter that relates the size of the temperature gradient to the size of the viscous effects. This parameter is known as the Rayleigh number and will play an important role throughout this thesis; it will be defined in section 2.3.4.

In subsequent years, the simple Rayleigh-Bénard model was built upon and generalised in Jeffreys (1926, 1928). Chandrasekhar (1961) provides a comprehensive review of the mathematical linear
theory for a number of different situations. Details of other work relating to the linear theory of convection is given in Chapters 3 and 4.

1.4.2 Experiments

A useful tool for studying convection is through experiments. Often, experiments can explore parameter regimes that cannot be studied theoretically or numerically. There has been an abundance of experimental studies of convection, beginning with the experiments of Bénard in 1900. Schmidt & Milverton (1935) confirmed experimentally the predicted onset of convection, as derived by Rayleigh. In subsequent years, the experiments were repeated by many, including Malkus (1954), who was able to achieve greater precision. Rossby (1969) added rotation to the systems of previous studies. As experimental techniques were improved and new ones developed, experiments involving convection in deeper layers were performed, e.g., Castaing et al. (1989), they not only had a deeper layer but were able to reach higher Rayleigh numbers. Liu & Ecke (1997) studied rotating experiments in a deeper layer than in the earlier experiments such as those undertaken by Rossby (1969). More recently, experimentalists have tried to develop scaling laws relating to heat transport, for example, King et al. (2009, 2012) try to establish laws for the dependence of the efficiency of heat transfer (as measured by the Nusselt number) on the thermal driving (as measured by the Rayleigh number) in rotating Rayleigh-Bénard convection.

1.4.3 Nonlinear studies

Linear theory, as introduced by Rayleigh and described by Chandrasekhar (1961), is only capable of determining whether a system is convectively stable or not and if not, at what rate we would expect to see growth. It is not able to tell us anything about the dynamics of the fluid after the initial period of growth. To determine this behaviour, it is required that the nonlinear effects are accounted for in the mathematical description of the convection. Early studies of nonlinear convection were carried out by Malkus & Veronis (1958), they analysed the nonlinear stability of the system to finite amplitude perturbations and established whether or not a system would reach a thermal equilibrium. Veronis (1959) extended this idea to incorporate rotation.

There is only so much progress that can be made analytically when studying the nonlinear regime, but with the advent of computers, techniques were developed to solve the equations numerically. Veronis (1966) was one of the first to do this when he studied two-dimensional Rayleigh-Bénard convection using a numerical algorithm to solve the equations. He later added rotation to the
system and solved it using a similar algorithm, see Veronis (1968). Because of the lack of computing power at the time, these simulations were only conducted at very moderate Rayleigh numbers. Moore & Weiss (1973) studied two-dimensional Rayleigh-Bénard convection using a different numerical approach to Veronis (1966) and found they were able to study a much larger range of parameters. With the development of faster, more efficient computers and better numerical algorithms, Rayleigh-Bénard convection was able to be studied in a lot more depth numerically. For example, Vincent & Yuen (1999, 2000) were able to reach Rayleigh numbers of up to several orders of magnitude higher than in previous studies in their two-dimensional simulations, this led to the discovery of behaviour not seen before, or predicted by any theory. Computing resources now allow for the study of fully nonlinear convection in three dimensions.

As mean flow generation is a nonlinear process, the ability to solve the nonlinear equations numerically has led to a large number of studies of convection-driven mean flows. Mean flows generated by convection have been studied using a variety of different models. Earlier models tended to treat the fluid as incompressible and use the Boussinesq approximation (described in section 2.3) as this is computationally the simplest thing to do. Hathaway & Somerville (1983) performed three-dimensional simulations of Boussinesq convection in a so-called tilted f-plane geometry, which can be used as a local approximation to a region of a spherical body. The tilted f-plane is a plane layer in which the rotation vector can be oblique to gravity (see section 1.5 for more details). The plane layer geometry is considered the simplest to handle computationally. Hathaway & Somerville (1986, 1987), extended the work of Hathaway & Somerville (1983) to investigate the interaction between convection, rotation and shear flows by imposing a background shear flow. Other work relating to Boussinesq convection on a tilted f-plane was done by Julien & Knobloch (1998) who used asymptotic theory to establish constraints on the transport properties of the flows. They compared the results of their asymptotic analysis to the results of the numerical simulations of Hathaway & Somerville (1983) and found good agreement. Saito & Ishioka (2011) revisited the problem of the interaction of convection with rotation in an imposed shear flow. They were able to examine a larger region of parameter space than Hathaway & Somerville (1987) and identified an feedback mechanism resulting in an accelerated mean flow.

The plane layer model, as just described, is a local model, and when the axis of rotation is allowed to vary from the direction of gravity, it can be used to represent a local region at different latitudes of a spherical body, but this is a crude approximation. In order to capture some of effects of the curvature of a spherical body, Busse (1970) introduced an annulus model. This geometry has been used in attempts to model the zonal flow on Jupiter, for example, Jones et al. (2003)
used a rotating annulus model in a two-dimensional study and incorporated the possibility of boundary friction which allowed for the more realistic multiple jet solutions to be found more easily. Rotvig & Jones (2006) examined this annulus model more extensively and identified a bursting mechanism that occurs in the convection in some cases. Three-dimensional Boussinesq simulations were carried out in a spherical shell geometry by Christensen (2001, 2002) who was using the zonal winds on large gas planets as his motivation.

As pointed out by many of these Boussinesq studies, they are only to be treated as a starting point for the investigation of mean flows in astrophysical situations, since in reality there exist large density gradients across the fluid in question and the Boussinesq approximation neglects these. This has led to the consideration of models with a compressible fluid, but because of the particularly demanding nature of the computations involved in solving the fully compressible equations, the anelastic approximation is often used (see section 2.4 for a description of the anelastic approximation). Jones & Kuzanyan (2009) used the anelastic approximation with a spherical shell geometry to perform three-dimensional simulations of the zonal flow of giant planets. They also comment on the differences between the Boussinesq and compressible cases.

In the late 20th century, an anelastic code was developed for use on parallel architecture to greatly help with large three-dimensional simulations. The code is based upon spherical harmonic decomposition and is therefore given the name Anelastic Spherical Harmonic (ASH) code, see Clune et al. (1999). The code has since been used to perform a large number of simulations of astrophysical flows. For example, Elliott et al. (2000) and Brun & Toomre (2002) used the code to simulate differential rotation and meridional circulation in the Sun. The early simulations using the ASH code did not include the effects of a magnetic field, but later, such effects have been included in simulations of the anelastic magnetohydrodynamic (MHD) equations. These have been used to study stellar convection and dynamos, for example, Browning (2008) studied fully convective stars, Brun et al. (2005a) studied dynamos in A-type stars and Brown et al. (2007), Brown et al. (2011) examined dynamos in rapidly rotating suns and young solar type stars respectively.

Even though fully compressible simulations are extremely computationally demanding, there have been some three-dimensional simulations of fully compressible convection. These include Brummell et al. (1996), Brummell et al. (1998) and Chan (2001) who are concerned with differential rotation in fully convective, plane layer models. In this thesis we will only investigate Boussinesq and anelastic models.
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1.5 Hathaway model

The tilted f-plane geometry, as briefly discussed in the previous section, is a plane layer where the rotation vector is oblique to gravity. Hathaway et al. (1979, 1980) utilised a tilted plane layer model for studying the onset of convection when both a vertical and a horizontal temperature gradient are imposed. We describe their system as it is used as the starting point of our study and the tilted f-plane will be the geometry we use for the models considered throughout this thesis. The model of Hathaway et al. (1980) consists of a local plane layer of fluid rotating about an axis that is oblique to gravity, used to represent different latitudes on a spherical body (see figure 1.8). Gravity is in the vertical direction and the rotation vector is at an angle $\phi$ from the horizontal. $z$ is measured upwards, $y$ is measured northwards and $x$ (into the page) is directed eastwards. The rotation vector is then given by $\Omega = \Omega(0, \cos \phi, \sin \phi)$. A temperature gradient is imposed in both the vertical ($z$) and horizontal ($y$) directions. Hathaway et al. (1980) enforce a fixed temperature, no slip boundary condition on the top and bottom boundaries. This model will form the basis of our study, however we will adapt and extend the model to examine different physical situations. A mathematical description of the model we use is derived in the next chapter.
1.6 Thesis outline

Having described the motivation for studying convection-driven mean flows and given an overview of existing models for such a study, our objective is to extend the work of others to investigate the effects of a horizontal temperature gradient, magnetic field and compressibility on mean flows driven by convection. To this end, this thesis is organised in the following way.

In Chapter 2, we introduce our model, which is an extension of the model of Hathaway et al. (1980), as described in section 1.5. We then present a derivation of the governing equations for our system, and cast them into different forms for use in later chapters.

Chapters 3 and 4 lay important foundations for a nonlinear study by considering the linear theory. Chapter 3 extends the work of Hathaway et al. (1980) to more physically relevant regimes and to incorporate a horizontal magnetic field. Chapter 4 introduces an oblique rotation vector into a plane layer model of stratified convection, where previous models have only considered vertical rotation.

Further groundwork for a nonlinear study is carried out in Chapter 5, where a detailed description of the numerical methods used to solve the fully nonlinear equations is given. The construction of an efficient, pseudospectral Fourier-Chebyshev code is first described for the purely hydrodynamic system. The chapter then finishes by explaining how extensions to include the effects of a magnetic field and stratification are implemented.

With the foundations in place, Chapters 6-8 are devoted to a nonlinear study of convection, with a focus on establishing the behaviour of mean flows in a number of different systems. Chapter 6 investigates the effect of a horizontal temperature gradient, Chapter 7 examines the effect of imposing a background density stratification on the fluid layer and Chapter 8 considers the inhibition of mean flow generation by a magnetic field.

To conclude the thesis, Chapter 9 summarises the main results, discusses applications and limitations of the work presented, before indicating how the work might be extended.
Chapter 2

Derivation of governing equations

The models used to study many of the phenomena described in Chapter 1 make different assumptions depending on their motivation, and therefore, the equations used to describe them take different forms, but the majority have their origins in the fluid and magnetohydrodynamic (MHD) equations. There are a number of textbooks that give a comprehensive introduction to these equations, e.g., Chandrasekhar (1961), Batchelor (2000), Davidson (2001). In this chapter, we introduce the model we use to study convection, and derive the equations governing such a model. We also manipulate the equations into a number of different forms that we will utilise in later chapters. Furthermore, we discuss some of the approximations that go into the models and their physical relevance.

2.1 Fluid and MHD equations

To begin our study, we require the equations governing the magnetohydrodynamic flow of an electrically conducting, viscous fluid with varying density and temperature and the associated magnetic field. We shall denote by $\rho(x, t)$ the fluid density, by $\mathbf{u}(x, t) = (u, v, w)$ the fluid velocity, by $T(x, t)$ the fluid temperature and by $\mathbf{B}(x, t) = (B_1, B_2, B_3)$ the magnetic field at a position $x$ and time $t$.

2.1.1 Continuity equation

The first equation we shall be concerned with is the continuity equation, this is a statement of conservation of mass and is given by

$$\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{u}) = 0. \quad (2.1.1)$$
2.1.2 Momentum equation

The second equation is the momentum equation (also called the Navier-Stokes equation or equation of motion) and is given in an inertial frame by

\[
\rho \left( \frac{\partial \mathbf{u}}{\partial t} + (\mathbf{u} \cdot \nabla) \mathbf{u} \right) = -\nabla P + \mathbf{F} + \nabla \cdot (\mu \mathbf{\tau}),
\]  

(2.1.2)

where \( \mathbf{\tau} \) is the viscous stress tensor given by

\[
\tau_{ij} = \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} - \frac{2}{3} \nabla \cdot \mathbf{u} \delta_{ij},
\]  

(2.1.3)

\( P \) is the isotropic pressure and \( \mu \) is the dynamic viscosity. We have assumed that the fluid is Newtonian and so the stress is proportional to the rate of strain of the fluid. \( \mathbf{F} \) is the external force acting on the fluid.

There are two external forces that are of importance in this thesis:

1. The buoyancy force due to gravity, given by \( \rho \mathbf{g} = \rho(0, 0, -g) \), where \( \mathbf{g} \) is the acceleration due to gravity.

2. The Lorentz force due to the magnetic field, given by \( \mathbf{j} \times \mathbf{B} \), where \( \mathbf{j} = (j_1, j_2, j_3) = \frac{1}{\mu_0}(\nabla \times \mathbf{B}) \) is the (non-relativistic) current and \( \mu_0 \) is the permeability of free space.

In addition, as we are interested in rotating fluids, we have to consider the Coriolis effect which results in a modification to the governing equations. The Coriolis force is a pseudo-force that results from the acceleration of a non-inertial reference frame; it is given by \( 2\rho \mathbf{\Omega} \times \mathbf{u} \), where \( \mathbf{\Omega} \) is the angular velocity vector.

With these external forces and the Coriolis effect considered, the momentum equation (2.1.2) in a rotating frame becomes

\[
\rho \left( \frac{\partial \mathbf{u}}{\partial t} + (\mathbf{u} \cdot \nabla) \mathbf{u} \right) = -\nabla p - \rho g \hat{\mathbf{e}}_z - 2\rho \mathbf{\Omega} \times \mathbf{u} + \frac{1}{\mu_0}(\nabla \times \mathbf{B}) \times \mathbf{B} + \nabla \cdot (\mu \mathbf{\tau}),
\]  

(2.1.4)

where \( p = P - \frac{1}{2} |\mathbf{\Omega} \times \mathbf{x}|^2 \) is a modified pressure to account for the centrifugal acceleration which can be written \(-\frac{1}{2} \nabla (|\mathbf{\Omega} \times \mathbf{x}|^2)\).

2.1.3 Temperature equation

The third governing equation results from conservation of energy and leads to a relevant equation for heat conduction (see e.g., Hurlburt et al. (1996))

\[
\rho \frac{\partial}{\partial t} (c_v T) + \rho (\mathbf{u} \cdot \nabla) (c_v T) = k \nabla^2 T - p \nabla \cdot \mathbf{u} + \Phi + \Upsilon,
\]  

(2.1.5)
where $\Phi$ represents viscous heating and is given by $\Phi_{ij} = \frac{\mu}{2} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right)^2 - \frac{2}{3} \mu (\nabla \cdot \mathbf{u})^2$ and $\Upsilon = \frac{\eta \mu_0}{\sigma} (\nabla \times \mathbf{B})^2$ represents ohmic heating, with $\eta$ being the magnetic diffusivity. $c_v$ represents the specific heat at constant volume and $k$ is the thermal conductivity.

### 2.1.4 Induction equation

Our final equation is an evolution equation for the magnetic field, it can be obtained in the following way: Ohm’s law, for a moving conductor, gives us that the electric field, $\mathbf{E}$, is related to the magnetic field by

$$\mathbf{E} = \frac{j}{\sigma} - \mathbf{u} \times \mathbf{B} = \frac{1}{\mu_0 \sigma} (\nabla \times \mathbf{B}) - \mathbf{u} \times \mathbf{B}, \quad (2.1.6)$$

where $\sigma$ is the conductivity of the fluid. Note, we have made the MHD approximation which assumes the above form for Ohm’s law and that all speeds are non-relativistic. Equation (2.1.6), when combined with Faraday’s law, which is given by

$$\nabla \times \mathbf{E} = \frac{\partial \mathbf{B}}{\partial t}, \quad (2.1.7)$$

gives

$$\frac{\partial \mathbf{B}}{\partial t} = \nabla \times (\mathbf{u} \times \mathbf{B}) + \eta \nabla^2 \mathbf{B}, \quad (2.1.8)$$

where we have set $\eta = \frac{1}{\mu_0 \sigma}$ to be constant and used the vector identity $\nabla \times (\nabla \times \mathbf{B}) = -\nabla^2 \mathbf{B}$, which relies on the fact the magnetic field is solenoidal ($\nabla \cdot \mathbf{B} = 0$). Equation (2.1.8) is known as the induction equation.

### 2.1.5 Equation of state

An equation of state is required to complete the description of the fluid system. In general it is a thermodynamic equation relating state variables of the fluid, e.g., an equation relating the density of a fluid to its pressure and temperature, i.e.,

$$\rho = \rho(p, T). \quad (2.1.9)$$

The equation of state we use depends on the approximations we are making, we will give the appropriate equations of state for each model as they are introduced.
2.2 Model setup

In this thesis, we will use a local plane layer model, similar to the one used by Hathaway et al. (1980), which was described in section 1.5. However, we adapt and extend the model to suit a number of different physical situations. Our model consists of a plane layer of fluid rotating about an axis that is oblique to gravity, see figure 2.1. The layer can be interpreted as a local model for a layer taken at a latitude $\phi$ on a spherical body (cf. figure 1.8), so that the rotation vector is given by

$$\Omega = \Omega(0, \cos \phi, \sin \phi).$$

(2.2.10)

The $x$-direction is measure eastwards, the $y$-direction is measured northwards and the $z$-direction is measured upwards. Gravity points vertically downwards. To drive convection, a vertical temperature gradient is imposed, where the lower boundary is maintained at a higher temperature than the upper boundary. In addition, we impose a horizontal temperature gradient representative of latitudinal temperature gradients that exist in, for example, stars (Hathaway et al. (1980)). Our model described so far, is exactly as the one used in Hathaway et al. (1980) and described in section 1.5. However, additional to the Hathaway model, we will also impose a horizontal magnetic field $B_0$ in the initial configuration (see figure 2.1), since horizontal fields are more relevant to stars than vertical fields, see e.g., Galloway & Weiss (1981). In further contrast to Hathaway et al. (1980), we impose stress free conditions on the top and bottom boundaries.

Figure 2.1: Configuration: Our model consists of a rotating plane layer rotating with velocity $\Omega = (0, \Omega \cos \phi, \Omega \sin \phi)$. $x$ is directed eastwards, $y$ is directed northwards and $z$ is directed upwards. A horizontal magnetic field is imposed and a temperature gradient in both the $y$ and $z$ directions is imposed.

The equations governing the behaviour of our model were described in section 2.1. These equations give a full description for a compressible fluid in a rotating frame, but they are computationally demanding to solve. To simplify things, we will consider two approximations: (i)
the Boussinesq approximation and (ii) the anelastic approximation. We begin with the Boussinesq approximation in the next section, before describing the anelastic approximation in section 2.4.

### 2.3 Boussinesq approximation

As was first recognised by Boussinesq (1903), there are situations where the full governing equations, described in section 2.1, can be simplified. Spiegel & Veronis (1960) and Chandrasekhar (1961) give details of the so-called Boussinesq approximation, but the two key assumptions are that (i) density is linearly related to temperature so that fluctuations in the density result from thermal (and not pressure) effects and (ii) that the depth of the motions is less than the scale heights of the system. These approximations are well suited to a liquid. As a result of the Boussinesq approximation, we can neglect density perturbations in all terms except the buoyancy term and so sound waves are filtered from the system. The fluctuations are required to remain in the buoyancy term as the acceleration due to gravity is large compared to characteristic accelerations. We denote the constant density by $\rho_0$.

Applying the Boussinesq approximation to equations (2.1.1) and (2.1.4) gives

\[
\nabla \cdot \mathbf{u} = 0, \quad (2.3.11)
\]

\[
\frac{\partial \mathbf{u}}{\partial t} + (\mathbf{u} \cdot \nabla) \mathbf{u} = -\frac{1}{\rho_0} \nabla p - \frac{\rho}{\rho_0} g \hat{e}_z - 2\Omega \times \mathbf{u} + \frac{1}{\rho_0 \mu_0} (\nabla \times \mathbf{B}) \times \mathbf{B} + \nu \nabla^2 \mathbf{u}, \quad (2.3.12)
\]

where we have assumed $\mu$ to be constant and defined $\nu = \frac{\mu}{\rho_0}$ to be the kinematic viscosity. We have also used the fact that $\nabla \cdot (\mu \mathbf{\tau}) = \mu \nabla \cdot \mathbf{\tau} = \mu (\nabla^2 \mathbf{u} + \frac{1}{3} \nabla (\nabla \cdot \mathbf{u})) = \mu \nabla^2 \mathbf{u}$ for an incompressible fluid.

In the temperature equation (2.1.5), we ignore the terms resulting from viscous and ohmic heating, and take $c_v$ and $k$ to be constant to give

\[
\frac{\partial T}{\partial t} + (\mathbf{u} \cdot \nabla) T = \kappa \nabla^2 T, \quad (2.3.13)
\]

where $\kappa = \frac{k}{\rho_0 c_v}$ is the thermal diffusivity. The induction equation (2.1.8) remains as

\[
\frac{\partial \mathbf{B}}{\partial t} = \nabla \times (\mathbf{u} \times \mathbf{B}) + \eta \nabla^2 \mathbf{B}, \quad (2.3.14)
\]

with the solenoidal constraint

\[
\nabla \cdot \mathbf{B} = 0 \quad (2.3.15)
\]

still holding true.
An appropriate equation of state for the Boussinesq system relates density to temperature and is given by (see e.g., Chandrasekhar (1961))

\[ \rho = \rho_0 (1 - \tilde{\alpha} (T - T_0)), \]  

(2.3.16)

where \( \tilde{\alpha} \) is the coefficient of thermal expansion and \( T_0 \) is the temperature at which \( \rho = \rho_0 \).

### 2.3.1 Boundary conditions

At the top \((z = d)\) and bottom \((z = 0)\) boundaries, we enforce no normal flow. This requires

\[ \mathbf{u} \cdot \hat{n} = w = 0 \quad \text{on} \quad z = 0, d. \]  

(2.3.17)

For stress free boundaries, we enforce that the tangential stress must vanish on the boundaries. Equation (2.1.3) suggests that this requires

\[ \tau_{13} = \frac{\partial u}{\partial z} + \frac{\partial w}{\partial x} = 0, \]  

(2.3.18)

\[ \tau_{23} = \frac{\partial v}{\partial z} + \frac{\partial w}{\partial y} = 0 \]  

(2.3.19)

on \( z = 0 \) and \( z = d \).

Since \( w = 0 \) on the boundaries for all \( x \) and \( y \), we have \( \frac{\partial w}{\partial x} = \frac{\partial w}{\partial y} = 0 \) on the boundaries and so equations (2.3.18) and (2.3.19) reduce to

\[ \frac{\partial u}{\partial z} = \frac{\partial v}{\partial z} = 0 \quad \text{on} \quad z = 0, d. \]  

(2.3.20)

These conditions allow us to find an additional condition on \( w \). First, calculate

\[ \frac{\partial}{\partial z} \nabla \cdot \mathbf{u} = \frac{\partial^2 u}{\partial x \partial z} + \frac{\partial^2 v}{\partial y \partial z} + \frac{\partial^2 w}{\partial z^2} = 0 \]  

(2.3.21)

then, using (2.3.20), we obtain

\[ \frac{\partial^2 w}{\partial z^2} = 0 \quad \text{on} \quad z = 0, d. \]  

(2.3.22)

A condition on the vorticity can be obtained if we consider its vertical component given by \( \varphi = \frac{\partial v}{\partial x} - \frac{\partial u}{\partial y} \), differentiating \( \varphi \) with respect to \( z \) gives

\[ \frac{\partial \varphi}{\partial z} = \frac{\partial^2 v}{\partial x \partial z} - \frac{\partial^2 u}{\partial y \partial z} = 0 \quad \text{on} \quad z = 0, d, \]  

(2.3.23)

using (2.3.20).
Since the convection is driven by a temperature difference, $\Delta T$, across the layer we have

$$T(y) = T_0(y) + \Delta T \quad \text{on } z = 0$$  \hspace{1cm} (2.3.24)

$$T(y) = T_0(y) \quad \text{on } z = d.$$  \hspace{1cm} (2.3.25)

Note, in this setup, $T$ is allowed to vary with $y$ on the boundaries.

The magnetic boundary conditions are obtained by assuming there is no normal magnetic field at the boundary, i.e.,

$$\mathbf{B} \cdot \mathbf{n} = B_3 = 0 \quad \text{on } z = 0, d,$$  \hspace{1cm} (2.3.26)

and by taking

$$\frac{\partial B_1}{\partial z} = \frac{\partial B_2}{\partial z} = 0 \quad \text{on } z = 0, d.$$  \hspace{1cm} (2.3.27)

These conditions allow us to find an additional condition on $B_3$. First, we calculate

$$\frac{\partial}{\partial z} \nabla \cdot \mathbf{B} = \frac{\partial^2 B_1}{\partial x \partial z} + \frac{\partial^2 B_2}{\partial y \partial z} + \frac{\partial^2 B_3}{\partial z^2} = 0$$  \hspace{1cm} (2.3.28)

then, using (2.3.27), we obtain

$$\frac{\partial^2 B_3}{\partial z^2} = 0 \quad \text{on } z = 0, d.$$  \hspace{1cm} (2.3.29)

Roberts & Jones (2000) call these magnetic boundary conditions illustrative, but they are also known as perfectly conducting boundary conditions.

### 2.3.2 Basic state

We now seek a basic state to the system. A basic state is a (usually) simple solution to the governing equations of the system. Perturbations can then be added to this state to investigate the stability of the system.

Throughout this thesis, we assume a time-independent, or steady, basic state and whenever a magnetic field is present, we assume a horizontal basic state field given by

$$\mathbf{B}_{BS} = B_0(\cos \alpha, \sin \alpha, 0),$$  \hspace{1cm} (2.3.30)

where $\alpha$ is the angle describing the orientation of the field.

We assume the basic state temperature varies in $y$, to account for latitudinal temperature gradients (see section 2.2), then we must have a balance between the pressure gradient, buoyancy and Coriolis terms in the momentum equation, (2.3.12), which leads to a thermal wind.
We wish for the flow induced by the horizontal temperature gradient to be in the east-west, or $x$-direction. We therefore choose a simple, steady basic state flow of the form $\mathbf{u}_{BS} = (U(z), 0, 0)$, then, from equation (2.3.13), we have $\nabla^2 T_{BS} = 0$. Therefore, we can assume

$$T_{BS} = T_0 + \frac{\partial T}{\partial z} z + \frac{\partial T}{\partial y} y, \quad (2.3.31)$$

where $\frac{\partial T}{\partial z}$ gives our vertical temperature gradient and $\frac{\partial T}{\partial y}$ gives our horizontal temperature gradient. With these assumptions, the $x$-component of the curl of the momentum equation (equation (2.3.12)) in the basic state, i.e., the thermal wind equation, becomes

$$2 \frac{dU}{dz} \Omega \sin \phi + \tilde{\alpha} \frac{\partial T}{\partial y} g = 0. \quad (2.3.32)$$

Hence, the thermal wind shear is given by

$$\frac{dU}{dz} = - \frac{\tilde{\alpha} \frac{\partial T}{\partial y} g}{2 \Omega \sin \phi}, \quad (2.3.33)$$

which, upon integrating, leads to a basic state zonal flow given by

$$U(z) = - \frac{\tilde{\alpha} \frac{\partial T}{\partial y} g}{2 \Omega \sin \phi} \left( z - \frac{d}{2} \right), \quad (2.3.34)$$

where we have chosen the constant of integration such that the flow is antisymmetric about the mid-plane, $z = \frac{d}{2}$.

We can then use the basic state velocity and temperature to find the basic state density and pressure. Equation (2.3.16) with equation (2.3.31) gives

$$\rho_{BS} = \rho_0 \left( 1 - \tilde{\alpha} \left( \frac{\partial T}{\partial z} + \frac{\partial T}{\partial y} \right) \right). \quad (2.3.35)$$

The $z$-component of the momentum equation (2.3.12) in the basic state is given by

$$\frac{dp_{BS}}{dz} = -\rho_{BS} g + 2 \rho_0 U(z) \Omega \cos \phi. \quad (2.3.36)$$

Substituting for $\rho_{BS}$ from equation (2.3.35), for $U$ from equation (2.3.34) and integrating leads to the following expression for $p_{BS}$

$$p_{BS} = p_0 - \rho_0 g z \left( 1 - \tilde{\alpha} z \frac{\partial T}{\partial z} \right) - \rho_0 g \alpha \frac{\partial T}{\partial y} \left[ \frac{\cos \phi}{\sin \phi} \frac{z}{2} (z-d) - zy \right], \quad (2.3.37)$$

where $p_0$ is a constant of integration.

Note, when $\frac{\partial T}{\partial y}$ is zero, i.e., there is no horizontal temperature gradient and hence no thermal wind, we reduce to the standard case studied in Chandrasekhar (1961) and we have hydrostatic balance (balance between the pressure gradient and buoyancy). Also, when $\phi = \frac{\pi}{2}$, our system is closely related to the Eady problem, see Drazin & Reid (1981).
2.3.3 Perturbation equations

Having defined our basic state, we can introduce perturbations to this basic state. Primed quantities will denote the perturbations, except for the temperature fluctuation which we denote by $\theta$. So, we let each of the variables be a sum of the basic state and a perturbation, i.e.,

$$u = u_{BS} + u', \quad p = p_{BS} + p', \quad \rho = \rho_{BS} + \rho',$$

(2.3.38)

$$T = T_{BS} + \theta, \quad B = B_{BS} + B'.$$

(2.3.39)

We note that the perturbations may contain both a mean (horizontally averaged) part and a fluctuation to that mean. This terminology will be important later when we consider mean flows (Chapters 6, 7 and 8).

At this stage, we have made no assumption about the size of the perturbations relative to the basic state. On substituting these expansions into the equations (2.3.11)-(2.3.16) we obtain the following set of perturbation equations. Note we have cancelled the basic state terms and some terms are zero because of their lack of time or spatial dependence.

$$\frac{\partial u'}{\partial t} + (U + u') \frac{\partial u'}{\partial x} + v' \frac{\partial u'}{\partial y} + w' \frac{\partial (U_{BS} + u')}{\partial z} = -\frac{1}{\rho_0} \nabla p' - \frac{\rho'}{\rho_0} g \hat{e}_z - 2\Omega \times u' + \frac{1}{\mu_0 \rho_0} \left[ (\nabla \times B') \times (B_{BS} + B') \right] + \nu \nabla^2 u',$$

(2.3.40)

$$\nabla \cdot u' = 0,$$

(2.3.41)

$$\frac{\partial \theta'}{\partial t} + (U + u') \frac{\partial \theta}{\partial x} + v' \frac{\partial (T_{BS} + \theta)}{\partial y} + w' \frac{\partial (T_{BS} + \theta)}{\partial z} = \kappa \nabla^2 \theta,$$

(2.3.42)

$$\rho' = -\rho_0 \bar{\alpha} \theta,$$

(2.3.43)

$$\frac{\partial B'}{\partial t} = \nabla \times [(U_{BS} + u') \times B' + (u' \times B_{BS})] + \eta \nabla^2 B',$$

(2.3.44)

$$\nabla \cdot B' = 0.$$

(2.3.45)

We can eliminate $\rho'$ by using equation (2.3.43) in equation (2.3.40). These equations constitute the fully nonlinear equations describing rotating magnetoconvection in a horizontal field.

The impenetrable, stress free boundary conditions for the velocity, given by equations (2.3.17), (2.3.20) and (2.3.22) translate to the following boundary conditions on the perturbations

$$w' = 0, \quad \frac{\partial u'}{\partial z} = 0, \quad \frac{\partial^2 w'}{\partial z^2} = 0, \quad \text{on } z = 0, d.$$  

(2.3.46)

The condition on the vertical component of the vorticity, (2.3.23), becomes

$$\frac{\partial \varphi'}{\partial z} = 0, \quad \text{on } z = 0, d,$$

(2.3.47)
where \( \varphi' = \frac{\partial \varphi'}{\partial x} - \frac{\partial \varphi'}{\partial y} \). Throughout this thesis, the boundaries will be held at a fixed temperature and so any perturbation to the temperature basic state must vanish on the boundaries. The boundary conditions on the temperature perturbation are therefore

\[
\theta = 0 \quad \text{on } z = 0, d. \tag{2.3.48}
\]

Finally, the perfectly conducting magnetic boundary conditions given by (2.3.26), (2.3.27) and (2.3.29), translate to the following conditions on the perturbations

\[
B_3' = 0, \quad \frac{\partial B_1'}{\partial z} = \frac{\partial B_2'}{\partial z} = 0, \quad \frac{\partial^2 B_3'}{\partial z^2} = 0, \quad \text{on } z = 0, d. \tag{2.3.49}
\]

### 2.3.4 Nondimensionalisation

It is useful to put the equations into a dimensionless form. To do this we need to choose some typical values over which to scale the variables. For the length scale, we choose \( d \), the depth of the layer, meaning that the layer extends from \( z = 0 \) to \( z = 1 \) in dimensionless terms. For the time scale we choose the thermal diffusion time, \( \frac{d^2}{\kappa} \), this is the time scale over which a temperature perturbation is diffused, over a length scale \( d \). The pressure will scale with \( \rho_0 \kappa \nu d^2 \) and temperature with \( \left| \frac{\partial T}{\partial z} \right| d \). We take \( B_0 \) to be the size of the magnetic field. We therefore let

\[
x = d \tilde{x}, \quad t = \frac{d^2}{\kappa} \tilde{t}, \quad p' = \frac{\rho_0 \kappa \nu d^2 \tilde{p}}, \quad u' = \frac{\kappa}{d} \tilde{u}, \quad \theta = \left| \frac{\partial T}{\partial z} \right| d \tilde{\theta}, \quad B' = B_0 \tilde{B}. \tag{2.3.50}
\]

With this, equations (2.3.40)-(2.3.45) become

\[
\frac{\partial \tilde{u}}{\partial \tilde{t}} + (U + \tilde{u}) \frac{\partial \tilde{u}}{\partial \tilde{x}} + \tilde{v} \frac{\partial \tilde{u}}{\partial \tilde{y}} + \tilde{w} \frac{\partial \tilde{u}}{\partial \tilde{z}} (U_{BS} + \tilde{u}) = -Pr \tilde{\nabla} \tilde{p} + RaPr \tilde{\theta} \hat{e}_z \\
- Ta^2 Pr \tilde{\Omega} \times \tilde{u} + Q \zeta Pr [(\tilde{\nabla} \times \tilde{B}) \times (B_{BS} + \tilde{B})] + Pr \tilde{\nabla}^2 \tilde{u}, \tag{2.3.51}
\]

\[
\tilde{\nabla} \cdot \tilde{u} = 0, \tag{2.3.52}
\]

\[
\frac{\partial \tilde{\theta}}{\partial \tilde{t}} + (U + \tilde{u}) \frac{\partial \tilde{\theta}}{\partial \tilde{x}} + \tilde{v} \frac{\partial \tilde{\theta}}{\partial \tilde{y}} (T_{BS} + \tilde{\theta}) + \tilde{w} \frac{\partial \tilde{\theta}}{\partial \tilde{z}} (T_{BS} + \tilde{\theta}) = \tilde{\nabla}^2 \tilde{\theta}, \tag{2.3.53}
\]

\[
\frac{\partial \tilde{B}}{\partial \tilde{t}} = \tilde{\nabla} \times [(U_{BS} + \tilde{u}) \times \tilde{B} + (\tilde{u} \times B_{BS})] + \zeta \tilde{\nabla}^2 \tilde{B}, \tag{2.3.54}
\]

\[
\tilde{\nabla} \cdot \tilde{B} = 0. \tag{2.3.55}
\]

These are the dimensionless perturbation equations for Boussinesq convection. They will be a starting point for a number of investigations in the coming chapters.

We have introduced the following dimensionless numbers

\[
Ra = \frac{g \alpha d^4 |\frac{\partial T}{\partial z}|}{\kappa \nu}, \quad Pr = \frac{\nu}{\kappa}, \quad Ta = \frac{4 \Omega^2 d^4}{\nu^2}, \quad Q = \frac{B_0^2 d^2}{\mu_0 \rho_0 \nu \eta}, \quad \zeta = \frac{\eta}{\kappa}. \tag{2.3.56}
\]
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Ra is the Rayleigh number and is a measure of the strength of the convective driving of the system. It is the ratio of the buoyancy force to diffusive forces. Pr is the fluid Prandtl number and is the ratio of the kinematic viscosity to thermal diffusivity - it is a property of the fluid. For Pr > 1, momentum will diffuse faster than heat and for Pr < 1, momentum will diffuse slower than heat. Ta is the Taylor number and is the ratio of the Coriolis to viscous forces. Increasing Ta increases the effect of rotation on the system. Q is the Chandrasekhar number and is a measure of the strength of the magnetic field through the ratio of the Lorentz force to viscous forces. Increasing Q increases the effect of the magnetic field on the system. ζ is the ratio of magnetic diffusivity to thermal diffusivity and is again a property of the fluid. For ζ > 1, magnetic field will diffuse faster than heat and for ζ < 1, magnetic field will diffuse slower than heat. We also note here that the commonly used magnetic Prandtl number, Pm can be formed from Pr and ζ in the following way

\[ Pm \equiv \frac{\nu}{\eta} = \frac{\nu \kappa}{\kappa \eta} = \frac{Pr}{\zeta}. \tag{2.3.57} \]

2.3.5 Nondimensionalisation of the basic state

The basic state we defined in section 2.3.2 was dimensional. Now that we have introduced some dimensionless parameters to the governing equations, (2.3.51)-(2.3.55), it makes sense to express our basic state in terms of these parameters. The basic state temperature (2.3.31) becomes

\[ \tilde{T}_{BS} = \tilde{T}_0 + T_z \tilde{z} + T_y \tilde{y} \tag{2.3.58} \]

where \( T_z = \frac{\partial T}{\partial z} \) and \( T_y = \frac{\partial T}{\partial y} \). This results in \( T_z = 1 \) for stable stratifications and \( T_z = -1 \) for unstable stratifications. Throughout this thesis we consider convectively unstable basic state stratifications and so we take \( T_z = -1 \). \( T_y \) will be kept as a variable used to characterise the size of the thermal wind.

The only nonzero component of the basic state flow is the x-component given by (2.3.34), in dimensionless terms this becomes

\[ \tilde{U} = -\frac{RaT_y}{Ta^\frac{3}{2} \sin \phi} \left( \tilde{z} - \frac{1}{2} \right). \tag{2.3.59} \]

The magnetic field basic state (2.3.30) simply reduces to

\[ \tilde{B}_{BS} = (\cos \alpha, \sin \alpha, 0). \tag{2.3.60} \]

As the pressure and density basic states no longer appear in the governing equations we shall not express them in dimensionless terms.
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2.4 Anelastic approximation

The Boussinesq equations, derived in the section 2.3, do not allow for the effects of compressibility and stratification of the fluid, but in many physical situations it is important to include such effects. For example, the interiors of stars are characterised by many density scale heights and it is thought that this density stratification plays an important role in governing the dynamics. However, using the fully compressible equations is computationally intensive and so, as an alternative, the anelastic approximation can be used to capture the effects of compressibility. This, like in the Boussinesq system, is an approximation and so its validity must be kept in mind.

The anelastic approximation filters the sound waves from the system (as did the Boussinesq approximation). It is the sound waves that make the fully compressible equations so computationally expensive to deal with. But, unlike the Boussinesq approximation, we no longer need to assume that the typical layer depth is small compared with the pressure scale height.

The anelastic equations were first derived by Batchelor (1953) in the context of the Earth’s atmosphere. Ogura & Phillips (1962) later performed a more formal scale analysis and Gough (1969) extended the approximation to allow for time-dependent basic states, though we shall focus solely on the time-independent case in this thesis. The anelastic approximation has since been used to study a number of problems in geophysical and astrophysical fluids. For example, convection in A-type stars (Toomre et al. (1976)), the geodynamo (Glatzmaier & Roberts (1996)), solar convection (Miesch et al. (2000)), solar differential rotation (Brun & Toomre (2002)), the solar dynamo (Brun et al. (2005b), Browning et al. (2006)) and rapidly rotating stars (Brown et al. (2008)). Some of these examples involve the presence of a magnetic field, but in this thesis we shall restrict ourselves to only applying the anelastic approximation to the purely hydrodynamic equations, i.e., $B = 0$.

2.4.1 Governing equations

We begin with the fully compressible equations of section 2.1 and derive the anelastic equations by making suitable assumptions, as discussed above. We use a procedure similar to that used by Lantz & Fan (1999). A detailed description of the derivation is also given in Roxburgh (2007) and Berkoff (2011) for non-rotating magnetoconvection.

As detailed in section 2.1, the governing equations for fully compressible, rotating, hydrodynamic convection are:
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the momentum equation
\[ \rho \left[ \frac{\partial \mathbf{u}}{\partial t} + (\mathbf{u} \cdot \nabla) \mathbf{u} \right] = -\nabla p - \rho g \hat{e}_z - 2\rho \mathbf{\Omega} \times \mathbf{u} + \nabla \cdot (\mu \mathbf{\tau}), \]  
(2.4.61)

where
\[ \tau_{ij} = \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} - \frac{2}{3} \nabla \cdot \mathbf{u} \delta_{ij}, \]  
(2.4.62)
is the viscous stress tensor and we take a tilted rotation vector of the form
\[ \mathbf{\Omega} = \Omega(0, \cos \phi, \sin \phi), \]  
(2.4.63)
as shown in figure 2.1. The continuity equation is given by
\[ \frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{u}) = 0, \]  
(2.4.64)
and instead of a temperature formulation (such as equation (2.1.5)) we will use an entropy formulation of the energy equation given by
\[ \rho T \left[ \frac{\partial s}{\partial t} + (\mathbf{u} \cdot \nabla) s \right] = \nabla \cdot \left[ \frac{k_T}{c_p} T \nabla s \right] + \mu \frac{\tau^2}{2}, \]  
(2.4.65)
where we take the turbulent thermal conductivity \( k_T = c_p \rho \kappa \) = constant. Here, \( s \) is the entropy, it is related to other thermodynamic variables by the following expression
\[ s = c_v \ln \left( \frac{P}{\rho^\gamma} \right), \]  
(2.4.66)
where \( \gamma = \frac{c_p}{c_v} \) is the ratio of the specific heat capacity at constant pressure to the specific heat capacity at constant volume. In equation (2.4.65), we have assumed the turbulent thermal conductivity to be much larger than the molecular thermal conductivity, and so (2.4.65) contains an entropy diffusion term but not a thermal diffusion term. We note that both terms are retained in some models, see e.g., Braginsky & Roberts (1995).

Compared with the equation of state used in the Boussinesq equations, (2.3.16), we consider a more general equation of state, it is also known as the ideal gas law and is given by
\[ p = R \rho T, \]  
(2.4.67)
where \( R = c_p - c_v \) is the gas constant.

2.4.2 Preliminary scalings

To derive the equations of the anelastic approximation, we express all variables as the sum of a reference state variable and a perturbation to that reference state, i.e.,
\[ f(x, y, z, t) = \bar{f}(z) + f^*(x, y, z, t), \]  
(2.4.68)
where an overbar denotes a reference state quantity and a star a perturbation quantity. Note, as in the Boussinesq case (section 2.3.3), the perturbation quantity may contain both a horizontally averaged, mean part and a fluctuation to that mean.

We use a reference atmosphere that depends on the vertical coordinate \( z \) only. The atmosphere is in hydrostatic equilibrium and so we have

\[
\frac{d\bar{p}}{dz} = -\bar{\rho}g. \tag{2.4.69}
\]

The reference variables are also related by

\[
\bar{p} = R\bar{\rho}\bar{T}, \tag{2.4.70}
\]

\[
\bar{s} = c_v \ln \left( \frac{\bar{p}}{\bar{\rho}} \right). \tag{2.4.71}
\]

In addition, we assume a reference atmosphere that is very close to being adiabatic and therefore we introduce a small parameter, \( \epsilon \), that measures the departure from adiabaticity of the reference state, i.e.,

\[
\epsilon \equiv \frac{l}{H_r} \left( \frac{\partial \ln \bar{T}}{\partial \ln \bar{p}} - \frac{\partial \ln \bar{T}_{ad}}{\partial \ln \bar{p}} \right) = -\frac{l}{\bar{T}_r} \left[ \left( \frac{dT}{dz} \right)_r + \frac{g}{c_p} \right] = -\frac{l}{c_p} \left( \frac{d\bar{s}}{dz} \right)_r, \tag{2.4.72}
\]

where \( l \) is a typical length scale of the system, \( H_r = \frac{\bar{p}}{\bar{\rho}g} = -\frac{dz}{d\ln \bar{p}} \) is the pressure scale height, the subscript \( ad \) indicates the value for an adiabatic atmosphere and a subscript \( r \) denotes a reference value taken at \( z = 0 \). \( \epsilon \) will also be a measure of the relative magnitude of the perturbations and we assume

\[
\frac{|p^*|}{\bar{p}} \approx \frac{|\rho^*|}{\bar{\rho}} \approx \frac{|T^*|}{\bar{T}} \approx |s^*| \approx \epsilon \ll 1, \tag{2.4.73}
\]

so that the fluctuations are small compared to the reference state. Note also that the relative pressure, density and temperature fluctuations are of the same order, this is different to the assumption made in the Boussinesq approximation.

To begin the derivation of the anelastic equations, we use preliminary scalings, denoted by the subscript \( s \). Let

\[
p = p_s(\bar{p} + \epsilon p^*), \quad T = T_s(\bar{T} + \epsilon T^*), \quad \rho = \rho_s(\bar{\rho} + \epsilon \rho^*), \tag{2.4.74}
\]

\[
u = u_s u^*, \quad t = t_s t^*, \quad g = g_s, \tag{2.4.75}
\]

\[
\nabla = \frac{1}{l_s} \nabla^*, \quad c_p = c_{p,s}, \quad \mu = \mu_s, \tag{2.4.76}
\]

\[
\Omega = \Omega_s \Omega^*, \quad k_T = k_{T,s}, \quad \nu = \nu_s, \tag{2.4.77}
\]

\[
k = k_s. \tag{2.4.78}
\]
Note that these scalings may depend on $\epsilon$. We wish to develop scalings that are independent of $\epsilon$. The reference state is nearly adiabatic and so we must have that the reference and fluctuating entropy enter at the same order and hence $s = \text{const} + s_{s}c_{p,s}(\bar{s} + s^{\ast})$, but the constant term does not appear in any equations and so we will neglect it from now on. Since any departure from the reference state is small we can assume hydrostatic balance. As in Gough (1969), we take the pressure scale height $l_{s} = H_{r}$ to be our characteristic length scale. The characteristic velocity $u_{s}$ is obtained from equating the kinetic energy of a bubble of gas and the work done by the buoyancy force over the characteristic length. This gives (ignoring the effects of pressure fluctuations and viscous stresses)

$$u_{s}^{2} = gl_{s}\frac{\rho^{\ast}}{\bar{\rho}} \approx gH_{r}\epsilon.$$  \hfill (2.4.79)

It follows that the characteristic time is

$$t_{s} = \frac{l_{s}}{u_{s}} = \left( \frac{H_{r}}{\epsilon g} \right)^{\frac{1}{2}}.$$  \hfill (2.4.80)

So that the required terms enter at leading order we require $\rho_{s} = \rho_{r}$ and $T_{s} = T_{r}$. Gravity is assumed constant across the layer and since at leading order we must have hydrostatic balance, it follows that $g_{s} = g_{r}$. The pressure scaling should be consistent with $H_{r} = \frac{\bar{p}}{g\bar{\rho}}$ and therefore $p_{s} = g_{r}H_{r}\rho_{r}$. The gas constant $R$ does not fluctuate and so $c_{p,s} = c_{p,r}$.

To see how the other terms scale, we substitute our preliminary scalings into the governing equations, then, from equation (2.4.61), after dividing through by $\rho_{r}g_{r}$ we have

$$\epsilon(\bar{\rho} + \epsilon\rho^{\ast}) \left[ \frac{\partial u^{\ast}}{\partial t^{\ast}} + (u^{\ast} \cdot \nabla^{\ast})u^{\ast} \right] = -\nabla^{\ast}(\bar{\rho} + \epsilon\rho^{\ast}) - (\bar{\rho} + \epsilon\rho^{\ast})\hat{e}_{z}$$

$$- \frac{2\Omega_{r}(H_{r}g_{r}\epsilon)^{\frac{1}{2}}}{g_{r}}(\bar{\rho} + \epsilon\rho^{\ast})\Omega^{\ast} \times u^{\ast} + \frac{g_{r}H_{r}\epsilon^{\frac{1}{2}}}{\rho_{r}g_{r}H_{r}^{2}}\nabla^{\ast}(\mu^{\ast}) \times (\mu^{\ast})^{\ast}.$$  \hfill (2.4.81)

At $O(1)$ we must satisfy hydrostatic balance and all other terms must enter at $O(\epsilon)$. The left hand side clearly satisfies this ordering. For the third term on the right-hand side to be $O(\epsilon)$ we require $\Omega_{s} = \epsilon^{\frac{1}{2}}\Omega_{r}$. Similarly, the last term on the right hand side requires $\mu_{s} = \epsilon^{\frac{1}{2}}\mu_{r}$. Then, since $\mu = \rho\nu$, it follows that $\nu_{s} = \epsilon^{\frac{1}{2}}\nu_{r}$. Introducing the preliminary scalings into the energy equation (2.4.65) gives

$$\rho_{r}T_{r}s_{s}c_{p,r}\left( \frac{g_{r}}{H_{r}} \right)^{\frac{1}{2}}(\bar{\rho} + \epsilon\rho^{\ast})(\bar{T} + \epsilon T^{\ast}) \left[ \frac{\partial(\bar{s} + s^{\ast})}{\partial t^{\ast}} + (u^{\ast} \cdot \nabla^{\ast})(\bar{s} + s^{\ast}) \right]$$

$$= k_{T,s}T_{r}s_{s}c_{p,r}^{\ast}\nabla^{\ast}[(\bar{T} + \epsilon T^{\ast})\nabla^{\ast}(\bar{s} + s^{\ast})] + \mu_{s}^{\ast}\frac{g_{r}H_{r}\epsilon}{H_{r}^{2}}\frac{s^{\ast}}{2}.$$  \hfill (2.4.82)
For all the terms to balance at $O(\epsilon^2)$ we need $s_s = \epsilon$ and $k_{T,s} = \epsilon^2 k_{T,r}$. This latter scaling means that, since $k_T = \rho c_p \kappa$, we must have $\kappa_s = \epsilon^2 \kappa_r$. We have now developed scalings which are independent of $\epsilon$. The next section uses these to derive the full anelastic equations.

### 2.4.3 Anelastic scalings

With knowledge of the scalings from the previous section we have the following anelastic scalings which are independent of $\epsilon$:

$$
\begin{align*}
p &= \rho_r g_r H_r (\bar{p} + \epsilon p^s), & T &= T_r (\bar{T} + \epsilon T^s), & \rho &= \rho_r (\bar{p} + \epsilon \rho^s), & (2.4.83) \\
u &= (g_r H_r \epsilon) \frac{1}{2} u^s, & t &= \left( \frac{H_r}{\epsilon g_r} \right)^{\frac{1}{2}} t^s, & g &= g_r, & (2.4.84) \\
\nabla &= \frac{1}{H_r} \nabla^s, & c_p &= c_{p,r}, & \mu &= \epsilon^2 \mu_r, & (2.4.85) \\
\Omega &= \Omega_r \epsilon^2 \Omega^s, & k_T &= \epsilon^2 k_{T,r} & \nu &= \epsilon^2 \nu_r, & (2.4.86) \\
\kappa &= \epsilon^2 \kappa_r, & s &= \epsilon c_{p,r} (\bar{s} + s^s). & (2.4.87)
\end{align*}
$$

Now, substituting these scalings into equation (2.4.61) gives

$$
\epsilon \rho_r g_r (\bar{p} + \epsilon \rho^s) \left[ \frac{\partial u^s}{\partial t^s} + (u^s \cdot \nabla^s) u^s \right] = -\frac{\rho_r g_r H_r}{H_r} \nabla^s (\bar{p} + \epsilon p^s) - \rho_r g_r (\bar{p} + \epsilon \rho^s) \hat{e}_z
$$

$$
- 2 \rho_r \Omega_r (g_r H_r)^{\frac{1}{2}} (\bar{p} + \epsilon \rho^s) \Omega^s \times u^s + \frac{\epsilon g_r}{H_r} \nabla^s \cdot (\mu_r \tau^s).
$$

(2.4.88)

Then, by dividing by $\rho_r g_r$, we obtain

$$
\epsilon (\bar{p} + \epsilon \rho^s) \left[ \frac{\partial u^s}{\partial t^s} + (u^s \cdot \nabla^s) u^s \right] = -\nabla^s (\bar{p} + \epsilon p^s) - (\bar{p} + \epsilon \rho^s) \hat{e}_z
$$

$$
- \frac{2 \Omega_r (g_r H_r)^{\frac{1}{2}}}{g_r} (\bar{p} + \epsilon \rho^s) \Omega^s \times u^s + \frac{\epsilon g_r}{\rho_r g_r H_r} \nabla^s \cdot (\mu_r \tau^s).
$$

(2.4.89)

At leading order, $O(\epsilon)$, this yields

$$
\bar{p} \left[ \frac{\partial u^s}{\partial t^s} + (u^s \cdot \nabla^s) u^s \right] = -\nabla^s p^s - \rho^s \hat{e}_z - \frac{2 \Omega_r H_r^2}{g_r} (\bar{p} \Omega^s \times u^s) + \frac{1}{\rho_r g_r H_r^2} \nabla^s \cdot (\mu_r \tau^s).
$$

(2.4.90)

Introducing the anelastic scalings (2.4.83)-(2.4.87) to the traditional nondimensional numbers (defined in 2.3.4) gives the following:

$$
Ra = -\frac{g H_r^4}{c_p \kappa \nu} \left( \frac{d\bar{s}}{dz} \right) \epsilon = \frac{g H_r^3 \epsilon}{\kappa \nu} = \frac{g H_r^3}{\kappa \nu_r},
$$

(2.4.91)
Next, on substitution of the anelastic scalings (2.4.83)-(2.4.87), the energy equation (2.4.65) becomes

\[ T^a = \frac{4\Omega^2 H_1^4}{\nu^2} \quad \frac{4\Omega^2 H_1^4}{\nu^2} \]  

and

\[ \nu r = \frac{\nu}{\kappa} = \frac{\nu r}{\kappa r}. \]  

Equation (2.4.90) can then be written as

\[ \tilde{\rho} \left[ \frac{\partial u^*}{\partial t^*} + (u^* \cdot \nabla^*) u^* \right] = \nabla^* p^* - \rho^* \epsilon_{zz} - \left( \frac{T a P_r}{R_a} \right)^2 \tilde{\rho} \Omega^* \times u^* + \left( \frac{P_r}{R_a} \right)^2 \nabla^* \cdot \varsigma^*, \]  

where we have used \( \mu = \rho_r \tilde{\rho} \nu_r \), taken \( \nu \) to be constant and \( \varsigma \) is given by \( \varsigma_{ij} = \tilde{\rho} \tau_{ij} = \tilde{\rho} \left( \frac{\partial u}{\partial x_j} + \frac{\partial u}{\partial x_i} - \frac{2}{3} \nabla \cdot u \delta_{ij} \right). \) As we did for the momentum equation, we can use the anelastic scalings (2.4.83)-(2.4.87) with the continuity equation given by equation (2.4.64). This gives

\[ \rho_r \left( \frac{\epsilon_{rr}}{H_r} \right)^2 \frac{\partial (\tilde{\rho} + \epsilon_{rr})}{\partial t^*} + \frac{\rho_r (g_r H_r \epsilon_{rr})}{H_r} \nabla^* ((\tilde{\rho} + \epsilon_{rr}) u^*) = 0, \]  

which at leading order, after dividing by \( \rho_r \left( \frac{\epsilon_{rr}}{H_r} \right)^2 \), yields

\[ \nabla^* \cdot (\tilde{\rho} u^*) = 0. \]  

Note that this is the same form as the incompressibility condition in Boussinesq convection (cf. equation (2.3.11)) but now it is \( \tilde{\rho} u \) that is divergence free and not just \( u \).

Next, on substitution of the anelastic scalings (2.4.83)-(2.4.87), the energy equation (2.4.65) becomes

\[ \rho_r T_r c_{p,r} \epsilon_{rr}^2 \left( \frac{g_r}{H_r} \right)^4 \left( \tilde{\rho} + \epsilon_{rr} \right)(\tilde{T} + \epsilon T^*) \left[ \frac{\partial (\tilde{s} + s^*)}{\partial t^*} + (u^* \cdot \nabla^*)(\tilde{s} + s^*) \right] \]

\[ = \frac{k_{T,r} T_r c_{p,r} \epsilon_{rr}^2}{\rho_r T_r c_{p,r} g_r} \nabla^* [(\tilde{T} + \epsilon T^*) \nabla^* (\tilde{s} + s^*)] + \mu_r \frac{\epsilon_{rr}^2 g_r}{H_r} \frac{\tau^2}{2}. \]  

Dividing by \( \frac{\rho_r T_r c_{p,r} \epsilon_{rr}^2}{H_r^2} \) gives

\[ \epsilon_{rr}^2 \left( \tilde{\rho} + \epsilon_{rr} \right)(\tilde{T} + \epsilon T^*) \left[ \frac{\partial (\tilde{s} + s^*)}{\partial t^*} + (u^* \cdot \nabla^*)(\tilde{s} + s^*) \right] \]

\[ = \epsilon_{rr}^2 \frac{k_{T,r} T_r}{\rho_r T_r c_{p,r} g_r} \frac{H_r^2}{H_r^2} \nabla^* [(\tilde{T} + \epsilon T^*) \nabla^* (\tilde{s} + s^*)] + \mu_r \epsilon_{rr}^2 \frac{g_r}{\rho_r T_r c_{p,r} H_r^2} \frac{\tau^2}{2}, \]  

which, at \( \mathcal{O}(\epsilon_{rr}^2) \), gives

\[ \tilde{\rho} \tilde{T} \left[ \frac{\partial s^*}{\partial t^*} + (u^* \cdot \nabla^*) (\tilde{s} + s^*) \right] = \frac{k_{T,r}}{\rho_r c_{p,r} g_r} \frac{H_r^2}{H_r^2} \nabla^* [\tilde{T} \nabla^* (\tilde{s} + s^*)] + \frac{\mu_r g_r}{\rho_r T_r c_{p,r} H_r^2} \frac{\tau^2}{2}. \]  

(2.4.99)
Alternatively, after introducing combinations of the nondimensional numbers defined in equations (2.4.91)-(2.4.93), this can be written as
\[
\overline{\rho} \overline{T} \left[ \frac{\partial s^*}{\partial t^*} + (u^* \cdot \nabla)(\overline{s} + s^*) \right] = \left( \frac{1}{RaPr} \right)^{\frac{2}{3}} \nabla^* \left[ T \nabla^* (\overline{s} + s^*) \right] + \frac{g_r H_r}{T_r c_{p,r}} \left( \frac{Pr}{Ra} \right)^{\frac{2}{3}} \frac{1}{\overline{\rho}} \frac{\zeta^2}{2}.
\]
(2.4.100)

The equation of state (2.4.67) becomes
\[
g_r \rho_r H_r (\overline{p} + \epsilon^* p^*) = R \rho_r T_r (\overline{\rho} + \epsilon^* \rho^*)(\overline{T} + \epsilon^* T^*)
\]
(2.4.101)
but, from the zero order equation we have \( \overline{p} = \frac{RT_r}{g_r H_r} \overline{\rho} \overline{T} \) and so
\[
g_r H_r \rho_r \epsilon^* p^* = RT_r \rho_r (\overline{\rho} \epsilon^* T^* + \epsilon^2 \overline{\rho}^* T^*)
\]
\[
\Rightarrow \overline{p}^* = \frac{RT_r}{g_r H_r} (\overline{\rho} \epsilon^* T^* + \rho^* \epsilon^* T^*)
\]
(2.4.102)
which at leading order, using \( \frac{RT_r}{g_r H_r} = \frac{\overline{p}}{\overline{\rho} \overline{T}} \), gives
\[
\frac{\overline{p}^*}{\overline{\rho}} = \frac{T^*}{\overline{T}} + \frac{\rho^*}{\overline{\rho}}.
\]
(2.4.103)

Finally, we consider the thermodynamic relation \( s = c_v \ln \left( \frac{\rho}{\rho^*} \right) \). Substituting in the anelastic scalings (2.4.83)-(2.4.87) gives
\[
\epsilon c_{p,r} (\overline{s} + s^*) = c_v \ln [\rho_r g_r H_r (\overline{\rho} + \epsilon^* p^*)] - \gamma c_v \ln [\rho_r (\overline{\rho} + \epsilon^* \rho^*)].
\]
(2.4.104)

Then, from the zero equation we have
\[
\epsilon c_{p,r} \overline{s} = c_v \ln \rho_r g_r H_r \overline{\rho} - \gamma c_v \ln \rho_r \overline{\rho},
\]
(2.4.105)
and so we can write
\[
\epsilon c_{p,r} s^* = c_v \ln \left( 1 + \epsilon \frac{p^*}{\overline{p}} \right) - c_v \ln \left( 1 + \epsilon \frac{\rho^*}{\overline{\rho}} \right).
\]
(2.4.106)

But, from (2.4.73), \( \frac{\overline{c}_v}{\overline{\rho}} \) and \( \frac{\overline{\rho}}{\overline{\rho}} \) are small, allowing us to expand the logarithmic terms as Taylor series, leaving, at order \( \epsilon \),
\[
\epsilon c_p \overline{s}^* = c_v \frac{\overline{p}^*}{\overline{\rho}} - c_v \frac{\rho^*}{\overline{\rho}}
\]
\[
\Rightarrow s^* = \frac{1}{\gamma} \frac{\overline{p}^*}{\overline{\rho}} - \frac{\rho^*}{\overline{\rho}}.
\]
(2.4.107)

Thus, we have formulated the nonlinear anelastic equations for rotating hydrodynamic convection, they are summarised below
\[
\overline{p} \left[ \frac{\partial u}{\partial t} + (u \cdot \nabla) u \right] = -\nabla p - \overline{\rho} \hat{e}_z - \left( \frac{T a P r}{R a} \right)^{\frac{1}{2}} \overline{\rho} \Omega \times u + \left( \frac{P r}{R a} \right)^{\frac{1}{2}} \nabla \cdot \zeta,
\]
(2.4.108)
\[ \nabla \cdot (\hat{\rho} \mathbf{u}) = 0, \quad (2.4.109) \]

\[ \hat{\rho} T \left[ \frac{\partial s}{\partial t} + (\mathbf{u} \cdot \nabla) (\bar{s} + s) \right] = \left( \frac{1}{R a P r} \right)^{\frac{1}{2}} \nabla [ T \nabla (\bar{s} + s)] + \frac{g_r T_r}{T_r c_{p,r}} \left( \frac{P r}{R a} \right)^{\frac{1}{2}} \frac{1}{\bar{\rho}} \frac{s^2}{2}, \quad (2.4.110) \]

\[ \frac{\hat{p}}{\bar{\rho}} = \frac{T}{\bar{T}} + \frac{\hat{\rho}}{\bar{\rho}}, \quad (2.4.111) \]

\[ s = \frac{1}{\gamma \bar{p}} - \frac{\hat{\rho}}{\bar{\rho}}. \quad (2.4.112) \]

Note, for clarity, we have removed the *’s from the perturbation quantities.

### 2.4.4 Lantz formulation

We can reduce the number of thermodynamic variables in the equations by employing a technique first used by Lantz (1992), and independently by Braginsky & Roberts (1995), (see also Lantz & Fan (1999)). We first divide the momentum equation (2.4.108) by \( \hat{\rho} \) to give

\[ \left[ \frac{\partial \mathbf{u}}{\partial t} + (\mathbf{u} \cdot \nabla) \mathbf{u} \right] = -\nabla \frac{\hat{p}}{\bar{\rho}} - \frac{\hat{\rho}}{\bar{\rho}} \hat{e}_z - \left( \frac{T a P r}{R a} \right)^{\frac{1}{2}} \Omega \times \mathbf{u} + \left( \frac{P r}{R a} \right)^{\frac{1}{2}} \frac{1}{\bar{\rho}} \nabla \cdot \varsigma. \quad (2.4.113) \]

Now, in particular, consider the first two terms on the right-hand side which can be written as

\[ -\nabla \left( \frac{\hat{p}}{\bar{\rho}} \right) - \left( \frac{\hat{\rho}}{\bar{\rho}} - s \right) \hat{e}_z \]

\[ = -\nabla \left( \frac{\hat{p}}{\bar{\rho}} \right) + s \hat{e}_z - \left[ \frac{1}{\gamma} - \frac{\hat{\rho}}{\bar{\rho}} \frac{d}{dz} \left( \frac{1}{\bar{\rho}} \right) \right] \frac{\hat{p}}{\bar{\rho}} \hat{e}_z \quad (2.4.114) \]

Then, if we assume a polytropic atmosphere, we have \( \hat{p} \propto \frac{\hat{\rho}^{m+1}}{\bar{\rho}^m} \), where \( m \) is the polytropic index. In addition, the reference atmosphere is in hydrostatic equilibrium and so we can rewrite the second term in the square brackets in (2.4.114) to give

\[ -\nabla \left( \frac{\hat{p}}{\bar{\rho}} \right) + s \hat{e}_z - \left[ \frac{1}{\gamma} - \frac{m}{m+1} \right] \frac{\hat{p}}{\bar{\rho}} \hat{e}_z. \quad (2.4.115) \]

For an atmosphere close to adiabatic, \( m \approx 1.5 \) and so for a perfect, monotonic gas (where \( \gamma = \frac{5}{3} \)) the term in the square brackets is small. With this simplification, the momentum equation (2.4.108) becomes

\[ \left[ \frac{\partial \mathbf{u}}{\partial t} + (\mathbf{u} \cdot \nabla) \mathbf{u} \right] = -\nabla \frac{\hat{p}}{\bar{\rho}} + s \hat{e}_z - \left( \frac{T a P r}{R a} \right)^{\frac{1}{2}} \Omega \times \mathbf{u} + \left( \frac{P r}{R a} \right)^{\frac{1}{2}} \frac{1}{\bar{\rho}} \nabla \cdot \varsigma, \quad (2.4.116) \]

and so now we are in a position to eliminate the pressure by taking a curl and reduce the number of thermodynamic variables.
2.4.5 Reference state

The reference state we consider will be independent of time. In addition, the reference variables are related by

\[
\bar{p} = R \bar{\rho} \bar{T}, \tag{2.4.117}
\]
\[
\bar{s} = c_v \ln \left( \frac{\bar{p}}{\bar{\rho}^{\gamma}} \right), \tag{2.4.118}
\]

and they must satisfy the zero order governing equations, i.e., they must satisfy

\[
\nabla \cdot \left[ \frac{k_T}{c_p} \nabla \bar{s} \right] = 0, \tag{2.4.119}
\]
\[
\nabla \bar{p} = -\bar{\rho} g \hat{e}_z. \tag{2.4.120}
\]

The equations have a trivial, static solution that takes the form of a polytrope, i.e., \( \bar{p} = A \bar{\rho}^{(1 + \frac{1}{m})} \)

where \( m \) is the polytropic index and \( A \) is a constant. The hydrostatic condition then gives

\[
\left( 1 + \frac{1}{m} \right) A \bar{\rho}^\frac{1}{m} \frac{d \bar{\rho}}{dz} = -\bar{\rho} g. \tag{2.4.121}
\]

Separating variables and integrating gives

\[
\bar{\rho} = \left( \frac{-gz}{A(m + 1)} + C \right)^m \tag{2.4.122}
\]

and hence

\[
\bar{p} = A \left( \frac{-gz}{A(m + 1)} + C \right)^{m+1}. \tag{2.4.123}
\]

From these we can establish \( \bar{T} \), which is given by

\[
\bar{T} = \frac{\bar{p}}{R \bar{\rho}} = \frac{A}{\bar{R}} \left( \frac{-gz}{A(m + 1)} + C \right). \tag{2.4.124}
\]

This is the dimensional reference state.

In addition, it will be useful to have the reference state in dimensionless form. From equation (2.4.124), the thermal gradient is

\[
\frac{dT}{dz} = \frac{-g}{\bar{R}(m + 1)}, \tag{2.4.125}
\]

which in dimensionless form gives

\[
T_r \frac{dT}{dz} = \frac{-g}{\bar{H}_r(m + 1)}, \tag{2.4.126}
\]

or,

\[
\frac{dT}{dz} = \frac{-g}{\bar{R}(m + 1) T_r} \equiv \theta. \tag{2.4.127}
\]
Defining $\theta$ is such a way, allows us to write the reference state in dimensionless form as

$$\bar{T} = (1 + \theta z), \quad (2.4.128)$$
$$\bar{\rho} = (1 + \theta z)^m, \quad (2.4.129)$$
$$\bar{\rho} = -\frac{(1 + \theta z)^{m+1}}{\theta (m + 1)} = (1 + \theta z)^{m+1}, \quad (2.4.130)$$
$$\bar{s} = \frac{m + 1 - \gamma m}{\gamma} \ln(1 + \theta z) + \text{const} = -\frac{1}{\bar{T}} \ln(1 + \theta z) + \text{const} \quad (2.4.131)$$

where $\frac{m+1-\gamma m}{\gamma} = -\frac{\epsilon}{\bar{T}} = \mathcal{O}(\epsilon)$. Equation (2.4.131) follows from the relation (2.4.118) in conjunction with the definition of $\epsilon$ in (2.4.72).

### 2.4.6 Alternative nondimensionalisation

Equations (2.4.109), (2.4.110) and (2.4.116) are dimensionless governing equations for anelastic convection. However, the typical scales over which they have been derived differ from those used in the nondimensionalisation of the Boussinesq equations in section 2.3.4. We wish to be able to reduce the anelastic equations to the Boussinesq equations easily. We therefore rescale our dimensionless anelastic equations so that they are dimensionless with respect to the layer depth, $d$, and the thermal diffusion time scale, $d^2 \kappa / \nu$. To do this, we let

$$\nabla = \frac{H_r}{d} \tilde{\nabla}, \quad t = \frac{d^2}{\kappa_r} \left( \frac{g_r H_r}{d} \right)^{\frac{3}{2}} t, \quad \tilde{u} = \frac{\kappa_r}{d} \frac{1}{(g_r H_r)^{\frac{3}{2}}} \tilde{u}, \quad \tilde{p} = \frac{\kappa_r^2}{d^2 g_r H_r} \tilde{p}, \quad (2.4.132)$$

where a tilde denotes the dimensionless quantities with respect to the new nondimensionalisation. With these new scalings, the momentum equation (2.4.116), after dividing by $\frac{\kappa_r^2}{g_r d^2}$, becomes

$$\frac{\partial \tilde{u}}{\partial \tilde{t}} + (\tilde{u} \cdot \tilde{\nabla}) \tilde{u} = -\tilde{\nabla} \frac{\tilde{p}}{\tilde{\rho}} + \frac{g_r d^3}{\kappa_r^2} \tilde{e}_z - \frac{2\Omega_x d^2}{\kappa_r^2} \tilde{\Omega} \times \tilde{u} + \frac{1}{\tilde{\rho} \kappa_r} \tilde{\nabla} \cdot (\mu_r \tilde{\tau}), \quad (2.4.133)$$

which can be written as

$$\frac{\partial \tilde{u}}{\partial \tilde{t}} + (\tilde{u} \cdot \tilde{\nabla}) \tilde{u} = -\tilde{\nabla} \left( \frac{\tilde{p}}{\tilde{\rho}} \right) + Ra Pr s \tilde{e}_z - T_a \frac{\tilde{\Omega} \times \tilde{u}}{\tilde{\rho}} + \frac{Pr}{\tilde{\rho}} \tilde{\nabla} \cdot \tilde{\xi}, \quad (2.4.134)$$

where

$$T_a = \frac{4 \Omega_x^2 d^4}{\nu^2}, \quad Ra = \frac{g d^3}{\kappa_r \nu_r}, \quad Pr = \frac{\nu_r}{\kappa_r}. \quad (2.4.135)$$

The continuity equation (2.4.109) keeps the same form and becomes

$$\nabla \cdot (\tilde{\rho} \tilde{u}) = 0. \quad (2.4.136)$$
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The energy equation (2.4.110) becomes

\[
\frac{\kappa_r H_r^2}{d^2 g r} \frac{\partial \bar{s}}{\partial \bar{t}} + (\bar{u} \cdot \nabla)(\bar{s} + \bar{s}) = \frac{k_{T,r} H_r^2}{H_r^2 \rho_r c_p, r g r d^2} \nabla [T \nabla (\bar{s} + \bar{s})] + \frac{\mu_r \kappa_r H_r^2}{\rho_r T_c, r d^2 g r} \frac{\bar{\tau}^2}{2},
\]

\[(2.4.137)\]

which, after dividing by \(\frac{\kappa_r}{d^2 g r} \left( \frac{H_r}{g r} \right)^\frac{3}{2}\) gives

\[
\bar{\rho} \bar{\nabla} [\bar{s} \frac{\partial \bar{s}}{\partial \bar{t}} + (\bar{u} \cdot \nabla)(\bar{s} + \bar{s})] = \bar{\nabla} \cdot [\bar{T} \nabla (\bar{s} + \bar{s})] + \frac{\kappa_r \rho_r c_p, r}{\rho_r T_c, r d^2 g r} \frac{\bar{\tau}^2}{2}.
\]

\[(2.4.138)\]

Now, \(\theta = -\frac{q_d}{c_p \kappa_r}\) and \(k_{T,r} = \kappa_r \rho_r c_p, r\) which gives

\[
\bar{\rho} \bar{\nabla} [\bar{s} \frac{\partial \bar{s}}{\partial \bar{t}} + (\bar{u} \cdot \nabla)(\bar{s} + \bar{s})] = \bar{\nabla} \cdot [\bar{T} \nabla (\bar{s} + \bar{s})] - \frac{\theta}{\bar{\rho} R_a} \frac{\bar{\tau}^2}{2}.
\]

\[(2.4.139)\]

With this new nondimensionalisation, the reference state, given by (2.4.128)-(2.4.131), becomes

\[
\bar{T} = 1 + \theta z, \quad \bar{\rho} = (1 + \theta z)^m, \quad \bar{p} = -\frac{RaPr}{\theta (m + 1)} (1 + \theta z)^{m+1},
\]

\[(2.4.140)\]

\[
\bar{s} = \frac{m + 1 - \gamma m}{\gamma \epsilon} \ln(1 + \theta z) + \text{const} \quad \text{with} \quad \frac{m + 1 - \gamma m}{\gamma} = -\frac{\epsilon}{\theta} = O(\epsilon).
\]

\[(2.4.141)\]

We note here that \(z\) is increasing upwards consistent with our Boussinesq formalism, this is in contrast to many anelastic studies where \(z\) increases downwards, see e.g., Roxburgh (2007).

Now that we have defined our reference state we can substitute it into our equations (2.4.134), (2.4.136) and (2.4.139) to give the equations for the perturbations as

\[
\frac{\partial \bar{u}}{\partial \bar{t}} + (\bar{u} \cdot \nabla) \bar{u} = -\nabla \left( \frac{\bar{p}}{\bar{\rho}} \right) + RaPr s \hat{e}_z - Ta \frac{1}{2} Pr (\Omega \times \bar{u}) + Pr \nabla^2 \bar{u}
\]

\[
+ \frac{Pr \kappa_r}{1 + \theta z} \left[ \frac{\partial \bar{u}}{\partial \bar{z}} + \frac{2}{3} \nabla w + \frac{1}{3} (1 + 2m) \theta \frac{w}{1 + \theta z} \hat{e}_z \right],
\]

\[(2.4.142)\]

\[
\nabla \cdot \bar{u} = -\frac{m \theta}{1 + \theta z} w,
\]

\[(2.4.143)\]

\[
\frac{\partial \bar{s}}{\partial \bar{t}} + \bar{u} \cdot \nabla \bar{s} = \frac{w}{1 + \theta z} + \frac{1}{\bar{\rho}} \nabla^2 \bar{s} + \frac{\theta}{(1 + \theta z)^{m+1}} \frac{\partial \bar{s}}{\partial \bar{z}}
\]

\[
- \frac{\theta}{Ra (1 + \theta z)} \left[ \sum_{i=1}^{3} \left( \frac{\partial u_i}{\partial x_i} \right)^2 + \sum_{i<j} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right)^2 - \frac{2}{3} (\nabla \cdot \bar{u})^2 \right],
\]

\[(2.4.144)\]

where we have removed the tildes form the perturbation variables. These equations are similar to those given in Mizerski & Tobias (2011). The key difference here however is the introduction of a tilted rotation vector, \(\Omega = (0, \cos \phi, \sin \phi)\).
2.4.7 Boundary conditions

For the anelastic system, the boundary conditions we use are slightly different to the ones used in the Boussinesq system. Instead of conditions on the temperature at the boundaries, we impose conditions on the entropy. We will assume the entropy to be fixed on the top and bottom boundaries, so that any perturbation to the basic state entropy must vanish on the boundaries, i.e.,

\[ s = 0 \quad \text{on} \quad z = 0, 1. \quad (2.4.145) \]

As in the Boussinesq case, we assume impenetrable, stress free boundaries, and so we have

\[ w = 0, \quad \frac{\partial u}{\partial z} = \frac{\partial v}{\partial z} = 0 \quad \text{on} \quad z = 0, 1. \quad (2.4.146) \]

But, since \( \nabla \cdot \mathbf{u} \neq 0 \) in the anelastic system, the conditions (2.4.146) translate to a different condition on \( w \) than the one in the Boussinesq case, see equation (2.3.46). To derive the new condition, we consider \( \frac{\partial}{\partial z} \nabla \cdot \mathbf{u} \), from equation (2.4.143) we have

\[ \frac{\partial}{\partial z} \nabla \cdot \mathbf{u} = \frac{\partial^2 u}{\partial z \partial x} + \frac{\partial^2 v}{\partial z \partial y} + \frac{\partial^2 w}{\partial z^2} = -\frac{m \theta}{1 + \theta z} \frac{\partial w}{\partial z} + \frac{m \theta^2}{(1 + \theta z)^2} w. \quad (2.4.147) \]

Then, using (2.4.146), this gives

\[ \frac{\partial^2 w}{\partial z^2} = -\frac{m \theta}{1 + \theta z} \frac{\partial w}{\partial z} \quad \text{on} \quad z = 0, 1. \quad (2.4.148) \]

The condition on the vertical component of the vorticity remains as in the Boussinesq case, i.e.,

\[ \frac{\partial \omega}{\partial z} = 0 \quad \text{on} \quad z = 0, 1. \quad (2.4.149) \]

2.4.8 Basic state

The basic state can be slightly different to the reference state. But here we consider a static, steady basic state in which

\[ \mathbf{u}_{BS} = 0, \quad \rho_{BS} = p_{BS} = s_{BS} = T_{BS} = 0. \quad (2.4.150) \]

Therefore, in this case, the reference state and basic state are equivalent. However, if for example, we were to consider the addition of a magnetic field, then the reference state would remain as non-magnetic and the magnetic field would be introduced through the basic state.
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2.5 Summary

In this chapter, we introduced the model we will use throughout this thesis (see section 2.1). The model is based upon the one used by Hathaway et al. (1980), as described in section 1.5, i.e., we consider a plane layer of fluid rotating about an axis that is oblique to gravity. The basic state involves the imposition of both a horizontal and a vertical temperature gradient so that the basic state velocity contains a zonal thermal wind with vertical shear. However, extra to the Hathaway model, we impose a horizontal basic state magnetic field and we replace the no-slip boundary conditions of Hathaway et al. (1980), with stress free boundary conditions.

We presented the fully compressible fluid and MHD equations describing our system, in a rotating frame, but, as these equations are computationally demanding to solve, we discussed two approximations which we invoke in subsequent chapters.

1. The Boussinesq approximation was introduced in section 2.3 and allows density variations to be neglected in all terms except the buoyancy term. We derived perturbation equations under this approximation and recast them into dimensionless form. In Chapter 3, we consider the linearisation of these equations and in Chapters 6 and 8 we solve the nonlinear Boussinesq equations.

2. The anelastic approximation was introduced in section 2.4 and allows for density stratification in the fluid layer, whilst still filtering out the fast sound waves present in the fully compressible system. We derived the perturbation equations under this approximation, and considered the simplest basic state, so that there is no thermal wind or magnetic field to consider. In doing so, we have extended the system of Mizerski & Tobias (2011) to include a tilted rotation vector. We perform a linear study of these equations in Chapter 4 and a nonlinear study in Chapter 7.
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Linear Boussinesq Convection

3.1 Introduction

In Chapter 2, we derived the equations that describe the evolution of perturbations to a basic state of the hydrodynamic variables. The perturbations were of arbitrary size but in this chapter we assume them to be small enough that we can treat all products of perturbations to be negligible. By neglecting such products, we linearise the system of equations. Once we have the linear equations we are able to perform a normal mode decomposition and analyse the stability of the system. This is a well documented procedure and details can be found in Chandrasekhar (1961), Drazin & Reid (1981), amongst others.

There have been many studies of the linear stability of convection in a Boussinesq system. Early studies in a spherical geometry were performed by Roberts (1968) and Busse (1970), but these works were later shown to have shortcomings. Jones et al. (2000) improved on this early work and their results also agreed with the numerical simulations carried out by Zhang (1992). Dormy et al. (2004) considered the onset of convection in rotating spherical shells. The spherical geometry adds an extra level of complexity to computations and so other geometries have been studied for their relative computational ease. A setup that has been able to capture some of the features seen in a full spherical model is that of the annulus model (Busse (1970)). However, often considered the simplest of geometries to examine, is that of a plane layer as described in section 1.5 of the introduction.

The linear stability of a plane layer of fluid that is rotating about an axis parallel to gravity has been widely investigated, Chandrasekhar (1961) gives the most comprehensive review of the stability of this setup, but we also highlight some other studies. Eltayeb (1972) used linear stability
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analysis to study hydromagnetic convection in a rapidly rotating fluid layer for four different orientations of rotation vector and magnetic field (see also Eltayeb (1975)), although they do not examine the case where the rotation vector is oblique to gravity and the imposed magnetic field is horizontal. In addition, Roberts & Jones (2000) considered a plane layer rotating about a vertical axis in the presence of a horizontal magnetic field at large Prandtl number. Arter (1983) investigated non-rotating convection in an imposed horizontal magnetic field, whilst this was primarily a nonlinear study, he did derive results from linear theory.

In the hydrodynamic regime, Teed et al. (2010) considered the effect of a thermal wind on plane layer convection but rotating about an axis parallel to gravity. As well as thermal instabilities they allowed for the possibility of baroclinic instabilities in a stably stratified fluid. They found, for a strong enough thermal wind, the system could be unstable even if the the layer was stably stratified.

A plane layer with vertical rotation is appropriate for modelling regions close to the poles on a spherical body, but if the layer is allowed to rotate at an angle oblique to gravity (the vertical direction) then it can be used to represent different latitudes on a spherical body. The linear stability of this setup was considered by Hathaway et al. (1979, 1980), who also imposed horizontal temperature gradients in the basic state to produce a thermal wind. This model was discussed in more detail in section 1.5.

We begin by deriving the linear equations for the Hathaway model, but, in addition, we will allow for the presence of a horizontal magnetic field. In other words, we linearise the nonlinear equations derived in Chapter 2.

3.2 Linear theory

3.2.1 Linearisation of the governing equations

On neglecting terms which are quadratic in the perturbations, the nondimensional equations (2.3.51)-(2.3.55) become

\[
\begin{align*}
\frac{\partial \mathbf{u}}{\partial t} &+ U \frac{\partial \mathbf{u}}{\partial x} + w \frac{\partial \mathbf{u}_{BS}}{\partial z} = -Pr \nabla p + Ra Pr \theta \mathbf{e}_z - \frac{T_a}{2} Pr \mathbf{e}_z \times \mathbf{u} + Q \zeta Pr \left[ (\nabla \times \mathbf{B}) \times \mathbf{B}_{BS} \right] + Pr \nabla^2 \mathbf{u}, \\
\nabla \cdot \mathbf{u} & = 0, \\
\frac{\partial \theta}{\partial t} &+ U \frac{\partial \theta}{\partial x} + T_a v - w = \nabla^2 \theta,
\end{align*}
\]

(3.2.1)  

(3.2.2)  

(3.2.3)
\[
\frac{\partial \mathbf{B}}{\partial t} = \nabla \times [(\mathbf{u}_{BS} \times \mathbf{B}) + (\mathbf{u} \times \mathbf{B}_{BS})] + \zeta \nabla^2 \mathbf{B}, \tag{3.2.4}
\]
\[
\nabla \cdot \mathbf{B} = 0. \tag{3.2.5}
\]

For clarity, we have removed the tildes from the perturbation quantities. Recall from equations (2.3.46)-(2.3.49), the boundary conditions we impose when solving these equations are
\[
w = 0, \quad \frac{\partial^2 w}{\partial z^2} = 0, \quad \frac{\partial \varphi}{\partial z} = 0, \quad \theta = 0, \quad B_3 = 0, \quad \frac{\partial B_1}{\partial z} = 0 \tag{3.2.6}
\]
on \(z = 0, 1\).

### 3.2.2 Normal mode decomposition

To solve the system of equations (3.2.1)-(3.2.5) subject to the boundary conditions (3.2.6), we consider wave-like disturbances of the form
\[
\theta(x, y, z, t) = \text{Re} \{\Theta(z) f(x, y, t)\}, \tag{3.2.7}
\]
where \(f(x, y, t) = e^{ikx + ily + \sigma t}\), \(\Theta\) is the amplitude, \(k\) and \(l\) are the real wavenumbers in the \(x\) and \(y\) directions respectively, and \(\sigma\) is the complex growth rate. Note we can write the growth rate as \(\sigma = \sigma_R + i\sigma_I\) where \(\sigma_R\) represents the growth rate of the disturbance and \(\sigma_I\) is the frequency of oscillations of the mode. Furthermore, in some cases, it will be convenient to write the frequency as \(\sigma_I = \omega\) and in what follows, both representations of the frequency will be used. Now, since \(\nabla \cdot \mathbf{u} = 0\), we can write
\[
\mathbf{u} = \nabla \times \left( \tilde{Z} \hat{z} \right) + \nabla \times \left( \nabla \times \tilde{W} \hat{z} \right),
\]
where \(\tilde{Z}(z) = \frac{Z}{a^2} f(x, y, t)\) and \(\tilde{W} = \frac{W(z)}{a^2} f(x, y, t)\) and therefore
\[
(u, v, w) = \text{Re} \left\{ \left[ \frac{ik}{a^2} D W + \frac{il}{a^2} Z, \frac{il}{a^2} D W - \frac{ik}{a^2} Z, W \right] f(x, y, t) \right\}, \tag{3.2.8}
\]
where \(D \equiv \frac{d}{dz}\) and \(a^2 = k^2 + l^2\) is the total horizontal wavenumber. In this expansion, \(W(z)\) is the amplitude function for the vertical velocity and \(Z(z)\) the amplitude function for the vertical vorticity, i.e.,
\[
\varphi = \frac{\partial v}{\partial x} - \frac{\partial u}{\partial y} = \text{Re} \left\{ Z(z) e^{ikx + ily + \sigma t} \right\}, \tag{3.2.9}
\]
where \(\varphi\) is the \(z\)-component of the vorticity, \(\nabla \times \mathbf{u}\). Similarly, since \(\nabla \cdot \mathbf{B} = 0\) we can write
\[
\mathbf{B} = \nabla \times \left( \tilde{T} \hat{z} \right) + \nabla \times \left( \nabla \times \tilde{P} \hat{z} \right)
\]
where \(\tilde{T} = \frac{T}{a^2} f(x, y, t)\) and \(\tilde{P} = \frac{P(z)}{a^2} f(x, y, t)\) and therefore
\[
(B_1, B_2, B_3) = \text{Re} \left\{ \left[ \frac{ik}{a^2} D P + \frac{il}{a^2} T, \frac{il}{a^2} D P - \frac{ik}{a^2} T, P \right] f(x, y, t) \right\}. \tag{3.2.10}
\]
By writing $u$ and $B$ in such a way means that $\nabla \cdot u = 0$ and $\nabla \cdot B = 0$ are automatically satisfied.

To eliminate the pressure perturbation we take the curl of equation (3.2.1), i.e., we form the vorticity equation. The vertical component of this equation is given by

$$\frac{\partial \varphi}{\partial t} + U \frac{\partial \varphi}{\partial x} - \frac{\partial w}{\partial y} DU = - Pr Ta^{\frac{1}{2}} \left[ \sin \phi \left( \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} \right) - \cos \phi \frac{\partial w}{\partial y} \right] + Pr \nabla^2 \varphi$$

$$+ Q \zeta Pr \left[ \left( \cos \alpha \frac{\partial}{\partial x} + \sin \alpha \frac{\partial}{\partial y} \right) \left( \frac{\partial B_2}{\partial x} - \frac{\partial B_1}{\partial y} \right) \right] . \quad (3.2.11)$$

Then, by assuming solutions of the form (3.2.7)-(3.2.10), we obtain

$$\sigma Z + ik U Z - il W DU = Pr Ta^{\frac{1}{2}} (sin \phi DW + il \cos \phi W) + Pr (D^2 - a^2) Z$$

$$+ Q \zeta Pr (\cos \alpha k + \sin \alpha l) T, \quad (3.2.12)$$

where we have used $\frac{\partial w}{\partial z} = - \left( \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} \right)$ from $\nabla \cdot u = 0$, and $\frac{\partial B_2}{\partial x} - \frac{\partial B_1}{\partial y} = T$ from equation (3.2.10).

Now, if we take the $z$-component of the curl of the vorticity equation, i.e., the curl of the curl of equation (3.2.1), then we obtain

$$\frac{\partial}{\partial t} (\nabla^2 w) + U \frac{\partial}{\partial x} (\nabla^2 w) = - Ra Pr \left( \frac{\partial^2 \theta}{\partial x^2} + \frac{\partial^2 \theta}{\partial y^2} \right) + Pr Ta^{\frac{1}{2}} \left( \cos \phi \frac{\partial \varphi}{\partial y} + \sin \phi \frac{\partial \varphi}{\partial z} \right)$$

$$+ Pr \nabla^2 (\nabla^2 w) + Q \zeta Pr \left[ \left( \cos \alpha \frac{\partial}{\partial x} + \sin \alpha \frac{\partial}{\partial y} \right) (\nabla^2 B_3) \right], \quad (3.2.13)$$

where we have used the vector relation $\nabla \times (\nabla \times u) = - \nabla^2 u$ (since $\nabla \cdot u = 0$). Assuming normal mode solutions in equation (3.2.13) gives

$$- \sigma (D^2 - a^2) W - U i k (D^2 - a^2) W = -a^2 Ra Pr \Theta + Pr Ta^{\frac{1}{2}} (\cos \alpha k Z + \sin \phi DZ)$$

$$- Pr (D^2 - a^2)^2 W - Q \zeta Pr (i k \cos \alpha + i l \sin \alpha) (D^2 - a^2) \mathcal{P}. \quad (3.2.14)$$

Normal mode decomposition of the heat equation (3.2.3) gives

$$[\sigma + ikU] a^2 \Theta + T_y (i l DW - i k Z) + T_z a^2 W = a^2 (D^2 - a^2) \Theta. \quad (3.2.15)$$

Regarding the evolution of the magnetic field, the $z$-component of the induction equation (3.2.4) is given by

$$\frac{\partial B_3}{\partial t} = \frac{\partial}{\partial x} (-UB_3 + w \cos \alpha) - \frac{\partial}{\partial y} (-w \sin \alpha) + \zeta \nabla^2 B_3, \quad (3.2.16)$$

which, on substitution of the separable solutions (3.2.8) and (3.2.10) gives

$$\sigma \mathcal{P} = -ikU \mathcal{P} + ikW \cos \alpha + ilW \sin \alpha + \zeta (D^2 - a^2) \mathcal{P}, \quad (3.2.17)$$
and the $z$-component of the curl of the induction equation (3.2.4) gives

$$\frac{\partial}{\partial t} \left( \frac{\partial B_2}{\partial x} - \frac{\partial B_1}{\partial y} \right) = \sin \alpha \left( - \frac{\partial^2 w}{\partial x \partial z} - \frac{\partial^2 u}{\partial y^2} - \frac{\partial^2 u}{\partial y^2} \right) + \cos \alpha \left( \frac{\partial^2 v}{\partial x^2} + \frac{\partial^2 v}{\partial y^2} + \frac{\partial^2 w}{\partial y \partial z} \right) - U \left( \frac{\partial^2 B_2}{\partial x^2} + \frac{\partial^2 B_2}{\partial y^2} + \frac{\partial^2 B_3}{\partial y \partial z} \right) - DU \frac{\partial B_3}{\partial y} + \zeta \nabla^2 \left( \frac{\partial B_2}{\partial x} - \frac{\partial B_1}{\partial y} \right),$$

(3.2.18)

which in separable form can be written as

$$\sigma T = \sin \alpha i l Z + \cos \alpha i k Z + \zeta \left( D^2 - a^2 \right) T - i l DU P - i k U T$$

(3.2.19)

using $\nabla \cdot u = \nabla \cdot B = 0$.

So, in summary, our governing equations for linearised Boussinesq convection are

\[
\begin{align*}
[\sigma + i k U(z)](D^2 - a^2)W + Pr Ta^2 (i l \cos \phi Z + \sin \phi DZ) &= -a^2 Pr Ra \Theta \\
+ Pr(D^2 - a^2)^2 W + Q \zeta Pr (i l \sin \alpha + ik \cos \alpha)(D^2 - a^2)P,
\end{align*}
\]

(3.2.20)

\[
\begin{align*}
[\sigma + i k U(z)]Z - i l DU W - Pr Ta^2 (i l \cos \phi W + \sin \phi DW) &= \\
Pr(D^2 - a^2)Z + Q \zeta Pr (i l \sin \alpha + ik \cos \alpha)T,
\end{align*}
\]

(3.2.21)

\[
\begin{align*}
[\sigma + i k U(z)]a^2 \Theta + T_y (i l DW - ik Z) - a^2 W &= a^2(D^2 - a^2)\Theta, \\
[\sigma + i k U(z)]P - (i l \sin \alpha + ik \cos \alpha)W &= \zeta(D^2 - a^2)P,
\end{align*}
\]

(3.2.22)

\[
\begin{align*}
[\sigma + i k U(z)]T - (i l \sin \alpha + ik \cos \alpha)Z + i l DU P &= \zeta(D^2 - a^2)T.
\end{align*}
\]

(3.2.23)

\[
\begin{align*}
[\sigma + i k U(z)]P - (i l \sin \alpha + ik \cos \alpha)Z + i l DU P &= \zeta(D^2 - a^2)T.
\end{align*}
\]

(3.2.24)

### 3.2.3 Boundary conditions

The boundary conditions given by (3.2.6) need transforming into a form compatible with the above notation. The conditions on the vertical velocity component and the temperature conditions become respectively,

\[
w = 0 \Rightarrow W = 0 \quad \text{on} \quad z = 0, 1, \quad (3.2.25)\\
\theta = 0 \Rightarrow \Theta = 0 \quad \text{on} \quad z = 0, 1. \quad (3.2.26)
\]

For stress free boundaries we also have

\[
\frac{\partial^2 w}{\partial z^2} = 0 \Rightarrow D^2 W = 0 \quad \text{on} \quad z = 0, 1, \quad (3.2.27)\\
\frac{\partial \phi}{\partial z} = 0 \Rightarrow DZ = 0 \quad \text{on} \quad z = 0, 1. \quad (3.2.28)
\]

The magnetic boundary conditions transform as

\[
B_3 = 0 \Rightarrow P = 0 \quad \text{on} \quad z = 0, 1, \quad (3.2.29)\\
\frac{\partial B_1}{\partial z} = 0 \Rightarrow DT = 0 \quad \text{on} \quad z = 0, 1. \quad (3.2.30)
\]
Equations (3.2.20)-(3.2.24) form a 12th order linear system of ODEs. Together with boundary conditions (3.2.25)-(3.2.30) they form a complex eigenvalue problem. For a small number of parameter regimes, this system can be solved analytically. For example, when \( T_a = 0, B = 0 \), we reduce to the simplest case considered in Chandrasekhar (1961), and the values of the Rayleigh number and wavenumber at the onset of convection can be determined exactly as

\[
Ra_{\text{crit}} = \frac{27\pi^4}{4}, \quad \omega_{\text{crit}} = \frac{\pi}{\sqrt{2}}.
\]

(3.2.31)

However, in general, we are required to solve the equations (3.2.20)-(3.2.24) numerically.

### 3.3 Numerical method

To solve our eigenvalue problem numerically we use a routine in MATLAB known as bvp4c, developed by Shampine \textit{et al.} (2000). Almost any boundary value problem (BVP) can be formulated for solution with bvp4c. The first step is to write the equations to be solved as a system of first order ODEs. To do this we introduce new variables, one for each variable in the original problem plus one for each of its derivatives up to one less than the highest derivative appearing.

In order to use this method to solve equations (3.2.20)-(3.2.24), subject to the boundary conditions given by (3.2.25)-(3.2.30), we first split the equations into their real and imaginary parts. To do this we write each of the variables as a sum of its real and imaginary parts, i.e., write

\[
W = W_R + iW_I, \quad Z = Z_R + iZ_I, \quad \Theta = \Theta_R + i\Theta_I, \quad \sigma = \sigma_R + i\sigma_I, \quad P = P_R + iP_I, \quad T = T_R + iT_I.
\]

(3.3.32) (3.3.33)

and substitute into each of the five equations (3.2.20)-(3.2.24). Taking the real and imaginary parts of these equations gives us ten equations, which we then write as a system of 24 first order differential equations. Since this is a linear eigenvalue problem, the amplitude is arbitrary, and so, in order to fix this amplitude, we require extra boundary conditions, one for each of the eigenvalues. Typically, we take either \( D\Theta_R = D\Theta_I = 1 \) or \( DW_R = DW_I = 1 \).

We have developed two main variations of our linear code that use bvp4c. The first of these imposes \( \sigma_R = 0 \) and solves for \( Ra_c \equiv Ra \) and \( \omega_c \equiv \sigma_I \), for a given \( k \) and \( l \). In other words, it finds the modes which are marginally stable (they are neither growing (\( \sigma_R > 0 \)) nor decaying (\( \sigma_R < 0 \))) and the frequency at which they occur. By minimising \( Ra_c \) over all wavenumbers, we obtain the critical Rayleigh number, \( Ra_{\text{crit}} \). The wavenumbers at which this critical value occurs
are the critical wavenumbers, denoted $k_{\text{crit}}$ and $l_{\text{crit}}$, the total critical wavenumber is then given by

$$a_{\text{crit}} = \sqrt{k_{\text{crit}}^2 + l_{\text{crit}}^2}.$$  

The corresponding critical frequency of this mode is denoted $\omega_{\text{crit}}$. We refer to the critical Rayleigh number, critical wavenumber and critical frequency collectively as the critical values. Note, a larger critical wavenumber corresponds to a smaller length scale and vice versa. Similarly, a larger critical frequency corresponds to a solution with a shorter time period and vice versa.

$\sigma_R = 0$ determines the Rayleigh number required for the onset of instability. The instability can occur either as a direct bifurcation, where $\sigma_R = \omega_c = 0$ or as a Hopf bifurcation, where $\sigma_R = 0$ but $\omega_c \neq 0$. The first of these situations is referred to as stationary instability and the second as oscillatory instability (or overstability). For regular Rayleigh-Bénard convection, it has been shown that overstability is preferred if $Pr \lesssim 0.6766$ and if $Ta > Ta^*$, where $Ta^*$ is a function of wavenumber and $Pr$. The exact values and proof of this can be found in Chandrasekhar (1961).

The second variation of our code solves for $\sigma_R$ and $\sigma_I$, for a given $Ra$, $k$ and $l$. This allows us to determine the growth rate of a mode, for a particular set of parameters. Maximising the calculated $\sigma_R$ over the wavenumbers determines the fastest growing mode, and the wavenumber at which this mode occurs, and therefore establishing the wavelength of the mode we would expect to see in an experiment.

### 3.3.1 Eigenfunctions

After solving our 24 first order ODEs, MATLAB bvp4c allows us to retrieve any of our 24 variables. In particular, we are able to find the real and imaginary parts of $W$, $Z$, $\Theta$, $DW$, $P$, $T$ and $D\mathcal{P}$, evaluated at a series of points in $z$. We are then able to reconstruct $\theta$, $u$, and $B$ using equations (3.2.7), (3.2.8) and (3.2.10). Equation (3.2.8) gives the velocity field perturbations as

$$u = Re \left\{ \left( \frac{ik}{a^2} DW + \frac{il}{a^2} Z \right) e^{ikx + ily + \sigma t} \right\},$$

$$v = Re \left\{ \left( \frac{il}{a^2} DW - \frac{ik}{a^2} Z \right) e^{ikx + ily + \sigma t} \right\},$$

$$w = Re \left\{ We^{ikx + ily + \sigma t} \right\}.$$  

The temperature perturbation from (3.2.7) is given by

$$\theta = Re \left\{ \Theta e^{ikx + ily + \sigma t} \right\}$$
and the magnetic field perturbation components from (3.2.10) are similarly given by

\[ B_1 = \text{Re} \left\{ \left( \frac{ik}{a^2} D\mathcal{P} + \frac{il}{a^2} \mathcal{T} \right) e^{ikx + ily + \sigma t} \right\}, \]  
\[ (3.3.38) \]

\[ B_2 = \text{Re} \left\{ \left( \frac{il}{a^2} D\mathcal{P} - \frac{ik}{a^2} \mathcal{T} \right) e^{ikx + ily + \sigma t} \right\}, \]  
\[ (3.3.39) \]

\[ B_3 = \text{Re}\left[ \mathcal{P} e^{ikx + ily + \sigma t} \right]. \]  
\[ (3.3.40) \]

### 3.4 Numerical results

In this section we present the linear results; they can be categorised into three parts. We begin by considering the purely hydrodynamic case (see section 3.5), i.e., we set \( B = 0 \) (and so \( \mathcal{P} = \mathcal{T} = 0 \)) and neglect the equations given by (3.2.23) and (3.2.24). As a result, we reduce to the system of equations solved by Hathaway et al. (1980) (hereafter HTG), however, we shall enforce stress free boundary conditions whereas HTG imposed no slip boundary conditions. We will consider two cases within this hydrodynamic regime: initially, the basic state temperature will be taken to vary only in \( z \) and therefore there will be no thermal wind, i.e., \( T_y = U = 0 \). A horizontal temperature gradient will be included in the second part of the hydrodynamic section though, and the the effects of a thermal wind considered. The final part of the chapter (see section 3.6) will take \( \mathbf{B} \neq 0 \) and so the effects of a horizontal magnetic field on rotating convection can be examined, but no thermal wind effects will be present.

### 3.5 Hydrodynamic results (\( B = 0 \))

As mentioned above, when \( B = 0 \), our system of equations reduces to the same system of equations as those used by HTG, and therefore we use their results as a test for our numerical code. However, HTG have rigid boundaries and so for the purposes of the test we have to change from stress free to no slip boundary conditions. This involves invoking \( DW = Z = 0 \) on the boundaries instead of \( D^2W = DZ = 0 \). Our first test involves a case where \( T_y = 0 \). We calculate the critical Rayleigh number and critical wavenumber as a function of \( Ta \) for north-south (NS) and east-west (EW) convection rolls in a layer with \( \phi = \frac{\pi}{4} \) (see figure 3.1). NS rolls are defined as convection rolls whose axes are aligned in the \( y \)-direction (NS direction) and similarly EW convection rolls are those whose axes are aligned in the \( x \)-direction (EW direction). When \( \phi = \frac{\pi}{2} \), NS and EW rolls are equivalent because of the symmetry about the \( z \) axis, however, when \( \phi \neq \frac{\pi}{2} \), there is a distinction to be made between NS and EW rolls. Figure 3.1 is identical
to figure 2 of HTG and provides good support for the validity of our numerical code. We also successfully verified the code against a number of other cases, including ones where $T_y \neq 0$.

![Graph showing critical Rayleigh number ($Ra_{crit}$) and critical wavenumber ($a_{crit}$) against Taylor number ($Ta$) for NS (solid line) and EW (dashed line) convection rolls, in a layer with $\phi = \frac{\pi}{4}$.](image)

This figure exactly replicates figure 2 of HTG and provides good support for the accuracy of our numerical code.

### 3.5.1 Prandtl number effects

In many astrophysical situations, such as stellar interiors, the fluid Prandtl number is much smaller than unity and so the small $Pr$ regime is one we wish to investigate further. The majority of work by HTG fixes $Pr = 1$, with a small amount of time given to $Pr = 0.1$. In this section, we examine the effects of small $Pr$ in more detail. As mentioned in section 3.3, for small $Pr$, convection can set in as oscillatory modes and so we must consider the possibility of both direct and overstable convection.

$T_y = 0$

Initially, we consider the effects of small $Pr$ on the onset of convection in a system with a tilted rotation vector, but no thermal wind ($T_y = 0$). We study the dependence on $Ta$ of the critical Rayleigh number, wavenumber and frequency given by $Ra_{crit}$, $a_{crit}$ and $\omega_{crit}$ respectively. Figures 3.2 and 3.3 show separately the critical values as a function of $Ta$, for the cases of NS and EW convection rolls respectively, for a layer at $\phi = \frac{\pi}{4}$. The Rayleigh number at onset is
independent of $Pr$ for direct modes, however, the Rayleigh number required for the onset of oscillatory convection depends on $Pr$. For NS rolls, $Ra_{\text{crit}}$ decreases with decreasing $Pr$ for fixed $Ta$, as do $k_{\text{crit}}$ and $\omega_{\text{crit}}$, as shown in figure 3.2. As discussed in Chandrasekhar (1961), the tilted rotation vector has the effect of reducing the rotation rate by a factor of $\sin \phi$ on convection in the $x$-$z$ plane. This results in the NS rolls having the same qualitative behaviour as for vertical rotation but with reduced critical values.

In contrast, the tilted rotation vector has a larger impact on the convection in the $y$-$z$ plane (EW rolls) as seen in figure 3.3. For smaller $Pr$, the growth of $Ra_{\text{crit}}$ with $Ta$ does not immediately settle to a power law and the critical wavenumber decreases with increasing $Ta$, before increasing again. Also, in this case, it is not always true that $Ra_{\text{crit}}$ decreases with decreasing $Pr$ for fixed $Ta$. For example, at $Ta = 5 \times 10^5$, $Ra_{\text{crit}} = 8413.2$ when $Pr = 0.0125$ but $Ra_{\text{crit}} = 8521.7$ when $Pr = 0.00625$. As was reported by HTG, for fixed $Ta$ and $Pr$ a lower $Ra$ is required to destabilise NS rolls than EW rolls, we see this in our case too, i.e., for stress free boundary conditions at small $Pr$. Note also, for convection to onset as oscillatory modes, the rotation rate has to be high enough, and that this transition rotation rate is lower for EW rolls than it is for NS rolls.

![Figure 3.2: Critical values for NS rolls.](image)

(a) Critical Rayleigh number, $Ra_{\text{crit}}$, (b) critical wavenumber, $k_{\text{crit}}$, and (c) critical frequency, $\omega_{\text{crit}}$, of NS rolls against Taylor number, $Ta$, for different $Pr$ in a layer at $\phi = \frac{\pi}{4}$. The black line represents direct modes and all other lines represent oscillatory modes. In black $Pr = 1$, blue $Pr = 0.1$, green $Pr = 0.05$, red $Pr = 0.025$, purple $Pr = 0.0125$ and orange $Pr = 0.00625$. 
Figure 3.3: Critical values for EW rolls. (a) Critical Rayleigh number, $Ra_{\text{crit}}$, (b) critical wavenumber, $l_{\text{crit}}$, and (c) critical frequency, $\omega_{\text{crit}}$, of EW rolls against Taylor number, $Ta$, for different $Pr$ in a layer at $\phi = \frac{\pi}{4}$. The black line represents direct modes and all other lines represent oscillatory modes. In black $Pr = 1$, blue $Pr = 0.1$, green $Pr = 0.05$, red $Pr = 0.025$, purple $Pr = 0.0125$ and orange $Pr = 0.00625$.

$T_y \neq 0$

This section considers the case when $T_y \neq 0$ and so a horizontal temperature gradient is present in the basic state, resulting in a thermal wind, as discussed in section 2.3.2. HTG found that for Prandtl numbers $O(1)$, if the shear is strong enough, NS rolls are stabilised by the thermal wind, whilst EW rolls can extract energy from the shear and grow. This leads to EW rolls becoming preferred over NS rolls. We found this to be true even when $Pr$ was decreased to small values, therefore, this section will be restricted to examining EW rolls only.

It is informative to examine the effect of the tilted rotation vector and thermal wind on the orientation of the eigenfunctions. Figure 3.4 shows plots of $w(y,z)$ (top row), $\theta(y,z)$ (middle row) and $\zeta(y,z)$ (bottom row) at $Ra = Ra_{\text{crit}}$, $l = l_{\text{crit}}$ and $\omega = \omega_{\text{crit}}$ at a snapshot in time. In (a), there is no tilting of the convection cells and a reflectional symmetry is present. This symmetry can be seen to exist from equations (3.2.20)-(3.2.22), as when $Q = 0$ and $\phi = \frac{\pi}{2}$, all the terms in these equations have the same parity, e.g., when $W$ and $\Theta$ are even and $Z$ is odd. In (b), the rotation vector is tilted from the vertical to $\phi = \frac{\pi}{4}$ and the convection cells align themselves with the axis of rotation. Furthermore, the reflectional symmetry present in (a) no longer exists.
Figure 3.4: Eigenfunctions $w(y, z)$, $\theta(y, z)$ and $\zeta(y, z)$ at $Ra_{\text{crit}}$, $l_{\text{crit}}$ and $\omega_{\text{crit}}$ for $Pr = 0.05, Ta = 10^5$ and (a) $T_y = 0$, $\phi = \frac{\pi}{2}$, (b) $T_y = 0$, $\phi = \frac{\pi}{4}$, (c) $T_y = -0.5$, $\phi = \frac{\pi}{2}$, (d) $T_y = -0.5$, $\phi = \frac{\pi}{4}$, (e) $T_y = 0.5$, $\phi = \frac{\pi}{4}$, (f) $T_y = 0.5$, $\phi = \frac{\pi}{2}$. 
This is because, in this case, the $il \cos \phi Z$ and $il \cos \phi W$ terms in equations (3.2.20) and (3.2.21) respectively are non-zero, and therefore break the symmetry. In figure 3.4 (a)-(f), the solutions are oscillatory, i.e., $\omega \neq 0$. However, we comment that, if we consider steady solutions ($\omega = 0$), then it is possible to find a rotational symmetry that is not present when ($\omega \neq 0$). Tilting of the convection cells can be achieved for vertical rotation if a horizontal temperature gradient is applied, see (c), (e). For $T_y > 0$, the tilt is towards the equator, for $T_y < 0$ the tilt is towards the pole. Note, in (c) and (e), a symmetry is not in fact present although this is not necessarily obvious from the plots, this is because of the size of $T_y$; we comment that the asymmetry does become clearer the larger $|T_y|$ is. When both a horizontal temperature gradient and a tilted rotation vector are present, the poleward tilt is either exaggerated (when $T_y < 0$) or reduced (when $T_y > 0$). This can be seen in subfigures (d) and (f) respectively.

3.5.2 Effect of $T_y$ on the onset of convection

To see how the addition of a thermal wind affects the onset of convection of EW rolls, we plot the critical Rayleigh number, wavenumber and frequency as a function of $T_y$ for $Ta$ fixed at $10^5$ (see figure 3.5). We show the case for $Pr = 1$ (black) and $Pr = 0.1$ (blue).

We see that, for $Pr = 1$, the maximum $Ra_{\text{crit}}$ is achieved for very small, positive $T_y$ and for negative $T_y$, the presence of a thermal wind lowers the critical Rayleigh number, meaning that convection will onset for a smaller thermal forcing. From plot (b), for $Pr = 1$, a negative $T_y$ results in a smaller preferred wavenumber than for positive $T_y$, with a smooth transition between the two. In other words, the rolls we would observe are of a larger size for negative $T_y$ than they are for positive $T_y$. As for $T_y = 0$, the solutions for $Pr = 1$ are direct modes and hence the critical frequency is zero for these solutions; we do not display this line on the plot of $\omega_{\text{crit}}$.

In figure 3.5, we also show the critical values for $Pr = 0.1$, a more realistic regime, as discussed previously. In this case, the maximum critical Rayleigh number occurs for $T_y$ slightly negative, but for any significant horizontal temperature gradient, $Ra_{\text{crit}}$ is less than for $T_y = 0$. As expected, the $Pr = 0.1$ modes onset at a lower value of $Ra$ than the $Pr = 1$ modes, meaning that convection is more easily excited in the lower $Pr$ case. The critical wavenumber, $l_{\text{crit}}$, is also smaller for $Pr = 0.1$ than it is for $Pr = 1$. Also in contrast to the $Pr = 1$ case, $l_{\text{crit}}$ is similar for similar values of $|T_y|$; instead, the difference between the solution for positive $T_y$ and the solution for negative $T_y$ appears in the frequency of the marginal mode, rather than in the wavenumber. For $Pr = 0.1$, the preferred modes are oscillatory, their associated critical frequency is shown in (c). In this case, as $T_y$ increases the critical frequency also increases. We also notice that the
increase is more rapid in the negative $T_y$ regime than it is in the positive $T_y$ regime and that the solutions with positive $T_y$ oscillate over a shorter period than the solutions with negative $T_y$ do.

Figure 3.5: (a) Critical Rayleigh number ($Ra_{crit}$), (b) critical wavenumber ($l_{crit}$) and (c) critical frequency ($\omega_{crit}$), as a function of $T_y$, for $Pr = 1$ (black) and $Pr = 0.1$ (blue) with $Ta$ fixed at $10^5$. The $Pr = 1$ solutions are steady and the $Pr = 0.1$ solutions are oscillatory.

### 3.6 Effects of a horizontal magnetic field

Having studied the hydrodynamic problem in the previous section, we now include a horizontal magnetic field to investigate its effect. We set $T_y = 0$ so that there is no horizontal temperature gradient and hence no thermal wind. To gain some insight into this problem, it is worth considering a simple case that can be studied analytically, before using the knowledge gained to assist with a more general numerical study.

#### 3.6.1 Analytical results

We can make some progress analytically if we consider the case of vertical rotation ($\phi = \frac{\pi}{2}$), magnetic field in the y-direction ($\alpha = \frac{\pi}{2}$) and set $k = 0$, so that we become two-dimensional in
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the y-z plane. In this limit, and taking \( T_y = U = 0 \), the equations (3.2.20)-(3.2.24) become

\[
\sigma (D^2 - l^2) W + Pr T a \frac{1}{2} D Z = -l^2 Pr R a \Theta + Pr (D^2 - l^2)^2 W + Q \zeta Pr il (D^2 - l^2) P, \\
\sigma Z - Pr T a \frac{1}{2} D W = Pr (D^2 - l^2) Z + Q \zeta Pr il T, \\
\sigma \Theta - W = (D^2 - l^2) \Theta, \\
\sigma P - il W = \zeta (D^2 - l^2) P, \\
\sigma T - il Z = -\zeta (D^2 - l^2) T.
\]

(3.6.41)

(3.6.42)

(3.6.43)

(3.6.44)

(3.6.45)

For the boundary conditions given by (3.2.25)-(3.2.30), the eigenmode solutions of the system given by (3.6.41)-(3.6.45) take a simple form, in particular we can let

\[
W = W_0 \sin(n \pi z), \quad Z = Z_0 \cos(n \pi z), \quad \Theta = \Theta_0 \sin(n \pi z), \\
P = P_0 \sin(n \pi z), \quad T = T_0 \cos(n \pi z),
\]

(3.6.46)

for \( n = 1, 2, \ldots \). Substituting these into equations (3.6.41)-(3.6.45), allows us to write

\[
\begin{align*}
[\sigma + Pr A^2] W_0 &= l^2 Ra Pr \Theta_0 + Q \zeta Pr il A P_0 - n \pi Pr T a \frac{1}{2} Z_0, \\
[\sigma + Pr A] Z_0 &= n \pi Pr T a \frac{1}{2} W_0 + Q \zeta Pr il T_0, \\
[\sigma + A] \Theta_0 &= W_0, \\
[\sigma + \zeta A] P_0 &= il W_0, \\
[\sigma + \zeta A] T_0 &= il Z_0,
\end{align*}
\]

(3.6.47)

(3.6.48)

(3.6.49)

(3.6.50)

(3.6.51)

where we have defined \( A = n^2 \pi^2 + l^2 \), in order to simplify the notation. We can combine these five equations into a single equation for the growth rate \( \sigma \). To do this we first eliminate \( T_0 \) from equation (3.6.48) using equation (3.6.51) and then we eliminate \( \Theta_0, P_0 \) and \( Z_0 \) (in that order) from equation (3.6.47) to give a quintic equation for \( \sigma \). The equation can be written as

\[
a_1 \sigma^5 + a_2 \sigma^4 + a_3 \sigma^3 + a_4 \sigma^2 + a_5 \sigma + a_6 = 0,
\]

(3.6.52)
where

\[ a_1 = A, \]
\[ a_2 = 2PrA^2 + 2\zeta A^2 + A^2, \]
\[ a_3 = 2Pr\zeta A^3 + PrA^3 + \zeta A^3 + (PrA + \zeta A)(PrA^2 + \zeta A^2 + A^2) \]
\[ + 2Q\zeta Prl^2 A - l^2 Pr Ra + Pr^2 n^2 \pi^2 Ta, \]
\[ a_4 = \zeta PrA^4 + (\zeta A + PrA)(\zeta PrA^3 + PrA^3 + \zeta A^3) \]
\[ + (Pr\zeta A^2 + Q\zeta Prl^2)(PrA^2 + \zeta A^2 + A^2) - \zeta A l^2 PrRa + Q\zeta Prl^2 A^2 \]
\[ - (PrA + \zeta A)(l^2 Pr Ra - Q\zeta Prl^2 A) + Pr^2 n^2 \pi^2 Ta \zeta A + Pr^2 n^2 \pi^2 Ta(\zeta A + A), \]
\[ a_5 = (PrA + \zeta A)(\zeta PrA^4 + (Pr\zeta A^2 + Q\zeta Prl^2)(\zeta PrA^3 + PrA^3 + \zeta A^3) \]
\[ - (PrA + \zeta A)(\zeta Al^2 PrRa - Q\zeta Prl^2 A^2) - (Pr\zeta A^2 + Q\zeta Prl^2)(l^2 Pr Ra - Q\zeta Prl^2 A) \]
\[ + Pr^2 n^2 \pi^2 Ta(\zeta A + A)\zeta A + Pr^2 n^2 \pi^2 Ta\zeta A^2, \]
\[ a_6 = (Pr\zeta A^2 + Q\zeta Prl^2)\zeta PrA^4 - (Pr\zeta A^2 + Q\zeta Prl^2)(\zeta Al^2 PrRa - Q\zeta Prl^2 A^2) \]
\[ + Pr^2 n^2 \pi^2 Ta\zeta^2 A^3. \] (3.6.53)

This dispersion relation allows us to find the eigenvalues, in particular, the Rayleigh number at which the marginal state \((\sigma_R = 0)\) occurs, along with the frequency of oscillation in the case when \(\omega \neq 0\) (overstable convection).

**Steady solutions**

Convection sets in as steady rolls when \(\sigma_R = \omega = 0\), i.e., \(\sigma = 0\). From (3.6.52), we see this occurs when \(a_6 = 0\), that is, when

\[ (Pr\zeta A^2 + Q\zeta Prl^2)\zeta PrA^4 - (Pr\zeta A^2 + Q\zeta Prl^2)(\zeta Al^2 PrRa - Q\zeta Prl^2 A^2) \]
\[ + Pr^2 n^2 \pi^2 Ta\zeta^2 A^3 = 0. \] (3.6.54)

Dividing by \(Pr^2 \zeta^2\) and rearranging, leads to the following condition on the Rayleigh number

\[ Ra l^2 (A^3 + QA^2) = A^3(A^3 + QA^2) + Q l^2 A(A^3 + Q l^2 A) + n^2 \pi^2 Ta A^3, \] (3.6.55)

which gives us that, when \(\sigma = 0\), \(Ra\) is given by the following expression

\[ Ra = \frac{A^3}{l^2} + QA + \frac{n^2 \pi^2 Ta A^3}{l^2(A^3 + QA^2)} \]
\[ = \frac{(n^2 \pi^2 + l^2)^3}{l^2} + Q(n^2 \pi^2 + l^2) + \frac{n^2 \pi^2 Ta(n^2 \pi^2 + l^2)^2}{l^2((n^2 \pi^2 + l^2)^2 + Q l^2)}, \] (3.6.56)
see Roberts & Jones (2000).

We are interested in the first mode that goes unstable, i.e., the fastest growing mode that occurs for the smallest $Ra$. Clearly, from equation (3.6.56), this occurs when $n = 1$. Note that, in the absence of rotation ($Ta = 0$) and with $n = 1$, equation (3.6.56) reduces to the expression found in Chandrasekhar (1961) and Arter (1983)

$$Ra = \frac{(\pi^2 + l^2)^3}{l^2} + Q(\pi^2 + l^2)$$

(3.6.57)

and in the absence of a magnetic field ($Q = 0$), equation (3.6.56) reduces to the expression found in Chandrasekhar (1961)

$$Ra = \frac{Ta\pi^2}{l^2} + \frac{(\pi^2 + l^2)^3}{l^2}.$$  

(3.6.58)

**Oscillatory solutions**

For marginal overstable modes, $\sigma = i\omega$ and so (3.6.52) gives us that

$$a_1 i\omega^5 + a_2 \omega^4 - a_3 i\omega^3 - a_4 \omega^2 + a_5 i\omega + a_6 = 0,$$

(3.6.59)

which, by taking the real and imaginary parts gives us two equations:

$$a_2 \omega^4 - a_4 \omega^2 + a_6 = 0,$$

(3.6.60)

$$a_1 \omega^5 - a_3 \omega^3 + a_5 \omega = 0.$$  

(3.6.61)

To find the roots of these equations, a code in Maple was used to solve for $\omega$ and $Ra$ at the onset of convection when $\phi = \frac{\pi}{2}$. These solutions can then be used as an initial estimate for the $\phi = \frac{\pi}{4}$ solutions in our bvp4c code. By using the $\phi = \frac{\pi}{4}$ solutions as an initial estimate, it is hoped that the code will converge faster to the $\phi = \frac{\pi}{2}$ solutions. As an example, in table 3.1, we include the values of $Ra$ and $\omega$ at onset for different wavenumbers in a case where $\phi = \frac{\pi}{2}$. In the complex plane, equations (3.6.60) and (3.6.61) have seven $(Ra, \omega)$ pairs of solutions, but we are only interested in the cases where $Ra$ and $\omega$ are both real. One of the seven pairs of solutions is always real and corresponds to the direct mode at onset, i.e., $\omega = 0$, this solution is denoted with a subscript zero in the table. The other six solutions consist of three pairs of solutions given by $(Ra_i, \pm \omega_i)$ for $i = 1, 2, 3$. These oscillatory solutions, may or may not, be real, depending upon the parameters of the system. Table 3.1 shows a selection of results to highlight each of these different scenarios. For example, at $l = 0.1$, only five of the seven solutions are real, but for $l = 1, 2, 3$, all seven solutions are real and for very large $l$, only the direct mode exists. To obtain the critical Rayleigh number, we would need to minimise these results over $l$, but we are not
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3.6.2 Numerical solutions

We wish to consider the effect of a tilted rotation vector on the magnetoconvection. As mentioned before, this can not be done analytically because \( \phi \neq \frac{\pi}{2} \) introduces extra terms into the equations (3.6.41)-(3.6.45), which mean that the expansions given in (3.6.46) can not be assumed. We therefore use our numerical code to derive results when \( \phi \neq \frac{\pi}{2} \). As explained in the previous section, using the solutions found when \( \phi = \frac{\pi}{2} \) as an initial estimate for the solution when \( \phi = \frac{\pi}{4} \), helps the bvp4c algorithm to converge faster to the \( \phi = \frac{\pi}{4} \) solution.

Testing the code

Before we proceed with investigating the \( \phi = \frac{\pi}{4} \) case, we test our numerical code where possible. If we set the Chandrasekhar number, \( Q \), to zero we should recover the behaviour of the purely hydrodynamic case. This was the first check for the magnetic code and we successfully reproduced a number of purely hydrodynamic results.

Secondly, setting \( Ta = 0 \) allows us to test the code against known results for magnetoconvection in a horizontal field, e.g., Arter (1983). From Arter, we have a theoretical expression for the Rayleigh number as a function of the wavenumber and \( Q \), see equation (3.6.57). Plotting \( Ra \)
against $k$ (see figure 3.6) for this expression and for $Ra$ from our code, we see that the two exactly coincide. The blue symbols represent the numerical results generated by the code and the the red symbols the theoretical expression as given by Arter. The upper lines are the results for the steady solution and the lower lines for the oscillatory solution. We choose to display the Rayleigh number as a function of wavenumber when $Pr = 1$, $\zeta = 0.1$ and $Q = 1000$.

![Figure 3.6: Rayleigh number against wavenumber for a layer with $Q = 1000$, $Pr = 1$ and $\zeta = 0.1$. The blue symbols represent the numerical results generated by the code and the red symbols the theoretical expression as given by Arter (1983). The two coincide. The upper lines are the results for the steady solution and the lower lines are for the oscillatory solution.](image)

We now investigate the effect of a tilted rotation vector in the presence of a horizontal magnetic field on the onset of convection.

### 3.6.3 Two-dimensional solutions

In Chapter 8, we consider nonlinear convection in the presence of a horizontal magnetic field in a layer that is rotating about an axis that is oblique to gravity. We consider only axisymmetric two-dimensional solutions in the $y$-$z$ plane, i.e., we set $\frac{\partial}{\partial x} \equiv 0$. Therefore, we first study the linear problem in this same two-dimensional plane. This involves setting $k = 0$ and hence we focus on EW rolls only.

We study a number of different parameter regimes: (i) $Pr = 1$, $\zeta < 1$, (ii) $Pr < 1$, $\zeta = 1.1$, (iii) $Pr < 1$, $\zeta < 1$ and we briefly comment on (iv) $Pr = 1$, $\zeta = 1.1$. We note that in
magnetoconvection, oscillatory modes only exist for $\zeta < 1$ and $Q > Q^*$ (see Arter (1983)); and in rotating hydrodynamic convection, oscillatory modes only exist for $Pr < 1$ and $Ta > Ta^*$ (see Chandrasekhar (1961)). In all cases throughout this section we fix $Ta = 10^5$, $\phi = \frac{\pi}{4}$ and $\alpha = \frac{\pi}{2}$. This means the field is in the $y$-direction and so it will have an effect on the EW rolls. For EW rolls, it is known that a field in the $x$-direction will have no effect (see e.g., Proctor & Weiss (1982)).

**Case (i):** $Pr = 1, \zeta = 0.1$

We begin by investigating the dependence on $Q$ of the critical Rayleigh number, critical wavenumber and critical frequency given by $Ra_{\text{crit}}$, $l_{\text{crit}}$ and $\omega_{\text{crit}}$ respectively. We find that, as expected, the Rayleigh number at onset is independent of $Pr$ and $\zeta$ for direct modes and, as was the case in section 3.5.1, the oscillatory mode depends on $Pr$, here it also depends on $\zeta$. Plots of the critical values against $Q$ are shown in figure 3.7 for $Pr = 1, \zeta = 0.1$. The blue lines represent the direct mode and the red lines represent the oscillatory mode. Note that the oscillatory mode does not exist until $Q$ is large enough, but once it does it is the preferred mode. We will refer to this oscillatory mode as the magnetic mode as it results when $\zeta < 1$. In both the steady and oscillatory cases, once $Q$ has reached a sufficiently large value, there is a power law relating $Ra_{\text{crit}}$ and $Q$.

For both modes, the minimum $Ra_{\text{crit}}$ occurs for a non-minimal $Q$ for which the solution exists, i.e., $Ra_{\text{crit}}$ is not monotonically increasing with $Q$. For both modes, the critical wavenumber decreases with increasing $Q$ meaning that the marginal convection rolls have a larger length scale at higher $Q$. In addition, up until the largest $Q$ considered, the oscillatory solutions have a smaller preferred length scale than the direct solutions. By definition, the critical frequency of the direct mode is zero but the oscillatory solution has a critical frequency that increases with increasing $Q$.

**Case (ii):** $Pr = 0.1, \zeta = 1.1$

If we now take $Pr < 1$ but $\zeta > 1$, in particular, if we take $Pr = 0.1$ and $\zeta = 1.1$, we get the results shown in figure 3.8. This time the oscillatory solution is shown in green to distinguish it from the (magnetic) oscillatory solution in the previous case. We call this new oscillatory mode the rotating oscillatory mode as it results when $Pr$ is small. Now the oscillatory solution is only preferred up until $Q \sim 200$ and then the direct mode becomes preferred. Again, the wavenumber decreases with increasing $Q$ but it is the oscillatory solutions that have the largest length scale (in
contrasts to case (i). The critical frequency increases with $Q$ but at larger $Q$, the growth slows and the increase is only slight.

**Case (iii):** $Pr = 0.1, \zeta = 0.1$

Taking the case when both $Pr$ and $\zeta$ are small, specifically $Pr = \zeta = 0.1$, we expect there to exist two overstable modes, the magnetic and the rotating oscillatory modes. Indeed, this is what we find (see figure 3.9). At small $Q$, the rotating mode (green) is preferred, then at $Q \sim 1500$, the magnetic mode (red) becomes preferred. Whilst the direct mode exists for all $Q$ shown, it is never the preferred one. For large enough $Q$, the magnetic overstable mode has a larger preferred wavenumber than the preferred wavenumber of the direct mode, i.e., they have a smaller preferred length scale. The frequency increases with $Q$ for both overstable branches.

**Case (iv):** $Pr = 1, \zeta = 1.1$

As might be expected, no overstable modes could be found when both $Pr$ and $\zeta$ are greater than or equal to one. In this case, the direct mode is the only solution and it has the same critical values as the direct mode in cases (i)-(iii), and so we do not display the results again here.
Figure 3.8: Critical values for case (ii). Critical Rayleigh number (a), wavenumber (b) and frequency (c) as a function of $Q$ for $Pr = 0.1$ and $\zeta = 1.1$ with $Ta = 10^5$. The direct mode is shown in blue and the oscillatory mode in green. In this case only the rotating oscillatory mode exists.

Figure 3.9: Critical values for case (iii). Critical Rayleigh number (a), wavenumber (b) and frequency (c) as a function of $Q$ for $Pr = 0.1$ and $\zeta = 0.1$ with $Ta = 10^5$. The direct mode is shown in blue, the (magnetic) oscillatory mode in red and the (rotating) oscillatory mode in green.
3.6.4 Eigenvalue diagrams

To analyse more closely the behaviour of the eigenvalues $\sigma_R$ and $\sigma_I$, and therefore the bifurcations, we plot them against each other for increasing $Ra$ (at fixed wavenumber). Figure 3.10 tracks the eigenvalues as we increase $Ra$, in the case when $Pr = 1$, $\zeta = 0.1$, $Q = 500$ and $l = 10$. The direction of increasing $Ra$ is indicated by the arrows shown. In this case, the quintic dispersion relation has only three solutions with real $\sigma_I$. Of these solutions one is always real and negative (and therefore stable). Below a particular value of Rayleigh number, the other two eigenvalues form a complex conjugate pair with negative real part (stable). As $Ra$ is increased, we reach a value for which this eigenvalue pair become purely imaginary, i.e., $\sigma_R = 0$ and the system undergoes a Hopf bifurcation (as described in section 3.3). Increasing $Ra$ further leads to this pair having positive real parts (unstable) but their imaginary parts decrease until we have a repeated eigenvalue. For $Ra$ greater than this, both eigenvalues are real, and whilst the real part of one continues to increase in magnitude, the other decreases and passes through the origin in a direct bifurcation.

We have just described the case for a particular $l$ and $Q$ but, for the region of parameter space where one pair of oscillatory solutions exists, we would observe the same qualitative behaviour of the eigenvalues for any $l$ and $Q$. The difference would occur in the values of the Rayleigh number and frequency at which the bifurcations occur.

The eigenvalue diagram corresponding to case (ii), is shown in fig 3.11 for two key examples. In (a) $Q = 930$, $l = 0.7$ and we see that as $Ra$ is increased, we have that a complex conjugate pair of eigenvalues with negative real part move towards the imaginary axis ($\sigma_R = 0$) and
pass over it, thereby undergoing a Hopf bifurcation. Continuing further along this path, the imaginary parts of the pair decrease in magnitude until they reach zero and we have two positive, real eigenvalues. On reaching this point, one eigenvalue increases in magnitude and the other decreases. Meanwhile, another eigenvalue moves from the stable region ($\sigma_R < 0$) to the unstable region ($\sigma_R > 0$), via a direct bifurcation. Eventually, for some value of $Ra$, this eigenvalue and the one from the previously complex conjugate pair with decreasing real part meet, and become once again a complex conjugate pair. When $Ra$ is increased further, this complex conjugate pair moves back over the line $\sigma_R = 0$ in another Hopf bifurcation and the eigenvalues become stable again. So there are two overstable branches appearing in this description but we only see the preferred one in the plots of the critical values in figure 3.8.

In (b) $Q = 1000$ and $l = 0.7$. Now the eigenvalues for the different bifurcations do not interact. As $Ra$ is increased the real, negative eigenvalue increases towards zero and continues passing through the origin in a direct bifurcation and then continues to grow. Separately from this, a complex conjugate pair with negative real part moves towards the line $\sigma_R = 0$ and as $Ra$ continues to increase, they undergo a Hopf bifurcation to become unstable. At even higher $Ra$, their real parts start to decrease as they move back towards the imaginary axis, eventually undergoing another Hopf bifurcation.

![Eigenvalue diagram](image)

Figure 3.11: Eigenvalue diagram for a layer with $Ta = 10^5$, $Pr = 0.1$ and $\zeta = 1.1$. In a) $Q = 930$ and $l = 0.7$; in b) $Q = 1000$ and $l = 0.7$. The arrows indicate the direction of increasing Rayleigh number.

In case (iii), it is possible for the dispersion relation to have seven roots with real $\sigma_I$ (depending on $l$). To study the bifurcations involved in this case more carefully, we plot the eigenvalues for a series of different $l$ in figure 3.12. We fix $Q = 900$ and consider different wavenumbers. In
(a), \( l = 0.9 \) and the only oscillatory solutions present are those from the rotation modes. It is no surprise therefore, that the eigenvalue diagram takes the same form as figure 3.11 (a) and as such the description of the evolution of the eigenvalues with increasing Rayleigh number is the same as described in the accompanying paragraph to figure 3.11. In (b), \( l = 1.7 \), now the eigenvalues have progressed as in figure 3.11 (b) but in addition, two extra branches have appeared, although these have yet to reach the line \( \sigma_R = 0 \). In (c), \( l \) has been increased to \( l = 2 \), the two extra branches have now crossed the line \( \sigma_R = 0 \) and undergone a bifurcation. This bifurcation is of the same form as in figure 3.10, the magnetic dominated case. Therefore the eigenvalues in this part of the eigenvalue diagram behave in a similar way to that of case (i). By \( l = 3.5 \) (subfigure (d)), we can see the three bifurcations corresponding to the three overstable solutions and their eigenvalue branches are well established. The diagram is a combination of the solutions from the rotational modes (case (ii)) and the magnetic mode (case (i)). This is to be expected since we have small \( Pr \) and \( \zeta \), and as a result all oscillatory solutions should be possible. In (e), \( l = 4.6 \), this is roughly the wavenumber at which the branches corresponding to the rotation modes cease to exist and we see that the branches have moved back over the line \( \sigma_R = 0 \). After this point there are no oscillatory solutions coming from the rotational branch. This is seen in (f), where \( l = 6 \), and we only have the one oscillatory branch. The form of the eigenvalues are now as in case (i), where the magnetic field dominated and indeed we see the eigenvalue diagrams are qualitatively the same.

### 3.6.5 Three-dimensional solutions

Our motivation for examining two-dimensional (EW) solutions in detail was as preparation for the nonlinear work that will follow in Chapter 8. It is still, however, worth considering three-dimensional perturbations, i.e., allowing \( k \) and \( l \) to both be non-zero. In the previous section, the small \( Pr \) and \( \zeta \) regimes led to the largest variety of behaviour, and so we choose to consider \( Pr = \zeta = 0.1 \) in this section. This also allows for both magnetic and rotating overstable modes as we saw in the investigation of two-dimensional solutions.

Figure 3.13 shows the critical values as a function of \( Q \). Now we have both \( l_{crit} \) and \( k_{crit} \) and the critical total horizontal wavenumber is given by \( a_{crit}^2 = k_{crit}^2 + l_{crit}^2 \). Again, the rotating mode is shown in green, the magnetic mode in red and the direct mode in blue. We recall that the magnetic and rotating modes are oscillatory and so have a non-zero frequency, whereas the direct mode is steady and so its critical frequency is zero. The first noticeable difference between the two-dimensional and three-dimensional solutions is that for the rotating mode, \( l_{crit} = 0 \), and so
Figure 3.12: Eigenvalue diagram for a layer with $Ta = 10^3$, $Pr = 0.1$, $\zeta = 0.1$, and $Q = 900$. In a) $k = 0.9$, in b) $k = 1.7$, in c) $k = 2$, in d) $k = 3.5$, in e) $k = 4.6$, and in f) $l = 6$. The arrows indicate the direction of increasing Rayleigh number.
NS rolls are actually the preferred ones. Then, since $\alpha = \frac{\pi}{2}$ (the field is in the $y$-direction) the field has no effect on the critical values, i.e., they are independent of $Q$. The magnetic mode behaves differently, for the smallest $Q$ for which it exists, it has $k_{\text{crit}} = 0$ and so EW rolls are preferred on this branch, but as $Q$ is increased, $k_{\text{crit}}$ increases and three-dimensional solutions become the preferred ones (for this branch). The direct solution appears to take on two different states. Firstly, for small $Q$, $l_{\text{crit}} = 0$ and so NS rolls are preferred and therefore, as described in the rotating mode case, $Ra_{\text{crit}}$ is independent of $Q$. Then, at $Q \sim 400$, there is a transition to a three-dimensional solution and a decrease in $Ra_{\text{crit}}$. In this second regime, the critical Rayleigh number changes only slightly, whilst $k_{\text{crit}}$ increases and $l_{\text{crit}}$ decreases. Overall, the rotating oscillatory mode is the preferred mode, it has the lowest $Ra_{\text{crit}}$ of all the branches, for all $Q$.

![Graphs showing critical Rayleigh number (Ra_{crit}), critical wavenumber (k_{crit}), critical frequency (\omega_{crit}) and critical frequency (l_{crit}) as a function of Q for Pr = 0.1 and \zeta = 0.1 with Ta = 10^5 for three-dimensional perturbations. The direct mode is shown in blue, the (magnetic) oscillatory mode in red and the (rotating) oscillatory mode in green.]

Figure 3.13: Critical Rayleigh number, ($Ra_{\text{crit}}$, top left), critical wavenumber ($k_{\text{crit}}$, bottom left, $l_{\text{crit}}$, bottom right) and critical frequency ($\omega_{\text{crit}}$, top right) as a function of $Q$ for $Pr = 0.1$ and $\zeta = 0.1$ with $Ta = 10^5$ for three-dimensional perturbations. The direct mode is shown in blue, the (magnetic) oscillatory mode in red and the (rotating) oscillatory mode in green.

### 3.7 Summary

We began the chapter with a derivation of the linear equations for rotating magnetoconvection with a tilted rotation vector and horizontal magnetic field (section 3.2). In some cases, we were
able to solve the linear equations analytically, but to solve them in the most general cases, we required a numerical code. This code was described in section 3.3 and was based around a boundary value problem solver in MATLAB known as bvp4c. The code was used to study the linear stability in a number of regimes that were not analytically tractable. In section 3.5, we examined the small Prandtl number regime as this is the regime into which many astrophysical flows fit. In the case of no thermal wind, the eigenfunctions were tilted when EW rolls were considered and this tilting was exaggerated by a negative horizontal temperature gradient. We also noted that the thermal wind, in general, acts to destabilise EW rolls and stabilise NS rolls.

The second part of the chapter was concerned with the case when the magnetic field strength was non-zero (section 3.6). Here, we used analytical results of a study of two-dimensional modes in vertically rotating magnetoconvection to help locate solutions when $\phi = \frac{\pi}{4}$. We found that different solutions existed, dependent on whether $Pr$ and $\zeta$ were greater or less than unity. We studied in more detail the behaviour of the eigenvalues in each of these cases to identify when each of the solutions exists.

To finish the chapter, we considered three-dimensional perturbations and found, in some cases, oblique rolls are actually the preferred ones.

The linear work in this chapter was undertaken to aid with a nonlinear study of convection under the Boussinesq approximation. A nonlinear study for the purely hydrodynamic case is carried out in Chapter 6, and for the MHD case in Chapter 8.
Chapter 4

Linear Anelastic Convection

4.1 Introduction

As explained in section 2.4, for systems where there are a large number of scale heights involved but that remain close to being adiabatic, the anelastic equations are an improvement on the Boussinesq equations. The anelastic equations allow for density stratification across the layer whilst still filtering out fast sound waves. This makes studying a compressible layer more computationally accessible. In much the same way as the Boussinesq case, the linear theory of the anelastic system is worth studying to firstly tell us about the stability of the fluid layer and secondly it can act as a useful test for the anelastic nonlinear study that follows in Chapter 7.

The onset of compressible convection using the anelastic approximation has been studied in a number of papers. Jones et al. (1990) considered a Cartesian geometry and took rotation, magnetic field and gravity to be mutually perpendicular. The linear theory of convection in a spherical shell geometry, using the anelastic approximation, was presented by Drew et al. (1995) and Jones et al. (2009) built upon this, by developing an asymptotic theory for the onset of compressible convection in rapidly rotating spherical shells.

More recently, Mizerski & Tobias (2011) investigated the effect of compressibility and stratification on convection, using the anelastic approximation, in a rotating plane layer model. As discussed in section 2.4 we use this model as the basis for our investigation but we adapt it to allow for a tilted rotation vector.
4.2 Linear equations

In Chapter 2, we derived the nonlinear equations for rotating convection under the anelastic approximation. For ease of reference, we restate the equations here. From equations (2.4.142)-(2.4.144) we have

\[
\frac{\partial \mathbf{u}}{\partial t} + (\mathbf{u} \cdot \nabla) \mathbf{u} = -\nabla \left( \frac{p}{\rho} \right) + Ra Pr s \hat{e}_z - T a \frac{1}{2} Pr (\Omega \times \mathbf{u}) + Pr \nabla^2 \mathbf{u}
\]
\[
+ \frac{Prm \theta}{1 + \theta z} \left[ \frac{\partial \mathbf{u}}{\partial z} + \frac{2}{3} \nabla w + \frac{1}{3} (1 + 2m) \theta \frac{w}{1 + \theta z} \hat{e}_z \right],
\]
\[
\nabla \cdot \mathbf{u} = -\frac{m \theta}{1 + \theta z} w,
\]
\[
\frac{\partial s}{\partial t} + \mathbf{u} \cdot \nabla s = \frac{w}{1 + \theta z} + \frac{1}{\rho} \nabla^2 s + \frac{\theta}{(1 + \theta z)^{m+1}} \frac{\partial s}{\partial z}
\]
\[
- \frac{\theta}{Ra (1 + \theta z)} \left[ 2 \sum_{i=1}^{3} \left( \frac{\partial u_i}{\partial x_i} \right)^2 + \sum_{i<j} \left( \frac{\partial u_i}{\partial x_i} + \frac{\partial u_j}{\partial x_j} \right)^2 - \frac{2}{3} (\nabla \cdot \mathbf{u})^2 \right].
\]
(4.2.1)
(4.2.2)
(4.2.3)

In this chapter, we are interested in the linear theory, and so we perturb equations (4.2.1)-(4.2.3) about the simple basic state given by (2.4.150) then, as in the Boussinesq case, we neglect all terms quadratic in the perturbations to give the linear anelastic equations

\[
\frac{\partial \mathbf{u}'}{\partial t} = -\nabla \left( \frac{p'}{\rho} \right) + Ra Pr s' \hat{e}_z - T a \frac{1}{2} Pr (\Omega \times \mathbf{u}') + Pr \nabla^2 \mathbf{u}'
\]
\[
+ \frac{Prm \theta}{1 + \theta z} \left[ \frac{\partial \mathbf{u}'}{\partial z} + \frac{2}{3} \nabla w' + \frac{1}{3} (1 + 2m) \theta \frac{w'}{1 + \theta z} \hat{e}_z \right],
\]
\[
\nabla \cdot \mathbf{u}' = -\frac{m \theta}{1 + \theta z} w',
\]
\[
\frac{\partial s'}{\partial t} = \frac{w'}{1 + \theta z} + \frac{1}{(1 + \theta z)^m} \nabla^2 s' + \frac{\theta}{(1 + \theta z)^{m+1}} \frac{\partial s'}{\partial z}.
\]
(4.2.4)
(4.2.5)
(4.2.6)

Now, if we take the z-component of the curl of equation (4.2.4), we obtain

\[
\frac{\partial \zeta}{\partial t} = T a \frac{1}{2} Pr \left[ \sin \phi \left( \frac{\partial w}{\partial z} + \frac{m \theta}{1 + \theta z} w \right) + \cos \phi \frac{\partial w}{\partial y} \right] + Pr \nabla^2 \zeta + \frac{Prm \theta \partial \zeta}{1 + \theta z \partial z},
\]
(4.2.7)

where we have defined \( \zeta = \frac{\partial w}{\partial x} - \frac{\partial u}{\partial y} \) to be the z-component of vorticity and we have removed the primes from the perturbations. By taking the z-component of the double curl of (4.2.4), we obtain

\[
- \frac{\partial}{\partial t} \left[ \nabla^2 w + \frac{\partial}{\partial z} \left( \frac{m \theta}{1 + \theta z} w \right) \right] = T a \frac{1}{2} Pr \left[ \sin \phi \frac{\partial \zeta}{\partial z} + \frac{m \theta}{1 + \theta z} \cos \phi \frac{\partial w}{\partial x} + \cos \phi \frac{\partial \zeta}{\partial y} \right]
\]
\[
- Ra Pr \nabla^4 H w - 3 Prm (2 - m) \theta^4 w - 2 Prm \theta \frac{\partial}{\partial z} \nabla^2 w
\]
\[
- 2 Prm^2 \theta^2 \frac{\partial^2 w}{(1 + \theta z)^2 \partial z^2} - 2 Prm (4 - m) \theta^2 \frac{\partial^2 w}{(1 + \theta z)^2 \partial z^2} - 2 Prm (2 - m) \theta^3 \frac{\partial w}{(1 + \theta z)^3 \partial z}.
\]
(4.2.8)
The energy equation (4.2.6) gives
\[
\frac{\partial s}{\partial t} - \frac{w}{1 + \theta z} = \frac{1}{(1 + \theta z)^m} \nabla^2 s + \frac{\theta}{(1 + \theta z)^{m+1}} \frac{\partial s}{\partial z},
\]
(4.2.9)
and the divergence of the velocity field from equation (4.2.5) is given by
\[
\nabla \cdot u = -\frac{m\theta}{1 + \theta z}w.
\]
(4.2.10)
In the standard way, we seek solutions proportional to \(e^{i(kx+ly)+\sigma t}\), i.e., we look for solutions of the form
\[
w = \text{Re} \left\{ W(z)e^{i(kx+ly)+\sigma t} \right\},
\]
(4.2.11)
\[
\zeta = \text{Re} \left\{ Z(z)e^{i(kx+ly)+\sigma t} \right\},
\]
(4.2.12)
\[
s = \text{Re} \left\{ S(z)e^{i(kx+ly)+\sigma t} \right\},
\]
(4.2.13)
where \(k\) and \(l\) are the wavenumbers in the \(x\) and \(y\) directions respectively and \(\sigma = \sigma_R + i\omega\) is the complex growth rate. With this, equations (4.2.7)-(4.2.9) become
\[
\sigma Z = Ta^2 Pr \left[ \sin \phi \left( DW + \frac{m\theta}{1 + \theta z} W \right) + \cos \phi i l W \right] + \frac{Pr m \theta}{1 + \theta z} DZ,
\]
(4.2.14)
\[
- \sigma \left[ D^2 W - a^2 W + \frac{m\theta}{1 + \theta z} DW - \frac{m\theta^2}{(1 + \theta z)^2} W \right] = Ra Pr a^2 S
\]
\[+ Ta^2 Pr \left[ \sin \phi DZ + \frac{m\theta}{1 + \theta z} \cos \phi k W + \cos \phi i l Z \right] - Pr D^4 W + 2 Pr a^2 D^2 W
\]
\[- P r a^4 W + \frac{3 Pr m (2 - m) \theta^4}{(1 + \theta z)^4} W + \frac{2 Pr m \theta}{1 + \theta z} a^2 DW + \frac{2 P r m^2 \theta^2}{3 (1 + \theta z)^2} a^2 W
\]
\[- \frac{2 Pr m \theta}{1 + \theta z} D^3 W + \frac{Pr m (4 - m) \theta^2}{(1 + \theta z)^2} D^2 W - \frac{3 Pr m (2 - m) \theta^4}{(1 + \theta z)^3} DW,\]
(4.2.15)
\[
\sigma S - \frac{W}{1 + \theta z} = \frac{1}{(1 + \theta z)^m} (D^2 - a^2) S + \frac{\theta}{(1 + \theta z)^{m+1}} DS
\]
(4.2.16)
respectively, where \(a^2 = k^2 + l^2\) and \(D \equiv \frac{d}{dz}\). We solve this linear eigenvalue problem using the bvp4c solver of MATLAB, with the method described in section 3.3. The boundary conditions we enforce are stress free and isentropic, as described in section 2.4.7. For the notation used in this section, the conditions (2.4.145)-(2.4.149) become
\[
S = 0, \quad W = 0, \quad DZ = 0 \quad \text{and} \quad D^2 W + \frac{m\theta DW}{(1 + \theta z)} = 0 \quad \text{on} \quad z = 0, 1.
\]
(4.2.17)
Since we are close to adiabaticity, we use \(m = 1.495\) in all calculations. Berkoff et al. (2010) demonstrated that the anelastic approximation gives a good approximation to fully compressible
calculations even when the reference state is super-adiabatic, finding a 2% error even when \( \epsilon \sim 10 \). But as mentioned above, we prefer to remain close to the adiabatic state and set \( m \sim 1.5 \).

Note, we can check our code in the Boussinesq limit by setting \( \theta = 0 \). \( \theta \) is a measure of the degree of compressibility. Therefore, we will vary \( \theta \) to investigate the effect of a number of different stratifications. Since \( \bar{\rho} = (1 + \theta z)^m \), we define

\[
\bar{\rho}_{\text{bot}} = \bar{\rho}(z = 0) = 1 \quad \text{and} \quad \bar{\rho}_{\text{top}} = \bar{\rho}(z = 1) = (1 + \theta)^m.
\]

Then, if we let \( r = \frac{\bar{\rho}_{\text{top}}}{\bar{\rho}_{\text{bot}}} \), we have

\[
\begin{align*}
  r &= (1 + \theta)^m \Rightarrow m \ln(1 + \theta) = \ln r \\
  &\Rightarrow (1 + \theta) = r^{\frac{1}{m}} \\
  &\Rightarrow \theta = r^{\frac{1}{m}} - 1.
\end{align*}
\]

We choose to focus on stratifications where \( r = 0.5, 0.1 \) and \( 0.01 \) which correspond to \( \theta = -0.37101, -0.78566 \) and \( -0.95406 \) respectively. We have calculated values of \( \theta \) to five decimal places and these are the values we work with throughout, however, for clarity, hereafter we only give \( \theta \) to two decimal places when referring to it in the text.

## 4.3 Numerical results

### 4.3.1 Effect of \( Ta \) on the onset of convection

In this section, we present results obtained by solving the linear system (4.2.14)-(4.2.16). To begin with, we set \( \sigma_R = 0 \) and solve for the values of \( Ra, a \) and \( \omega \) at onset, i.e., the critical Rayleigh number \( (Ra_{\text{crit}}) \), critical wavenumber \( (a_{\text{crit}}) \) and critical frequency \( (\omega_{\text{crit}}) \). We are interested in how these vary with \( \theta, \phi \) and \( Pr \). Figure 4.1 shows \( Ra_{\text{crit}} \) (top), \( a_{\text{crit}} \) (middle) and \( \omega_{\text{crit}} \) (bottom) for NS rolls \( (l = 0) \) when \( Pr = 0.1 \) and \( \phi = \frac{\pi}{4} \), for a number of different stratifications. As \( Pr < 1 \), all the solutions displayed are oscillatory. The black lines correspond to \( \theta = 0 \), red to \( \theta = -0.37 \), green to \( \theta = -0.79 \) and blue to \( \theta = -0.95 \). We note that, for \( \theta \neq 0 \) and \( l = 0 \), there is a distinction to be made between solutions with a positive critical frequency and those with a negative critical frequency. We consider this symmetry breaking in more depth in section 4.4. We denote by ‘+’ those solutions that have a positive critical frequency and by ‘o’ those that have a negative critical frequency. For some parameters only marginal solutions with a negative frequency exist, these solutions are marked with a ‘·’.
Figure 4.1: $Ra_{\text{crit}}$ (top), $k_{\text{crit}}$ (centre) and $\omega_{\text{crit}}$ (bottom) against $Ta$ for NS rolls when $Pr = 0.1$ and $\phi = \frac{\pi}{4}$. In black $\theta = 0$, in red $\theta = -0.37$, in green $\theta = -0.79$ and in blue $\theta = -0.95$. Solutions with positive preferred frequency are denoted with a ’+’, solutions with negative preferred frequency are denoted with a ’o’ and the cases where only marginal solutions with a negative frequency exist are denoted by a ’·’.
Before we analyse the plots in figure 4.1 further, we comment that the solutions with positive and negative frequency are, in fact, left and right travelling waves, respectively. In figure 4.2, we show an eigenfunction at six different times over one period for an example of a left travelling wave (a) and a right travelling wave (b). The time period is given by $\frac{2\pi}{\omega_{\text{crit}}}$, so that the left travelling wave has a longer time period associated with it. A feature of travelling waves is that their amplitude remains fixed in time but they propagate in space, this can clearly be seen from the plots. The lack of symmetry of the solutions about $z = 0.5$ arises because of the layer stratification, i.e., because $\theta$ is non-zero. We will comment further on this asymmetry and the form of the eigenfunctions more generally in section 4.3.2.

We now return to considering the plots of the critical values given in figure 4.1. We note that although the $\theta = 0$ solutions are marked as having a negative critical frequency, $Ra_{\text{crit}}$ is in fact the same for both solutions with a positive frequency and solutions with a negative frequency. It can also be seen that, until $Ta$ is large enough, the solutions with a negative frequency are the preferred ones for all the values of $\theta$ shown, and then the solutions with positive frequency become the preferred ones. The value of $Ta$ at which this transition occurs appears to decrease as $|\theta|$ is increased. For $\theta = 0$, oscillatory solutions do not exist for $Ta < Ta^*$ (see, e.g., Chandrasekhar (1961)), but as $|\theta|$ is increased the negative branch exists for all $Ta$, however, the positive branch does not (we will see an explanation of this shortly). At moderate $Ta$ ($Ta \approx 2000$), it appears that the stronger the stratification is, the more stable the system, but as $Ta$ is increased the weakest stratification (no stratification) becomes the most stable. Also, there is a small kink in the $Ra_{\text{crit}}$ curve around the point the positive branch comes into existence for the $\theta \neq 0$ solutions (at approximately $Ta = 1$ to $2 \times 10^3$). If we consider the plot of $k_{\text{crit}}$, then we see there is a kink in the critical wavenumber at the $Ta$ just before the kink in the critical Rayleigh number. From the critical wavenumber plot, we see that there is a discontinuity when the solution changes from the negative frequency regime to the positive one, and that the critical wavenumber is typically larger when the critical frequency is positive, meaning that the eigenfunctions of the negative solutions have a smaller length scale. The difference between the length scales of the solutions with positive and negative frequency gets larger with increasing $|\theta|$. At moderate $Ta$, that is $Ta \approx 2000$, $k_{\text{crit}}$ is largest for $|\theta|$ largest and decreases with $|\theta|$. But, as $Ta$ is increased, the preferred length scale changes and, in the region of $Ta$ where the solutions with positive frequency are preferred ($Ta \approx 10^5 - 10^7$), the stronger the stratification, the smaller $k_{\text{crit}}$. From the plot of $|\omega_{\text{crit}}|$ against $Ta$ (figure 4.1 (c)) we see that, in general, the solutions with the strongest stratifications have the largest $|\omega_{\text{crit}}|$. This is true in both the regime where $\omega_{\text{crit}}$ is positive and the one where $\omega_{\text{crit}}$ is negative. The only region where this is not always true is around the $Ta$ where the transition
Figure 4.2: $w(x, z, t)$ at onset over one time period for NS rolls when $Pr = 0.1$, $\phi = \frac{\pi}{4}$, $\theta = -0.79$ and (a) $\omega_{\text{crit}} > 0$ (left travelling wave), (b) $\omega_{\text{crit}} < 0$ (right travelling wave).
from negative to positive solution occurs, because there, some of the solutions have $\omega_{\text{crit}} > 0$ and some have $\omega_{\text{crit}} < 0$, depending on $\theta$.

As noted before, the solutions with positive frequency do not exist for small $Ta$, but the solutions with negative frequency do. To investigate this further, we plot $\sigma_R$ against $\sigma_I$ for different $Ta$, as $Ra$ is increased. The results are shown in figure 4.3. In (a) $\theta = 0$ and $Ta = 10^2$. Here we see that the eigenvalues do not pass through the line $\sigma_R = 0$ for $\sigma_I \neq 0$ and hence there are no oscillatory solutions at this $Ta$. But, if we increase $Ta$ to $10^3$ (see subfigure (b)), then the eigenvalues do pass through $\sigma_R = 0$ for some non-zero frequency. Therefore, both the positive and negative branches exist at this $Ta$. Note for (a) and (b), $\theta = 0$ and so the eigenvalue spectrum is symmetric, and hence at a particular $Ta$, marginal oscillatory modes either exist with both positive and negative frequency, or they do not exist at all. If we now consider what happens when $\theta = -0.95$, we get the eigenvalue spectrum as given in (c) where $Ta = 2000$ and in (d) where $Ta = 5000$. In (c), the eigenvalues with a positive frequency always have $\sigma_R < 0$ and so this explains why the marginal oscillatory modes with positive frequency do not exist for small $Ta$. For large enough $Ta$, the eigenvalues do eventually have $\sigma_R > 0$ (see subfigure (d)) and so the positive frequency branch does become unstable and we have marginal oscillatory modes with both the positive and negative frequencies existing at this $Ta$.

Figure 4.4 shows the critical values for EW rolls ($k = 0$). This time, surprisingly, there is no distinction to be made between solutions with positive and negative frequency (this is investigated further in section 4.4) and so the top plot is a plot of $Ra_{\text{crit}}$ against $Ta$, the middle plot is a plot of $l_{\text{crit}}$ against $Ta$ and the bottom plot is the corresponding plot of $\omega_{\text{crit}}$ against $Ta$ for the positive branch only (the only difference between positive and negative branches here is the sign of the frequency). We see that for small $Ta$, $\theta = 0$ is the most unstable, but this changes as $Ta$ is increased. For small $Ta$, the smallest critical wavenumbers occur for the smallest stratifications, but as $Ta$ is increased, the smallest stratifications have the largest critical wavenumbers. The critical frequency works in the opposite way to this, i.e., for small $Ta$ the smallest critical frequencies occur for the largest stratifications, but as $Ta$ is increased, the largest stratifications have the largest critical frequencies. Comparing the magnitude of $Ra_{\text{crit}}$ in the EW and NS cases shows that NS rolls are preferred for all $\theta$.

We notice that, unlike in the NS case, oscillatory solutions do not exist for small $Ta$. By plotting the real and imaginary parts of the growth rate against each other, for different $Ta$, we can see why. For example, in figure 4.5 (a), we plot the growth rates as $Ra$ is increased for $Pr = 0.1$, $\theta = -0.79$, $l = 3$, $k = 0$ and $Ta = 50$. The arrows indicate the direction of increasing $Ra$. 
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Figure 4.3: $\sigma_R$ plotted against $\sigma_I$ for (a) $k = 2$, $Ta = 10^2$ and $\theta = 0$, (b) $k = 1$, $Ta = 10^3$ and $\theta = 0$, (c) $k = 2$, $T = 2000$ and $\theta = -0.95$ and (d) $k = 2$, $T = 5000$ and $\theta = -0.95$.

Oscillatory bifurcations occur when $\sigma_R = 0$ for $\sigma_I \neq 0$.

Figure 4.4: $\sigma_R$ plotted against $\sigma_I$ for $T_a = 10^5$ and other parameters remain the same. Now the line $\sigma_R = 0$ is crossed for $\sigma_I \neq 0$ and so oscillatory modes do exist at this $T_a$, as expected from figure 4.4. In addition, we remark on the symmetric nature of these eigenvalue diagrams; in particular, the eigenvalues arise in complex conjugate pairs, so that modes with positive frequency are not preferred over those with negative frequency, or vice versa. A further investigation of this symmetry is carried out in section 4.4.
Figure 4.4: $R\alpha_{\text{crit}}$ (top), $l_{\text{crit}}$ (centre) and $\omega_{\text{crit}}$ (bottom) against $T\alpha$ for EW rolls when $Pr = 0.1$ and $\phi = \frac{\pi}{4}$. In black $\theta = 0$, in red $\theta = -0.37$, in green $\theta = -0.79$ and in blue $\theta = -0.95$. For EW rolls, the solutions with positive and negative frequency have the same $R\alpha_{\text{crit}}$, so both are preferred modes at onset.
4.3.2 Eigenfunctions

It is informative to consider the differences to the eigenfunctions caused by stratification, in both the NS and EW cases. Figure 4.6 shows contour plots of $w(y, z)$, $s(y, z)$ and $\zeta(y, z)$ at critical values for $Pr = 0.1$, $Ta = 10^7$, and in (a), $\theta = 0$, $\phi = \frac{\pi}{2}$, $l = 0$, in (b), $\theta = 0$, $\phi = \frac{\pi}{4}$, $l = 0$, in (c), $\theta = 0$, $\phi = \frac{\pi}{3}$, $k = 0$, in (d), $\theta = -0.95$, $\phi = \frac{\pi}{2}$, $l = 0$, in (e), $\theta = -0.95$, $\phi = \frac{\pi}{4}$, $l = 0$, and in (f), $\theta = -0.95$, $\phi = \frac{\pi}{3}$, $k = 0$. We have included the cases when there is no stratification or no tilt to the rotation vector in order to make comparisons. As we have seen in Chapter 3, the tilt of the rotation vector only affects the orientation of the convection rolls in the $y - z$ plane (EW rolls) and so the cells with the most tilt are in subfigures (c) and (f). Comparing (a) and (d), where the only difference is that (d) has a density stratification across the layer, we see that (d) has an asymmetry across the layer whereas (a) has a symmetry about $z = 0.5$. The stratification also appears to introduce a slight westward tilt in $s$. Comparing (b) and (e), where the rotation is now at an angle to the direction of gravity we see a similar breaking of symmetry and westward tilt of $s$. Comparing (c) and (f), allows us to see the difference when a stratification is added and EW rolls are considered. There is not a large change in $w(y, z)$, but a much bigger difference can be seen in $s(y, z)$ where the equatorial tilt caused by the stratification has combined with the poleward tilt due to the rotation vector to give less poleward tilted cells than in the $\theta = 0$ case.

To see the effect of $\theta$ on the vertical structure of the eigenfunctions, we plot $|W(z)|$ against $z$ for NS rolls with $\phi = \frac{\pi}{3}$, $Pr = 0.1$, $\theta = 0$ (blue), $\theta = -0.37$ (red), $\theta = -0.79$ (green) and $\theta = -0.95$ (black) for (a) $Ta = 10^3$ and (b) $Ta = 10^7$. The results are shown in figure 4.7. As $|\theta|$ is increased, the asymmetry of the vertical structure increases, this effect is perhaps most obvious.
Figure 4.6: Eigenfunctions \( w, s \) and \( \zeta \) at \( Ra_{\text{crit}} \) and \( a_{\text{crit}} \) for \( Pr = 0.1, T a = 10^7 \) and (a) \( \theta = 0, \phi = \frac{x}{T}, l = 0 \), (b) \( \theta = 0, \phi = \frac{x}{T}, l = 0 \), (c) \( \theta = 0, \phi = \frac{x}{T}, k = 0 \), (d) \( \theta = -0.95, \phi = \frac{x}{T}, l = 0 \), (e) \( \theta = -0.95, \phi = \frac{x}{T}, l = 0 \), and (f) \( \theta = -0.95, \phi = \frac{x}{T}, k = 0 \).
at the smaller of the two $Ta$. Mizerski & Tobias (2011) showed that, at high $Ta$, stratification did not have a great effect on the form of the eigenfunctions.

![Figure 4.7: Amplitude function $|W(z)|$ as a function of $z$ for NS rolls, $\phi = \frac{\pi}{4}$, $Pr = 0.1$ and $\theta = 0$ (blue), $\theta = -0.37$ (red), $\theta = -0.79$ (green) and $\theta = -0.95$ (black) for (a) $Ta = 10^5$ and (b) $Ta = 10^7$.](image)

4.3.3 Three-dimensional solutions

We have seen that, when considering two-dimensional perturbations only, NS rolls are preferred over EW rolls, for all $Ta$ and $\theta$ considered. However, it might be that oblique rolls are the preferred ones, i.e., the convection rolls at onset have both wavenumber $k$ and $l$ non-zero. We considered three-dimensional perturbations and found that, in the majority of cases, the NS rolls were still found to be the preferred ones. However, for a small region of parameter space, oblique rolls were preferred. For example, when $\theta = -0.37$ and $Ta = 1200$, the critical Rayleigh number is achieved at non-zero $k$ and $l$, as shown in figure 4.8 (a). In this case, $Ra_{crit} = 1427$, $k_{crit} = 1.5900$, $l_{crit} = 1.8250$ and $\omega_{crit} = -1.6105$. The three-dimensional mode is only slightly preferred over the NS mode though, where $Ra_{crit} = 1459$.

An example of a three-dimensional simulation, where a two-dimensional, NS mode is preferred is shown in figure 4.8 (b), we see that the critical wavenumber lies on the $l = 0$ axis. Since in many of the cases we studied, the preferred modes also took the form of NS rolls, especially for large $Ta$, we will focus mainly on the case when $l = 0$. In addition, the earlier analysis (cf. figure 4.3) showed there is an interesting symmetry breaking in the NS case that is not present in the EW case (see section 4.3.1) and we would like to examine this further.
4.3.4 NS rolls - effect of $\phi$ and $Pr$

As we have just explained, in this section we choose to focus on NS rolls. Specifically, we study the effect of $\phi$ and small $Pr$ on the values of $Ra$, $k$ and $\omega$ at onset, for different rotation rates and stratifications.

**Effect of $\phi$**

In order to make a direct comparison between solutions for different $\phi$, we plot their corresponding values of $Ra_{\text{crit}}$, $k_{\text{crit}}$ and $\omega_{\text{crit}}$ on the same axes. We plot the cases when $\phi = \frac{\pi}{2}$, $\phi = \frac{\pi}{4}$ and $\phi = \frac{\pi}{6}$ for the Boussinesq case ($\theta = 0$) and a strongly stratified case ($\theta = -0.95$). The results are shown in figure 4.9. The top plot is of $Ra_{\text{crit}}$ against $Ta$, the middle plot is of $k_{\text{crit}}$ against $Ta$ and the bottom plot is of $\omega_{\text{crit}}$ against $Ta$. The $\theta = 0$ solutions are shown in black, blue and green for the $\phi = \frac{\pi}{2}$, $\phi = \frac{\pi}{4}$ and $\phi = \frac{\pi}{6}$ cases respectively and the $\theta = -0.95$ solutions are shown in red, orange and turquoise for the $\phi = \frac{\pi}{2}$, $\phi = \frac{\pi}{4}$ and $\phi = \frac{\pi}{6}$ cases respectively. Again, ‘o’ represents solutions where the preferred frequency is negative, ‘+’ where the preferred frequency is positive and ‘·’ when only the solution with negative frequency exists.

Note that, the $\phi = \frac{\pi}{2}$ solution does not have a broken symmetry (even when $\theta \neq 0$), neither does the $\theta = 0$ case (for all $\phi$), and so the positive and negative branches have the same critical values in these cases. Therefore, both a tilted rotation vector and a stratification are required to break the
symmetry between the solutions with positive and negative critical frequency. Also in the $\phi = \frac{\pi}{2}$ case, a high enough value of $Ta$ has to be reached in order for oscillatory solutions to exist. For $\theta = 0$, there is a clear hierarchy of preferred solutions: $\phi = \frac{\pi}{4}$ is the most unstable, followed by $\phi = \frac{\pi}{3}$ and then $\phi = \frac{\pi}{2}$ (this is in agreement with the Boussinesq analysis of Hathaway et al. (1980)). If we decrease $\theta$ to $-0.95$, then the behaviour is changed slightly. Firstly, we note that, in this case, from figure 4.9 (a), the $\phi = \frac{\pi}{4}$ solution has a second kink in it; in addition to the kink that occurs when the positive solution exists, there is a kink around the value of $Ta$ at which the positive solution becomes preferred, and this coincides with a sharp rise in $k_{\text{crit}}$. This behaviour means that, in contrast to the $\theta = 0$ case, the $\phi = \frac{\pi}{2}$ solutions can be more stable than the $\phi = \frac{\pi}{4}$ solutions, depending on $Ta$ when $\theta = -0.95$. At small $Ta$, the $\theta = 0$ solutions are less stable (have a lower $Ra_{\text{crit}}$) than the $\theta = -0.95$ solutions, but as $Ta$ is increased, we reach a transition $Ta$ at which the $\theta = -0.95$ solutions become more stable than the $\theta = 0$ solutions. This transition $Ta$ happens at a larger $Ta$ for smaller $\phi$, which since in this case, $l = 0$, and we are considering NS rolls, we would expect, because the component of the rotation vector affecting the $x$-$z$ plane is given by $Ta \sin \phi$ (Chandrasekhar (1961)).

For $\theta = 0$, $k_{\text{crit}}$ is largest for $\phi = \frac{\pi}{4}$, then $\phi = \frac{\pi}{3}$ and then $\phi = \frac{\pi}{6}$, for all $Ta$. At small $Ta$, there is little difference between the three cases but this difference increases with $Ta$. Again, adding a stratification makes a noticeable difference; at small $Ta$ where both positive and negative frequency marginal solutions exist, but where the negative ones are preferred, the $\phi = \frac{\pi}{2}$ solutions have the smallest $k_{\text{crit}}$, followed by $\phi = \frac{\pi}{3}$ and then $\phi = \frac{\pi}{6}$. As $Ta$ is increased, the solutions change their preferred length scale until, at large enough $Ta$, when the solutions with $\omega_{\text{crit}} > 0$ are preferred, the $\phi = \frac{\pi}{2}$ solutions have the largest $k_{\text{crit}}$, followed by $\phi = \frac{\pi}{3}$ and then $\phi = \frac{\pi}{6}$. For $\theta = 0$, $\phi = \frac{\pi}{4}$ has the largest $|\omega_{\text{crit}}|$, followed by $\phi = \frac{\pi}{3}$ and then $\phi = \frac{\pi}{6}$. Once $Ta$ is large enough, so that all solutions exist, this ordering is also true for $\theta = -0.95$. Notice the difference when only negative solutions exist: there, $\phi = \frac{\pi}{4}$ has a smaller $|\omega_{\text{crit}}|$ than $\phi = \frac{\pi}{6}$.

**Effect of $Pr$**

To see the effect of decreasing $Pr$ for a fixed $\theta$ we plot $Ra_{\text{crit}}$, $k_{\text{crit}}$ and $\omega_{\text{crit}}$ against $Ta$ for $\theta = 0$ and $\theta = -0.95$ for a number of different $Pr$. The results are shown in figure 4.10. The $\theta = 0$ solutions are shown in black, blue, green and purple for $Pr = 1$, $Pr = 0.1$, $Pr = 0.01$ and $Pr = 0.001$ respectively and the $\theta = -0.95$ solutions are shown in red, orange, turquoise and grey for $Pr = 1$, $Pr = 0.1$, $Pr = 0.01$ and $Pr = 0.001$ respectively. As in previous figures, the symbol type represents whether solutions with a positive or negative frequency are preferred.
Figure 4.9: $Ra_{\text{crit}}$ (top), $k_{\text{crit}}$ (centre) and $\omega_{\text{crit}}$ (bottom) against $Ta$ for NS rolls when $Pr = 0.1$. Black (red), blue (orange) and green (turquoise) symbols denote $\phi = \frac{\pi}{2}$, $\phi = \frac{\pi}{4}$ and $\phi = \frac{\pi}{6}$ respectively for $\theta = 0$ ($\theta = -0.95$). The symbol shape has the same interpretation as in figure 4.1.
A key difference between the stratified and unstratified cases, when $Pr = 1$, is that for $θ = 0$ the preferred solution is a steady mode, i.e., $ω_{crit} = 0$, but for $θ ≠ 0$, the preferred solution is an oscillatory mode, hence the $θ = 0$ case is not seen in figure 4.10 (c). For both values of $θ$ considered here, and for fixed $Ta$, $Ra_{crit}$, $k_{crit}$ and $ω_{crit}$ decrease with $Pr$. For all of the $Pr < 1$ cases considered, the $θ = 0$ solution has a smaller $Ra_{crit}$ than the $θ = −0.95$ solution, until a large enough $Ta$ is reached, at which point the stratified solution becomes the less stable. The $Ta$ at which this change occurs increases with decreasing $Pr$. Another difference that occurs as $Pr$ is decreased is that a second $k$ in the $Ra_{crit}$ curve for $θ = −0.95$ becomes more prominent.

In the $Pr = 0.01$ and $Pr = 0.001$ curves there is a large kink as the solutions with positive frequency become preferred, these kinks are not visible in the larger $Pr$ curves. As in the case when $φ$ was changed, these kinks coincide with a sharp rise in $k_{crit}$. We also note that, in order to obtain power law growth of $Ra_{crit}$ with $Ta$, a higher $Ta$ is required for smaller $Pr$. Once $Ta$ is large enough so that power law growth is observed, the stratified solutions then have a smaller $k_{crit}$ and hence a larger length scale. When the solutions have a negative critical frequency, $|ω_{crit}|$ is larger for the stratified cases. If the stratified solutions have a positive critical frequency, then, for $Pr = 0.1$, the stratified solutions have the larger $|ω_{crit}|$. For $Pr = 0.01$ and $Pr = 0.001$, if the stratified solutions have a positive critical frequency, then the $θ = 0$ solutions have the larger $|ω_{crit}|$ until $Ta$ is large enough and then the stratified cases have the larger $|ω_{crit}|$.

### 4.3.5 Effect of $θ$ on the onset of convection

We can also consider what happens to the critical values as we vary $θ$, for fixed $Ta$.

Figure 4.11 shows the critical values against $|θ|$ for NS rolls with $Pr = 0.1$ and $φ = \frac{π}{4}$. The red lines represent solutions with $Ta = 10^4$, the blue lines represent solutions with $Ta = 10^5$, the black lines represent solutions with $Ta = 10^6$ and the purple lines represent solutions with $Ta = 10^7$. Unlike previously, we now represent solutions with a positive critical frequency with a solid line and solutions with a negative critical frequency with a dashed line (we plot the absolute values of the critical frequencies). For small $Ta$, the negative branch is preferred but this changes to the positive branch as $Ta$ is increased, as expected from the previous work in section 4.3. The positive solution always has the smaller critical wavenumber and critical frequency compared with the negative branch. The $Ta = 10^4$ solution becomes more stable with increasing $|θ|$ but for higher $Ta$ the minimum $Ra_{crit}$ occurs at $|θ| > 0$, with the minimum increasing with $Ta$. There is also a much larger variation in $k_{crit}$ with increasing $|θ|$ for the positive case.

Figure 4.12 shows the equivalent to figure 4.11 but for EW rolls. As noted before, for $k = 0$,
Figure 4.10: $Ra_{crit}$ (top) $k_{crit}$ (centre) and $\omega_{crit}$ (bottom) against $Ta$ for NS rolls when $\phi = \pi/4$. Black (red), blue (orange), green (turquoise) and purple (grey) symbols denote $Pr = 1$, $Pr = 0.1$, $Pr = 0.01$, $Pr = 0.001$ respectively for $\theta = 0 (\theta = -0.95)$. The symbol shape has the same interpretation as in figure 4.1.
Figure 4.11: $Ra_{\text{crit}}$ (left) $k_{\text{crit}}$ (centre) and $\omega_{\text{crit}}$ (right) against $|\theta|$ for NS rolls when $Pr = 0.1$, $\phi = \frac{\pi}{4}$. Solid lines represent solutions with $\omega_{\text{crit}} > 0$ and dashed lines represent solutions with $\omega_{\text{crit}} < 0$. In red $Ta = 10^4$, in blue $Ta = 10^5$, in black $Ta = 10^6$ and in purple $Ta = 10^7$.

there is not a distinction to be made between the solutions with positive and negative frequency as they have the same critical values, hence we only plot the positive frequency solutions. The behaviour is very similar to that in the NS case, but $Ra_{\text{crit}}$ is higher in the EW case, so that NS rolls are preferred.

Figure 4.12: $Ra_{\text{crit}}$ (left) $l_{\text{crit}}$ (centre) and $\omega_{\text{crit}}$ (right) against $|\theta|$ for EW rolls when $Pr = 0.1$, $\phi = \frac{\pi}{4}$. In red $Ta = 10^4$, in blue $Ta = 10^5$, in black $Ta = 10^6$ and in purple $Ta = 10^7$.

Figure 4.13 allows us to compare three cases with three different tilt angles, (i) $\phi = \frac{\pi}{2}$, (ii) $\phi = \frac{\pi}{4}$ and (iii) $\phi = \frac{\pi}{6}$. We have plotted the critical values against $|\theta|$ for NS rolls with $Pr = 0.1$ for two different $Ta$. The $Ta = 10^4$ solutions are shown in black, blue and green for the $\phi = \frac{\pi}{2}$.
\( \phi = \frac{\pi}{4} \) and \( \phi = \frac{\pi}{6} \) cases respectively, and the \( Ta = 10^7 \) solutions are shown in red, orange and turquoise for the \( \phi = \frac{\pi}{2} \), \( \phi = \frac{\pi}{4} \) and \( \phi = \frac{\pi}{6} \) cases respectively. For both \( Ta \) shown, and for all \( \theta \), \( \phi = \frac{\pi}{2} \) is the most stable followed by \( \phi = \frac{\pi}{4} \) and then \( \phi = \frac{\pi}{6} \). For \( \phi = \frac{\pi}{2} \), as we have seen previously, the solutions with positive and negative frequency correspond to the same critical Rayleigh number and same critical wavenumber, but for \( \phi \neq \frac{\pi}{2} \), there is a distinction to be made between solutions with positive frequency and those with negative frequency. The difference between the positive and negative critical values increases with \(|\theta|\) and also with decreasing \( \phi \). A key difference between the two \( Ta \) considered is that, for \( Ta = 10^4 \), the solutions with negative critical frequency are preferred over solutions with positive frequency but for \( Ta = 10^7 \), the solutions with positive critical frequency are the preferred ones. Since for \( Ta = 10^4 \), the negative solutions are the preferred ones, we see from the plot of \( k_{\text{crit}} \) that for small \(|\theta|\) the preferred \( k_{\text{crit}} \) is largest for \( \phi = \frac{\pi}{2} \), followed by \( \phi = \frac{\pi}{4} \) and then \( \phi = \frac{\pi}{6} \) but, as \(|\theta|\) is increased, the preferred \( k_{\text{crit}} \) is largest for \( \phi = \frac{\pi}{6} \) followed by \( \phi = \frac{\pi}{4} \) and then \( \phi = \frac{\pi}{2} \). For \( Ta = 10^7 \), the positive solutions are the preferred ones, and \( \phi = \frac{\pi}{2} \) has the largest preferred \( k_{\text{crit}} \) for all \(|\theta|\). Notice also, that until the very largest \(|\theta|\), for \( Ta = 10^7 \), \( k_{\text{crit}} \) decreases with increasing \(|\theta|\) so that the length scale of the solutions at onset increases with \(|\theta|\). For both \( Ta \), the largest critical frequencies occur for \( \phi = \frac{\pi}{2} \) and decrease with \( \phi \), for all \(|\theta|\).

Figure 4.13: \( Ra_{\text{crit}} \) (left), \( k_{\text{crit}} \) (centre) and \( \omega_{\text{crit}} \) (right) against \(|\theta|\) for NS rolls when \( Pr = 0.1 \). Black (red), blue (orange) and green (turquoise) symbols correspond to \( \phi = \frac{\pi}{2} \), \( \phi = \frac{\pi}{4} \) and \( \phi = \frac{\pi}{6} \) respectively for \( Ta = 10^4 \) (\( Ta = 10^7 \)). Solid lines correspond to solutions with \( \omega_{\text{crit}} > 0 \) and dashed lines to solutions with \( \omega_{\text{crit}} < 0 \).

In figure 4.14, we show how the critical values are changed with \( \theta \) when \( Pr \) is decreased. We consider the case when \( Pr = 0.01 \), it is shown in black and red for \( Ta = 10^7 \) and \( Ta = 10^9 \)
respectively, and the case when \( Pr = 0.001 \), it is shown in blue, orange and grey for \( Ta = 10^7 \), \( Ta = 10^9 \) and \( Ta = 10^{11} \) respectively. The solutions with positive frequency are displayed with a solid line whilst the solutions with a negative frequency are displayed with a dashed line. For both \( Pr \), at the smaller \( Ta \), the solution with negative critical frequency is preferred for most \( |\theta| \), although at the largest stratifications the solutions with the positive critical frequency are preferred. Then, as \( Ta \) is increased, the solution with the positive frequency becomes the preferred one for all \( |\theta| \). It is clear from the plots that the black and orange lines almost coincide. In other words, the critical values for \( Pr = 0.01 \), \( Ta = 10^7 \) and the critical values for \( Pr = 0.001 \), \( Ta = 10^9 \) are almost identical. For these parameters, we note that the product \( Pr Ta^{\frac{1}{2}} \) is the same in both cases, and so, this perhaps provides an explanation for this agreement between the two solutions (since \( Pr Ta^{\frac{1}{2}} \) is the form in which the Coriolis term appears in the governing equations, and for small \( Pr \), large \( Ta \), we expect this term to dominate, see equations (4.2.14)-(4.2.16)). This product is also the same for the solutions with \( Pr = 0.01 \), \( Ta = 10^9 \) solution and the \( Pr = 0.001 \), \( Ta = 10^{11} \) and indeed the red and grey lines are also nearly identical.

**Figure 4.14:** \( Ra_{\text{crit}} \) (left), \( k_{\text{crit}} \) (centre) and \( \omega_{\text{crit}} \) (right) against \(|\theta|\) for NS rolls when \( \phi = \frac{\pi}{4} \). Black (blue), red (orange) and (grey) symbols correspond to \( Ta = 10^7 \), \( Ta = 10^9 \) and \( Ta = 10^{11} \) respectively for \( Pr = 0.01 \) (\( Pr = 0.001 \)). Solid lines correspond to solutions with \( \omega_{\text{crit}} > 0 \) and dashed lines to solutions with \( \omega_{\text{crit}} < 0 \).

### 4.4 Symmetry considerations

As touched upon in section 4.3, when \( \theta \neq 0 \) and \( l = 0 \) (NS rolls), there is a distinction to be made between solutions with a positive critical frequency and those with a negative critical
frequency. However, when $\theta \neq 0$ and $k = 0$ (EW rolls) there is still a symmetry and the positive and negative branches have the same $|\omega_{\text{crit}}|$. This is a surprising result. Naively, we might expect that breaking the up-down symmetry of the system, via the introduction of a vertical density stratification, would cause a break in symmetry of the eigenvalue spectrum, and hence result in different frequencies for the positive and negative branches. Instead, when $k = 0$, the eigenvalues remain in complex conjugate pairs. To see this we plot the real and imaginary parts of the growth rate $\sigma$ against each other, for a range of $Ra$ but holding all other parameters fixed. For example, figure 4.15 shows the cases when (a) $l = 0$, $k = 3$, (b) $k = 0$, $l = 3$ and (c) $k = 3$, $l = 3$. We see that in (a) and (c), the introduction of a vertical stratification across the layer has, as expected, broken the symmetry of the eigenvalue spectrum - they no longer appear in complex conjugate pairs. However, counter-intuitively, when $k = 0$ (subfigure (b)), the symmetry is not broken and the eigenvalues remain in complex conjugate pairs, in an analogous way to the Boussinesq case ($\theta = 0$). Evonuk (2008) and Glatzmaier et al. (2009) describe a mechanism that is perhaps responsible for this difference between NS and EW rolls. The crux of their argument is that the vorticity equation (curl of equation (4.2.4)) contains a term proportional to $\Omega(\nabla \cdot \mathbf{u})$, which is in general, non-zero for anelastic convection. However, in our system, the $x$-component of this term is zero and so it does not have an effect on EW rolls, whereas, the $y$-component of this term is non-zero and so it does have an effect on NS rolls.

![Figure 4.15](image-url)

Figure 4.15: Real and imaginary parts of growth rate plotted against each other for different $Ra$ whilst $Ta = 10^5$, $Pr = 0.1$, $\phi = \frac{\pi}{4}$, $\theta = -0.9$. In (a) $l = 0$, $k = 3$, in (b) $k = 0$, $l = 3$ and in (c) $k = 3$, $l = 3$. When $k = 0$ the symmetry is not broken.
4.4.1 Eigenfunctions

To investigate the symmetry of the EW solutions further, we look at the eigenfunctions, \(|W(z)|\), \(|Z(z)|\) and \(|S(z)|\) as a function of vertical depth. Figure 4.16 displays the eigenfunctions as a function of layer depth for \(k = 0, l = 2, Ta = 10^5, Pr = 0.1, \phi = \frac{\pi}{4}, Ra = 2 \times 10^5\) and (a) \(\theta = 0\), (b) \(\theta = -0.95\). The solid lines are the eigenfunctions corresponding to solutions with \(\omega > 0\) and the dotted lines are the eigenfunctions corresponding to solutions with \(\omega < 0\). The eigenvalues, as explained before, are a complex conjugate pair for both \(\theta\); in (a) \(\sigma = 8.0489 \pm 11.3672i\) and in (b) \(\sigma = 4.8626 \pm 17.1070i\). It is clear from the plots that, in the Boussinesq case, (a), the eigenfunctions are symmetric about \(z = 0.5\), whereas when a stratification is added, (b), the corresponding eigenfunctions possess no obvious symmetry, despite the fact the eigenvalues are a complex conjugate pair.

Figure 4.16: Eigenfunctions. The solutions \(|W(z)|, |Z(z)|\) and \(|S(z)|\) as a function of \(z\) for \(k = 0, l = 2, Ta = 10^5, Pr = 0.1, \phi = \frac{\pi}{4}, Ra = 2 \times 10^5\) and (a) \(\theta = 0\), (b) \(\theta = -0.95\). The solid line corresponds to the solutions with \(\omega > 0\) and the dotted lines to solutions with \(\omega < 0\).
4.4.2 Proof of symmetry when $k = 0$

The following is a proof of the symmetry of the spectrum of eigenvalues that exists when $k = 0$. The proof not only holds for the stress free boundary conditions considered above but is a more general result and holds for all natural boundary conditions. The proof is similar in nature to that of Proctor et al. (2011) who prove a similar result. However, they consider a system with symmetric equations but break the symmetry through asymmetric boundary conditions. This is in contrast to this work, where we have asymmetric equations to begin with, and typically our boundary conditions are symmetric.

To begin the proof, we make a change of variables. Let

$$\tilde{Z} = (1 + \theta z)^{\frac{m}{2}} Z,$$  \hspace{1cm} (4.4.20)

$$\tilde{W} = (1 + \theta z)^{\frac{m}{2}} W,$$  \hspace{1cm} (4.4.21)

$$\tilde{S} = (1 + \theta z)^{\frac{1}{2}} S,$$  \hspace{1cm} (4.4.22)

then multiply (4.2.14) and (4.2.15) by $(1 + \theta z)^{\frac{m}{2}}$, (4.2.16) by $(1 + \theta z)^{\frac{m}{2}} + \frac{1}{2} Pr a^2$ and substitute in (4.4.20) - (4.4.22), to give

$$\sigma \tilde{Z} = Ta^\frac{1}{2} Pr \left[ \sin \phi \left( D \tilde{W} + \frac{m \theta}{2(1 + \theta z)} \tilde{W} \right) + \cos \phi \tilde{W} \right] +$$

$$Pr(D^2 - a^2) \tilde{Z} - \frac{Prm \theta^2 (\frac{m}{2} - 1)}{2(1 + \theta z)^2} \tilde{Z},$$  \hspace{1cm} (4.4.23)

$$- \sigma(D^2 - a^2) \tilde{W} - \frac{m \theta^2 (1 + \frac{m}{2})}{2(1 + \theta z)^2} \tilde{W} = RaPr a^2 (1 + \theta z)^{\frac{m-1}{2}} \tilde{S}$$

$$+ Ta^\frac{1}{2} Pr \sin \phi [D \tilde{Z} - \frac{m \theta}{2(1 + \theta z)} \tilde{Z}] + Ta^\frac{1}{2} Pr \cos \phi \left[ \frac{m \theta}{1 + \theta z} ik \tilde{W} + il \tilde{Z} \right]$$

$$- Pr D^4 \tilde{W} + 2Pr a^2 D^2 \tilde{W} - Pr a^4 \tilde{W} + \frac{Prm \theta^2 (\frac{m}{2} + 1)}{(1 + \theta z)^2} D^2 \tilde{W}$$

$$- \frac{Pr \theta^3 m (m + 2)}{(1 + \theta z)^3} D \tilde{W} + \mathcal{F} \tilde{W},$$  \hspace{1cm} (4.4.24)

where

$$\mathcal{F} = \frac{Prm \theta^4 (3 + \frac{5m}{2} - \frac{m^2}{2})}{(1 + \theta z)^4} + \frac{Prma^2 \theta^2 (1 + \frac{m}{2})}{(1 + \theta z)^2},$$  \hspace{1cm} (4.4.25)

and

$$\sigma RaPr a^2 (1 + \theta z)^m \tilde{S} = RaPr a^2 (1 + \theta z)^{\frac{m+1}{2}} \tilde{W} + RaPr a^2 (D^2 - a^2) \tilde{S} + \frac{RaPr a^2 \theta^2}{4(1 + \theta z)^2} \tilde{S},$$  \hspace{1cm} (4.4.26)
When \( k = 0, a = l \) and we can write this system as

\[
\sigma A \tilde{X} = B \tilde{X}
\]  
(4.4.27)

where

\[
\begin{bmatrix}
\tilde{Z} \\
\tilde{W} \\
\tilde{S}
\end{bmatrix}
= \begin{bmatrix}
1 \\ 0 \\ 0
\end{bmatrix} - \left(D^2 - l^2\right) \begin{bmatrix}
m \phi (m+1) \\ 2(1+\theta z)^2
\end{bmatrix} + \begin{bmatrix}
0 \\ 0 \\ RaPr a^2(1 + \theta z)^m
\end{bmatrix}
\]

Next, we define the inner product

\[
\langle \tilde{X}_1, \tilde{X}_2 \rangle = \int_0^1 \tilde{X}_1^T \tilde{X}_2 \, dz = \int_0^1 (\tilde{X}_2^T \tilde{X}_1)^* \, dz = \langle \tilde{X}_2, \tilde{X}_1 \rangle^*
\]  
(4.4.28)

where

\[
\tilde{X}_1 = \begin{bmatrix}
\tilde{Z}_1 \\
\tilde{W}_1 \\
\tilde{S}_1
\end{bmatrix}, \quad \tilde{X}_2 = \begin{bmatrix}
\tilde{Z}_2 \\
\tilde{W}_2 \\
\tilde{S}_2
\end{bmatrix}
\]  
(4.4.29)

and \( \tilde{X}_1 \) satisfies the same boundary conditions as \( \tilde{X}_2 \). Then, since \( A \) is real and symmetric,

\[
\langle \tilde{X}_1, (\sigma A \tilde{X}_2 - B \tilde{X}_2) \rangle = \int_0^1 \tilde{X}_1^T (\sigma A \tilde{X}_2 - B \tilde{X}_2) \, dz
\]

\[
= \int_0^1 \tilde{X}_2^T (\sigma^* A \tilde{X}_1 - B^\dagger \tilde{X}_1)^* \, dz = \langle (\sigma^* A \tilde{X}_1 - B^\dagger \tilde{X}_1), \tilde{X}_2 \rangle.
\]  
(4.4.30)

Note, equation (4.4.30) only holds if the boundary conditions on \( \tilde{X}_1 \) and \( \tilde{X}_1^* \) \( i = 1, 2 \) are the same. So \( B^\dagger \) is the formal adjoint of \( B \), i.e., \( \langle u, B v \rangle = \langle B^\dagger u, v \rangle \) for vectors \( u \) and \( v \) and it is given by \( B^\dagger = \)

\[
\begin{bmatrix}
Pr(D^2 - l^2) - \frac{Pr m \phi (m+1)}{2(1+\theta z)^2} & -Ta^{\dagger} Pr[\sin \phi(D + \frac{m \phi}{2(1+\theta z)}) + \cos \phi i] & 0 \\
-Ta^{\dagger} Pr[\sin \phi(D + \frac{m \phi}{2(1+\theta z)}) + \cos \phi i] & -Pr(D^2 - l^2) + \frac{Pr m \phi (m+1)}{2(1+\theta z)^2} D^2 & -Pr^2(1 + \theta z)^m \\
0 & -Pr^2(1 + \theta z)^m & -Pr^2(D^2 - l^2) + \frac{a^2}{(1+\theta z)^2}
\end{bmatrix}
\]
Since $B^\dagger$ is the formal adjoint of $B$, its spectrum is the complex conjugate of the spectrum of $B$. Now, if we let
\[
\tilde{Y}_1 = \begin{bmatrix}
-\tilde{Z}_1 \\
\tilde{W}_1 \\
\tilde{S}_1
\end{bmatrix},
\]
then the adjoint equation
\[
\sigma^* A \tilde{X}_1 = B^\dagger \tilde{X}_1
\]
can be written as
\[
\sigma^* A \tilde{Y}_1 = B \tilde{Y}_1 \quad \text{when } k = 0.
\]
So, if $(\sigma, \tilde{X}_1)$ is an eigenvalue, eigenfunction pair for the system then so is $(\sigma^*, \tilde{Y}_1)$.

Hence, we have shown that, as long as the boundary conditions on $\tilde{X}$ and $\tilde{X}^*$ are the same, then when $k = 0$, the eigenvalue spectrum is symmetric. This is in agreement with the numerical results we found in section 4.3.

If $k \neq 0$, then the imaginary tilted anelastic term, highlighted in bold in equation (4.4.24), must be added to the central entry of the matrices $B$ and $B^\dagger$, and this results in a breakdown of the proof, as the last step (from equation (4.4.32) to equation (4.4.33)) can not be carried out. Therefore, when $k \neq 0$, the eigenvalue spectrum is not symmetric, again in agreement with the numerical results obtained in 4.3.

### 4.5 Summary

This chapter analysed the effect of stratification and compressibility on the linear behaviour of rotating convection, where the rotation vector is oblique to gravity, using the anelastic approximation. This was a novel investigation as previous studies of rotating plane layer convection under the anelastic approximation have considered the case of vertical rotation only, e.g., Mizerski & Tobias (2011).

In section 4.2, we derived the linear equations under the anelastic approximation and noted that the addition of stratification to this system acts to add extra terms to the equations studied under the Boussinesq approximation. As a result, the anelastic system can only be solved numerically. Using an extension of the MATLAB code detailed in section 3.3, we studied the effect of the stratification on the onset of convection in a number of different regimes. A key discovery was that, in the presence of stratification, there is a difference between solutions with positive and negative frequencies when NS rolls are considered but not when EW rolls are considered. In
section 4.4, we examined the symmetry that occurs in the EW case further and proved that the symmetry exists for all parameters when any natural boundary conditions are imposed.

As a consequence of the unexpected symmetry-breaking in the NS case, we chose to focus on the two-dimensional case of NS rolls. We found that at small $Ta$, the solutions with negative frequency are preferred, i.e., the solutions are right travelling waves, but at $Ta$ large enough (the value of which depends on other parameters) the solutions with positive frequency are preferred, i.e., the solutions are left travelling waves. We also noted that, the effect of $|\theta|$ on the critical values is less dramatic for large $Ta$. In this chapter, we only gave a small consideration to three-dimensional modes, further analysis of these would improve this work.

We remark here also that, as we are interested in the driving of mean flows, it might be intriguing to consider the Reynolds stresses as calculated using the eigenfunctions outputted from a linear calculation. We will revisit this idea in Chapter 7, where we will consider nonlinear anelastic convection. In that chapter, we will define Reynolds stresses and make comparisons between the fully nonlinear Reynolds stresses and those calculated from the linear eigenfunctions.
Chapter 5

Nonlinear Numerical Method

In Chapters 3 and 4, we considered the linear system of rotating convection under the Boussinesq and anelastic approximations respectively. In order to investigate the behaviour of the system beyond the initial onset of convection, we are required to solve the nonlinear equations numerically. This chapter details the numerical method used to solve the nonlinear governing equations derived in Chapter 2. Details are given for the method used to solve the equations of the Boussinesq hydrodynamic system, with a discussion on how to extend to the Boussinesq MHD and anelastic cases towards the end of the chapter, in sections 5.6 and 5.7 respectively.

5.1 Introduction to pseudospectral methods

The method we utilise is of the Fourier-Chebyshev pseudospectral class. Such methods, and the techniques involved in the methods, are discussed in a plethora of literature. For example, see Canuto et al. (1993), Trefethen (2000), Boyd (2001), Peyret (2002), Canuto et al. (2006) and Glatzmaier (2013). These sources are the ones that were consulted when developing the numerical code described in this chapter.

Spectral methods can be very useful as they are often able to achieve accurate results, at relatively low computational cost. The development of efficient Fast Fourier Transform (FFT) algorithms on which spectral methods are built are key to this efficiency. We will employ an algorithm known as FFTW, developed by Frigo & Johnson (2005), to compute our transforms.

A spectral method consists of expressing the variables we wish to solve for, as a combination of time-independent, spatially varying basis functions. The time-dependent coefficients defining such an expression are unknown and we can write the equations to solve for these spectral
coefficients instead. A transform, built around the FFT, is used to translate between physical variables evaluated at grid points and spectral coefficients. Expressing variables in their spectral form makes for relative ease of computation of derivatives. However, the formation of nonlinear terms is computationally expensive in spectral space, as convolutions are required. Instead, multiplications to form the nonlinear terms are carried out in physical space before the resulting product is transformed back to spectral space to continue with the time marching. It is for this reason that the method is termed pseudospectral, as opposed to fully spectral, where nonlinear terms are calculated in spectral space.

5.2 Governing equations

In Chapter 2, we gave a derivation of the nonlinear equations that describe convection in a rotating plane layer. In this section we recast the equations into a form suitable for solving numerically, though we first restate the original equations, for ease of reference. From equations (2.3.51)-(2.3.53), with $B = 0$, they are

$$\frac{\partial \mathbf{u}}{\partial t} + (U + u) \frac{\partial \mathbf{u}}{\partial x} + v \frac{\partial \mathbf{u}}{\partial y} + w \frac{\partial \mathbf{u}}{\partial z} (u_{BS} + \mathbf{u}) = -Pr\nabla p + RaPr\theta \hat{e}_z - Ta \frac{1}{2} Pr\Omega \times \mathbf{u} + Pr\nabla^2 \mathbf{u},$$

$$\nabla \cdot \mathbf{u} = 0,$$

$$\frac{\partial \theta}{\partial t} + (U + u) \frac{\partial \theta}{\partial x} + v \frac{\partial \theta}{\partial y} (T_{BS} + \theta) + w \frac{\partial \theta}{\partial z} (T_{BS} + \theta) = \nabla^2 \theta,$$

and from section 2.3.3, the boundary conditions we impose are as follows:

$$w = 0, \quad \frac{\partial u}{\partial z} = \frac{\partial v}{\partial z} = 0, \quad \theta = 0, \quad \text{on } z = 0, 1.$$  

(5.2.4)

For all the nonlinear work in this thesis, we restrict ourselves to the two-dimensional system with the rotation vector in the $y$-$z$ plane, so that we assume all variations with respect to $x$ vanish, i.e., $\frac{\partial}{\partial x} \equiv 0$. Under this assumption, the incompressibility condition (5.2.2) becomes $\frac{\partial u}{\partial y} + \frac{\partial v}{\partial z} = 0$, this suggests the introduction of a streamfunction $\psi(y, z)$, defined by

$$\frac{\partial \psi}{\partial z} = v, \quad \frac{\partial \psi}{\partial y} = -w,$$

so that $\nabla^2 \psi = \frac{\partial v}{\partial z} - \frac{\partial w}{\partial y}$ and $\mathbf{u} = (u, \frac{\partial \psi}{\partial z}, \frac{\partial \psi}{\partial y})$. The vorticity $\omega$ is defined by

$$\omega = \nabla \times \mathbf{u} = (\omega, u_z, -u_y),$$

(5.2.6)
where \( \omega = w_y - v_z \) is the \( x \)-component of the vorticity. Note our use of a subscript to denote differentiation with respect to that variable. We will interchange this notation with the previously used \( \partial \) notation throughout this chapter. With this definition of \( \omega \), we have

\[
\nabla^2 \psi = -\omega. \tag{5.2.7}
\]

Now, consider the \( x \)-component of the curl of (5.2.1)

\[
\frac{\partial \omega}{\partial t} + (\mathbf{u} \cdot \nabla) \omega - Pr Ta \frac{1}{2} (u_y \cos \phi + u_z \sin \phi) = Ra Pr \frac{\partial \theta}{\partial y} + Pr \nabla^2 \omega, \tag{5.2.8}
\]

where we have used

\[
(\nabla \times (\mathbf{u} \cdot \nabla) \mathbf{u}) \cdot \hat{e}_x = (\nabla \times (\nabla (\frac{1}{2} \mathbf{u}^2) - \mathbf{u} \times \omega)) \cdot \hat{e}_x
\]

\[
= -(\nabla \times (\mathbf{u} \times \omega)) \cdot \hat{e}_x
\]

\[
= (\mathbf{u} \cdot \nabla) \omega,
\]

where the first term on the right-hand side of equation (5.2.9) vanishes by definition of \( \omega = \nabla \times \mathbf{u} \), the second term on the right-hand side vanishes because of the incompressibility condition, (5.2.2), and the third term on the right-hand side vanishes since we are restricting ourselves to the case when \( \frac{\partial}{\partial x} \equiv 0 \). In deriving equation (5.2.8), we have also used

\[
(\nabla \times \Omega \times \mathbf{u}) \cdot \hat{e}_x = -u_y \cos \phi - u_z \sin \phi \tag{5.2.10}
\]

and

\[
(\nabla \times \theta \hat{z}) \cdot \hat{e}_x = \frac{\partial \theta}{\partial y}. \tag{5.2.11}
\]

For convenience, we write equation (5.2.8) as

\[
\frac{\partial \omega}{\partial t} - Pr \nabla^2 \omega = Pr Ta \frac{1}{2} (\cos \phi u_y + \sin \phi u_z) + Ra Pr \frac{\partial \theta}{\partial y} + J(\psi, \omega), \tag{5.2.12}
\]

where the Jacobian \( J(\psi, \omega) \) is given by

\[
J(\psi, \omega) = \left( \frac{\partial \psi}{\partial y} \frac{\partial \omega}{\partial z} - \frac{\partial \psi}{\partial z} \frac{\partial \omega}{\partial y} \right). \tag{5.2.13}
\]

Similarly, we can write equation (5.2.3) as

\[
\frac{\partial \theta}{\partial t} - \nabla^2 \theta = -(\mathbf{u} \cdot \nabla) \theta + w - v T_y
\]

\[
= J(\psi, \theta) - \frac{\partial \psi}{\partial y} - T_y \frac{\partial \psi}{\partial z}, \tag{5.2.14}
\]

where \( J(\psi, \theta) = \left( \frac{\partial \psi}{\partial y} \frac{\partial \omega}{\partial z} - \frac{\partial \psi}{\partial z} \frac{\partial \omega}{\partial y} \right) \).
Finally, the $x$-component of (5.2.1) gives an equation for $u$

$$
\frac{\partial u}{\partial t} + v \frac{\partial u}{\partial y} + w \frac{dU}{dz} + w \frac{\partial u}{\partial z} + Pr Ta^{1/2} \cos \phi - \sin \phi v = Pr \nabla^2 u,
$$

(5.2.15)

which, on substitution for $v$ and $w$ in terms of $\psi$ (from equation (5.2.5)), after rearranging, gives

$$
\frac{\partial u}{\partial t} - Pr \nabla^2 u = Pr Ta^{1/2} \cos \phi \frac{\partial \psi}{\partial y} + \sin \phi \frac{\partial \psi}{\partial z} + J(\psi, u) - w \frac{dU}{dz},
$$

(5.2.16)

where we recall from equation (2.3.59), $U = -\frac{Tz_1}{Ta^{1/2} \sin \phi}$ and $J(\psi, u)$ is defined in an analogous way to equation (5.2.13). Note that the pressure term is absent as we assume $\frac{\partial}{\partial x} = 0$.

So, in summary, the system of equations for nonlinear hydrodynamic convection we wish to solve are

$$
\frac{\partial \omega}{\partial t} - Pr \nabla^2 \omega = Pr Ta^{1/2} \cos \phi \frac{\partial \psi}{\partial y} + \sin \phi \frac{\partial \psi}{\partial z} + Ra Pr \frac{\partial \theta}{\partial y} + J(\psi, \omega),
$$

(5.2.17)

$$
\frac{\partial \theta}{\partial t} - \nabla^2 \theta = J(\psi, \theta) - \frac{\partial \psi}{\partial y} - \frac{Tz_1}{Ta^{1/2} \sin \phi} \frac{\partial \psi}{\partial z},
$$

(5.2.18)

$$
\frac{\partial u}{\partial t} - Pr \nabla^2 u = Pr Ta^{1/2} \cos \phi \frac{\partial \psi}{\partial y} + \sin \phi \frac{\partial \psi}{\partial z} + J(\psi, u) - \frac{\partial \psi}{\partial y} \frac{dU}{dz},
$$

(5.2.19)

$$
\nabla^2 \psi = -\omega.
$$

(5.2.20)

### 5.2.1 Boundary conditions

We need to express our boundary conditions, given by (5.2.4), in a form compatible with our vorticity-streamfunction formulation. The first condition, $w = 0$ on $z = 0, 1$, gives us that $\frac{\partial \psi}{\partial y} = 0$ on $z = 0, 1$ (using (5.2.5)) and so $\psi$ is constant along the boundaries, we can choose this constant to be zero. If we now consider a condition for the vorticity, $\omega = \frac{\partial w}{\partial y} = \frac{\partial v}{\partial z}$, on the boundaries, then, from (5.2.4), we have $w = 0$ and $\frac{\partial v}{\partial z} = 0$ on the boundaries and so $\omega = 0$ on $z = 0, 1$. The condition on $\theta$ remains the same. Therefore, the boundary conditions in the vorticity-streamfunction formulation are given by

$$
\psi = 0, \quad \frac{\partial u}{\partial z} = \frac{\partial v}{\partial z} = 0, \quad \omega = 0, \quad \theta = 0 \quad \text{on} \quad z = 0, 1.
$$

(5.2.21)

### 5.3 Method of solution

#### 5.3.1 Coordinate transformation

To solve our nonlinear governing equations, we use a Fourier-Chebyshev pseudospectral method, as described in section 5.1. This method requires the equations to be defined on $y' \in [0, 2\pi], z' \in$
[−1, 1]. Currently, as written in dimensionless form, the equations are defined on \( y \in [0, L], z \in [0, 1] \), where \( L \) is the width of our computational domain in the \( y \)-direction. Therefore, we make linear transformations to map the equations onto the computational domain. These transformations are given by

\[
y' = \frac{2\pi}{L} y, \quad z' = 2z - 1.
\]

With this, equations (5.2.17)-(5.2.20) become

\[
\begin{align*}
\frac{\partial \omega}{\partial t} - Pr \left( a^2 \frac{\partial^2}{\partial y'^2} + 4 \frac{\partial^2}{\partial z'^2} \right) \omega &= F \quad (5.3.22) \\
\frac{\partial \theta}{\partial t} - \left( a^2 \frac{\partial^2}{\partial y'^2} + 4 \frac{\partial^2}{\partial z'^2} \right) \theta &= G \quad (5.3.23) \\
\frac{\partial u}{\partial t} - Pr \left( a^2 \frac{\partial^2}{\partial y'^2} + 4 \frac{\partial^2}{\partial z'^2} \right) u &= H \quad (5.3.24) \\
\left( a^2 \frac{\partial^2}{\partial y'^2} + 4 \frac{\partial^2}{\partial z'^2} \right) \psi &= -\omega \quad (5.3.25)
\end{align*}
\]

where \( a = \frac{2\pi}{L} \) and

\[
\begin{align*}
F &= Pr Ta^\frac{1}{2} (a \cos \phi u_y + 2 \sin \phi u_z) + a Ra Pr \frac{\partial \theta}{\partial y'} + J'(\psi, \omega), \quad (5.3.26) \\
G &= J'(\psi, \omega) - a \frac{\partial \psi}{\partial y'} - 2 \frac{\partial \psi}{\partial z'} T_y, \quad (5.3.27) \\
H &= Pr Ta^\frac{1}{2} (a \cos \phi \psi_y + 2 \sin \phi \psi_z) + J'(\psi, u) - a \frac{\partial \psi}{\partial y'} \frac{T_y Ra}{Ta^\frac{1}{2} \sin \phi}, \quad (5.3.28)
\end{align*}
\]

and we have introduced \( J'(\psi, \xi) = 2a \frac{\partial \psi}{\partial y'} \frac{\partial \xi}{\partial z'} - 2a \frac{\partial \psi}{\partial z'} \frac{\partial \xi}{\partial y'} \).

5.3.2 Fourier Expansion

To solve these equations numerically we use a method that assumes periodicity in the \( y \)-direction and approximates variables as truncated Fourier series in \( y' \), that is,

\[
\begin{align*}
\omega(y', z', t) &= \sum_{m=0}^{N_y-1} \hat{\omega}_m(z', t) e^{imy'} \quad (5.3.29) \\
u(y', z', t) &= \sum_{m=0}^{N_y-1} \hat{u}_m(z', t) e^{imy'} \quad (5.3.30) \\
\theta(y', z', t) &= \sum_{m=0}^{N_y-1} \hat{\theta}_m(z', t) e^{imy'} \quad (5.3.31) \\
\psi(y', z', t) &= \sum_{m=0}^{N_y-1} \hat{\psi}_m(z', t) e^{imy'} \quad (5.3.32)
\end{align*}
\]
where \( N_y \) is the number of modes we choose in the \( y \)-direction. Note that, whilst \( \omega, u, \theta \) and \( \psi \) are real, \( \hat{\omega}_m, \hat{u}_m, \hat{\theta}_m \) and \( \hat{\psi}_m \) may be complex. The numerical grid on which we discretise and solve our equations is uniformly spaced in \( y \), the nodes are given by
\[
y'_k = 2\pi k/N_y, \quad k = 0, 1, \ldots, N_y - 1.
\]
(5.3.33)

On substitution of these Fourier expansions equations (5.3.22)-(5.3.25) become
\[
\frac{\partial \hat{\omega}_m}{\partial t} - Pr(4\partial_{zz} - m^2 a^2)\hat{\omega}_m = \hat{F}_m, \quad (5.3.34)
\]
\[
\frac{\partial \hat{\theta}_m}{\partial t} - (4\partial_{zz} - m^2 a^2)\hat{\theta}_m = \hat{G}_m, \quad (5.3.35)
\]
\[
\frac{\partial \hat{u}_m}{\partial t} - Pr(4\partial_{zz} - m^2 a^2)\hat{u}_m = \hat{H}_m, \quad (5.3.36)
\]
\[
(4\partial_{zz} - m^2 a^2)\hat{\psi}_m = -\hat{\omega}_m, \quad (5.3.37)
\]
where the exponential terms have cancelled. Note that, for convenience, we have removed the summation over \( m = 0, 1, \ldots, N_y - 1 \) and also the primes from our computational variables. \( \hat{F}_m, \hat{G}_m \) and \( \hat{H}_m \) are the Fourier coefficients of the functions \( F(y, z, t), G(y, z, t) \) and \( H(y, z, t) \) respectively.

The boundary conditions given by equations (5.2.21) become
\[
\hat{\omega}_m(\pm 1, t) = \hat{\theta}_m(\pm 1, t) = \frac{\partial \hat{u}_m(\pm 1, t)}{\partial z} = \hat{\psi}_m(\pm 1, t) = 0. \quad (5.3.38)
\]
Notice in equations (5.3.34)-(5.3.37), \( y \)-derivatives are simply calculated in Fourier space by multiplying by \( im \) for each derivative. We can see this from
\[
\frac{\partial \omega}{\partial y} (y, z, t) = \sum_{m=0}^{N_y-1} \hat{\omega}_m(z, t) \frac{\partial}{\partial y} (e^{i m y}) = \sum_{m=0}^{N_y-1} i m \hat{\omega}_m(z, t) (e^{i m y}) = \sum_{m=0}^{N_y-1} \hat{\omega}_m(z, t) e^{i m y} = \hat{\omega}(y, z, t) \quad (5.3.39)
\]
i.e., the Fourier coefficients of \( \frac{\partial \omega}{\partial y} \) are \( im \hat{\omega}_m \), where \( \hat{\omega}_m \) are the Fourier coefficients of \( \omega \). It follows that \( \frac{\partial^2 \omega}{\partial y^2} = -m^2 \omega \).

### 5.3.3 Chebyshev expansion

Next, we choose to evaluate the \( z \)-dependence by a Chebyshev series. The Chebyshev polynomials, \( T_n(z) \), are defined on \( z \in [-1, 1] \) and can be obtained from the following recurrence
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relation (see, e.g., Boyd (2001)):

\[ T_0(z) = 1, \quad T_1(z) = z, \quad T_{n+1}(z) = 2zT_n(z) - T_{n-1}(z) \quad \text{for } n = 1, 2, \ldots \] (5.3.40)

We choose to expand in Chebyshev polynomials in \( z \) because, unlike Fourier series, Chebyshev series avoid the parity mixing in the rotation term of equations (5.2.17) and (5.2.19). In addition, the uneven grid spacing in \( z \) is such that there are more points near the boundaries, which aids with boundary layer resolution.

Assuming a Chebyshev expansion for the \( z \)-dependence of our spectral coefficients, leads to the following:

\[ \hat{\omega}_m(z, t) = \sum_{l=1}^{N_z+2} \hat{\omega}_{ml}(t) T_{l-1}(z), \] (5.3.41)

\[ \hat{\theta}_m(z, t) = \sum_{l=1}^{N_z+2} \hat{\theta}_{ml}(t) T_{l-1}(z), \] (5.3.42)

\[ \hat{u}_m(z, t) = \sum_{l=1}^{N_z+2} \hat{u}_{ml}(t) T_{l-1}(z), \] (5.3.43)

\[ \hat{\psi}_m(z, t) = \sum_{l=1}^{N_z+2} \hat{\psi}_{ml}(t) T_{l-1}(z), \] (5.3.44)

for each \( m = 0, 1, \ldots N_y - 1 \).

We sample the expansions (5.3.41)-(5.3.44) at \( N_z \) Chebyshev points given by

\[ z_j = \cos \left( \frac{2j - 1}{2N_z} \pi \right), \quad j = 1(1)N_z. \] (5.3.45)

In addition to these \( N_z \) interior points, we have our boundary points \( z = \pm 1 \), giving \( N_z + 2 \) points in total. This is why our expansions (5.3.41)-(5.3.44) run from \( l = 1 \) to \( l = N_z + 2 \).

\( z \)-derivatives

Before we proceed with substituting the Chebyshev expansions (5.3.41)-(5.3.44) into the governing equations, we describe how we calculate \( z \)-derivatives. For example, if we need to know

\[ \frac{\partial^2}{\partial z^2} \hat{f}_m(z, t) = \frac{\partial^2}{\partial z^2} \sum_{l=1}^{N_z+2} \hat{f}_{ml}(t) T_{l-1}(z), \]

then instead of computing the second derivative of Chebyshev polynomials we could employ a recurrence relation for calculating the coefficients of the derivative expanded in Chebyshev polynomials, i.e.,

\[ \frac{\partial^2}{\partial z^2} \hat{f}_m(z, t) = \sum_{l=1}^{N_z+2} \hat{f}_{ml}^{(2)}(t) T_{l-1}(z). \] (5.3.46)
Such a recurrence relation is described in Boyd (2001) and Peyret (2002) and we outline it now. If we want the \( q \)th derivative of \( \hat{f}_m \), then we write

\[
\frac{\partial^q \hat{f}_m(z,t)}{\partial z^q} = \sum_{l=1}^{N_z+2} \hat{f}^{(q)}_{ml}(T_{l-1}(z))
\]

and determine the coefficients \( \hat{f}^{(q)}_{ml} \), in descending order, using

\[
c_{l-2} \hat{f}^{(q)}_{m(l-1)} = c_{l+q} \hat{f}^{(q)}_{m(l+1)} + 2(l - 1) \hat{f}^{(q-1)}_{ml} \quad l = N_z + 2, N_z + 1, \ldots, 2 \quad (5.3.47)
\]

with initial conditions \( \hat{f}^{(q)}_{ml} = 0 \) if \( l > N_z + 2 - q \) and

\[
c_l = \begin{cases} 
2 & \text{if } l = 0 \\
1 & \text{if } l > 0 
\end{cases} \quad e_l = \begin{cases} 
1 & \text{if } l \leq N_z + 2 \\
0 & \text{if } l > N_z + 2. 
\end{cases} \quad (5.3.48)
\]

This method will be useful when calculating derivatives in \( z \), though we treat 2nd-order derivatives in \( z \) in a different way, as we shall describe now.

There is an alternative way in which we can express the second order \( z \)-derivatives in equations (5.3.34)-(5.3.37). Peyret (2002) details another recurrence relation which connects the coefficients of the second derivative directly to those of the zeroth derivative. Following the derivation given in Peyret, we take the recurrence relation given by (5.3.47) and write it for \( q = 1 \) and \( q = 2 \). This gives

\[
c_{l-2} \hat{f}^{(1)}_{m(l-1)} = c_{l+1} \hat{f}^{(1)}_{m(l+1)} + 2(l - 1) \hat{f}^{(0)}_{ml} \quad (5.3.49)
\]

\[
c_{l-2} \hat{f}^{(2)}_{m(l-1)} = c_{l+2} \hat{f}^{(2)}_{m(l+1)} + 2(l - 1) \hat{f}^{(1)}_{ml}. \quad (5.3.50)
\]

By writing equation (5.3.50) with \( l + 1 \) and \( l - 1 \) in place of \( l \), we can eliminate the first derivative terms from equation (5.3.49), to leave an equation in terms of the coefficients of the zeroth and second derivatives only. To this end, putting \( l + 1 \) in place of \( l \) in equation (5.3.50) and rearranging gives

\[
\hat{f}^{(1)}_{m(l+1)} = \frac{c_{l-1} \hat{f}^{(2)}_{m(l-1)} - e_{l+3} \hat{f}^{(2)}_{m(l+2)}}{2l}. \quad (5.3.51)
\]

Similarly, equation (5.3.50) with \( l - 1 \) in place of \( l \) gives

\[
\hat{f}^{(1)}_{m(l-1)} = \frac{c_{l-3} \hat{f}^{(2)}_{m(l-2)} - e_{l+1} \hat{f}^{(2)}_{ml}}{2(l - 2)}. \quad (5.3.52)
\]

Then, substituting equations (5.3.51) and (5.3.52) into (5.3.49) gives

\[
c_{l-2} \left( \frac{c_{l-3} \hat{f}^{(2)}_{m(l-2)} - e_{l+1} \hat{f}^{(2)}_{ml}}{2(l - 2)} \right) = e_{l+1} \left( \frac{c_{l-1} \hat{f}^{(2)}_{ml} - e_{l+3} \hat{f}^{(2)}_{m(l+2)}}{2l} \right) + 2(l - 1) \hat{f}^{(0)}_{ml} \quad (5.3.53)
\]
for \( l = 3, 4, \ldots, N_z + 2 \). Since (5.3.53) is only valid for \( l \geq 3 \), we have \( e_{l-1} = e_{l-2} = 1 \) and \( e_{l+1}e_{l+3} = e_{l+3} \) (from (5.3.48)), for all \( l \). Using these facts, and expanding (5.3.53), leads to

\[
2(l - 1)\hat{j}^{(0)}_{ml} = \frac{c_l - 3f^{(2)}_{ml}(l - 2)}{2(l - 2)} - \frac{e_{l+1}f^{(2)}_{ml}}{2l} + \frac{e_{l+3}f^{(2)}_{ml}}{2l}.
\] (5.3.54)

Dividing by \( 2(l - 2) \) gives an expression for \( \hat{j}^{(0)}_{ml} \)

\[
\hat{j}^{(0)}_{ml} = \frac{c_l - 3f^{(2)}_{ml}(l - 2)}{4(l - 1)(l - 2)} - \frac{e_{l+1}f^{(2)}_{ml}(4l - 4)}{8l(l - 1)(l - 2)} + \frac{e_{l+3}f^{(2)}_{ml}}{4l(l - 1)},
\] (5.3.55)

which can be written

\[
\hat{j}^{(0)}_{ml} = P_l\hat{j}^{(2)}_{ml(l-2)} + Q_l\hat{j}^{(2)}_{ml} + R_l\hat{j}^{(2)}_{ml(l+2)} \quad \text{for} \quad l = 3, 4, \ldots, N_z + 2
\] (5.3.56)

where,

\[
P_l = \frac{c_{l-3}}{4(l - 1)(l - 2)}, \quad Q_l = -\frac{e_{l+1}}{2l(l - 2)}, \quad R_l = \frac{e_{l+3}}{4l(l - 1)}.
\] (5.3.57)

We will use the method just described to express the coefficients of the second derivatives in our equations in terms of coefficients of zeroth derivatives.

### 5.3.4 Application to the problem

Now that we have developed the method we will use, we apply it to our system of equations. First, substitute the Chebyshev expansions (5.3.41)-(5.3.44) into equations (5.3.34)-(5.3.37) to give

\[
\frac{\partial \hat{\omega}_{ml}}{\partial t} - Pr(4\dot{\omega}^{(2)}_{ml} - m^2a^2\ddot{\omega}_{ml}) = \hat{F}_{ml} \equiv E^{\omega}_{ml}
\] (5.3.58)

\[
\frac{\partial \hat{\theta}_{ml}}{\partial t} - (4\dot{\theta}^{(2)}_{ml} - m^2a^2\dot{\theta}_{ml}) = \hat{G}_{ml} \equiv E^{\theta}_{ml}
\] (5.3.59)

\[
\frac{\partial \hat{u}_{ml}}{\partial t} - Pr(4\dot{u}^{(2)}_{ml} - m^2a^2\dot{u}_{ml}) = \hat{H}_{ml} \equiv E^{u}_{ml}
\] (5.3.60)

\[
4\ddot{\psi}^{(2)}_{ml} - m^2a^2\dot{\psi}_{ml} = -\ddot{\omega}_{ml} \equiv E^{\psi}_{ml}
\] (5.3.61)

where, as described previously, \( \dot{\omega}^{(2)}_{ml} \) etc., are the coefficients of the second derivative of \( \dot{\omega}_m \) when expressed as a Chebyshev series (cf. equation (5.3.56)). Equations (5.3.58)-(5.3.61) are to be solved for \( l = 1, 2, \ldots, N_z + 2 \) and \( m = 0, 1, \ldots, N_y - 1 \).

In order to eliminate the second order derivative coefficients from the equation for \( \omega \) (5.3.58), we form the combination \( P_lE^{\omega}_{ml(l-2)} + Q_lE^{\omega}_{ml} + R_lE^{\omega}_{ml(l+2)} \) with \( P_l, Q_l, R_l \) as in (5.3.57). This gives,

\[
\frac{\partial}{\partial t} \left[ P_l\hat{\omega}_{ml(l-2)} + Q_l\hat{\omega}_{ml} + R_l\hat{\omega}_{ml(l+2)} \right] - Pr \left[ 4(P_l\dot{\omega}^{(2)}_{ml(l-2)} + Q_l\dot{\omega}^{(2)}_{ml} + R_l\dot{\omega}^{(2)}_{ml(l+2)}) - m^2a^2(P_l\ddot{\omega}_{ml(l-2)} + Q_l\ddot{\omega}_{ml} + R_l\ddot{\omega}_{ml(l+2)}) \right] = P_l\hat{F}_{ml(l-2)} + Q_l\hat{F}_{ml} + R_l\hat{F}_{ml(l+2)}.
\] (5.3.62)
Now, equation (5.3.56) gives $P_t \hat{\omega}_{m(l-2)}^{(2)} + Q_t \hat{\omega}_{ml}^{(2)} + R_t \hat{\omega}_{m(l+2)}^{(2)} = \hat{\omega}_{ml}$, which we use to eliminate any second derivative coefficients to obtain

$$
\frac{\partial}{\partial t} \left[ P_t \hat{\omega}_{m(l-2)} + Q_t \hat{\omega}_{ml} + R_t \hat{\omega}_{m(l+2)} \right] - 
Pr \left[ 4\hat{\omega}_{ml} - m^2 a^2 (P_t \hat{\omega}_{m(l-2)} + Q_t \hat{\omega}_{ml} + R_t \hat{\omega}_{m(l+2)}) \right] = P_t \hat{F}_{m(l-2)} + Q_t \hat{F}_{ml} + R_t \hat{F}_{m(l+2)}.
$$

(5.3.63)

In an analogous way, we form the appropriate combinations to remove the second derivative coefficients from the equations for $\hat{\theta}, \hat{\psi}$, (5.3.59)-(5.3.61). This gives for $\hat{\theta}_{ml}$,

$$
\frac{\partial}{\partial t} \left[ P_t \hat{\theta}_{m(l-2)} + Q_t \hat{\theta}_{ml} + R_t \hat{\theta}_{m(l+2)} \right] - 
\left[ 4\hat{\theta}_{ml} - m^2 a^2 (P_t \hat{\theta}_{m(l-2)} + Q_t \hat{\theta}_{ml} + R_t \hat{\theta}_{m(l+2)}) \right] = P_t \hat{G}_{m(l-2)} + Q_t \hat{G}_{ml} + R_t \hat{G}_{m(l+2)},
$$

(5.3.64)

for $\hat{u}_{ml}$,

$$
\frac{\partial}{\partial t} \left[ P_t \hat{u}_{m(l-2)} + Q_t \hat{u}_{ml} + R_t \hat{u}_{m(l+2)} \right] - 
Pr \left[ 4\hat{u}_{ml} - m^2 a^2 (P_t \hat{u}_{m(l-2)} + Q_t \hat{u}_{ml} + R_t \hat{u}_{m(l+2)}) \right] = P_t \hat{H}_{m(l-2)} + Q_t \hat{H}_{ml} + R_t \hat{H}_{m(l+2)},
$$

(5.3.65)

and for $\hat{\psi}_{ml}$,

$$
- \left[ 4\hat{\psi}_{ml} - m^2 a^2 (P_t \hat{\psi}_{m(l-2)} + Q_t \hat{\psi}_{ml} + R_t \hat{\psi}_{m(l+2)}) \right] = P_t \hat{\varphi}_{m(l-2)} + Q_t \hat{\varphi}_{ml} + R_t \hat{\varphi}_{m(l+2)}.
$$

(5.3.66)

**Boundary conditions**

Expanding in Chebyshev polynomials means our boundary conditions (5.3.38) become

$$
\hat{\omega}_n(\pm 1, t) = \sum_{l=1}^{N_l+2} \hat{\omega}_{ml}(t) T_l(\mp 1) = \sum_{l=1}^{N_l+2} (\pm 1)^{l-1} \hat{\omega}_{ml}(t) = 0,
$$

(5.3.67)

$$
\hat{\theta}_n(\pm 1) = \sum_{l=1}^{N_l+2} (\pm 1)^l \hat{\theta}_{ml}(t) = 0,
$$

(5.3.68)

$$
\frac{\partial \hat{u}_n}{\partial z} = \sum_{l=1}^{N_l+2} (\pm 1)^{l-1} \hat{u}_{ml}(t) = \sum_{l=1}^{N_l+2} 2(\pm 1)^l (l - 1)^2 \hat{u}_{ml}(t) = 0,
$$

(5.3.69)

$$
\hat{\psi}_n(\pm 1) = \sum_{l=1}^{N_l+2} (\pm 1)^l \hat{\psi}_{ml}(t) = 0.
$$

(5.3.70)

where we have used $T_n(\pm 1) = (\pm 1)^n$ for all $n$, and $\frac{dT_n}{dz}(\pm 1) = (\pm 1)^n n^2$ for all $n$ (Boyd (2001)).
5.3.5 A note on calculating spectral coefficients

As discussed, we compute derivatives in spectral space, but little has been said on the transform that takes the variables to spectral space. The transform uses a Discrete Fourier Transform (DFT) in the $y$ direction and a Discrete Cosine Transform (DCT) in the $z$ direction (see Peyret (2002)). To perform this transform, we take the variable in question, for example,

$$\omega(y, z, t) = \sum_{l=1}^{N_x} \sum_{m=0}^{N_y-1} \hat{\omega}_{ml}(t) T_{l-1}(z) e^{imy} \quad (5.3.71)$$

and sample this variable on our discrete grid given by (5.3.33) and (5.3.45) to give

$$\omega(y_k, z_j, t) = \sum_{l=1}^{N_x+2} \sum_{m=0}^{N_y-1} \hat{\omega}_{ml}(t) T_{l-1}(z_j) e^{2\pi i mk/N_y} \quad (5.3.72)$$

or

$$\omega(y_k, z_j, t) = \sum_{l=1}^{N_x} \sum_{m=0}^{N_y-1} \hat{\omega}_{ml}(t) \cos \left( \frac{(2j-1)(l-1)\pi}{2N_z} \right) e^{2\pi i mk/N_y}, \quad (5.3.73)$$

where we have used the relation $T_{l-1}(\cos \alpha) = \cos[(l - 1)\alpha]$. The spectral coefficients $\hat{\omega}_{ml}$ can then obtained by taking an DFT in $y$ and a DCT in $z$. This last representation highlights why we use a cosine transform; Canuto et al. (1993), Brachet et al. (1983), Boyd (2001) detail how an efficient DCT can be computed using FFTs. This is the approach we implement in our numerical code but we use efficient DFT and DCT routines available in FFTW library (see Frigo & Johnson (2012)).

5.3.6 Nonlinear terms

Our governing equations, (5.3.22)-(5.3.25), and method of solution require us to compute the spectral coefficients of functions $F, G, H$, which contain the nonlinear terms. The general method for calculating these is outlined here: we first transform the variables to spectral space, where we perform differentiation in $y$ or $z$ as required. We then use an inverse transform to move the spectral coefficients back to real space and it is in real space where we perform the multiplication of terms to form the nonlinear products. Once we have the nonlinear products, we once again transform to spectral space and then solve the appropriate equation. This has to be done at every time step, it is therefore the most computationally demanding part of our routine.

5.3.7 Dealiasing

On a finite grid when the spacing between grid points is $\Delta x$, the shortest wavelength resolved is $\lambda = 2\Delta x$ and therefore the maximum wavenumber is $k_{\text{max}} = \pi/\Delta x$. Thus, high frequencies
become too small to be resolved and instead they are aliased to a smaller frequency. High frequencies are generated by nonlinear terms and aliasing causes energy transfer from high frequencies to low frequencies which can lead to instability in the numerical scheme. Orszag (1971) showed that removing the upper third of wavenumbers solved the problem of aliasing when the nonlinearities are quadratic. This is the approach we take to avoid the aliasing instability, it is easily implemented by setting the coefficients corresponding to the highest one third of frequencies to zero in Fourier space, before transforming to physical space.

5.3.8 Time stepping

To advance the solution in time we use a semi-implicit, predictor-corrector time stepping scheme. This involves using the Crank-Nicolson (CN) scheme on the left hand side and the second-order Adams-Bashforth (AB2) scheme for the right hand side, we will refer to this combination as the CN-AB2 scheme. These schemes are detailed in e.g., Boyd (2001). For an ODE, \( \frac{du}{dt} = F(u, t) \), the Crank-Nicolson scheme is given by

\[
\frac{u^{n+1} - u^n}{\Delta t} = \frac{F^{n+1} + F^n}{2},
\]

where \( \Delta t \) is the size of the time step and \( u^n = u(n\Delta t) \). This is an implicit scheme as it requires the value of \( u^{n+1} \) to be used in the calculation of \( F^{n+1} \), whereas the Adam-Bashforth scheme is explicit and is given by

\[
\frac{u^{n+1} - u^n}{\Delta t} = \frac{3F^n - F^{n-1}}{2}.
\]

(5.3.75)

It is computationally expensive to treat nonlinear terms implicitly and so this explicit scheme is suited to the right hand sides of our equations (as they contain the nonlinear terms). Our equations take the form

\[
\frac{\partial V}{\partial t} + f = F,
\]

(5.3.76)

where \( V \) represents either \( \omega \), \( \theta \) or \( u \), \( f \) contains the diffusive terms and all nonlinear terms are contained in \( F \). So, implementing a scheme that uses CN for the left-hand side and AB2 for the right-hand side, we have

\[
\frac{V^{n+1} - V^n}{\Delta t} + \frac{f^{n+1} + f^n}{2} = \frac{3F^n - F^{n-1}}{2}.
\]

(5.3.77)

Note, for the first time step, we do not know \( F \) at an earlier time step and so to initialise the scheme we take \( F^{n-1} = F^n \) when \( n = 1 \); this amounts to doing a forward Euler step for the first time step, and AB2 thereafter. The predictor-corrector process works by forming a 'predicted'
value for the solution, $V_p^{n+1}$, by solving

$$
\frac{V_p^{n+1} - V^n}{\Delta t} + \frac{f_p^{n+1} + f^n}{2} = \frac{3F^n - F^{n-1}}{2}.
$$

(5.3.78)

The predicted value is then used to calculate $F_p^{n+1}$, i.e., the right-hand side of (5.3.76) evaluated at the predicted values. An average of this and the original $F^n$ is then taken, in a trapezoidal rule, to give $F_c^{n+1} = \frac{F^n + F_p^{n+1}}{2}$. $F_c^{n+1}$ is then used as the right-hand side for the corrector step

$$
\frac{V_c^{n+1} - V^n}{\Delta t} + \frac{f_c^{n+1} + f^n}{2} = F_c^{n+1},
$$

(5.3.79)

where $V_c^{n+1}$ is the corrected solution at the $n+1$st level.

The predicted and corrected values are compared and if

$$
\frac{|V_p^{n+1} - V_c^{n+1}|}{|V_c^{n+1}|} \leq \epsilon
$$

(5.3.80)

then we take $V^{n+1} = V_c^{n+1}$, where $\epsilon$ is a specified tolerance. If the condition is not satisfied, the original values are restored and the time step is decreased (typically halved), and the process starts again. When $V^{n+1} = V_c^{n+1}$ then we can proceed to the next time step. If solutions are within a specified value then the time step is increased (typically by a factor of $\sqrt{2}$) for the next iteration.

### 5.3.9 Application of the time stepping method

Applying the CN-AB2 method described in section 5.3.8 to our equations (5.3.63)-(5.3.65) gives the following system of equations. Note, we give details for the equation for $\omega$ and just state the others as they arise in an analogous way. The CN-AB2 scheme for the equation for $\omega$, (5.3.63), is given by

$$
P_l\dot{\omega}_{m(l-2)}^{n+1} + Q_l\dot{\omega}_{ml}^{n+1} + R_l\dot{\omega}_{m(l+2)}^{n+1}
$$

$$
- (P_l\dot{\omega}_{m(l-2)}^n + Q_l\dot{\omega}_{ml}^n + R_l\dot{\omega}_{m(l+2)}^n) - \frac{Pr \Delta t}{2} (4\dot{\omega}_{ml}^n + 4\dot{\omega}_{ml}^{n+1})
$$

$$
+ \frac{Pr \Delta t m^2 a^2}{2} \left[P_l\dot{\omega}_{m(l-2)}^{n+1} + Q_l\dot{\omega}_{ml}^{n+1} + R_l\dot{\omega}_{m(l+2)}^{n+1} + P_l\dot{\omega}_{m(l-2)}^n + Q_l\dot{\omega}_{ml}^n + R_l\dot{\omega}_{m(l+2)}^n \right]
$$

$$
= \frac{\Delta t}{2} \left[3P_l\dot{F}_{m(l-2)}^n + 3Q_l\dot{F}_{ml}^n + 3R_l\dot{F}_{m(l+2)}^n - (P_l\dot{F}_{m(l-2)}^{n-1} + Q_l\dot{F}_{ml}^{n-1} + R_l\dot{F}_{m(l+2)}^{n-1}) \right],
$$

(5.3.81)
which, on collecting terms at the \( n + 1 \)st level on the left-hand side and terms at the \( n \)th level on the right-hand side, gives

\[
P_t \hat{\omega}_{m(l-2)}^{n+1} \left(1 + \frac{Pr \Delta tm^2 a^2}{2}\right) + [Q_t(1 + \frac{Pr \Delta tm^2 a^2}{2}) - 2Pr \Delta t] \hat{\omega}_{ml}^{n+1} + \\
R_t(1 + \frac{Pr \Delta tm^2 a^2}{2}) \hat{\omega}_{m(l+2)}^{n+1} = 0,
\]

\[
\left[Q_t(1 - \frac{Pr \Delta tm^2 a^2}{2}) + 2Pr \Delta t \hat{\omega}_{ml}^{n+1} + R_t(1 - \frac{Pr \Delta tm^2 a^2}{2}) \hat{\omega}_{m(l+2)}^{n+1}\right] + 3\Delta t^2 \left[P_t \hat{F}_{m(l-2)}^{n} + Q_t \hat{F}_{ml}^{n} + R_t \hat{F}_{m(l+2)}^{n}\right] - \frac{\Delta t}{2} \left(P_t \hat{F}_{m(l-2)}^{n-1} + Q_t \hat{F}_{ml}^{n-1} + R_t \hat{F}_{m(l+2)}^{n-1}\right),
\]

which has to be solved for \( m = 0, 1, \ldots, N_y - 1 \) and \( l = 3, 4, \ldots, N_z + 2 \).

The equations for \( \hat{\theta} \) is similar

\[
P_t \hat{\theta}_{m(l-2)}^{n+1} \left(1 + \frac{\Delta tm^2 a^2}{2}\right) + [Q_t(1 + \frac{\Delta tm^2 a^2}{2}) - 2\Delta t] \hat{\theta}_{ml}^{n+1} + R_t(1 + \frac{\Delta tm^2 a^2}{2}) \hat{\theta}_{m(l+2)}^{n+1} = 0,
\]

\[
\left[Q_t(1 - \frac{\Delta tm^2 a^2}{2}) + 2\Delta t \hat{\theta}_{ml}^{n+1} + R_t(1 - \frac{\Delta tm^2 a^2}{2}) \hat{\theta}_{m(l+2)}^{n+1}\right] + 3\Delta t^2 \left[P_t \hat{G}_{m(l-2)}^{n} + Q_t \hat{G}_{ml}^{n} + R_t \hat{G}_{m(l+2)}^{n}\right] - \frac{\Delta t}{2} \left(P_t \hat{G}_{m(l-2)}^{n-1} + Q_t \hat{G}_{ml}^{n-1} + R_t \hat{G}_{m(l+2)}^{n-1}\right),
\]

as is the equation for \( \hat{u} \)

\[
P_t \hat{u}_{m(l-2)}^{n+1} \left(1 + \frac{Pr \Delta tm^2 a^2}{2}\right) + [Q_t(1 + \frac{Pr \Delta tm^2 a^2}{2}) - 2Pr \Delta t] \hat{u}_{ml}^{n+1} + \\
R_t(1 + \frac{Pr \Delta tm^2 a^2}{2}) \hat{u}_{m(l+2)}^{n+1} = 0,
\]

\[
\left[Q_t(1 - \frac{Pr \Delta tm^2 a^2}{2}) + 2Pr \Delta t \hat{u}_{ml}^{n+1} + R_t(1 - \frac{Pr \Delta tm^2 a^2}{2}) \hat{u}_{m(l+2)}^{n+1}\right] + 3\Delta t^2 \left[P_t \hat{H}_{m(l-2)}^{n} + Q_t \hat{H}_{ml}^{n} + R_t \hat{H}_{m(l+2)}^{n}\right] - \frac{\Delta t}{2} \left(P_t \hat{H}_{m(l-2)}^{n-1} + Q_t \hat{H}_{ml}^{n-1} + R_t \hat{H}_{m(l+2)}^{n-1}\right),
\]

We obtain \( \hat{\psi}_{ml} \) at the \( n + 1 \)st step by solving \( \hat{\omega}_{ml}^{n+1} = -\nabla^2 \hat{\psi}_{ml}^{n+1} \). From equation (5.3.66), at the \( n + 1 \)st step, we have

\[
P_t \hat{\omega}_{m(l-2)}^{n+1} + Q_t \hat{\omega}_{ml}^{n+1} + R_t \hat{\omega}_{m(l+2)}^{n+1} = \\
-4 \hat{\psi}_{ml}^{n+1} + a^2 \left(P_t \hat{\psi}_{m(l-2)}^{n+1} + Q_t \hat{\psi}_{ml}^{n+1} + R_t \hat{\psi}_{m(l+2)}^{n+1}\right).
\]

It is clear from equations (5.3.82)-(5.3.85) that we have two uncoupled systems, one for the odd coefficients and one for the even coefficients.

In order to find the corresponding boundary conditions we take the current two conditions (from equations (5.3.67))

\[
\sum_{l=1}^{N_z+2} \hat{\omega}_{ml}(t) = 0 \text{ at } z = 1,
\]
\[ \sum_{l=1}^{N_z+2} (-1)^{l-1}\hat{\omega}_{ml}(t) = 0 \text{ at } z = -1 \]  

and add them together to obtain an equation involving the odd coefficients only. Similarly, subtracting one from the other provides an equation for the even coefficients. We now have two systems complete with boundary conditions which we can represent in matrix form, i.e.,

\[ CL_{\text{odd}}^\omega \hat{\omega}_{m,\text{odd}}^{n+1} = CR_{\text{odd}}^\omega \hat{\omega}_{m,\text{odd}}^n + \frac{\Delta t}{2} C_{\text{odd}} (3\hat{F}_{m,\text{odd}}^n - \hat{F}_{m,\text{odd}}^{n-1}) \]  

\[ CL_{\text{even}}^\omega \hat{\omega}_{m,\text{even}}^{n+1} = CR_{\text{even}}^\omega \hat{\omega}_{m,\text{even}}^n + \frac{\Delta t}{2} C_{\text{even}} (3\hat{F}_{m,\text{even}}^n - \hat{F}_{m,\text{even}}^{n-1}) \]

where \( \omega_{m,\text{odd}}^{n+1} \) represents the odd entries of \( \omega \), \( \omega_{m,\text{even}}^{n+1} \) represents the even entries of \( \omega \) and we have used a similar notation for \( F \). We also have that \( CL_{\text{odd}}^\omega, CR_{\text{odd}}^\omega, CL_{\text{even}}^\omega, CR_{\text{even}}^\omega, C_{\text{odd}} \) and \( C_{\text{even}} \) are all of the form

\[
\begin{pmatrix}
a & a & a & \cdots & \cdots & a \\
\vdots & \vdots & \vdots & 0 & \cdots & \vdots \\
0 & \ddots & \ddots & \ddots & \ddots & \ddots \\
\vdots & 0 & \tilde{P}_l & \tilde{Q}_l & \tilde{R}_l & 0 \\
\vdots & \vdots & 0 & \ddots & \ddots & \ddots \\
0 & \cdots & 0 & \ddots & \ddots & \ddots \\
\end{pmatrix}
\]  

where

\[
a = \begin{cases} 
1 & \text{for } CL_{\text{odd}}^\omega \\
-1 & \text{for } CL_{\text{even}}^\omega \\
0 & \text{for } CR_{\text{odd}}^\omega, CR_{\text{even}}^\omega, C_{\text{odd}}, C_{\text{even}},
\end{cases}
\]

with those matrices denoted \( \text{odd} \), formed when \( l = 3, 5, \ldots, N_z + 1 \), and those denoted \( \text{even} \).
formed when \( l = 4, 6, \ldots, N_z + 2 \). The diagonals \( \tilde{P}_l, \tilde{Q}_l \) and \( \tilde{R}_l \) are given by

\[
\tilde{P}_l = \begin{cases} 
(1 + \frac{Pr\Delta tm^2}{2}a^2)P_l & \text{for } CL_{odd}, CR_{even} \\
(1 - \frac{Pr\Delta tm^2}{2}a^2)P_l & \text{for } CR_{odd}, CR_{even} \\
P_l & \text{for } C_{odd}, C_{even}
\end{cases}
\]

(5.3.91)

\[
\tilde{Q}_l = \begin{cases} 
(1 + \frac{Pr\Delta tm^2}{2}a^2)Q_l - 2Pr\Delta t & \text{for } CL_{odd}, CL_{even} \\
(1 - \frac{Pr\Delta tm^2}{2}a^2)Q_l + 2Pr\Delta t & \text{for } CR_{odd}, CR_{even} \\
Q_l & \text{for } C_{odd}, C_{even}
\end{cases}
\]

(5.3.92)

\[
\tilde{R}_l = \begin{cases} 
(1 + \frac{Pr\Delta tm^2}{2}a^2)R_l & \text{for } CL_{odd}, CL_{even} \\
(1 - \frac{Pr\Delta tm^2}{2}a^2)R_l & \text{for } CR_{odd}, CR_{even} \\
R_l & \text{for } C_{odd}, C_{even}
\end{cases}
\]

(5.3.93)

The corresponding matrix equations for the equations for \( \hat{\theta}, \hat{u}, \hat{\psi} \), (5.3.83)-(5.3.85), are given by:

\[
CL_{\theta} \hat{\theta}_m^{n+1} = CR_{\theta} \hat{\theta}_m^n + \frac{\Delta t}{2}C(3\hat{G}_m^n - \hat{G}_{m-1}^n), \quad (5.3.94)
\]

\[
CL_{u} \hat{u}_m^{n+1} = CR_{u} \hat{u}_m^n + \frac{\Delta t}{2}C(3\hat{H}_m^n - \hat{H}^{n-1}_m), \quad (5.3.95)
\]

\[
CL_{\psi} \hat{\psi}_m^{n+1} = C\hat{\omega}_m^{n+1}, \quad (5.3.96)
\]

for both the odd and the even coefficients.

For the equation for \( \hat{\theta} \), (5.3.94), all matrices are the same as those in (5.3.88) and (5.3.89) except with any \( Pr \) factors set to one.

For the \( \hat{u} \) equation, (5.3.95), the only change from the matrices in (5.3.88) and (5.3.89) is the top row due to the boundary condition, it is now given by

\[
a = \begin{cases} 
2(l - 1)^2 & l = 1, 3, \ldots, N_z + 1 \quad \text{for } CL_{odd} \\
2(l - 1)^2 & l = 2, 4, \ldots, N_z + 2 \quad \text{for } CL_{even}.
\end{cases}
\]
The equation for $\hat{\psi}$, (5.3.96), takes a slightly different form, in this case we have

$$a = \begin{cases} 1 & \text{for } CL_{odd} \psi \\ -1 & \text{for } CL_{even} \psi \end{cases}$$  \hspace{1cm} (5.3.97)$$

$$\tilde{P}_l = m^2 a^2 P_l \text{ for } CL_{odd} CL_{even} \psi $$ \hspace{1cm} (5.3.98)

$$\tilde{Q}_l = (-4 + m^2 a^2) Q_l \text{ for } CL_{odd} CL_{even} \psi $$ \hspace{1cm} (5.3.99)

$$\tilde{R}_l = m^2 a^2 R_l \text{ for } CL_{odd} CL_{even} \psi .$$ \hspace{1cm} (5.3.100)

We state again that, these matrix equations must be solved over all wavenumbers $m = 0, 1, \ldots, N_y - 1$. The right-hand side of equations (5.3.88), (5.3.94)-(5.3.96) are known vectors of size $N_z + 2$. Notice all of matrices on the left-hand side of the equations are quasi-tridiagonal, that is, they consist of nonzero entries down the main diagonal and the sub and super diagonals and one nonzero row, the top row. The remaining entries of the matrices are filled with zeros, this is a fact that we should exploit for more efficient matrix inversion. Naive inversions of the matrices take typically $O(N_z^3)$ operations for each inversion. Peyret (2002) details an algorithm, developed by Thual (1986), which leads to an operation count that is $O(N_z)$. This algorithm is an extension of LU decomposition, we describe it in the next section as it is the algorithm we use in our code.

### 5.3.10 Thual algorithm

We will detail how to solve the matrix system of equations involving the quasi-diagonal matrices, given by (5.3.88) and (5.3.89). The algorithm used was developed by Thual (1986) and is well documented in Peyret (2002). To demonstrate the algorithm we will consider the equation for $\omega_{odd}$, but the algorithm can be applied in an analogous way to the other equations. We have

$$CL_{odd}^\omega \omega_{m,odd}^{n+1} = CL_{odd}^\omega \omega_{m,odd}^n + \frac{\Delta t}{2} C_{odd}(3 \hat{F}_{m,odd} - \hat{F}_{m,odd}^{n-1}).$$ \hspace{1cm} (5.3.101)

As explained before, the right-hand side is known and amounts to a vector, which for simplicity we will denote by $\mathcal{F}_{odd}$, and so we have

$$CL_{odd}^\omega \omega_{m,odd}^{n+1} = \mathcal{F}_{odd}$$ \hspace{1cm} (5.3.102)

or, using (5.3.88) and (5.3.90),

$$\tilde{P}_l \hat{\omega}_{l-2} + \tilde{Q}_l \hat{\omega}_l + \tilde{R}_l \hat{\omega}_{l+2} = \mathcal{F}_l, \; l = 3, 5, \ldots, N_z - 1,$$ \hspace{1cm} (5.3.103)
where, for brevity, we have removed the 'odd' label, the \(m\) label and the \(n + 1\) label. In addition, we have
\[
\tilde{P}_l \tilde{\omega}_{l-2} + \tilde{Q}_l \tilde{\omega}_l = \mathcal{F}_l, \text{ when } l = N_z + 1. \tag{5.3.104}
\]

To make the tridiagonal nature of this problem clear, we introduce notation consistent with that used in Peyret (2002):
\[
(p_l, q_l, r_l, f_l) = (\tilde{P}_{2l-1}, \tilde{Q}_{2l-1}, \tilde{R}_{2l-1}, \tilde{F}_{2l-1}) \quad \text{for } l = 2, 3, \ldots, \frac{N_z + 2}{2}, \tag{5.3.105}
\]
\[
w_l = \tilde{\omega}_{2l-1} \quad \text{for } l = 1, 2, \ldots, \frac{N_z + 2}{2}. \tag{5.3.106}
\]

This gives, on substitution into (5.3.103) and (5.3.104),
\[
p_l w_{l-1} + q_l w_l + r_l w_{l+1} = f_l \quad \text{for } l = 2, 3, \ldots, \frac{N_z}{2}, \tag{5.3.107}
\]
\[
p_l w_{l-1} + q_l w_l = f_l \quad \text{for } l = \frac{N_z + 2}{2} \tag{5.3.108}
\]
and
\[
\sum_{l=1}^{\frac{N_z+2}{2}} a_l w_l = g. \tag{5.3.109}
\]

For the \(\omega_{\text{odd}}\) boundary condition, equation (5.3.86) gives, \(a_n = 1\) for all \(n\), and \(g = 0\), but for the purposes of demonstrating this algorithm we will leave them as \(a\) and \(g\) until the end. The solution uses the recurrence formula
\[
w_{l+1} = X_l w_l + Y_l \quad \text{for } l = 1, 2, \ldots, \frac{N_z}{2}. \tag{5.3.110}
\]

Next, we eliminate \(w_{l+1}\) from (5.3.107) using (5.3.110) to give
\[
p_l w_{l-1} + w_l(q_l + r_l X_l) = f_l - r_l Y_l \tag{5.3.111}
\]
and hence
\[
w_l = \frac{f_l - r_l Y_l}{q_l + r_l X_l} - \frac{p_l w_{l-1}}{q_l + r_l X_l}. \tag{5.3.112}
\]

Now consider (5.3.110), written with \(l - 1\) in place of \(l\):
\[
w_{l-1} = X_{l-1} w_{l-1} + Y_{l-1}. \tag{5.3.113}
\]
Comparing (5.3.111) and (5.3.113) gives
\[
X_{l-1} = -\frac{p_l}{q_l + r_l X_l}, \quad l = \frac{N_z}{2}, \frac{N_z}{2} - 1, \ldots, 2, \tag{5.3.114}
\]
\[
Y_{l-1} = \frac{f_l - r_l Y_l}{q_l + r_l X_l}, \quad l = \frac{N_z}{2}, \frac{N_z}{2} - 1, \ldots, 2. \tag{5.3.115}
\]
These are computed in reverse order, starting from \( l = \frac{N_z}{2} \). Hence we require \( X_{\frac{N_z}{2}} \) and \( Y_{\frac{N_z}{2}} \) to start the iteration procedure. We obtain these starting values as follows: equation (5.3.108) gives

\[
p_{\frac{N_z}{2}+2} w_{\frac{N_z}{2}+2} + q_{\frac{N_z}{2}+2} w_{\frac{N_z}{2}+2} = f_{\frac{N_z}{2}+2}
\]

\[
\Rightarrow w_{\frac{N_z}{2}+2} = \frac{f_{\frac{N_z}{2}+2} - p_{\frac{N_z}{2}+2} w_{\frac{N_z}{2}}}{q_{\frac{N_z}{2}+2}}
\]

and (5.3.110), with \( l = \frac{N_z}{2} \), gives

\[
w_{\frac{N_z}{2}} = X_{\frac{N_z}{2}} w_{\frac{N_z}{2}} + Y_{\frac{N_z}{2}}.
\]

Comparing (5.3.116) and (5.3.117) yields

\[
X_{\frac{N_z}{2}} = -\frac{p_{\frac{N_z}{2}+2}}{q_{\frac{N_z}{2}+2}}, \quad Y_{\frac{N_z}{2}} = \frac{f_{\frac{N_z}{2}+2}}{q_{\frac{N_z}{2}+2}}.
\]

We now know \( X_l, Y_l \) for \( l = 1, 2, \ldots, \frac{N_z}{2} \) and so (5.3.110) can be used to find \( w_l \) for \( l = 2, 3, \ldots, \frac{N_z+2}{2} \) provided \( w_1 \) is known. We calculate \( w_1 \) from (5.3.109). (5.3.113) allows us to write \( w_2, \ldots, w_{\frac{N_z+2}{2}} \) in terms of \( w_1 \) by

\[
w_l = \alpha_l w_1 + \beta_l \quad l = 1, 2, \ldots, \frac{N_z+2}{2}.
\]

When \( l = 1 \), we get \( w_1 = \alpha_1 w_1 + \beta_1 \), i.e., \( \alpha_1 = 1, \beta_1 = 0 \).

Next, we formulate a recurrence relation for \( \alpha_l, \beta_l \). This is done by considering (5.3.113) and (5.3.119) written for \( l - 1 \), i.e.,

\[
w_{l-1} = \alpha_{l-1} w_1 + \beta_{l-1}.
\]

This can be used to eliminate \( w_{l-1} \) from (5.3.113) to give

\[
w_l = X_{l-1}(\alpha_{l-1} w_1 + \beta_{l-1}) + Y_{l-1}.
\]

Comparing this with (5.3.119) yields

\[
\alpha_l = X_{l-1} \alpha_{l-1} \quad l = 2, 3, \ldots, \frac{N_z+2}{2},
\]

\[
\beta_l = X_{l-1} \beta_{l-1} + Y_{l-1} \quad l = 2, 3, \ldots, \frac{N_z+2}{2}.
\]

Now, (5.3.109) and (5.3.119) combine to give

\[
\sum_{l=1}^{\frac{N_z+2}{2}} a_l (\alpha_l w_1 + \beta_l) = g
\]

\[
\Rightarrow w_1 = \frac{g - \sum_{l=1}^{\frac{N_z+2}{2}} a_l \beta_l}{\sum_{l=1}^{\frac{N_z+2}{2}} a_l \alpha_l}.
\]
So, to summarise the algorithm:

- Calculate $X_l, Y_l \ (l = 1, 2, \ldots, \frac{N_z}{2})$ from (5.3.114) and (5.3.115)
- Calculate $\alpha_l, \beta_l \ (l = 1, 2, \ldots, \frac{N_z+2}{2})$ from (5.3.120) and (5.3.121)
- Calculate $w_1$ from (5.3.122)
- Calculate $w_l \ (l = 2, 3, \ldots, \frac{N_z+2}{2})$ from (5.3.110)

This algorithm was detailed using the equation for $\omega_{odd}$ as an example, but it is suitable for all our quasi-tridiagonal systems in section 5.3.9, and is our method of choice to solve our matrix equations.

### 5.4 Testing the code

Before applying our code to the particular problems we wish to solve, we tested it against the published results of Veronis (1968) and Moore & Weiss (1973). The former of these studies considered nonlinear convection rotating about a vertical axis, therefore, in order to test against their work, we set $\phi = \frac{\pi}{2}$ and try to reproduce some of the results. The latter study concerns non-rotating convection and so could be used to check our code in the limit $Ta \rightarrow 0$. In both cases, for a range of $Ra$ and $Pr$, the Nusselt number was calculated (see section 5.5 for a definition) and for the same input parameters, we were able to calculate the same Nusselt number. For the highest $Ra$ tested we differed slightly from the published results but we believe this is due to the higher resolution we were able to achieve with our more modern code.

To test the terms resulting from the tilted rotation vector, we calculated the growth rate of solutions with $\phi \neq \frac{\pi}{2}$ and compared it with the expected growth rate as calculated by our linear code described in Chapter 3. As the rotation terms (where $\phi$ appears) are linear, this is enough to check the accuracy of the terms that result from the tilted rotation vector. We successfully verified a number of cases.

### 5.5 Useful diagnostics

A number of quantities will be used to analyse the data we obtain from our numerical code. This section defines some of them and, if necessary, how to calculate them.
5.5.1 Mean flows

We are interested in the mean flows driven by our system. Here, we define mean flows to be the horizontally averaged i.e., averaged in $y$, components of horizontal velocity, $u$ and $v$ (denoted by an overbar):

$$\bar{u}(z,t) = \frac{1}{L} \int_0^L u(y,z,t) \, dy,$$  \hspace{1cm} (5.5.123)

$$\bar{v}(z,t) = \frac{1}{L} \int_0^L v(y,z,t) \, dy.$$  \hspace{1cm} (5.5.124)

A convenient way to compute the mean flows is in spectral space. This is done by taking the Fourier transform of $u$ or $v$ and then $\bar{u}, \bar{v}$ is given by the $m = 0$ mode.

The mean flows are largely time-dependent and so we will often work with long-time averages of them, any time averages will be denoted by angle brackets, $\langle \cdot \rangle$.

5.5.2 Nusselt number

As a measure of the effectiveness of heat transfer by thermal convection we use the Nusselt number, a nondimensional number defined as the following ratio

$$Nu = \frac{\text{convective heat flux} + \text{conductive heat flux}}{\text{conductive heat flux}}.$$  \hspace{1cm} (5.5.125)

Note, when $Nu = 1$, there is no convection and heat transfer occurs purely through conduction. Also, the bigger $Nu$, the more effective convection is at transporting heat. We wish to write the Nusselt number in terms of our nondimensional temperature perturbation $\theta$, which we solve for in our numerical code. To do this, consider the nondimensional heat equation given by

$$\frac{\partial T}{\partial t} = \nabla^2 T - (\mathbf{u} \cdot \nabla)T = \nabla \cdot (\nabla T - \mathbf{u}T),$$  \hspace{1cm} (5.5.126)

where the second equality is true because $\nabla \cdot \mathbf{u} = 0$.

Next, integrate over the fluid layer to give

$$\frac{1}{L} \int_0^1 \int_0^L \frac{\partial T}{\partial t} \, dy \, dz = \frac{1}{L} \int_0^1 \int_0^L \nabla \cdot (\nabla T - \mathbf{u}T) \, dy \, dz = \frac{1}{L} \int_0^L \frac{\partial T}{\partial z} - wT \, dy,$$  \hspace{1cm} (5.5.127)

where we have used the divergence theorem, and taken the normal to be in the $z$-direction. Recall, from (2.3.39) with $T_{BS} = 1 - z$, we have $T = 1 - z + \theta$, and hence

$$\frac{1}{L} \int_0^1 \int_0^L \frac{\partial \theta}{\partial t} \, dy \, dz = \frac{1}{L} \int_0^L -1 + \frac{\partial \theta}{\partial z} - w(1 - z + \theta) \, dy$$

$$= -1 + \frac{\partial \theta}{\partial z} - w(1 - z + \theta).$$  \hspace{1cm} (5.5.128)
The total flux remains constant throughout the layer and so we can choose to evaluate it anywhere in the layer, for example at the bottom boundary \( z = 0 \). The right-hand side of (5.5.128) gives the convective heat flux plus the conductive heat flux in the layer, which evaluated at the bottom boundary \( z = 0 \) gives \(-1 + \frac{\partial \theta}{\partial z} \bigg|_{z=0} \), since \( w = 0 \) on the boundary. The nondimensional flux due to conduction only is \(-1 \) (derivative of basic state temperature) and hence,

\[
 Nu = \frac{-1 + \frac{\partial \theta}{\partial z} \bigg|_{z=0}}{-1} = 1 - \frac{\partial \bar{\theta}}{\partial z} \bigg|_{z=0}.
\]

(5.5.129)

5.5.3 Kinetic energies

As a measure of the strength of the mean flows produced in the system, we calculate the kinetic energy of \( \bar{u} \) and \( \bar{v} \) in two different ways, each one with a different interpretation. They are defined as follows:

1. \( KE(\xi) = \frac{1}{2} \int_0^1 (\bar{\xi}(z,t))^2 \, dz \)

2. \( \langle KE\rangle = \langle \frac{1}{2} \int_0^1 (\bar{\xi}(z,t))^2 \, dz \rangle \)

where \( \xi \) is the variable \( u \) or \( v \) and again \( \langle \cdot \rangle \) denotes a time-average.

The first definition is a measure of the mean of \( \bar{\xi} \); positive and negative contributions will cancel, giving a guide to the systematic nature of the flow. The second definition gives a measure of the variability of \( \bar{\xi} \), since \( \bar{\xi} \) can be positive or negative, squaring first ensures there is no cancellation of \( \bar{\xi} \). By comparing the sizes of \( KE(\xi) \) and \( \langle KE\rangle \), we can assess how systematic the flow, \( \bar{\xi} \), is.

If a mean flow has a similar \( KE(\xi) \) and \( \langle KE\rangle \), then it will be considered systematic. If, however, \( \langle KE\rangle \) is much larger than \( KE(\xi) \), then \( \bar{\xi} \) will be considered to be highly fluctuating and not very systematic. In Chapters 6-8, we use the term systematic frequently, and its meaning should be taken to be as just described.

It is also informative to consider the total kinetic energy of the perturbations, this is given by

\[
 KE_{\text{pert}}(t) = \frac{1}{2L} \int_0^1 \int_0^L \left( u(y,z,t)^2 + v(y,z,t)^2 + w(y,z,t)^2 \right) \, dy \, dz.
\]

(5.5.130)

5.6 Extending the method to solve the MHD equations

We have detailed the numerical method we use in our nonlinear code for the purely hydrodynamic equations. To extend the method to solve for the MHD equations is straightforward. The
momentum equation (5.2.1) is augmented by the Lorentz force (see section 2.1), this is just an extra term in the equations and provides no problem for the numerical method. In addition, we have to solve the induction equation (2.3.54) subject to $\nabla \cdot \mathbf{B} = 0$. This can also be solved in a similar way to the equation solved in the purely hydrodynamic case, as we outline below.

Analogous to the way in which we introduced the streamfunction for the perturbation velocity field (cf. equations (5.2.5)), we introduce a flux function $A(y, z)$ for the perturbation magnetic field so that

$$\mathbf{B} = \begin{pmatrix} B_1, \frac{\partial A}{\partial z}, -\frac{\partial A}{\partial y} \end{pmatrix},$$

(5.6.131)

which allows us to define the current $\mathbf{j} = \nabla \times \mathbf{B} = \begin{pmatrix} j, \frac{\partial B_1}{\partial z}, -\frac{\partial B_1}{\partial y} \end{pmatrix}$, where $j = -\nabla^2 A$ is the $x$-component of the current.

With this, the $x$-component of the vorticity equation (5.2.17) when a horizontal magnetic field is present, becomes

$$\frac{\partial \omega}{\partial t} - Pr \nabla^2 \omega = PrTa^\frac{1}{2}(\cos \phi \frac{\partial u}{\partial y} + \sin \phi \frac{\partial u}{\partial z}) + RaPr \frac{\partial \theta}{\partial y} + J(\psi, \omega) - Q \zeta Pr \frac{\partial \theta}{\partial y} - \frac{\partial j}{\partial y} \sin \alpha,$$

(5.6.132)

the temperature equation (5.2.18) remains the same, i.e.,

$$\frac{\partial \theta}{\partial t} - \nabla^2 \theta = J(\psi, \theta) - \frac{\partial \psi}{\partial y} - T_y \frac{\partial \psi}{\partial z}.$$

(5.6.133)

The $x$-component of the momentum equation (5.2.19) is augmented by the Lorentz force to give

$$\frac{\partial u}{\partial t} - Pr \nabla^2 u = PrTa^\frac{1}{2}(\cos \phi \frac{\partial \psi}{\partial y} + \sin \phi \frac{\partial \psi}{\partial z}) + J(\psi, u) - \frac{\partial j}{\partial y} \sin \alpha - J(A, \tilde{B}_1) + Q \zeta Pr \frac{\partial \tilde{B}_1}{\partial y} \sin \alpha - J(A, \tilde{B}_1),$$

(5.6.134)

$\psi$ is obtained from $\omega$ by solving the same equation as in the hydrodynamic case, i.e.,

$$\nabla^2 \psi = -\omega.$$  

(5.6.135)

The evolution of the magnetic field is given by equation (2.3.54), i.e.,

$$\frac{\partial \mathbf{B}}{\partial t} = \nabla \times [(\mathbf{U}_{BS} + \mathbf{u}) \times \mathbf{B} + (\mathbf{u} \times \mathbf{B}_{BS})] + \zeta \nabla^2 \mathbf{B},$$

(5.6.136)

with $\mathbf{B}$ as in equation (5.6.131). By taking the $x$-component of this equation, we obtain an equation for $B_1$

$$\frac{\partial B_1}{\partial t} - \zeta \nabla^2 B_1 = \frac{\partial u}{\partial y} \sin \alpha - \frac{\partial A}{\partial y} \frac{dU}{dz} - J(A, u) + J(\psi, B_1),$$

(5.6.137)
and by taking the \( x \)-component of the uncurled induction equation (5.6.136), we obtain an equation for \( A \)
\[
\frac{\partial A}{\partial t} - \zeta \nabla^2 A = J(\psi, A) + \frac{\partial \psi}{\partial y} \sin \alpha.
\] (5.6.138)

Equation (5.6.132) can be written in the form
\[
\frac{\partial \omega}{\partial t} - Pr \nabla^2 \omega = F_{\text{mag}}
\] (5.6.139)
where
\[
F_{\text{mag}} = Pr Ta^2 \left( \cos \phi u_y + \sin \phi u_z \right) + Ra Pr \frac{\partial \theta}{\partial y} + J(\psi, \omega) - Q \zeta Pr \left( J(A, j) - \frac{\partial j}{\partial y} \sin \alpha \right),
\]
and can therefore be solved in the same way as described in section 5.3.

Likewise, equation (5.6.134) can be written in the form
\[
\frac{\partial u}{\partial t} - Pr \nabla^2 u = H_{\text{mag}}
\] (5.6.140)
where
\[
H_{\text{mag}} = Pr Ta^2 \left( \cos \phi \frac{\partial \psi}{\partial y} + \sin \phi \frac{\partial \psi}{\partial z} \right) + J(\psi, u) - \frac{\partial \psi}{\partial y} \frac{dU}{dz} + Q \zeta Pr \left( \frac{\partial B_1}{\partial y} \sin \alpha - J(A, B_1) \right)
\]
and is also solved by the same method.

Rewriting (5.6.137) and (5.6.138) as
\[
\frac{\partial B_1}{\partial t} - \zeta \nabla^2 B_1 = L_{\text{mag}} \quad \text{where} \quad L_{\text{mag}} = \frac{\partial u}{\partial y} \sin \alpha - \frac{\partial A}{\partial y} \frac{dU}{dz} - J(A, u) + J(\psi, B_1),
\] (5.6.141)
\[
\frac{\partial A}{\partial t} - \zeta \nabla^2 A = K_{\text{mag}} \quad \text{where} \quad K_{\text{mag}} = J(\psi, A) + \frac{\partial \psi}{\partial y} \sin \alpha,
\] (5.6.142)
we see that these equations are also of the appropriate form for implementing the numerical method of section 5.3.

Therefore, we have shown that the numerical method derived in section 5.3 for the purely hydrodynamic system can easily be extended to solve the equations of the MHD system.

### 5.6.1 Boundary conditions

In addition to the boundary conditions from the hydrodynamic system, we impose the following magnetic boundary conditions:
\[
A = 0, \quad \frac{\partial B_1}{\partial z} = 0, \quad \text{on} \ z = 0, 1,
\] (5.6.143)
derived from requiring \( B_3 = 0 \) and \( \frac{\partial B_1}{\partial z} = 0 \) on the boundaries (see section 2.3.1).
5.6.2 Testing the MHD code

To check the accuracy of our MHD code, we first tested it against our hydrodynamic nonlinear code (introduced in sections 5.2 and 5.3). We set $Q = 0$ and successfully reproduced a number of results. To test the linear magnetic terms, we checked the growth rate against the expected growth rate as calculated from our linear code and found good agreement. Finally, we tested the full code against some of the nonlinear results in Arter (1983) and reproduced them successfully.

5.6.3 Useful diagnostics

In addition to the useful diagnostics from section 5.5, we define the full magnetic energy as follows

$$ME = Q\zeta Pr \frac{1}{2L} \int_0^1 \int_0^L [(B_1(y, z, t) + \cos \alpha)^2 + (A_z(y, z, t) + \sin \alpha)^2 + A_y(y, z, t)^2] \, dy \, dz$$

and also the magnetic energy in the magnetic perturbations as

$$ME_{pert} = Q\zeta Pr \frac{1}{2L} \int_0^1 \int_0^L [B_1(y, z, t)^2 + A_z(y, z, t)^2 + A_y(y, z, t)^2] \, dy \, dz.$$  

(5.6.144)

(5.6.145)

5.7 Extending the method to solve the anelastic equations

The nonlinear anelastic equations for our system as given by (2.4.142)-(2.4.144) contain $z$-dependent reference state quantities. As a consequence of this, the method for solving the nonlinear anelastic equations is more involved than the method described in sections 5.3-5.6, for the nonlinear Boussinesq equations. We outline the method used in the anelastic case here.

First, consider

$$\nabla \cdot (\bar{\rho} \vec{u}) = 0$$

and so

$$\bar{\rho} \frac{\partial v}{\partial y} + \frac{\partial}{\partial z}(\bar{\rho} w) = 0,$$

(5.7.147)

where we are again assuming all variations with respect to $x$ vanish. Now, let $\bar{\rho} \vec{u} = \left( \bar{\rho} u, \frac{\partial \psi}{\partial z}, -\frac{\partial \psi}{\partial y} \right)$, where $\psi$ is our streamfunction and then (5.7.147) is automatically satisfied. This gives

$$v = \frac{1}{\bar{\rho}} \frac{\partial \psi}{\partial z} \quad \text{and} \quad w = -\frac{1}{\bar{\rho}} \frac{\partial \psi}{\partial y}.$$  

(5.7.148)
The vorticity is then given by \( \omega = \nabla \times u = (\omega, u_z, -u_y) \), where

\[
\omega = w_y - v_z = -\frac{1}{\rho} \frac{\partial^2 \psi}{\partial y^2} - \frac{\partial}{\partial z} \left( \frac{1}{\rho} \frac{\partial \psi}{\partial z} \right) = -\frac{1}{\rho} \nabla^2 \psi - \frac{\partial}{\partial z} \left( \frac{1}{\rho} \frac{\partial \psi}{\partial z} \right). 
\]

With this, the \( x \)-component of the vorticity equation (obtained by taking the curl of (2.4.142)) becomes

\[
\frac{\partial \omega}{\partial t} - Pr \nabla^2 \omega = -1 \bar{\rho} J(\psi, \omega) - \omega(v_y + w_z) + Ra Pr s_y + Ta Pr s \left( \cos \phi u_y + \sin \phi u_z \right)
\]

\[
+ Pr \frac{d\bar{\rho}}{dz} \left( \frac{4}{3} (v_{yy} + w_{yz} - \frac{\partial \omega}{\partial z} - 2(v_{yy} + v_{zz})) \right)
\]

\[
- \left( Pr \frac{d^2 \bar{\rho}}{dz^2} - Pr \left( \frac{d\bar{\rho}}{dz} \right)^2 \right) (v_z + w_y) = 1 \bar{\rho} J(\psi, \omega) - \omega(v_y + w_z) + Ra Pr s_y + Ta Pr s \left( \cos \phi u_y + \sin \phi u_z \right)
\]

\[
+ Pr \frac{d\bar{\rho}}{dz} \left( \frac{4}{3} \omega_z - \frac{2}{3} (v_{yy} + v_{zz}) \right) - Pr \frac{d}{dz} \left( \frac{1}{\bar{\rho}} \frac{d\bar{\rho}}{dz} \right) (v_z + w_y).
\]

The \( x \)-component of the momentum equation (2.4.142) becomes

\[
\frac{\partial u}{\partial t} - Pr \nabla^2 u = 1 \bar{\rho} J(\psi, u) + Pr \frac{d\bar{\rho}}{dz} \frac{\partial u}{\partial z} + \frac{Ta Pr}{\rho} \left( \cos \phi \frac{\partial \psi}{\partial y} + \sin \phi \frac{\partial \psi}{\partial z} \right)
\]

and the entropy equation (2.4.144) is written as

\[
\frac{\partial s}{\partial t} - \frac{1}{\bar{\rho}} \nabla^2 s = \frac{1}{\bar{\rho}} J(\psi, s) - \frac{w}{\bar{T}} \frac{d\bar{T}}{dz} + \frac{1}{\bar{T}} \frac{d\bar{T}}{dz} \frac{\partial s}{\partial z} - \frac{\theta}{Ra T} \left( \frac{\partial u}{\partial y} \right)^2 + \frac{\partial u}{\partial z} \right)^2 + (w_y + v_z)^2 + \frac{4}{3} \left( w_z^2 - w_z v_y + v_y^2 \right) = G,
\]

where all quantities with an overbar are taken to be the reference state quantities given by (2.4.140) and (2.4.141) in Chapter 2.

Equations (5.7.150) and (5.7.151) are of the same form as their Boussinesq counterparts, i.e., they are of the form \( \frac{\partial \xi}{\partial t} - Pr \nabla^2 \xi = \text{RHS} \). Therefore, we can use the method described in section 5.3, to solve these equations. The only difference is that, here, we will discretise space in the \( z \)-direction by using Gauss-Lobatto (GL) points, i.e.,

\[
z_j = \cos \left( \frac{(j - 1)\pi}{N_z - 1} \right) \quad \text{for} \quad j = 1, 2, \ldots, N_z.
\]

The reason for changing to GL points is that it makes solving the entropy equation (5.7.152) easier, as we shall see next. Equation (5.7.152) has a \( \frac{1}{\rho} \) multiplying the second term on the left-hand side and since this factor is a function of \( z \), we have to treat this equation in a different way.
to the equation for $\theta$ in the hydrodynamic case, (5.2.18). Inspired by DeRosa (2001), we solve equation (5.7.152) in 'semi-spectral' space, that is, spectral in $y$ but physical in $z$. To do this, consider equation (5.7.152) written as

$$\frac{\partial \tilde{s}}{\partial t} - \tilde{L}\tilde{s} = \tilde{G}, \quad (5.7.154)$$

where a ' $\sim$ ' denotes an FFT, e.g., $\tilde{s} = \text{FFT}(s)$ and where $\tilde{L} = \frac{1}{\rho}(\text{CDD} + m^2)$. CDD is the scaled Chebyshev differentiation matrix used to calculate derivatives in real space. Trefethen (2000) gives a simple form for constructing such a matrix using GL points - it is for this reason we switch to GL points from the original collocation points. We note though, that CDD is a dense matrix and so, unlike the differentiation matrices resulting from the recurrence relation of spectral coefficients, inverting the matrix is a more computationally intensive task.

Once transformed into 'semi-spectral' space, we can apply the same Crank-Nicolson implicit scheme to the left hand side and the explicit Adams-Bashforth to the right hand side as we did before (see section 5.3.8), to give

$$\frac{s^{n+1} - s^n}{\Delta t} - \left( \frac{\tilde{L}s^{n+1} - \tilde{L}s^n}{2} \right) = \frac{3\tilde{G}^n - \tilde{G}^{n-1}}{2} \quad (5.7.155)$$

or

$$\left(1 - \frac{\Delta t}{2}\tilde{L}\right)s^{n+1} = \left(1 + \frac{\Delta t}{2}\tilde{L}\right)s^n + \frac{\Delta t}{2}(3\tilde{G}^n - \tilde{G}^{n-1}) \quad (5.7.156)$$

which can be written as $As^{n+1} = B$ where

$$A = 1 - \frac{\Delta t}{2}\tilde{L} \quad (5.7.157)$$

and

$$B = \left(1 + \frac{\Delta t}{2}\tilde{L}\right)s^n + \frac{\Delta t}{2}(3\tilde{G}^n - \tilde{G}^{n-1}). \quad (5.7.158)$$

This matrix equation is then solved using a LAPACK routine for LU decomposition (see e.g., Anderson et al. (1999)).

In a similar way, equation (5.7.149) is also solved in 'semi-spectral' space owing to the $\frac{1}{\rho}$ multiplying the $\nabla^2 \psi$. Equation (5.7.149) can be written as

$$\tilde{\psi}^{n+1} = A_1\tilde{\psi}^n \quad (5.7.159)$$

where

$$A_1 = -\frac{1}{\rho}(\text{CDD} + m^2) - \frac{d}{dz}\left(\frac{1}{\rho}\right)\text{CD} \quad (5.7.160)$$

This matrix equation is solved using Schur decomposition, because, as Peyret (2002) explains, Schur decomposition leads to better conditioned matrices for equations of the form (5.7.149). Again, the Schur decomposition is performed using a routine from the LAPACK library (Anderson et al. (1999)).
5.7.1 Testing the anelastic code

As was done for the Boussinesq codes, we tested the linear growth rates of the nonlinear anelastic code against those predicted by the linear code developed for the work in Chapter 4 and found good agreement. We also performed some simulations to check that the anelastic code recovered the results of the Boussinesq code in the appropriate limit (θ = 0) and again found good agreement. The only terms which are not tested by the two checks mentioned so far, are the terms that appear in the equations only when θ ≠ 0 and are nonlinear. On inspection of equations (2.4.142)-(2.4.144), we see that the only terms that fall into this category are the viscous heating terms in equation (2.4.144). One way to test these terms is to impose a shear flow. For example, we force the momentum equation, (2.4.142), and let u = U(z)e_x and s = S(z). In this case, equations (2.4.142) and (2.4.144) reduce to

\[ -Pr \frac{d^2 U}{dz^2} = Pr \frac{d\bar{\rho}}{dz} \frac{dU}{dz} + F(z), \quad (5.7.161) \]

\[ -\frac{1}{\bar{\rho}} \frac{d^2 S}{dz^2} = \frac{1}{\bar{\rho} \bar{T}} \frac{dS}{dz} - \frac{\theta}{RaT} \left( \frac{dU}{dz} \right)^2, \quad (5.7.162) \]

respectively, where F(z) is our imposed forcing term. We have also taken Ta = 0 as the terms due to the rotation have already been tested. If we choose \( F = -\frac{Pr \pi \cos(\pi z)}{(1 + \theta z)^m} \), then equation (5.7.161) becomes

\[ \frac{d^2 U}{dz^2} + \frac{m \theta}{(1 + \theta z)} \frac{dU}{dz} = \frac{\pi \cos(\pi z)}{(1 + \theta z)^m}, \quad (5.7.163) \]

which can be solved for the general solution \( \frac{dU}{dz} = \frac{\sin(\pi z)}{(1 + \theta z)^m} + C \). Imposing \( \frac{dU}{dz} = 0 \) on \( z = 0,1 \) gives \( C = 0 \). With this expression for \( \frac{dU}{dz} \), we can solve equation (5.7.162) for S in MATLAB and check it against s obtained when F is imposed in the nonlinear code. We successfully verified a number of cases.

5.7.2 Useful diagnostics

Mean flows are calculated in exactly the same way as described in section 5.5. But, in the anelastic equations, \( \bar{\rho} \) is a function of z, and so it must be explicitly included in the definition of the kinetic energies. For all cases studied in this thesis, we use the following definitions:

\[ KE_{\text{pert}} = \frac{1}{2L} \int_0^1 \int_0^L \bar{\rho}[u(y,z,t)^2 + \psi_z(y,z,t)^2 + \psi_y(y,z,t)^2] \, dy \, dz, \quad (5.7.164) \]

\[ KE_{\langle \bar{\xi} \rangle} = \frac{1}{2} \int_0^1 \bar{\rho} \langle \bar{\xi}(z,t) \rangle^2 \, dz, \quad (5.7.165) \]

\[ \langle KE_{\bar{\xi}} \rangle = \langle \frac{1}{2} \int_0^1 \bar{\rho} \bar{\xi}(z,t)^2 \, dz \rangle, \quad (5.7.166) \]
where $\xi$ is the variable $u$ or $v$. $KE_{\xi}$ and $\langle KE_{\xi} \rangle$ have the same interpretation as in the Boussinesq case, i.e., as described in section 5.5.3.

### 5.8 Summary

Following the guidance of Peyret (2002), amongst others, we have constructed and tested an efficient, nonlinear, pseudospectral numerical code to solve the equations derived in Chapter 2. In section 5.2, we reformulated the governing equations so that they involved a streamfunction and the vorticity. Using the purely hydrodynamic system as our example, we then detailed the numerical algorithm used to solve the equations. The method assumes periodicity in the $y$-direction and expands the variables as Fourier series’ in this direction, whilst in the $z$-direction, the variables are expanded as Chebyshev series’. Derivatives are computed efficiently in spectral space and nonlinear products are formed by multiplying together the relevant quantities in physical space. Sampling the equations on a discrete grid allows them to be written as matrix equations. Furthermore, the matrices are of quasi-tridiagonal structure, meaning that they can be inverted efficiently using an algorithm courtesy of Thual (1986).

Whilst, the majority of this chapter dealt with the purely hydrodynamic system, section 5.6 gave details on how to extend the code to solve the equations of the MHD system. This was a relatively straightforward task as the extra terms and equations resulting from the presence of a magnetic field can be solved using the same method. However, applying this method to the nonlinear anelastic equations provided more complications, arising because of the dependence of the basic state on $z$. Section 5.7 detailed a solution to these complications by solving some of the equations in ‘semi-spectral’ space.

All three numerical codes were tested against other work, our linear codes and each other; good agreement was found in all cases. Successful construction and verification of our codes allows us to proceed with confidence and examine the systems in the nonlinear regime, in particular, we can now investigate mean flow generation in our different systems. The following three chapters present the numerical results obtained for the Boussinesq and anelastic systems using these codes.
Chapter 6

Nonlinear Hydrodynamic Convection

6.1 Introduction

This chapter considers the nonlinear evolution of the variables governed by equations (5.2.17)-(5.2.20). We emphasise that these equations are two-dimensional in the sense that they only depend on $y$ and $z$, however, all three components of the flow are included. Since mean flows result from nonlinear interactions, by retaining the nonlinear terms in the governing equations we can investigate the mean flows driven by the system. As discussed in Chapter 1, section 1.4.3, there have been a number of studies of mean flow generation in convection. This chapter aims to add to these studies by focussing on the effect of a tilted rotation vector, the Prandtl number and a thermal wind on the mean flows driven. In this chapter, we consider solutions to the Boussinesq, hydrodynamic system, and later we extend the work to examine the anelastic and MHD systems (see Chapters 7 and 8 respectively). Owing to the complexity of the governing equations we are required to solve them numerically; to do this, we employ the algorithm described in Chapter 5.

6.2 Numerical results

Before considering the mean flows driven by the system, we investigate some more general properties of the convection. In this chapter, we consider two distinct cases, (i) $T_y = 0$, i.e., there is no thermal wind and (ii) $T_y \neq 0$, i.e., there is a thermal wind, and in both cases we investigate the effect of different parameters on the system but, unless otherwise stated, we fix the rotation rate by setting $Ta = 10^5$ and the size of the computational box by setting $L = 5$. 
6.2.1 No thermal wind

We begin by setting $T_y = 0$ and hence there are no thermal wind effects to consider. To investigate the effect of a tilted rotation vector, i.e., the case where the rotation vector is oblique to gravity, we fix $Pr = 1$ and increase $Ra$ for three different $\phi$: (i) $\phi = \frac{\pi}{2}$ (vertical rotation), (ii) $\phi = \frac{\pi}{4}$ (a layer at $45^\circ$), (iii) $\phi = \frac{\pi}{6}$ (a layer at $30^\circ$).

We find that as $Ra$ is increased, the solutions progress through a series of different types of solution. This progression is best depicted by a regime diagram, as shown in figure 6.1, where each symbol represents a different type of solution. The red squares represent steady solutions, blue circles represent oscillatory or periodic solutions, green triangles represent quasi-periodic solutions (QP), and light blue stars represent chaotic solutions.

![Figure 6.1: Regime diagram for solutions at fixed $\phi$ and $Ra$ for $Pr = 1$, $\phi = \frac{\pi}{2}$, $\frac{\pi}{4}$ and $\frac{\pi}{6}$.
Red squares represent steady solutions, blue circles represent periodic solutions, green triangles represent quasi-periodic solutions and light blue stars represent chaotic solutions. The results are plotted against (a) $Ra$, and (b) $\frac{Ra}{Ra_c}$.

Plot (a) shows the type of solution that is found for different values of $Ra$, and plot (b) shows the same but plotted against $\frac{Ra}{Ra_c}$ where $Ra_c$ is the value at which convection onsets in a box of length $L = 5$. For reference, here, $Ra_c = 2.13 \times 10^4$ for $\phi = \frac{\pi}{2}$, $Ra_c = 3.23 \times 10^4$ for $\phi = \frac{\pi}{4}$ and $Ra_c = 4.61 \times 10^4$ for $\phi = \frac{\pi}{6}$. From the diagrams we see that, for all values of $\phi$ studied, the solution is steady when it first goes unstable, then as $Ra$ is increased, it undergoes a Hopf
bifurcation and becomes periodic. Further increase of $Ra$ leads to another (secondary Hopf) bifurcation giving a QP solution before the solution becomes chaotic at even larger $Ra$. Notice when $\phi = \frac{\pi}{6}$, the solution returns to a steady state, at large enough $Ra$. This is examined in more detail in section 6.2.4. The regime diagram also highlights that, as the rotation vector is tilted from the vertical, a higher $Ra$ is required for growth, i.e., decreasing $\phi$ has a stabilising effect on the system. Also, the larger the tilt from the vertical, the smaller the range of $Ra$ over which the bifurcations occur, that is, the solution becomes chaotic at lower $Ra$. For the untilted case, the solution remains steady until $Ra \gtrsim 10^5$.

### 6.2.2 Transition to chaos

To analyse the different types of solution that occur for a tilted rotation vector more closely, we choose to focus on the case where $\phi = \frac{\pi}{4}$. Figure 6.2 shows plots of the time series of the Nusselt number, $Nu$, and the kinetic energy in the perturbations, $KE_{\text{pert}}$, for different $Ra$.

In (a), $Ra = 40000 \ (1.24Ra_c)$ and the solution has settled into a steady state; in (b) $Ra = 50000 \ (1.55Ra_c)$ and the solution is oscillating with a distinct single period; in (c) $Ra = 63000 \ (1.95Ra_c)$ and the solution is still oscillating but now there is more than one associated period - we call this solution quasi-periodic. In (d) $Ra = 75000 \ (2.33Ra_c)$ and the solution has become chaotic. In other words, the system has undergone a number of bifurcations en route to chaos. This transition to chaos can be viewed in an alternative way by looking at phase space and so-called Poincaré sections (see Guckenheimer & Holmes (1983) for details). Figure 6.3 shows plots of the solutions in phase space, $(KE_{\bar{u}}, KE_{\bar{v}}, Nu)$ for the same $Ra$ as in figure 6.2, where $KE_{\bar{u}}$ is the kinetic energy in $\bar{u}$ and $KE_{\bar{v}}$ is the kinetic energy in $\bar{v}$, as described in section 5.5. Alongside each phase space plot is a cut of the phase space, through a constant value of $KE_{\bar{u}}$. For the steady solution at $Ra = 40000$, the Poincaré section is a fixed point. In (b) we see the oscillatory solution cuts the plane in two places, indicating that the solution has undergone a Hopf bifurcation. As $Ra$ is increased to approximately $Ra = 63000$, the solution undergoes a second bifurcation to a torus which is characterised in the Poincaré section by the two closed loops. Subfigure (d) displays the phase space for the case when $Ra$ is increased to 75000, a chaotic solution, which results in a Poincaré section with no obvious pattern. This route to chaos is known as the Ruelle-Takens-Newhouse route to chaos, after the seminal work of Newhouse et al. (1978).
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Figure 6.2: Time series of Nusselt number ($Nu$) and kinetic energy ($KE_{pert}$) for the case when $Pr = 1$, $\phi = \frac{\pi}{4}$ and in (a), $Ra = 40000$, in (b), $Ra = 50000$, in (c), $Ra = 63000$, and in (d), $Ra = 75000$.

### 6.2.3 Nonlinear solutions

It is informative to visualise the flow in each of the solution regimes seen in section 6.2.2. To do this, we plot contours of $\psi(y, z)$ at a snapshot in time (see figure 6.4). In (a), we have the steady solution and the streamfunction appears as regular convection cells. Clearly evident is the tilted nature of the rolls, choosing to align with the rotation vector, as in the linear theory (see Hathaway et al. (1980)). In (b), we consider the QP case, now the streamfunction is less regular in shape and cells have merged to form larger structures, but the tilt is still apparent. By $Ra = 75000$, (c), we have reached the chaotic regime and this is reflected in the form of the solution. When $Ra$ is increased further to $Ra = 2 \times 10^5$, the solutions become highly chaotic, see figure 6.4 (d). Again, we notice that larger scale structures are forming.

Figure 6.5 shows contours of the total temperature, $T = 1 - z + \theta$, corresponding to each of the
Figure 6.3: Phase space and alongside it a Poincaré section for each of the cases in figure 6.2. In (a), $Ra = 40000$ and the section is taken at $KE_{\tilde{u}} = 0.1307$, in (b), $Ra = 50000$ and the section is taken at $KE_{\tilde{u}} = 6$, in (c), $Ra = 63000$ and the section is taken at $KE_{\tilde{u}} = 100$ and in (d), $Ra = 75000$ and the section is taken at $KE_{\tilde{u}} = 200$. 
Figure 6.4: Contours of the streamfunction $\psi(y,z)$ in a settled state, for the case with $Pr = 1$ and $\phi = \frac{\pi}{4}$. In (a), $Ra = 40000$, in (b), $Ra = 63000$, in (c), $Ra = 75000$ and in (d), $Ra = 2 \times 10^5$.

cases in figure 6.4. In (a), the fluid is largely hot at the bottom (red) and cooler at the top (blue) with little mixing between the boundaries. As $Ra$ is increased, the hotter and cooler fluid start to mix to make the interior of the fluid layer more isothermal and thin thermal plumes are evident, as seen in figure 6.5 (b) through (d).

By considering $\bar{T}$, the horizontally averaged temperature (see figure 6.6), we see that as $Ra$ is increased, the fluid motions are acting to make the interior of the fluid closer to being isothermal. In all cases, despite mixing, we still have a boundary layer at each boundary due to the fixed temperature conditions.

6.2.4 Large-scale solutions

As commented on in section 6.2.1, when $\phi = \frac{\pi}{4}$, the solution enters a second steady regime at large $Ra$. If we examine the dependency of $Nu$ on $Ra$ for one of these examples ($Pr = 1$,
Figure 6.5: Contours of the temperature $T(y, z)$ after the final time step for the case with $Pr = 1$ and $\phi = \frac{\pi}{4}$. In (a), $Ra = 40000$, in (b), $Ra = 63000$, in (c), $Ra = 75000$ and in (d), $Ra = 2 \times 10^5$.

$\phi = \frac{\pi}{6}, Ta = 10^5$), see figure 6.7, then there are some significant points to note. First, for small $Ra$, $Nu$ increases with $Ra$ before settling to a scaling law with less rapid increase. Secondly, between $Ra = 6 \times 10^5$ and $Ra = 7 \times 10^5$ there is a jump in $Nu$, this jump coincides with the change in regime from chaotic back to steady. It appears as though the system has found a more efficient mode of heat transfer (higher $Nu$) in a steady regime.

Comparing contour plots of $\psi$ from the two different steady regimes highlights a key difference - the scale of the solution (see figure 6.8). The length scale in the second steady regime is much larger, in fact, it is approximately the size of the domain, i.e, only one positive and one negative convection cell fit into the box. It is also noticeable that the tilt of the rotation vector is evident at lower $Ra$, where the convection rolls align themselves with the rotation vector, whereas, for the large-scale solutions this alignment has disappeared.
Figure 6.6: Time-averaged, mean temperature profiles $\bar{T}$, for the cases shown in figure 6.5. The solid line represents $Ra = 40000$, the dashed line represents $Ra = 63000$, the dot-dashed line represents $Ra = 75000$ and the dotted line represents $Ra = 2 \times 10^5$. Increasing $Ra$ acts to make the interior of the fluid layer more isothermal.

Figure 6.7: Nusselt number $(Nu)$ against Rayleigh number $(Ra)$ for $Pr = 1$, $\phi = \frac{\pi}{6}$, $Ta = 10^5$. As $Ra$ is increased the solution changes regimes. In particular, at $Ra = 6 \times 10^5$ the solution is chaotic but at $Ra = 7 \times 10^5$ the solution is steady. This change in regime coincides with an increase in $Nu$.

The temperature, $T = 1 - z + \theta$, corresponding to one of these large-scale solutions is shown in figure 6.9 (a), alongside the profile of the horizontal average of the temperature in (b). We see that the system has reached an almost isothermal state, due to the highly efficient convecting state it has been able to achieve. One can see that the bulk of the fluid is isothermal but there exist two thin boundary layers. Chini & Cox (2009) and Hepworth (2014) found similar, steady, large-scale solutions in non-rotating, two-dimensional Rayleigh-Bénard convection at $Pr = 1$. 
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Figure 6.8: Contours of \( \psi(y, z) \) for steady solutions taken from two different steady regimes. In a) \( Ra = 40000 \) and in (b) \( Ra = 8 \times 10^5 \). The larger \( Ra \) solution exhibits a much larger length scale and the cells are not aligned with the rotation vector, as they are in (a).

(a)

(b)

Figure 6.9: (a) Temperature as a function of \( y \) and \( z \). (b) Horizontally averaged temperature as a function of \( z \). In both cases, \( Ra = 8 \times 10^5 \), \( Pr = 1 \), \( \phi = \frac{\pi}{4} \), \( Ta = 10^5 \). The bulk of the fluid is isothermal except for the two thin boundary layers.

6.2.5 Decreasing \( Pr \)

We now decrease the Prandtl number, from \( Pr = 1 \) to \( Pr = 0.1 \). In doing so, the critical Rayleigh number of the system is also decreased, i.e., instability sets in at a lower Rayleigh number. As with \( Pr = 1 \), we find the solutions progress through a series of states as we increase \( Ra \), as indicated by the regime diagram in figure 6.10. As before, red squares represent steady solutions, blue circles represent periodic solutions, green triangles represent quasi-periodic solutions (QP), and light blue stars represent chaotic solutions. Here we have also characterised a different type of
solution which we describe as relaxation oscillations, these solutions are indicated on the regime diagram by black dots. Relaxation oscillations are chaotic type solutions but where bursts of energy occur intermittently. A time series of the Nusselt number and kinetic energy of one of these solutions is shown in figure 6.11 (a). In this relaxation oscillation state, as the convection gets more vigorous (higher $N\!u$) a larger mean flow is driven, this is seen in figure 6.11 (b). Here we have plotted the mean flows $\bar{u}$ (blue) and $\bar{v}$ (red), we see that the peaks in the energy of the mean flows correspond to dips in $N\!u$ (cf. figure 6.11(a)). So, as the convection gets more vigorous (higher $N\!u$) it leads to larger mean flows which act to inhibit the convection and this is matched by a decrease in $N\!u$. The process repeats, each cycle resulting in the 'bursts' of energy we see. Such bursting solutions have been seen in studies of convection in other systems, for example, Brummell & Hart (1993), Rotvig & Jones (2006) and Teed et al. (2012) in annulus models, and Grote & Busse (2001) in a spherical shell geometry.

By plotting the phase space, ($KE_u$, $KE_v$, $N\!u$), and Poincaré sections for a relaxation oscillation solution (see figure 6.12) we see that the relaxation oscillation solution does not lead to a distinct pattern in phase space, it is just a chaotic solution but with other properties as described above.

Returning to figure 6.10 we see that, as $Ra$ is increased, the solutions move from being steady to...
Figure 6.11: (a) Time series of Nusselt number ($Nu$) and kinetic energy ($KE_{pert}$) for the case when $Pr = 0.1$, $\phi = \frac{\pi}{4}$ and $Ra = 70000$. (b) shows plots of the kinetic energy in $\bar{u}$ (blue) and $\bar{v}$ (red) against time for the same case.

Figure 6.12: Phase space and alongside it a Poincaré section for the relaxation oscillation case shown in figure 6.11. The cut through phase space is taken at $KE_{\bar{u}} = 300$.

periodic to QP to chaotic to relaxation oscillations, but in addition, for large $Ra$, when $\phi = \frac{\pi}{4}$, the solution goes chaotic again, and when $\phi = \frac{\pi}{6}$, the solution goes steady again. As in the $Pr = 1$ case, the large $Ra$ steady solutions that occur when $\phi = \frac{\pi}{6}$ appear as large-scale structures and analysis of $Nu$ shows that the convection is more effective at transporting heat for these steady solutions. Also as in the $Pr = 1$ case, the large-scale solutions occur when the solutions move from being chaotic to being steady, we do not present the analysis for $Pr = 0.1$ here, as it is the same as in the $Pr = 1$ case.
Comparison of $Pr = 1$ with $Pr = 0.1$

The progression through a series of different types of solution is common to both $Pr = 1$ and $Pr = 0.1$. However, when $Pr = 0.1$, we observed an extra type of solution in which relaxation oscillations are observed, these were not found when $Pr = 1$. When $Pr = 0.1$, the bifurcations and transitions occur at lower $Ra$ than when $Pr = 1$, this is to be expected given that the critical $Ra$ is lower for the smaller $Pr$. As the rotation vector is tilted from the vertical, the critical $Ra$ is increased in both cases. Unlike in the $Pr = 1$ case, when $Pr = 0.1$ and $\phi = \pi/2$ the solution becomes periodic at relatively low $Ra$. When $\phi = \pi/6$, both the $Pr = 1$ and $Pr = 0.1$ cases experience a regime where the solution returns to a steady state and large-scale flows are produced. These are met with an increased efficiency of heat transfer by convection, indicated by the large $Nu$ that occurs with such solutions. The $Pr = 1$ streamfunction close to onset is of a smaller length scale than the $Pr = 0.1$ streamfunction close to onset. However, in both cases, as $Ra$ increases, the scale of the solution also increases. As expected, the convection acts to make the layer more isothermal in the interior and near the boundaries two boundary layers form. This is seen in both the $Pr = 1$ and $Pr = 0.1$ cases.

Robustness of large-scale solutions

We have seen that, when $\phi = \pi/6$ and $Ta = 10^5$, the solution returns to a steady state (after being very time-dependent) and this has been found to occur when $Pr = 1$ and when $Pr = 0.1$, albeit at different $Ra$. In addition to the parameters already discussed, we have investigated whether similar large-scale solutions exist for other parameters, as shown in table 6.1. Whilst it is difficult to draw definite conclusions from this data, it does appear that, the smaller $Pr$ and $\phi$ are, the more likely large-scale solutions are to exist, and persist, for higher $Ta$. For example, large-scale solutions are found for $Pr = 1$, $Ta = 10^5$, $Ra = 7 \times 10^5$ and $\phi = \pi/6$ (run 2), but if we increase $\phi$ (run 12) then we are no longer able to find any large-scale solutions. Furthermore, if $Ta$ is increased to $10^6$, then the only large-scale steady solutions that have been found occur when $Pr = 0.1$. For $Pr = 1$, the largest rotation rate at which large-scale solutions have been found is $Ta = 1.5 \times 10^5$. 
Table 6.1: A table to show in which runs large-scale steady solutions occur. Also shown, are runs with parameters close to those runs which have large-scale solutions but which are not found to reach the high $Nu$, steady states in which the large-scale structures are observed.

<table>
<thead>
<tr>
<th>Run</th>
<th>$Pr$</th>
<th>$Ta$</th>
<th>$Ra$</th>
<th>$\phi$</th>
<th>Steady? Y/N</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.1</td>
<td>$10^5$</td>
<td>$1.5 \times 10^5 - 3 \times 10^5$</td>
<td>$\frac{\pi}{6}$</td>
<td>Y</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>$10^5$</td>
<td>$7 \times 10^5 - 2 \times 10^6$</td>
<td>$\frac{\pi}{6}$</td>
<td>Y</td>
</tr>
<tr>
<td>3</td>
<td>0.1</td>
<td>$10^6$</td>
<td>$3 \times 10^5 - 5 \times 10^6$</td>
<td>$\frac{\pi}{12}$</td>
<td>Y</td>
</tr>
<tr>
<td>4</td>
<td>0.1</td>
<td>$1.2 \times 10^5$</td>
<td>$3 \times 10^5$</td>
<td>$\frac{\pi}{6}$</td>
<td>Y</td>
</tr>
<tr>
<td>5</td>
<td>0.1</td>
<td>$2 \times 10^5$</td>
<td>$3 \times 10^5$</td>
<td>$\frac{\pi}{6}$</td>
<td>N</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>$1.5 \times 10^5$</td>
<td>$1.5 \times 10^6$</td>
<td>$\frac{\pi}{6}$</td>
<td>Y</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>$2 \times 10^5$</td>
<td>$1.5 \times 10^6$</td>
<td>$\frac{\pi}{6}$</td>
<td>N</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>$1.5 \times 10^5$</td>
<td>$9 \times 10^5$</td>
<td>$\frac{\pi}{6}$</td>
<td>Y</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>$2 \times 10^5$</td>
<td>$9 \times 10^5$</td>
<td>$\frac{\pi}{6}$</td>
<td>N</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>$10^4$</td>
<td>$1 \times 10^6$</td>
<td>$\frac{\pi}{6}$</td>
<td>Y</td>
</tr>
<tr>
<td>11</td>
<td>1</td>
<td>$10^5$</td>
<td>$1 \times 10^6$</td>
<td>$\frac{\pi}{6}$</td>
<td>N</td>
</tr>
<tr>
<td>12</td>
<td>1</td>
<td>$10^5$</td>
<td>$7 \times 10^5$</td>
<td>$\frac{\pi}{5.5} - \frac{\pi}{2}$</td>
<td>N</td>
</tr>
<tr>
<td>13</td>
<td>1</td>
<td>$5 \times 10^5$</td>
<td>$9 \times 10^5$</td>
<td>$\frac{\pi}{12}$</td>
<td>N</td>
</tr>
<tr>
<td>14</td>
<td>1</td>
<td>$10^4$</td>
<td>$10^7$</td>
<td>$\frac{\pi}{6}$</td>
<td>Y</td>
</tr>
</tbody>
</table>
6.3 Mean flows

Having investigated some more general properties of convection, we now focus on the mean flows driven, as this is a primary aim of our study. As we saw in Chapter 1, convection is capable of driving mean flows. The strength and direction of these flows is governed by the parameters of the system. In particular, we are interested in the effects of small $Pr$ and the tilted rotation vector on the driving of these flows. The mean flows in the $x$ and $y$ directions are denoted $\bar{u}$ and $\bar{v}$ respectively, and they are defined in section 5.5.1. One way to characterise the size of mean flows produced is from their energy. The kinetic energy in the mean flow can be described in two ways, as explained in section 5.5.3. The different measures of kinetic energy can be used as a measure of the “mean” of the flow or as a measure of the “variability”. We consider the ratio of kinetic energy in the mean flow to the total kinetic energy in the perturbations, this will give us a measure of whether the change in energy of the mean flow is a direct result of the change in energy in the perturbation. For example, does $\bar{u}$ decrease only because $u$ does or is there some other process affecting the mean?

6.3.1 Effect of $\phi$ on mean flows

This section considers the effect of $\phi$ on the mean flows driven by the system. Figure 6.13 (a) shows plots of the ratio of the variability measure to total kinetic energy against $Ra$ (top row) and $\frac{Ra}{Ra_c}$ (bottom row) for $Pr = 1$. The left column shows plots relating to $\bar{u}$ and the right column relates to $\bar{v}$. Figure 6.13 (b) contains the equivalent plots for the mean measure. From (a) and (b), for $Ra$ sufficiently above its critical value and for $Ra \leq 6 \times 10^5$, we see that both measures of the kinetic energy in $\bar{v}$ are largest when $\phi = \frac{\pi}{6}$, followed by $\phi = \frac{\pi}{4}$ and then $\phi = \frac{\pi}{2}$. At $Ra \approx 6 \times 10^5$, $\phi = \frac{\pi}{6}$, the energy in $\bar{v}$ drops significantly, this corresponds to the value of $Ra$ at which the solution changes regime from chaotic back to steady (cf. section 6.2.4) and after this point, $\phi = \frac{\pi}{4}$ gives the largest mean flows. This hierarchy suggests that, when in the chaotic regime, the more the rotation vector is tilted from the vertical the bigger the flow driven in the plane of the rotation vector ($\bar{v}$), but when not in the chaotic regime, only small mean flows are generated.

In general, $\bar{u}$ is smaller than $\bar{v}$, this can be seen from figure 6.13; the kinetic energy in $\langle \bar{u} \rangle$ is an order of magnitude less than the kinetic energy in $\langle \bar{v} \rangle$. We might expect $\bar{u} < \bar{v}$, as $\bar{u}$ is the mean flow in a direction perpendicular to the plane in which the tilted rotation vector lies and so it is free to fluctuate in all directions. Despite being much smaller in magnitude, the mean
measure of $\bar{u}$ still gives a larger mean flow for a tilted rotation vector compared to the $\phi = \frac{\pi}{2}$ case. Comparing the size of the mean and the variability measures for $\bar{v}$, we see that they are similar, suggesting $\bar{v}$ does not have too many fluctuations about zero and is a fairly systematic flow. However, comparing the size of the mean and variability measures for $\bar{u}$ we find that the mean measure is an order of magnitude smaller than the variability measure, indicating that $\bar{u}$ is highly varying in time. For $\phi = \frac{\pi}{2}$, the rotation vector is vertical, and there is no preferred direction for the mean flow. Therefore, we expect the mean measure in this case to be zero, as flows in all directions should cancel on time-averaging. This is in fact observed in figure 6.13 (b).

However, in the variability measure all contributions are squared first and thus, for $\phi = \frac{\pi}{2}$, there is a nonzero energy in the mean flow.

The kinetic energies are calculated by considering averages taken over a long period of time, but it is interesting to analyse the time-dependent nature of the flows. Figure 6.14 fixes $Ra = 2 \times 10^5$, $Pr = 1$ and displays $\bar{u}$ and $\bar{v}$ as a function of $z$ and $t$ for $\phi = \frac{\pi}{4}$, $\phi = \frac{\pi}{2}$ and $\phi = \frac{\pi}{6}$. Plotted alongside the time-dependent plots are plots of the time-averaged $z$-structure of the mean flow. Clearly, $\langle \bar{v} \rangle$ is largest for $\phi = \frac{\pi}{6}$ and then $\phi = \frac{\pi}{4}$, as we expect from the previous energy analysis. We also see the more systematic nature of $\bar{v}$ for $\phi = \frac{\pi}{4}$ and $\phi = \frac{\pi}{6}$, it is mostly all of one sign in the lower half of the layer, and mostly all of the other sign in the top half of the layer, whereas, $\bar{u}$ is more variable, leading to a smaller mean. This is all consistent with the energy plots in figure 6.13. For $\phi = \frac{\pi}{2}$, we see that there is a significant mean flow driven, up to 60 units, but the flow is in all directions and so averages to a small mean. If we average over a long enough time period then we would expect this mean to go to zero, as we saw in figure 6.13 (b). The vertical structure of $\langle \bar{u} \rangle$ and $\langle \bar{v} \rangle$ is very similar for $\phi = \frac{\pi}{4}$ and $\phi = \frac{\pi}{6}$. We see that, the $\phi = \frac{\pi}{6}$ mean flows are of the same form as the $\phi = \frac{\pi}{4}$ flows but slightly larger in magnitude. When $\phi = \frac{\pi}{2}$ the form is very different - but that is to be expected as we do not really expect there to be a mean flow at all when $\phi = \frac{\pi}{2}$.

6.3.2 Effect of $Pr$ on mean flows

To investigate the effect of $Pr$ on the mean flows driven, we fix $\phi = \frac{\pi}{4}$. Plots of the ratios of the different measures of kinetic energy in the flow to the total kinetic energy are shown in figure 6.15. From the plots of the mean measure of kinetic energy with $Pr = 0.1$ and $Ra = 1.5 \times 10^5$ (see figure 6.15 (b), red lines), we notice a jump in the energy. This jump coincides with a change from a chaotic regime, where bursting is evident, to a chaotic regime where no bursting is observed, the flows are more systematic in the latter case and therefore this explains the jump. When comparing
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Figure 6.13: Ratios of the kinetic energy in $\bar{u}$ and $\bar{v}$ to the kinetic energy in the perturbations calculated using, in (a), the variability measure ($\langle KE_{\xi} \rangle$), and in (b), the mean measure ($KE_{\langle \xi \rangle}$), for $Pr = 1$, $\phi = \frac{\pi}{2}$ (blue, crosses), $\phi = \frac{\pi}{4}$ (red, dots) and $\phi = \frac{\pi}{6}$ (green, squares). In each case, the top row shows plots of the ratios against $Ra$ and the bottom row against $\frac{Ra}{Ra_c}$.
Figure 6.14: Contour plots of the mean flows $\bar{u}(z, t)$, $\bar{v}(z, t)$ and their corresponding time-average $\langle \bar{u} \rangle$, $\langle \bar{v} \rangle$ as a function of $z$. In all cases, $Pr = 1$ and $Ra = 2 \times 10^5$ but $\phi$ is varied. In (a) $\phi = \frac{\pi}{2}$, in (b) $\phi = \frac{\pi}{4}$, and in (c) $\phi = \frac{\pi}{6}$.
Figure 6.15: Ratios of the kinetic energy in $\bar{u}$ and $\bar{v}$ to the kinetic energy in the perturbations calculated using, in (a), the variability measure ($\langle KE_\xi \rangle$) and in (b), the mean measure ($KE_{\langle \xi \rangle}$), for $\phi = \pi / 4$, $Pr = 1$ (blue, crosses) and $Pr = 0.1$ (red, dots). The top row shows plots of the ratios against $Ra$ and the bottom row against $\frac{Ra}{Ra_c}$. 
the kinetic energies at different $Pr$, the conclusions depend on whether we compare them at fixed $Ra$ or fixed $\frac{Ra}{Ra_c}$. This difference is more important here, than when changing $\phi$ for example, since reducing $Pr$ from one to 0.1 reduces $Ra_c$ by approximately a factor of 10. For large enough $Ra$, the energy as given by the variability measure (figure 6.15 (a)) is approximately the same for both $Pr$. However, the mean measure is larger for $Pr = 0.1$ and so the smaller $Pr$ gives the more systematic mean flows. For fixed $\frac{Ra}{Ra_c}$, the variability energy in $\bar{v}$ is much larger for $Pr = 1$ than for $Pr = 0.1$, which results in $Pr = 1$ also having the larger mean measure even though $Pr = 0.1$ is more systematic. In contrast, for large enough $\frac{Ra}{Ra_c}$, the variability measure of $\bar{u}$ is similar for both $Pr$ and so the mean measure of $\bar{u}$ is largest for $Pr = 0.1$ because the $Pr = 0.1$ flow is more systematic. As was seen in figure 6.13, by comparing the magnitude of the mean and variability measures, it is again clear that $\bar{v}$ is much more systematic than $\bar{u}$.

In figure 6.16, we show some examples of mean flows as functions of $z$ and $t$, and their time-averaged counterparts, for fixed $Ra$ or $\frac{Ra}{Ra_c}$. In (a) and (b), $Ra$ and $\phi$ are fixed but $Pr$ is varied. From the time-dependent plots, the $Pr = 1$ flows appear to fluctuate more in time, this agrees with the energy plots in figure 6.15. The $Pr = 0.1$ flows are more systematic, i.e., they have a larger mean size even though their maxima and minima are smaller than the $Pr = 1$ case.

In figure 6.16 (c) and (d), $\frac{Ra}{Ra_c} \approx 20$ and $\phi = \frac{\pi}{4}$ whilst $Pr$ is varied. Now $\langle \bar{v} \rangle$ is much bigger when $Pr = 1$, than when $Pr = 0.1$, owing to the increased supercriticality. $\bar{u}$ is also larger in magnitude when $Pr = 1$, but $\bar{u}$ is highly varying in this case and so averages to a smaller mean when $Pr = 1$, than when $Pr = 0.1$.

### 6.3.3 Reynolds stresses

Reynolds stresses are known to drive mean flows (see e.g., Hathaway & Somerville (1983), Brummell et al. (1998)). To analyse their role in mean flow generation, we consider the mean equations. We obtain these equations by horizontally averaging the momentum equation. The $y$-average of the $x$-component of the momentum equation (5.2.1) gives

$$\frac{\partial \bar{u}}{\partial t} - Pr \frac{\partial^2 \bar{u}}{\partial z^2} = Pr T a^2 \sin \phi \bar{v} - \frac{\partial}{\partial z} \bar{uv}, \tag{6.3.1}$$

where we have used the fact that we have periodic boundary conditions in $y$, $w = -\frac{\partial \psi}{\partial y}$ and $\psi = \frac{\partial \phi}{\partial y}$. In a similar way, we take the $y$-average of the $y$-component of the momentum equation (5.2.1) to give (as in Hathaway & Somerville (1986))

$$\frac{\partial \bar{v}}{\partial t} - Pr \frac{\partial^2 \bar{v}}{\partial z^2} = -Pr T a^2 \sin \phi \bar{u} - \frac{\partial}{\partial z} \bar{uv}. \tag{6.3.2}$$
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Figure 6.16: Contour plots of the mean flows $\bar{u}(z, t)$, $\bar{v}(z, t)$ and their corresponding time-average $(\bar{u}), (\bar{v})$ as a function of $z$. In (a), $\phi = \frac{\pi}{4}$, $Ra = 2 \times 10^5$ and $Pr = 1$, in (b), $\phi = \frac{\pi}{4}$, $Ra = 2 \times 10^5$ and $Pr = 0.1$, in (c), $\phi = \frac{\pi}{4}$, $Ra \approx 20Ra_c$, $Ra = 7 \times 10^5$ and $Pr = 1$, and in (d), $\phi = \frac{\pi}{4}$, $Ra \approx 20Ra_c$, $Ra = 1.5 \times 10^5$ and $Pr = 0.1$.

By integrating over a long enough time period to assume a steady state, the time derivative can be neglected, and this, after rearranging, gives

$$Pr\langle \bar{u} \rangle = \frac{Pr}{Ta^2 \sin \phi} \frac{\partial^2 \langle \bar{v} \rangle}{\partial z^2} - \frac{1}{Ta^2 \sin \phi} \frac{\partial}{\partial z} \langle \bar{u} \bar{v} \rangle, \quad (6.3.3)$$

$$Pr\langle \bar{v} \rangle = - \frac{Pr}{Ta^2 \sin \phi} \frac{\partial^2 \langle \bar{u} \rangle}{\partial z^2} + \frac{1}{Ta^2 \sin \phi} \frac{\partial}{\partial z} \langle \bar{u} \bar{v} \rangle. \quad (6.3.4)$$

The quantities $\bar{u} \bar{v}$, $\bar{v} \bar{w}$ are the Reynolds stresses, they measure the correlation between the horizontal and vertical velocity components. With a tilted rotation vector we might expect these correlations to be nonzero. We note, from equations (6.3.3) and (6.3.4), that it is the $z$-derivative of $\langle \bar{u} \rangle$, and the $z$-derivative of $\langle \bar{u} \bar{v} \rangle$ that drives $\langle \bar{u} \rangle$ and the $z$-derivative of $\langle \bar{u} \bar{v} \rangle$ that drives $\langle \bar{v} \rangle$. Note also the dependence of the equations on $Pr$ - we shall comment on this further shortly. In what follows, for both equations, we refer to the term on the left-hand side as the mean flow term, the first term on the right-hand side as the viscous term and the second term on the right-hand side as the Reynolds stress (RS) term.
We saw before, in section 6.3.1, that when $\phi = \frac{\pi}{2}$, $\langle \bar{u} \rangle$ and $\langle \bar{v} \rangle$ are small. By considering the RS terms of equations (6.3.3) and (6.3.4) we see why. In figure 6.17 (a) and (b), $\phi = \frac{\pi}{2}$, and in (c) and (d), $\phi = \frac{\pi}{4}$, for $Ra = 2 \times 10^5$ and $Pr = 1$. In (a) and (c), the RS term driving $\bar{u}$ is plotted, i.e., $\frac{\partial \langle \bar{uv} \rangle}{\partial z}$, and in (b) and (d), the RS term driving $\bar{v}$ is plotted, i.e., $\frac{\partial \langle \bar{uw} \rangle}{\partial z}$. The magnitude, as given by the colour bar, is only slightly higher in the $\phi = \frac{\pi}{4}$ cases, yet, it is clear that in the $\phi = \frac{\pi}{4}$ cases the correlations are much stronger, with a positive band evident in the upper half-plane and a negative band in the lower half-plane, resulting in the systematic mean flows observed in figure 6.14. In contrast, in the $\phi = \frac{\pi}{2}$ cases the correlations are highly fluctuating in time such that they average to a small value and hence there are no systematic flows for vertical rotation.

![Contour plots of the Reynolds stresses terms](image)

Figure 6.17: Contour plots of the Reynolds stresses terms given by $\frac{\partial}{\partial z} \langle \bar{uw} \rangle$ in (a) and (c) and $\frac{\partial}{\partial z} \langle \bar{uw} \rangle$ in (b) and (d). In all cases, $Pr = 1$ and $Ra = 2 \times 10^5$ but in (a) and (b), $\phi = \frac{\pi}{2}$, and in (c) and (d), $\phi = \frac{\pi}{4}$.

Next, we analyse the size of the terms that contribute to the size of the mean flows, given in (6.3.3) and (6.3.4), for different $Pr$. To do this, we plot each of the terms in equations (6.3.3) and (6.3.4)
as a function of $z$. From figure 6.18, we see that the dominant balance is between the mean flow term (blue) and the Reynolds stress term (red) with a less significant contribution from the viscous term (green). We note that, for $Pr = 1$, the mean flow terms and the mean flows themselves are identical, and so a solid blue line is not visible in figure 6.18 as it lies beneath the black line. We see that, the viscous term contributes to $\bar{u}$ more than it does to $\bar{v}$, this is because the viscous term affecting $\bar{u}$ depends on $\bar{v}$ which tends to be larger than $\bar{a}$, whilst the viscous term affecting $\bar{v}$ depends on $\bar{u}$.

Comparing the $Pr = 1$ and $Pr = 0.1$ cases, we observe that the $Pr = 0.1$ flows are bigger, even though the correlations are smaller for $Pr = 0.1$ than they are for $Pr = 1$. However, the factor of $Pr$ in equations (6.3.3) and (6.3.4) means that for smaller $Pr$, a larger mean flow can be driven even for smaller Reynolds stresses. Similarly, the $Pr$ factor in the viscous terms means that as $Pr$ is decreased, the magnitude and vertical structure of the mean flows are increasingly dominated by the Reynolds stresses.

Figure 6.18: Top: each of the terms in equation (6.3.3) driving $\bar{u}$. Bottom: each of the terms in equation (6.3.4) driving $\bar{v}$. In both cases the terms are plotted as a function of $z$ for $Ra = 2 \times 10^5$, $Ta = 10^5$ and $\phi = \frac{\pi}{4}$. The solid lines represent $Pr = 1$ and the dashed lines represent $Pr = 0.1$. In blue are the mean flow terms, in red are the Reynolds stress terms and in green are the viscous terms. Also plotted are the mean flows (black) without the $Pr$ factor.

Figure 6.19 shows plots of each of the terms in equations (6.3.3) and (6.3.4) but now $\frac{Ra}{Taq}$ is held constant. As in figure 6.18, $\bar{v}$ is dominated by the Reynolds stress term with a small contribution.
from the viscous term. Again, \( \bar{u} \) is also dominated by the Reynolds stress term, but the viscous term for \( Pr = 1 \) is also significant. As explained before, this is due to \( \bar{v} \) being much larger than \( \bar{u} \). In this case, the Reynolds stress terms are much larger for \( Pr = 1 \) than for \( Pr = 0.1 \) and as a result the mean flows driven are larger, especially \( \bar{v} \), even when the \( Pr \) factors in equations (6.3.3) and (6.3.4) are taken into account.

![Graph showing the terms driving \( \bar{u} \) and \( \bar{v} \).](image)

Figure 6.19: Top: each of the terms in equation (6.3.3) driving \( \bar{u} \). Bottom: each of the terms in equation (6.3.4) driving \( \bar{v} \). In both cases the terms are plotted as a function of \( z \) for \( Ra = 27Ra_c \), \( Ta = 10^5 \) and \( \phi = \frac{\pi}{4} \). The solid lines represent \( Pr = 1 \) and the dashed lines represent \( Pr = 0.1 \). In blue are the mean flow terms, in red are the Reynolds stress terms and in green are the viscous terms. Also plotted are the mean flows (black) without the \( Pr \) factor.

### 6.4 Addition of a thermal wind

We now study our system with an imposed horizontal temperature gradient, i.e., \( T_y \neq 0 \). As discussed previously (see section 2.3.2), this results in a thermal wind that has vertical shear. As mentioned in Chapter 1, specifically, section 1.4.3, there have been a number of studies involving the interaction of mean flow and shear. For example, see Hathaway & Somerville (1986, 1987) and Saito & Ishioka (2011), however, these studies impose the vertical shear rather than having the shear result from a latitudinal temperature gradient. Rashid et al. (2008), considered hydrodynamic instabilities in a system with a latitudinal temperature gradient, but they assume...
a stable stratification and have baroclinic modes. As far as we are aware, there have been no published results of a nonlinear study of mean flows in a tilted plane layer with thermal wind shear.

Throughout this section, we fix $T_y = -0.5$, since, from Chapter 3, figure 3.4, the cells with a negative $T_y$ have exaggerated poleward tilt and we might expect this to help drive mean flows. A negative $T_y$ is representative of bodies with hotter equators and cooler poles.

We begin by considering the effect of $T_y \neq 0$ on the nonlinear solutions. As we did for $T_y = 0$ (section 6.2.1), we slowly increase $Ra$ from its value at onset. Initially, we let $Pr = 1$ and vary $\phi$, the results are shown in figure 6.20. In (a), we plot against $Ra$ and in (b), we plot against $Ra/Ra_c$. As $Ra$ is increased the solutions undergo a number of transitions and each type of solution is represented by a different symbol. Red squares represent steady solutions, blue circles represent periodic solutions, green triangles represent quasi-periodic solutions and light blue stars represent chaotic solutions.

![Figure 6.20](image)

Figure 6.20: Regime diagram for solutions at fixed $\phi$ and $Ra$ for $T_y = -0.5$, $Pr = 1$, $\phi = \frac{\pi}{2}$ and $\phi = \frac{\pi}{4}$. Red squares represent steady solutions, blue circles represent periodic solutions, green triangles represent quasi-periodic solutions and light blue stars represent chaotic solutions. The results are plotted against (a) $Ra$, and (b) $Ra/Ra_c$. From Chapter 3, section 3.5.2, the critical Rayleigh number can be slightly altered when a thermal wind is introduced - for $Pr = 1$ and $T_y = -0.5$, it is reduced. In this case, $Ra_c = 2.05 \times 10^4$ for
\( \phi = \frac{\pi}{2} \) and \( Ra_c = 2.57 \times 10^4 \) for \( \phi = \frac{\pi}{2} \). The regime diagram in figure 6.20 shows the solutions pass through the same sequence of bifurcations as when \( T_y = 0 \) (see figure 6.1). However, with \( T_y = -0.5 \), the transition to chaos happens sooner (at a lower value of \( Ra, \frac{Ra}{Ra_c} \)) for both \( \phi = \frac{\pi}{2} \) and \( \phi = \frac{\pi}{4} \).

### 6.4.1 Nonlinear solutions

To see the effect of the horizontal temperature gradient on the form of the nonlinear solutions, we plot contours of \( \psi(y, z) \) (see figure 6.21). In (a), \( Ra = 40000 \) and we display a snapshot of a steady solution. The solution is similar in appearance to that when \( T_y = 0 \); the convection cells are aligned with the tilt. In (b), \( Ra = 55000 \) and the solution is oscillatory; in this case the cells are confined to the bulk of the layer, with little flow close to the boundaries. In (c), \( Ra = 60000 \) and the neat convection cell pattern in (b) has been distorted. By \( Ra = 2 \times 10^5 \), the solution lies well within the chaotic regime, this is reflected in the more chaotic streamfunction we see in subfigure (d). Note as \( Ra \) has increased the length scale of the solutions has also increased, as was the case when \( T_y = 0 \) (see figure 6.4).

Figure 6.22 shows the typical evolution of the temperature of a chaotic solution. In (a), contours of the basic state temperature, \( T_{BS} = 1 - z + T_y y \), are shown as a function of \( y \) and \( z \). Clearly evident is the temperature gradient in both the horizontal and vertical directions. In the basic state, the hottest fluid is at \( (y, z) = (0, 0) \) and the coolest fluid is at \( (y, z) = (L, 1) \). Allowing the system to evolve, and correcting the basic state by the perturbation \( \theta(y, z) \), to give the total temperature \( T(y, z) = 1 - z + T_y y + \theta(y, z) \), gives the contours shown in (b), for one particular case. Whilst it is difficult to interpret exactly what has occurred physically, we can see that there has been a move to isothermalise the layer at fixed \( y \). So, whilst the gradient in the \( y \)-direction still exists, the gradient in the \( z \)-direction has been diminished.

### A note on large-scale solutions

In section 6.2.4, we remarked on large-scale solutions that were found when \( T_y = 0 \) (see table 6.1), where in some cases, the solutions somewhat unexpectedly, returned to a steady state at large \( Ra \). We have not found any such solutions when \( T_y = -0.5 \). Using the \( T_y = 0 \) large-scale solution as an initial condition, and slowly increasing \( |T_y| \), we were only able to find large-scale steady solutions at very small \( |T_y| \), i.e., \( |T_y| \leq 0.05 \). For larger \( |T_y| \), the solutions remained chaotic.
6.4.2 Interaction between convection and thermal wind shear

The thermal wind shear that balances the horizontal temperature gradient has an associated velocity which we use as our basic state velocity. The only non-zero component of this velocity...
is in the \( x \)-direction and, from equation (2.3.59), is given by

\[
U_{BS} = -\frac{T_y Ra \left( z - \frac{1}{2} \right)}{Ta^2 \sin \phi}.
\]  
(6.4.5)

In our convecting system, as time evolves, two things can happen:

1. The convection can put energy into the shear and increase it.
2. The convection can extract energy from the shear and decrease it.

To assess which of these occurs, we define \( u_{\text{total}} = U_{BS} + u \) to be the total velocity in the \( x \)-direction. We are then interested in the kinetic energy in the total mean flow, i.e.,

\[
\overline{KE} = \frac{1}{2} \int_0^1 (\overline{U_{BS} + u})^2 \, dz.
\]

(6.4.6)

and the variability measure is given by

\[
\langle KE \rangle_{\overline{u_{\text{total}}}} = \frac{1}{2} \langle \int_0^1 (\overline{U_{BS} + u})^2 \, dz \rangle.
\]

(6.4.7)

With these new quantities, (6.4.6) and (6.4.7), and the measures from section 5.5, we investigate the effect of a nonzero \( T_y \) on the mean flows driven.

Figure 6.23 (a) shows plots of the ratio of the variability measure to the total kinetic energy, for different \( \phi \), against \( Ra \) (top row) and \( Ra/Ra_c \) (bottom row) for \( Pr = 1 \) and \( T_y = -0.5 \) and (b) shows plots of the ratio of the mean measure to the total kinetic energy against the same quantities. The left-hand columns of (a) and (b), show plots of \( \overline{u} \) and the right-hand columns, show plots of \( \overline{v} \). The solid lines represent \( T_y = -0.5 \) and the dotted lines are the \( T_y = 0 \) results from before, for comparison. We see that the \( T_y = -0.5 \) flows are generally more energetic than the \( T_y = 0 \) flows (they have a higher variability measure of kinetic energy). In a similar way, we observe that the \( \phi = \frac{\pi}{4} \) cases are more energetic than the \( \phi = \frac{\pi}{2} \) cases. However, the larger \( \phi \) is, the larger the mean measure (at large enough \( Ra \)) and so the larger \( \phi \) is, the more systematic the flow. Note that, as for \( T_y = 0 \), \( \overline{v} \) is more systematic than \( \overline{u} \) when a thermal wind is present. Notice also that, unlike in the \( T_y = 0 \) case, when \( \phi = \frac{\pi}{2} \), a non-zero mean flow is driven. This is because of the basic state shear flow in the \( x \)-direction.

Figure 6.23 (c) plots the mean and variability measures of \( KE_{\overline{u_{\text{total}}}} \) as given by equations (6.4.6) and (6.4.7) against \( Ra \) (top row) and \( Ra/Ra_c \) (bottom row). The dashed lines represent the energy in \( U_{BS} \), i.e., the energy in \( \overline{u} \) at \( t = 0 \), and so we can assess whether the shear is increased or
Figure 6.23: Ratio of the KE in the mean flows to KE in the perturbations calculated using (a) the variability measure and (b) the mean measure. The solid lines are for $T_y = -0.5$ and the dotted lines are for $T_y = 0$. In (c), the ratio of the KE in $\bar{u}_{total}$ to total KE is presented with dashed lines corresponding to the KE in $U_{BS}$. In all cases, $Pr = 1$, and the blue lines correspond to $\phi = \frac{\pi}{2}$ and the red lines to $\phi = \frac{\pi}{4}$. 
decreased over time. In this case, for both $\phi$, the mean measure gives an increase in the shear - this means there is less energy available to put into $\bar{v}$ and hence could explain why, for $\phi = \frac{\pi}{4}$, $\bar{v}$ is smaller for $T_y = -0.5$ than when $T_y = 0$.

Now let us consider the energy in the mean flows when $\phi = \frac{\pi}{4}$ and the Prandtl number is varied, the results are shown in figure 6.24. In (a), is the variability measure of the energy in the flows and in (b), is the mean measure of the energy in the flows. Again, we see that the $T_y = -0.5$ flows are generally more energetic than the $T_y = 0$ flows (larger variability measure). To compare the different Prandtl numbers it is important to consider the difference between fixed $Ra$ and fixed $Ra_c$, because of the difference in $Ra_c$ between $Pr = 1$ and $Pr = 0.1$. For fixed $Ra$, the $Pr = 0.1$ flows are more energetic than for $Pr = 1$, and are more systematic. This results in $\bar{v}$ having the largest mean when $Pr = 0.1$, which might be to be expected since $Ra_c$ decreases with $Pr$, and so for fixed $Ra$, the system is more supercritical for $Pr = 0.1$. For small $\frac{Ra}{Ra_c}$, the behaviour is as for fixed $Ra$, but for large $\frac{Ra}{Ra_c}$, the energy, as given by the variability measure, is similar for $Pr = 1$ and $Pr = 0.1$. However, for $Pr = 0.1$ the flow in $y$ is much more systematic, leading to a larger mean measure of $\bar{v}$.

Figure 6.24 (c), left-hand plots, give that the shear is increased for $Pr = 1$ and decreased for $Pr = 0.1$. Therefore, for $Pr = 1$, there is less energy available for $\bar{v}$ and we see that, for $Pr = 1$, the mean measure of $\bar{v}$ for $T_y = -0.5$ is smaller than for $T_y = 0$, but for $Pr = 0.1$, there is more energy available to put into $\bar{v}$, and this is consistent with the fact that $\bar{v}$ is larger for $T_y = -0.5$, than it is for $T_y = 0$.

We can see examples of some of the characteristics described above by looking at the mean flows as a function of time and $z$. Figure 6.25 shows $\bar{u}$ and $\bar{v}$ as function of time and $z$ and alongside the contour plots are the time-averaged mean flows for $Ra = 2 \times 10^5$, $Pr = 1$, $T_y = -0.5$ and (a) $\phi = \frac{\pi}{2}$ and (b) $\phi = \frac{\pi}{4}$. We see that the system with a tilted rotation vector drives a larger mean flow. This is what we expect from the plots of the mean kinetic energy in figure 6.23 (b), at $Ra = 2 \times 10^5$. Comparing with the equivalent plots when there is no thermal wind (figure 6.14 (a) and (b)), we see a difference between the $\phi = \frac{\pi}{2}$ cases. When $T_y = 0$, the mean flow is small, but when $T_y = -0.5$, there is a significant mean flow with a preferred direction. When $\phi = \frac{\pi}{4}$, the mean flows are similar in that their structure in $z$ appears to be qualitatively the same. But we do see that the mean flows are larger in the thermal wind case. This is in agreement with the energy plots in figure 6.23 (b), at $Ra = 2 \times 10^5$.

In figure 6.26 we vary $Pr$ whilst keeping $\phi = \frac{\pi}{4}$, $Ra = 2 \times 10^5$ and $T_y = -0.5$. In this case, $\langle \bar{u} \rangle$ is largest when $Pr = 1$, whereas $\langle \bar{v} \rangle$ is largest when $Pr = 0.1$. This concurs with the energy
Figure 6.24: Ratio of the KE in the mean flows to KE in the perturbations calculated using (a) the variability measure and (b) the mean measure. The solid lines are for $T_y = -0.5$ and the dotted lines are for $T_y = 0$. In (c), the ratio of the KE in $\bar{u}_{total}$ to total KE is presented with dashed lines corresponding to the KE in $U_{BS}$. In all cases, $\phi = \frac{\pi}{4}$, and the blue lines correspond to $Pr = 1$ and the red lines to $Pr = 0.1$. 
Figure 6.25: Contour plots of the mean flows $\bar{u}(z,t)$, $\bar{v}(z,t)$ and their corresponding time-average $\langle \bar{u} \rangle$, $\langle \bar{v} \rangle$ as a function of $z$. In (a) and (b), $Pr = 1$, $Ty = -0.5$ and $Ra = 2 \times 10^5$ but $\phi$ is varied. In (a) $\phi = \frac{\pi}{2}$ and in (b) $\phi = \frac{\pi}{4}$.

Figure 6.26: Contour plots of the mean flows $\bar{u}(z,t)$, $\bar{v}(z,t)$ and their corresponding time-average $\langle \bar{u} \rangle$, $\langle \bar{v} \rangle$ as a function of $z$. In both cases $\phi = \frac{\pi}{4}$, $Ty = -0.5$ and $Ra = 2 \times 10^5$ but in (a) $Pr = 1$ and in (b) $Pr = 0.1$.

plots of figure 6.24. In both (a) and (b), for $\bar{v}$, the maximum magnitude is similar to the amplitude of the mean flow suggesting $\bar{v}$ is systematic. On comparison with the $Ty = 0$ case (fig 6.16 (a) and (b)), we see that the thermal wind case gives more energetic flows, especially for $\bar{v}$.

To assess whether the steepness of the gradient of shear is increased or decreased for a range of parameters we use the mean measure of energy in $\bar{u}_{\text{total}}$. This is because we want a measure of the gradient of velocity and so the sign of the velocity is significant. In the examples so far, whether or not the shear is increased or decreased has depended on $Pr$ and $\phi$. We now examine this parameter dependence. Using the mean measure only, we determine whether the shear is increased or decreased for a number of different parameter regimes. The results are shown in figure 6.27. We hold two of $\phi$, $Pr$, $Ra$ and $Ta$ constant and vary the other two, marking points
Figure 6.27: Regime diagram to show for which parameters the shear is increased, and for which the shear is reduced and energy extracted from the shear. Red dots indicate a decrease in shear and black crosses indicate an increase. In all cases \( T_y = -0.5 \).

in parameter space where \( KE_{\bar{u}_{total}} < KE_{UBS} \) (shear reduced) with a red dot and points where \( KE_{\bar{u}_{total}} > KE_{UBS} \) (shear increased) with a black cross. Although this is not a complete study of all possible parameters, we can still see some trends. In particular, as \( Pr, Ta \) or \( \phi \) is decreased, or \( Ra \) is increased, the convection tends to extract energy from the shear. This can perhaps be explained if we consider the form of the shear. From equation (6.4.5), we have

\[
\frac{dU_{BS}}{dz} = -\frac{T_yRa}{Ta^{\frac{3}{2}}\sin\phi}
\]

and so increasing \( Ra \), or decreasing \( Ta \) or \( \phi \), increases the basic state shear. If the basic state shear is strong, then we would expect the convection to act to reduce the shear by extracting energy from it, rather than increasing it further, this is in agreement with what we observe in our simulations.

### 6.4.3 Reynolds Stresses

Taking horizontal averages of the \( x \) and \( y \) components of the momentum equation, (5.2.1), gives the mean flow equations. Even if \( T_y \neq 0 \), we find the mean flow equations are exactly as in equations (6.3.1) and (6.3.2). That is, the mean flows do not explicitly depend on \( T_y \). Changes
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to the mean flows with $T_y$ must occur due to the implicit dependence of the Reynolds stresses on $T_y$.

As before, we can consider contour plots of the Reynolds stresses as a function of time and $z$. Figure 6.28 has $Ra = 2 \times 10^5$, $Pr = 1$, $T_y = -0.5$ and in (a) and (b), $\phi = \frac{\pi}{2}$, and in (c) and (d), $\phi = \frac{\pi}{4}$. In (a) and (c) are the RS terms responsible for driving $\bar{u}$, i.e., $\frac{\partial \langle \bar{w} \rangle}{\partial z}$, and in (b) and (d) are the RS terms responsible for driving $\bar{v}$, i.e., $\frac{\partial \langle \bar{u} \rangle}{\partial z}$. If we compare with figure 6.17, which has no thermal wind for the same parameter values, we see that the Reynolds stresses produced in the thermal wind case are larger in magnitude. We also notice that the RS terms in the $\phi = \frac{\pi}{2}$ case are more systematic, leading to the significant mean flow we saw driven in the earlier example (see figure 6.25), this was not the case when $T_y = 0$.

![Contour plots](image)

Figure 6.28: Contour plots of the Reynolds stresses terms given by $\frac{\partial}{\partial z}(\bar{w}\bar{w})$ in (a) and (c) and $\frac{\partial}{\partial z}(\bar{u}\bar{w})$ in (b) and (d). In all cases, $Pr = 1$, $Ra = 2 \times 10^5$ and $T_y = -0.5$ but in (a) and (b), $\phi = \frac{\pi}{2}$ and in (c) and (d), $\phi = \frac{\pi}{4}$.

We perform a similar analysis to the one in section 6.3.3, by plotting each of the terms in equation...
(6.3.3) and (6.3.4) as a function of $z$. Figure 6.29 has $Ra = 2 \times 10^5$, $Ta = 10^5$, $\phi = \frac{\pi}{4}$, $T_y = -0.5$, and $Pr = 1$ (solid) and $Pr = 0.1$ (dashed). Again, it is noticeable that the Reynolds stresses in the $Pr = 1$ case are significantly bigger than in the $Pr = 0.1$ case, yet $\bar{v}$ in the $Pr = 0.1$ case is larger than in the $Pr = 1$ case and $\bar{u}$ is comparable for the two $Pr$. Comparing the thermal wind plots (figure 6.29) with the plots where $T_y = 0$ (figure 6.18) we observe that $\bar{v}$ is much larger when the thermal wind is present, this comes from the larger Reynolds stress driving that occurs when $T_y \neq 0$.

![Figure 6.29](image_url)

Figure 6.29: Top: each of the terms in equation (6.3.3) driving $\bar{u}$. Bottom: each of the terms in equation (6.3.4) driving $\bar{v}$. In both cases the terms are plotted as a function of $z$ for $Ra = 2 \times 10^5$, $T_y = -0.5$, $Ta = 10^5$ and $\phi = \frac{\pi}{4}$. The solid lines represent $Pr = 1$ and the dashed lines represent $Pr = 0.1$. In blue are the mean flow terms, in red are the Reynolds stress terms and in green are the viscous terms. Also plotted are the mean flows (black) without the $Pr$ factor.

Figure 6.30 shows the same terms as figure 6.29 but now $\frac{Ra}{Ra_c}$ is held constant, rather than $Ra$. The dominant balance is still between the Reynolds stress term and the mean flow term, but $\bar{u}$ has a significant contribution form the viscous term. As before, for fixed $\frac{Ra}{Ra_c}$, the Reynolds stress terms are much larger when $Pr = 1$, and even when considering the $Pr$ factor in the equations, the mean flows are still larger for $Pr = 1$. Comparing with figure 6.19 (the equivalent plots for $T_y = 0$) we see that the terms are of a similar size for $\bar{v}$ when $Pr = 1$, but for $Pr = 0.1$, $\bar{v}$ is larger when a thermal wind is present as a result of increased Reynolds stresses.
Figure 6.30: Top: each of the terms in equation (6.3.3) driving $\bar{u}$. Bottom: each of the terms in equation (6.3.4) driving $\bar{v}$. In both cases the terms are plotted as a function of $z$ for $Ra = 27Ra_c$, $T_y = -0.5$, $Ta = 10^5$ and $\phi = \frac{\pi}{4}$. The solid lines represent $Pr = 1$ and the dashed lines represent $Pr = 0.1$. In blue are the mean flow terms, in red are the Reynolds stress terms and in green are the viscous terms. Also plotted are the mean flows (black) without the $Pr$ factor.
6.5 Summary

The first part of the chapter considered nonlinear Boussinesq convection with a tilted rotation vector and a purely vertical temperature gradient (no thermal wind). We ran a number of simulations for a range of $Ra$, varying $\phi$ and $Pr$ (with $Ta = 10^5$ in most cases). It was found that the solutions progressed through a series of different regimes as $Ra$ was increased. The general pattern was to go from steady to oscillatory to quasi-periodic to chaotic, but when $Pr = 0.1$ we found a slightly different regime which we referred to as the relaxation oscillation regime. In some cases, as $Ra$ was increased, the solutions moved through the chaotic regime and steady solutions were again found. These were large-scale solutions which were found to be very efficient at transporting heat by convection. Although no strict relationship was found, it was noted that these solutions were more likely to persist at higher $Ta$, for smaller $Pr$ and $\phi$. These large-scale solutions are perhaps a manifestation of the fact we have $\partial / \partial x \equiv 0$, and if we were to consider the full three-dimensional system, we may no longer find such large-scale, steady solutions. This is beyond the scope of this thesis but is discussed further in Chapter 9.

We are interested in the mean flows that can be driven by convection in our plane layer system. By tilting the rotation vector from the vertical we found non-trivial correlations which led to significant, systematic mean flows. With $\phi = \frac{\pi}{2}$ (vertical rotation vector), all directions are equal and there is no preferred flow direction. The vertical structure of the mean flows was observed to be very similar between the tilted cases considered but very different between the tilted and untitled cases. Deriving the mean flow equations highlighted the Reynolds stress terms which are responsible for driving the mean flows. It was shown that for $\phi = \frac{\pi}{2}$, these terms are small on averaging, but for a tilted case, they form a systematic pattern on averaging. Smaller $Pr$ does result in smaller RS terms but the $Pr$ factor in the mean flow equations mean that, in fact, larger mean flows can result at smaller $Pr$.

The second part of the chapter considered the addition of a thermal wind (via a horizontal temperature gradient) to the above system. It was found that this caused the transition to chaos to occur over a smaller range of $Ra$. Large-scale solutions were only found at very small $T_y$, for larger $|T_y|$, the solutions remained chaotic. It was thought a thermal wind would aid the driving of mean flows and in general, adding a thermal wind did drive more energetic flows. We also demonstrated that even when the rotation vector is vertical, if $T_y \neq 0$, a nontrivial mean flow is driven. Derivation of the mean flow equations in the case when $T_y \neq 0$, gave no explicit dependence on $T_y$ and so changes to the mean flows with $T_y$ must occur due to the implicit
dependence of the Reynolds stresses on $T_y$. Generally, flows in the plane of the rotation vector ($\vec{v}$) are more systematic than those that are not ($\vec{u}$) but we save a discussion of the physical relevance of this for the concluding chapter (Chapter 9).

We studied the interaction of convection and thermal wind shear and showed it is possible for convection to put energy into, or extract energy from, the thermal wind shear. In particular, figure 6.24 showed that when $Pr = 1$, the shear is increased by the convection but when $Pr = 0.1$, the shear is decreased. More generally, we found that whether convection put energy into, or extracted energy from, the shear flow depended on the parameters $Pr$, $Ra$, $Ta$ and $\phi$. We identified a general trend that decreasing $Pr$, $\phi$ or $Ta$ tended to cause the convection to extract energy from the shear.

This study has been restricted to the two-dimensional case corresponding to the EW rolls of Chapter 3, i.e., $\frac{\partial}{\partial z} = 0$. As predicted by the linear theory, NS rolls are stabilised upon addition of a strong enough thermal wind shear and we performed a number of nonlinear simulations to confirm this, but the results were not shown in this chapter.
Chapter 7

Nonlinear Anelastic Convection

7.1 Introduction

Until now, the nonlinear work we have presented has assumed the Boussinesq approximation (see section 2.3), but as discussed previously, it is more realistic to allow for density changes across the layer depth. To do this, we consider the system under the anelastic approximation, as derived in Chapter 2, section 2.4. The linear analysis of this anelastic system was carried out in Chapter 4. This chapter builds on that work to examine the nonlinear effects of stratification on the convection in our system. We first analyse the change the stratification makes to the dynamics, before assessing the impact on the mean flows driven. The numerical technique used to solve the nonlinear anelastic equations, (2.4.142)-(2.4.144), is similar to that used in the previous chapter, but there are some differences because of the $z$-dependence of the reference state. The details of the code used to solve the nonlinear anelastic equations were given in section 5.7.

7.2 Numerical results

To investigate the effect of stratification on our system, we vary $\theta$, as, from section 4.2, $\theta$ can be thought of as a measure of compressibility. Throughout this chapter we fix the rotation rate at $Ta = 10^5$, the angle of the rotation vector at $\phi = \pi/4$ and the size of the computational box at $L = 5$. We begin by examining the types of solution that occur for increasing $|\theta|$, whilst keeping $Ra$ fixed. The results are shown in figure 7.1, where we have indicated the type of solution that occurs for a range of $|\theta|$ and $Ra$ values. We include the Boussinesq results (equivalent to setting $\theta = 0$), in order to see directly, the difference between the stratified and non-stratified cases. For
\( \theta = 0 \), apart from the solution at \( Ra = 50000 \), all the solutions shown are chaotic (denoted by a cross), but increasing \(|\theta|\) introduces another type of solution, the relaxation oscillation (denoted by a dot). This type of solution was described in detail in section 6.2.5 for Boussinesq convection.

From the regime diagram, we see that once \( Ra \) is large enough, for all \( \theta \neq 0 \) that we studied, the relaxation oscillation solution is the type of the solution we see. At \( Ra = 50000 \) (the lowest \( Ra \) shown in figure 7.1), there also exist steady and quasi-periodic solutions, but we shall focus on the cases where the solutions are chaotic in this chapter.

![Diagram showing types of solutions](image)

**Figure 7.1**: A regime diagram to show the types of solution that occur in our system, for different values of \( \theta \) and \( Ra \). Steady solutions are denoted by a square, quasi-periodic solutions by a triangle, chaotic solutions by a cross and relaxation oscillation solutions by a dot. In all cases \( Pr = 1 \).

To see the difference between the chaotic and relaxation oscillation regimes, we show an example of the time series of the kinetic energy in the perturbations in each case, see figure 7.2. In (a), the solution is chaotic and this is characterised by the apparent random path of \( KE_{pert} \) in time. This is in contrast to (b), where the solution is in the relaxation oscillation regime, and we observe bursts of energy intermittently with chaotic behaviour present in between the bursts. We described the relaxation oscillation, or intermittent, regime in detail in section 6.2 where we were using the
Boussinesq approximation, but in that case we required \( Pr = 0.1 \) to find any relaxation oscillation solutions.

![Figure 7.2: Time series of \( KE_{\text{pert}} \) for \( Pr = 1, \theta = -0.79 \) for a chaotic solution in (a) at \( Ra = 2 \times 10^5 \) and a relaxation oscillation solution in (b) at \( Ra = 5 \times 10^5 \).](image)

To analyse a large number of simulations more easily, we wish to be able to consider time-averages, but this needs to be done with caution. From figure 7.2 (a), we can see that averaging over a long enough time period will give reasonably steady statistics, independent of the time period we choose to average over, but from figure 7.2 (b), the statistics will depend on how many bursts are included in the time period over which the average is taken. In other words, the variance about a mean of the relaxation oscillation solution will be higher than that of a chaotic solution. This is demonstrated by considering the probability distribution of the kinetic energy in each case (see figure 7.3). In (a), there is a well defined peak of the distribution and much less power in the tails of the distribution. However, in (b), there is a much larger spread of the data. This information tells us that time-averaged data may not be the best measure for the intermittent solutions as there is a large variation of the flow in time, about the mean. To establish the effect of stratification on the system, we therefore focus on the chaotic solutions, as these are easier to characterise relatively accurately using time-averages.

To examine the effect of vertical stratification on the fluid velocity and entropy, we take a Boussinesq simulation and increase \( |\theta| \). In doing so, we increase the contrast in density, pressure and temperature between the top and bottom of the layer. For ease of reference, we recall from section 4.2 that a contrast of 0.5 corresponds to \( \theta = -0.37 \), of 0.2 to \( \theta = -0.66 \), of 0.1 to \( \theta = -0.79 \) and of 0.01 to \( \theta = -0.95 \). In figure 7.4, we show plots of the velocity for different \( \theta \), we plot \( (v, w) \) as vectors in \( (y, z) \). It is clear that as the stratification is increased, the asymmetry
Figure 7.3: Relative distribution of $KE_{\text{pert}}$ for the same parameters as used in figure 7.2. In (a) the mean is 4432.7951 and the standard deviation 566.7354. In (b), the mean is 31556.0515 and the standard deviation is 7743.3476

across the layer becomes stronger. For $\theta = -0.37$, this effect is small, but by $\theta = -0.95$, it has become very pronounced in that for each convection cell, the direction of flow at the top persists until much lower in the layer ($z \sim 0.2$ for $\theta = -0.95$ contrasted with $z \sim 0.5$ for $\theta \sim 0$).

In this anelastic model, it is the departure from adiabaticity that drives convection, i.e., we only get convection when there is a gradient of entropy across the layer. In this sense the entropy gradient can be thought of as analogous to the temperature gradient in Boussinesq convection. Figure 7.5 shows the total entropy, i.e.,

$$s_{\text{tot}} = \bar{s} + s = -\frac{1}{\theta} \ln(1 + \theta z) + s,$$

as a function of space at a snapshot in time for a number of different $\theta$. Again, the effect of the stratification becomes clear as $|\theta|$ is increased; at small $|\theta|$, mixing has taken place, in a similar way to when $\theta = 0$ and thin boundary layers have formed as a result of the fixed entropy boundary conditions. As $|\theta|$ is increased, less mixing is able to take place and there remain strong entropy gradients across the layer. Hence, increasing the strength of the stratification makes it harder for the convection to redistribute the entropy.

Taking an average of $s_{\text{tot}}$ (over $y$ and time) leads to the profiles shown in figure 7.6. The dashed lines show the basic state profiles, and the solid lines show the equivalent (i.e., for the same $\theta$) profiles after the simulations have been carried out; each colour represents a different $\theta$. We see that, for all $\theta$, the convection acts to make the layer closer to being isentropic, but, how close it gets depends on $\theta$. In other words, when $|\theta|$ is small, e.g., $\theta = -0.37$, most of the layer is
Figure 7.4: Velocity plots indicating the direction of flow in the layer for different $\theta$. In (a) $\theta = -0.37$, in (b) $\theta = -0.66$, in (c) $\theta = -0.79$ and in (d) $\theta = -0.95$. In all cases $Pr = 1$ and $Ra = 5 \times 10^5$. The asymmetry of the layer increases with $|\theta|$.
Figure 7.5: Contours of the total entropy, $\bar{s} + s$, corresponding to the velocity plots in figure 7.4. In (a) $\theta = -0.37$, in (b) $\theta = -0.66$, in (c) $\theta = -0.79$ and in (d) $\theta = -0.95$. In all cases $Pr = 1$ and $Ra = 5 \times 10^5$. The amount of mixing that occurs in the layer decreases as $|\theta|$ increases.
isentropic because the layer is well mixed, though there are small regions close to the boundaries where the entropy distribution changes. But, as $|\theta|$ is increased, the size of the isentropic region decreases and the upper region remains stratified; this effect increases with $|\theta|$. It should be noted that we expect the entropy distribution to become more uniform as the degree of supercriticality is increased, and so to compare the different $\theta$, we should perform the same analysis of $s_{\text{tot}}$ at fixed $Ra/Ra_c$, as opposed to fixed $Ra$. However, here, the critical Rayleigh number is only slightly changed as $\theta$ is changed and so all cases are such that $14.2 < Ra/Ra_c < 15.4$, and therefore we take this analysis to be valid without having to repeat for fixed $Ra/Ra_c$.

Next, we consider the effect of increasing $|\theta|$ on the kinetic energy of the system. From the definition of $K E_{\text{pert}}$ in section 5.7.2, we see that it depends explicitly on $\bar{\rho}$. For $\theta = 0$, $\bar{\rho} = 1$ for all $z$, but as $|\theta|$ is increased, $\bar{\rho} \leq 1$ for all $z$, and is only equal to one on the bottom boundary. In other words, the total mass in the layer is decreased as $|\theta|$ is increased, and this, by definition, will result in a decreased kinetic energy. But, $\theta$ also has an impact on $u$, and so it is not clear what will happen to the kinetic energy as $|\theta|$ is varied. To see what happens, we plot two cases in figure 7.7: one of the cases is from the chaotic regime ($Ra = 2 \times 10^5$, crosses) and the other is from the relaxation oscillation regime ($Ra = 5 \times 10^5$, dots). For the relaxation oscillation case, as $|\theta|$ is increased, the energy in the perturbations exhibits an increase until $|\theta| \sim 0.6$, and then the energy decreases in a more rapid fashion compared to the rate of increase in the energy that occurred at small $|\theta|$. As discussed previously, we would expect a decrease in the energy with
increasing $|\theta|$ due to the decrease in $\bar{\rho}$, but for $|\theta| \lesssim 0.6$ the energy is increasing and so this must be due to an increase in the fluid velocity. This increase is likely to be, in part, a result of the decrease in $Ra_c$ in this region of $\theta$ space, so that, as $|\theta|$ is increased, there is a small increase in supercriticality which we would expect to lead to larger velocities, but this increase is small and so may not be the only contributing effect.

The time-averaged kinetic energy of the chaotic solutions ($Ra = 2 \times 10^5$) possess a similar behaviour, except that there is not the increase in kinetic energy for small $|\theta|$ that is seen for the relaxation oscillation solution ($Ra = 5 \times 10^5$), the more rapid decrease of kinetic energy with increasing $|\theta|$ as seen in the relaxation oscillation case, does occur at higher $|\theta|$ though.

Figure 7.7: Kinetic energy in the perturbations as a function of $\theta$ for $Pr = 1$ and $Ra = 2 \times 10^5$ (crosses), from the chaotic regime and $Ra = 5 \times 10^5$ (dots), from the relaxation oscillation regime.

7.2.1 Mean flows

As was the case in the previous chapter, we are interested in analysing the mean flows driven by the system. In this case, we are particularly interested in the effect of stratification on the mean flows. Figure 7.8 shows plots of the energy in $\bar{u}$ and $\bar{v}$ as a function of $\theta$, for $Pr = 1$ and $Ra = 5 \times 10^5$. The red symbols represent the kinetic energy as calculated using the mean measure and the blue symbols represent the kinetic energy as calculated using the variability measure (see equations (5.7.165) and (5.7.166) respectively for definitions of these quantities). Also plotted is the ratio of the energy in the mean flow to the energy in the perturbations (as given in figure 7.7). This should give us a guide as to whether the behaviour of the energy in the mean flows reflects
the behaviour of the energy in the perturbations, or if there is some other process affecting the mean flows. As before, we use both the mean and variability measures of the energies to quantify the behaviour, where the mean measure is given by the red crosses and the variability measure by the blue dots. First, if we consider \( \bar{u} \), we see that as \(|\theta|\) is increased, the variability measure increases slightly, before decreasing. The ratio follows a similar pattern suggesting that for small \(|\theta|\), the energy in \( \bar{u} \) increases slightly more than it does in the perturbations and at larger \(|\theta|\) the energy in \( \bar{u} \) is decreased more than it is in the perturbations. The mean measure of the energy in \( \bar{u} \) gives a different perspective: for the smaller \(|\theta|\) (less than approximately 0.5), there is a clearer increase in the energy in \( \bar{u} \), the ratio also exhibits this steeper increase and so the mean energy in \( \bar{u} \) increases more over this range of \(|\theta|\) than than the energy in the perturbations does. After \(|\theta| \approx 0.5\), the mean measure of the energy in \( \bar{u} \) decreases, but the ratio remains roughly constant, which suggests the decrease in energy of the mean is due to the influence of increasing \(|\theta|\) on the whole system, rather than any particular influence of the larger stratifications on the correlations driving \( \bar{u} \). Note also, as \(|\theta|\) is increased, the mean and variability measures of \( \bar{u} \) become much closer, suggesting that the stratification acts to drive more systematic mean flows. By contrast, \( \bar{v} \) is systematic for all \(|\theta|\). Examining the variability measure of \( \bar{v} \) shows that it remains roughly constant until \(|\theta| \approx 0.65\), at which point it then decreases with increasing \(|\theta|\). The behaviour when \(|\theta| \leq 0.65\) of \( \bar{v} \) is thought to be as a consequence of the effect of increasing \(|\theta|\) on the whole system because the ratio to kinetic energy in the perturbations remains roughly constant throughout this region. But, when \(|\theta| > 0.65\), there is a decrease in both the variability measure of the mean energy and the ratio, implying that it is the mean that is decreased more than the perturbations. For \( \bar{v} \), the mean measure follows much the same path as the variability measure and therefore the same comments can be made about it.

As described in section 7.2, there is a difference in the time-dependent behaviour of the kinetic energy in the chaotic and relaxation oscillation cases. Therefore, it is interesting to consider whether this difference is also present in the mean flows driven by the convection. To investigate this, we plot \( \bar{v} \) as a function of \( z \) and \( t \) for \( \theta = -0.79 \) in each of the two regimes, the results are shown in figure 7.9. In (a), the solution is from the chaotic regime and in (b), the solution is from the relaxation oscillation regime. In (a), for the chaotic solution, the distribution of strong positive flow in the top half of the plane is fairly even, whereas in (b), for the relaxation oscillation solution, there are short regions of strong mean flow consistent with the bursting profile we observed in figure 7.2 (b). There is a clear asymmetry across the layer depth which was not present in the Boussinesq examples we examined (see for example, figure 6.14); we shall now investigate this asymmetry further. For this purpose, we will focus on the chaotic regime, as for
Figure 7.8: Energy in the mean flows $\bar{u}$ and $\bar{v}$ as calculated by the mean measure (red crosses) and the variability measure (blue dots) for the case corresponding to figure 7.7, i.e., $Pr = 1$ and $Ra = 5 \times 10^5$. 
reasons mentioned before, we are able to work with time-averages more confidently.

Figure 7.9: Contour plots of $\bar{v}$ in two different regimes. In (a) the solution is chaotic and in (b) the solution is from the relaxation oscillation regime. In both cases, $Pr = 1$, $\theta = -0.79$ with $Ra = 2 \times 10^5$ in (a) and $Ra = 5 \times 10^5$ in (b).

Before considering such time-averages, we consider the time-dependent mean flows, $\bar{u}(z, t)$ and $\bar{v}(z, t)$, for three different stratifications. Contour plots of these flows are shown in figure 7.10. In (a), $\theta = -0.24$, and the density at the bottom of the layer is just 1.5 times the density at the top of the layer; in (b), $\theta = -0.66$, and the density at the bottom of the layer is five times the density at the top of the layer, and in (c), $\theta = -0.79$, the density at the bottom of the layer is ten times the density at the top of the layer. As alluded to before, the most noticeable difference is the extent of the asymmetry in the layer. For example, the positive flow of $\bar{v}$ in the upper half-plane only just penetrates down into the lower half-plane for small $|\theta|$, but the stronger stratification becomes, the further it penetrates into the layer. $\bar{u}$ is more time-dependent and harder to interpret than $\bar{v}$, but the asymmetry is still evident. From figure 7.10, another effect of increasing the stratification appears to be that the maximum magnitude of the flow decreases as $|\theta|$ increases, but the flows become more systematic.

To quantify these properties, we consider the mean and variation of the flows in time, and see how they vary with $\theta$, and also the depth at which they are calculated, i.e., how they vary with $z$. In figure 7.11, we plot the time-averaged mean for $\bar{u}$ and $\bar{v}$ along with error bars corresponding to the standard deviation ($\sigma$) from that mean. In (a), the stratification is small, with $\theta = -0.24$, and in (b), the stratification is much stronger, with $\theta = -0.79$. In (a), for $\bar{u}$, we see that $\sigma$ is smallest near to mid-layer and grows as we move out towards the boundaries, but in (b), $\sigma(\bar{u})$ is smallest at a deeper layer. This behaviour is also seen in $\sigma(\bar{v})$, where for small $|\theta|$, $\sigma$ is fairly even across
Figure 7.10: Contour plots of the mean flows $\bar{u}$ and $\bar{v}$. In (a) $\theta = -0.24$, in (b) $\theta = -0.66$ and in (c) $\theta = -0.79$. In all cases $Pr = 1$ and $Ra = 2 \times 10^5$. 
the layer but with its smallest value at approximately mid-layer, but for $\theta = -0.79$ the smallest $\sigma$ is found at much smaller $z$. Note also, the mean of $\bar{u}$ and $\bar{v}$ is close to zero at $z = 0.5$ in (a), but there is a significant flow at $z = 0.5$ in (b). These measures characterise the behaviour we saw in the time-dependent plots in figure 7.10. As a percentage of its mean, $\sigma(\bar{u})$ is larger than $\sigma(\bar{v})$, indicative of the more intermittent behaviour of $\bar{u}$ we also observed in figure 7.10.

Figure 7.11: Mean (black curve) and standard deviation (error bars) of $\bar{u}$ and $\bar{v}$ for $Pr = 1$, $Ra = 2 \times 10^5$, (a) $\theta = -0.24$ and (b) $\theta = -0.79$. As $|\theta|$ is increased the more systematic flow occurs at lower $z$.

Comparing figure 7.11 (a) and (b), it appears that the standard deviation at a fixed $z$ is reduced as $|\theta|$ is increased, this is particularly evident at the lower layers (smaller $z$). To examine this statement more closely, we plot the standard deviation in $\bar{u}$ and $\bar{v}$ as a function of $z$, for different $\theta$. The results are shown in figure 7.12, where the black lines correspond to the smallest density contrast across the layer ($\theta = -0.24$), then purple ($\theta = -0.37$), then orange ($\theta = -0.66$), then turquoise ($\theta = -0.79$) and finally blue ($\theta = -0.95$). The more systematic flows have the
smallest standard deviations as they fluctuate less about their mean. From the plots we see that generally, the stronger the stratification, the more systematic the flow, particularly in the lower part of the plane. It is also evident that for $\sigma(\bar{v})$, the minimum of the standard deviation occurs at a deeper level in the layer as $|\theta|$ is increased. For $\sigma(\bar{u})$, the trend is not so clear, however, the flows corresponding to larger $|\theta|$ have a minimum at a lower $z$ than the flows corresponding to smaller $|\theta|$. Therefore, there are fewer fluctuations at lower levels with increasing $|\theta|$, and it is this that results in the larger time-averaged mean at this level.

Figure 7.12: Standard deviation of (a) $\bar{u}$ and (b) $\bar{v}$ as a function of layer depth for different stratifications. In black $\theta = -0.24$, in purple $\theta = -0.37$, in orange $\theta = -0.66$, in turquoise $\theta = -0.79$ and in blue $\theta = -0.95$.

Figure 7.13 gives the time-averaged profiles of $\bar{u}$ (top) and $\bar{v}$ (bottom) for different $\theta$. It is not clear from the plots if there is an obvious relationship between $\bar{u}$ and $\theta$. However, it can be seen that $\bar{u}$ is zero at increasingly deeper levels in $z$ as $|\theta|$ is increased. For $\bar{v}$, in the upper half-plane, if we ignore the $\theta = -0.95$ solution, then the strongest stratifications give rise to the largest $\bar{v}$. This behaviour is not reflected in the lower half-plane. The maximum magnitude of the $\theta = -0.95$ solution in the upper and lower half-planes is smaller than the maxima of the solutions for the other stratifications. We also see that, as $|\theta|$ is increased, the maximum value of $\bar{v}$ in the lower half-plane tends to occur at deeper levels. As for $\bar{u}$, the time-averaged plots of $\bar{v}$ show that the value of $z$ at which positive flow becomes negative flow, i.e., the layer depth at which the mean flow is zero, becomes smaller as the stratification is increased, this is in agreement with the time-dependent plots in figure 7.10.
7.2.2 Mean flow equations

Taking a horizontal average of the $x$ and $y$ components of the momentum equation (2.4.142) gives us equations governing the mean flows. This is analogous to section 6.3.3, however, here we must remember the new definition of $\psi$ involving $\bar{\rho}$ and that $\bar{\rho}$ is now a function of $z$ (see section 5.7). On taking such horizontal averages, we obtain the following equations

\begin{align}
Pr\bar{\rho}\bar{u} &= \frac{Pr}{T a^\frac{2}{3} \sin \phi} \frac{\partial}{\partial z} \left( \bar{\rho} \frac{\partial \bar{v}}{\partial z} \right) - \frac{1}{T a^\frac{2}{3} \sin \phi} \frac{\partial (\bar{\rho} \bar{v} \bar{w})}{\partial z}, \\
Pr\bar{\rho}\bar{v} &= -\frac{Pr}{T a^\frac{2}{3} \sin \phi} \frac{\partial}{\partial z} \left( \bar{\rho} \frac{\partial \bar{u}}{\partial z} \right) + \frac{1}{T a^\frac{2}{3} \sin \phi} \frac{\partial (\bar{\rho} \bar{u} \bar{w})}{\partial z},
\end{align}

where we have averaged in time and assumed a steady state so that $\frac{\partial}{\partial t} \langle \bar{u} \rangle = \frac{\partial}{\partial t} \langle \bar{v} \rangle = 0$. Notice the presence of $\bar{\rho}$ in the equations, and also that when $\bar{\rho} = 1$, i.e., $\theta = 0$, equations (7.2.1) and (7.2.2) reduce to the mean flow equations in the Boussinesq case, as given by equations (6.3.3) and (6.3.4). In contrast to (6.3.3) and (6.3.4), the mean flow terms on the left-hand sides are now multiplied by $\bar{\rho}$. The viscous term (first term on the right-hand sides) also have a $\bar{\rho}$ multiplying the $\frac{\partial \bar{v}}{\partial z}, \frac{\partial \bar{u}}{\partial z}$ before the second derivative is taken. Similarly, the Reynolds stress terms (second term on right-hand sides), have a $\bar{\rho}$ multiplying the correlations $\bar{v}\bar{w}, \bar{u}\bar{w}$, before the vertical derivative is taken.

As we have just mentioned, there is a factor of $\bar{\rho}$ in the mean flow terms of equations (7.2.1) and
(7.2.2). This means that, in theory, for two different \( \theta \), if the driving terms on the right-hand side are of the same size, then the case with the largest \( |\theta| \) will yield the largest \( \bar{u} \) and \( \bar{\upsilon} \), i.e., if \( Pr \bar{\rho}\bar{u} \) is the same for two different \( \bar{\rho} \) (fixed \( Pr \)) then \( \bar{u} \) will be larger for the smaller \( \bar{\rho} \) (equivalent to larger \( |\theta| \)). To see this, we plot each of the terms of equations (7.2.1) and (7.2.2) in figure 7.14; for (a) \( \theta = 0 \) and (b) \( \theta = -0.79 \). In addition, we plot \( \bar{u} \) and \( \bar{\upsilon} \) (without the \( Pr \bar{\rho} \) factors) in red, but for \( \theta = 0 \), the mean flow term is also the overall mean flow since \( Pr = 1 \), therefore no red line is visible in this case. However, for \( \theta \neq 0 \), there is a difference between the mean flow term and the mean flow itself. In both (a) and (b), the strong dominance of the RS terms (orange) is clear. It is also evident that the viscous term (green) is more important in determining \( \bar{u} \) than it is \( \bar{\upsilon} \), as it was in the Boussinesq case. It is clear that the RS terms are bigger in the \( \theta = 0 \) case and this results in the mean flow terms being bigger for \( \theta = 0 \). However, because for \( \theta = -0.79 \), \( \bar{\rho} \leq 1 \) across the layer, \( \bar{u} \) and \( \bar{\upsilon} \) are actually bigger for \( \theta = -0.79 \). This effect is most prominent at the top of the layer, where the fluid mass is at its lowest.

Figure 7.14 highlights that the dominant balance is between the RS and mean flow terms. Therefore, if we examine how the RS terms are affected by \( \theta \), it should help us to understand how the mean flows are affected by \( \theta \). We begin by considering the time-dependent RS terms. Figure 7.15 shows contours of the RS terms as a function of \( z \) and time for three different stratifications. In (a), the layer has a mild stratification and \( \theta = -0.24 \), in (b), the stratification is increased to \( \theta = -0.66 \) and in (c), the stratification is strong such that \( \theta = -0.79 \). The left-hand column of plots is of the RS term that drives \( \bar{u} \) and the right-hand column of plots is of the RS term that drives \( \bar{\upsilon} \). We see that the term driving \( \bar{\upsilon} \) is more systematic than the term driving \( \bar{u} \), this is to be expected since \( \bar{\upsilon} \) is more systematic than \( \bar{u} \). Also evident, is the asymmetry introduced when \( \theta \neq 0 \), and this asymmetry gets stronger as \( |\theta| \) is increased. For example, the positive band in the upper half-plane of \( \frac{\partial}{\partial z}(\bar{\rho}\bar{\upsilon}\bar{u}) \) increases in depth as \( |\theta| \) is increased. The behaviour of these RS terms is similar to that of \( \bar{u} \) and \( \bar{\upsilon} \) (shown in figure 7.10), emphasising the strong correlation between the RS terms and the mean flows. They, of course, will not be identical as the dominant balance in the mean flow equations is between the RS term and the mean flow term, i.e., between the RS term and \( Pr\bar{\rho}\bar{u} \), and not just \( \bar{u} \), and so the \( Pr\bar{\rho} \) factor needs to be taken into account. There is also slight modification by the viscous term, especially in the boundary layers.

Taking time averages of the RS terms gives the profiles shown in figure 7.16. The top plot shows the RS term that drives \( \bar{u} \) and the bottom plot shows the RS term that drives \( \bar{\upsilon} \), for different \( \theta \), for \( Pr = 1 \) and \( Ra = 2 \times 10^5 \), i.e., for the same cases as in figure 7.13. For the RS term driving \( \bar{u} \), at the top of the layer, the size of the term decreases with increasing \( |\theta| \) - this could be a result of
Figure 7.14: Terms of the mean flow equations (7.2.1) (top axes) and (7.2.2) (bottom axes) as a function of $z$ for $Pr = 1$, $Ra = 2 \times 10^5$ and in (a), $\theta = 0$, whilst in (b), $\theta = -0.79$. The blue lines represent the mean flow terms, the orange the RS terms, the green the viscous terms and red the mean flows $\bar{u}$ and $\bar{v}$. In case (a), the mean flow terms are equivalent to the mean flows themselves.
Figure 7.15: Left-hand column: Contour plots of the RS term $\frac{\partial}{\partial z}(\bar{\rho}vw)$ that drive $\bar{u}$. Right-hand column: Contour plots of the RS term $\frac{\partial}{\partial z}(\bar{\rho}uw)$ that drive $\bar{v}$. In (a), $\theta = -0.24$, in (b), $\theta = -0.66$ and in (c), $\theta = -0.79$ and in all cases, $Pr = 1$ and $Ra = 2 \times 10^5$. They correspond to the mean flows depicted in figure 7.10.
the decrease in $\bar{\rho}$ with increased $|\theta|$. We remark that the difference between the different $|\theta|$ cases is most prominent at the top of the layer. At the bottom of the layer, $\theta = 0$ gives the largest RS term and $\theta = -0.95$ the smallest with the other $\theta$ cases in between but with no obvious pattern as there is at the top of the layer. These RS terms drive $\bar{u}$ as given in the top plot of figure 7.13.

The bottom plot of figure 7.16 shows the RS term that drives $\bar{v}$. Again, in the top portion of the layer, it is clear that $\theta = 0$ gives the largest RS term and that as $\theta$ is increased, the size of the term decreases. In the bottom half of the layer, $\theta = -0.95$ clearly gives the smallest term but there is no obvious trend as $|\theta|$ is increased, which is in contrast to the behaviour of the $\bar{v}$ shown in figure 7.13. However, this is to be expected, since the RS term drives $Pr \bar{\rho} \bar{v}$ (as given by equation 7.2.2) and so $\bar{v}$ is obtained by dividing through by $Pr \bar{\rho}$. Therefore, since for larger $|\theta|$, $\bar{\rho}$ is smaller at the top of the layer, $\bar{v}$ will be larger there (assuming everything else is fixed). Despite $\theta = -0.95$ corresponding to the smallest $\bar{\rho}$ at $z = 1$, $\bar{v}$ is smaller for $\theta = -0.95$ than for the other cases, this is because the RS term is significantly smaller. Close to the bottom of the layer, $\bar{\rho}$ varies only slightly between all the $\theta$ cases, and therefore the mean flows reflect the same order of size as the RS terms at the bottom of the layer.

As we did for $\bar{u}$ and $\bar{v}$, we can analyse the mean and standard deviation of the time series of the RS terms, to see if they behave in a similar way to the time series of the mean flows. The results
for cases with $Pr = 1$ and $Ra = 2 \times 10^5$ are shown in figure 7.17 for a weak stratification, (a) $\theta = -0.24$, and a stronger stratification, (b) $\theta = -0.79$. In (a), the stratification is small and we see that the distribution of RS terms has approximately the same standard deviation across the layer. This was also the case for the standard deviation of the distribution of $\bar{u}$ and $\bar{v}$ in the small stratification case, see figure 7.11 (a). In the case of stronger stratification, see figure 7.17 (b), where $\theta = -0.79$, the standard deviation of the RS terms is larger at the bottom of the layer than it is at the top. This is different to the standard deviation of the mean flows for the same parameters (cf. figure 7.11 (b)) where the standard deviation was larger at the top of the layer than it was at the bottom. This difference can be explained by remembering that the RS terms balance with the mean flow terms and not just the mean flow and therefore the factor of $\bar{\rho}$ in the mean flow term has to be considered. More specifically, (see e.g., DeGroot & Schervish (2002))

$$\sigma(\bar{\rho}\bar{u}) = |\bar{\rho}|\sigma(\bar{u}),$$  \hspace{1cm} (7.2.3)

at each $z$, for all $\theta$. Therefore, since $\bar{\rho}$ increases as $z$ decreases, if $\sigma(\bar{u})$ decreases with $z$ by a smaller amount than $\bar{\rho}$ increases, then $\sigma(\bar{\rho}\bar{u})$ will increase as $z$ is decreased. This provides an explanation of how the standard deviation of the RS terms can increase as $z$ is decreased, whilst the standard deviation of the mean flows decreases with $z$.

### 7.2.3 Linear approximation

Mean flow generation is a nonlinear process. As we have seen, it relies upon quantities such as the Reynolds stresses, which are the product of perturbations, e.g., $\bar{\rho}\bar{u}\bar{v}$. Such products are ignored in a linear calculation. However, it is interesting to consider the differences between the RS terms as calculated from the solutions of the linear perturbation equations (cf. chapter 4) and as calculated from the fully nonlinear equations (as done in previous sections of this chapter). Such a calculation will give us an indication as to whether the behaviour of the system can be captured without the need for a full nonlinear calculation. The results for two cases are shown in figure 7.18, for different $Ra$ and $\theta$. For case (a), the linear calculation provides a rough estimate for the RS terms when $\theta = -0.37$ but, as $|\theta|$ is increased, the agreement between the linear and nonlinear calculations becomes poorer. In other words, increasing the stratification causes the nonlinearities to become more important so that the linear calculation becomes a worse approximation. In case (b), $Ra$ is increased by a factor of five. Comparing the linear and nonlinear calculations now shows a poor agreement, even for the smaller $|\theta|$. This is due to the increased supercriticality and therefore the increased nonlinearity.
Figure 7.17: Mean (black curve) and standard deviation (error bars) of the RS terms that drive $\bar{u}$ (left) and $\bar{v}$ (right) for $Pr = 1$, $Ra = 2 \times 10^5$ and (a) $\theta = -0.24$, (b) $\theta = -0.79$. 
Figure 7.18: The RS terms calculated from the nonlinear code (solid lines) and the RS terms calculated from linear eigenfunctions (dashed lines) for $Pr = 1$ and (a) $Ra = 2 \times 10^5$, (b) $Ra = 10^6$. The agreement is generally poor. The linear calculation provides a rough estimate at $\theta = -0.37$ and $Ra = 2 \times 10^5$ but the approximation gets worse as $|\theta|$ and $Ra$ are increased.
We note that in particular, the interaction of the mean flow with the fluctuations is neglected in the linear calculation. A quasi-linear calculation could be performed to capture this interaction between the mean and fluctuation quantities whilst still neglecting the terms quadratic in the fluctuation quantities, to see if this is capable of capturing the large-scale dynamics. Also, a slightly simpler calculation would be to take the mean flows calculated by the nonlinear code and impose them in a linear calculation. Both these calculations are beyond the scope of this thesis but are discussed further in Chapter 9.

7.3 Summary

In this chapter we extended the investigation of convection-driven mean flows in Chapter 6, to allow for the possibility of the layer being continuously stratified. As mentioned before, this a more realistic situation for many physical applications in which we are interested (see Chapter 1). We found that increasing $Ra$ and $|\theta|$ eventually led to a subtle change in regime, from chaotic convection to a regime where bursting is evident. By examining solutions from both of these regimes, we found an asymmetry in the layer that develops when $\theta \neq 0$, the asymmetry becoming more prominent as $|\theta|$ is increased.

Studying the dependence of the energy in the mean flows on $\theta$, led to the conclusion that most of the change is likely a result of the effect changing $\theta$ has on the whole system, and not a specific effect changing $\theta$ has on the correlations responsible for the mean flows. The asymmetries introduced in the anelastic simulations are evident in the vertical structure of the mean flows. Analysis of the time-dependent mean flows shows that the flow in the upper half-plane penetrates further into the lower half-plane as $|\theta|$ is increased. A statistical analysis of the mean flow distribution gave that the standard deviation is smallest at a lower level in the layer as $|\theta|$ is increased. Also, it was shown that, in general, the standard deviation is decreased, as the strength of the stratification is increased, making for more systematic mean flows when $|\theta|$ is larger.

To consider what was driving the mean flows, we derived the mean flow equations, which are a modified form of the ones discussed in Chapter 6; now the mean flow equations contain a $\bar{\rho}$ factor to allow for the density stratification. We showed that the Reynolds stress term is indeed the term responsible for the mean flow driving, but that they actually drive $Pr\bar{\rho}\bar{u}$ and $Pr\bar{\rho}\bar{v}$ and the mean flows result as a consequence. This means that, at the top of the layer, because the mass is reduced there and the vertical velocity is increased in order to transport heat, the mean flow is
amplified. The time-dependent RS terms exhibit the same asymmetries as observed in the mean flow case, but the standard deviation for the RS terms is different from the the mean flows, this is again because of the $\bar{\rho}$ factor in the mean flow term.

We finished with an investigation of whether the RS terms as calculated using the linear eigenfunctions could approximate the actual RS terms. It was found this agreement was moderate at small $|\theta|$ and $Ra$, but only got worse as $|\theta|$ or $Ra$ was increased, an indication that the nonlinear processes become more important in these cases. An interesting investigation would be to see if this nonlinear behaviour could be captured in a quasi-linear calculation, this is discussed further in section 9.2.
Chapter 8

Nonlinear rotating convection in the presence of a horizontal magnetic field

8.1 Introduction

In this chapter, we extend the work of Chapter 6 by introducing a horizontal magnetic field to the system. We derived the full nonlinear equations for this setup in Chapter 2, in Chapter 3 we presented the linear theory and in Chapter 5, specifically section 5.6, we described the numerical method used to solve the nonlinear governing equations. Before we present results from the nonlinear simulations, we restate the governing equations and the boundary conditions, for ease of reference. From equations (5.6.132)-(5.6.138), the equations are given by

\[
\frac{\partial \omega}{\partial t} - Pr \nabla^2 \omega = Pr Ta^\frac{1}{2} (\cos \phi u_y + \sin \phi u_z) + Ra Pr \frac{\partial \theta}{\partial y} + J(\psi, \omega)
\]

\[
- Q \zeta Pr \left( J(A, j) - \frac{\partial j}{\partial y} \sin \alpha \right),
\]

\[
\frac{\partial \theta}{\partial t} - \nabla^2 \theta = J(\psi, \theta) - \frac{\partial \psi}{\partial y},
\]

\[
\frac{\partial u}{\partial t} - Pr \nabla^2 u = Pr Ta^\frac{1}{2} \left( \cos \phi \frac{\partial \psi}{\partial y} + \sin \phi \frac{\partial \psi}{\partial z} \right) + J(\psi, u)
\]

\[
+ Q \zeta Pr \left( \frac{\partial B_1}{\partial y} \sin \alpha - J(A, B_1) \right),
\]

\[
\nabla^2 \psi = - \omega,
\]

\[
\frac{\partial B_1}{\partial t} - \zeta \nabla^2 B_1 = \frac{\partial u}{\partial y} \sin \alpha - J(A, u) + J(\psi, B_1),
\]

\[
\frac{\partial A}{\partial t} - \zeta \nabla^2 A = J(\psi, A) + \frac{\partial \psi}{\partial y} \sin \alpha,
\]
where we have taken $T_y = U = 0$, as we will ignore thermal wind effects in this chapter. The boundary conditions for this system are given by

$$\omega = \psi = \frac{\partial u}{\partial z} = \theta = A = \frac{\partial B_1}{\partial z} = 0 \quad \text{on} \; z = 0, 1. \quad (8.1.7)$$

Whilst these equations allow for the possibility of the magnetic field being oriented in any horizontal direction, we take $\alpha = \frac{\pi}{2}$ throughout this chapter, so that the imposed field is purely in the $y$-direction. We also fix $Ta = 10^5$, $\phi = \frac{\pi}{4}$ and the length of the computational box by setting $L = 5$, unless otherwise stated. We initially consider $Pr = 1$ and $\zeta = 1.1$, but the effect of changing $Pr$ and $\zeta$ will be considered in later sections.

### 8.2 Numerical results

First, we briefly consider the effect of a horizontal magnetic field on the evolution of the variables of the MHD system. We then examine the effect of the field on the mean flows driven (see section 8.2.1). To see the effect of the magnetic field on the system, we start with a hydrodynamic simulation (equivalent to $Q = 0$) and increase $Q$ at fixed $Ra$, thus increasing the strength of the magnetic field. We calculate the kinetic and magnetic energies as a function of $Q$, the results for the case where $Pr = 1$, $\zeta = 1.1$ and $Ra = 5 \times 10^5$ are shown in figure 8.1. As expected, as the strength of the field is increased, the magnetic energy of the system is also increased, whilst the kinetic energy is decreased. Since the basic state field lies in the $y$-direction, any attempt by a flow in the $x$-direction to draw out field lines is opposed by the field. This results in the flow in the $x$-direction being reduced and hence contributes to the decrease in the kinetic energy we observe.

The different symbols used in figure 8.1 denote different types of solution; crosses denote chaotic solutions and dots denote steady solutions. In this case, the small $Q$ solutions are chaotic, but as $Q$ is increased, the solutions eventually become steady. Since the effect of increasing $Q$ is to increase the critical Rayleigh number (see section 3.6.3), for fixed $Ra$, the larger $Q$ solutions are less supercritical and so the move to steady solutions might be expected.

To visualise the flow and the magnetic field as $Q$ is increased, we have plotted contours of the streamfunction $\psi(y, z)$ and the flux function $A(y, z)$, at a snapshot in time, for three different values of $Q$ (see figure 8.2). In (a), $Q = 100$, and therefore the solution only differs slightly from the solution in the purely hydrodynamic case and is chaotic; in (b), $Q = 1500$, and the solution is still chaotic but, from figure 8.1, this solution occurs just before the solutions go steady. In
Figure 8.1: Kinetic energy (left) and magnetic energy (right) in the perturbations plotted against $Q$ for $Pr = 1$, $\zeta = 1.1$, $Ra = 5 \times 10^5$. Solutions from the chaotic regime are marked with a cross and solutions from the steady regime with a dot.

(c), $Q = 10000$ and these solutions are now steady. We see that as $Q$ is increased, the field organises, and reduces the magnitude of, the flow, so that it eventually becomes steady. In doing so, the length scale of the solution increases from being such that three pairs of negative and positive cells fit in the box at $Q = 100$ to just one pair fitting in the box by $Q = 10000$. A linear calculation of the wavenumber of the fastest growing mode for the cases in figure 8.2 gives: $l = 6$ for case (a), $l = 5$ for case (b) and $l = 3$ for case (c), and so the nonlinear terms have acted to increase the length scale of the solutions we observe.

### 8.2.1 Mean flows

In order to investigate the effect of the magnetic field on the mean flows driven, we consider the kinetic energy in the mean flows as a function of $Q$. Figure 8.3 shows the results for the same parameters as in figure 8.1. The mean measure of the kinetic energy is shown in red and the variability measure is shown in blue (calculated using the formulae in section 5.5.3), and as in figure 8.1, the different symbols represent a different type of solution. We note that, at small $Q$, as expected, the behaviour is close to that of the purely hydrodynamic system discussed in Chapter 6. In both the chaotic and the steady regimes, we see that the variability measure of $\bar{u}$ and $\bar{v}$ is decreased as $Q$ is increased, but in the chaotic regime, the mean of $\bar{u}$ increases and the mean of $\bar{v}$ decreases. Therefore, increasing $Q$ has increased the level to which $\bar{u}$ is systematic but reduced the overall energy in the flow. $\bar{v}$ is more systematic than $\bar{u}$ throughout the chaotic regime, this can be seen from the fact that the mean and the variability measures are much closer in value for $\bar{v}$ than they are for $\bar{u}$. Now, if we consider the ratio of the energy in the mean to the kinetic energy in
Figure 8.2: Contours of $\psi(y, z)$ (left-hand column) and $A(y, z)$ (right-hand column) at a snapshot in time for $Pr = 1$, $\zeta = 1.1$, $Ra = 5 \times 10^5$ and in (a) $Q = 100$, in (b) $Q = 1500$ and in (c) $Q = 10000$. (a) and (b) correspond to chaotic solutions and (c) is a steady solution.
the perturbations (see bottom row of figure 8.3) we see that, in the chaotic regime, the ratio of the variability measure of $\bar{u}$ to $KE_{\text{pert}}$ is fairly constant and so the mean flow decreases at the same rate as the perturbations. The ratio of the mean measure of $\bar{u}$ to $KE_{\text{pert}}$, however, is increasing in the chaotic regime because of the increase in $KE_{\bar{u}}$ with $Q$ in the chaotic regime. For both measures, the ratio of the energy in $\bar{v}$ to the energy in the perturbations exhibits a decrease as $Q$ is increased, which suggests that $\bar{v}$ is decreased more than the perturbations are decreased by the field. In the steady regime, both $KE_{\bar{u}}$ and $KE_{\bar{v}}$ decrease sharply at first and then more slowly, this results in a ratio that decreases for smaller $Q$ before increasing with larger $Q$.

Figure 8.3: Kinetic energies in the mean flow for $Pr = 1$, $\zeta = 1.1$, $Ra = 5 \times 10^5$ and a range of $Q$. The top row gives the mean measure of the energy in $\bar{u}$ (left) and $\bar{v}$ (right) in red and the variability measure of the energy in blue. Chaotic solutions are marked with a cross and steady solutions with a dot. The bottom row gives the ratio of the energy in the mean flow to the kinetic energy in the perturbations.

As well as analysing the energy contained in the mean flows, it is worth studying the time-dependent mean flows because this can give important information about the nature of the flows that may not be captured in the time-averaged quantities. For example, figure 8.4 shows $\bar{u}$ and $\bar{v}$ as a function of $z$ and $t$ for a case when the field strength is (a) small ($Q = 100$), and (b) larger ($Q = 1500$). Both examples are taken from the chaotic regime of the examples used in figure 8.2.
For small $Q$, case (a), the mean flows are very similar to some of the cases we saw in Chapter 6 (e.g., fig 6.14), which is of no surprise as when $Q = 0$, we reduce to the hydrodynamic system studied in Chapter 6. In particular, we see that $\bar{v}$ is more systematic than $\bar{u}$ and is predominantly positive in the upper half-plane and predominantly negative in the lower half-plane. In case (b), the magnetic field strength has been increased and we see that the nature of $\bar{u}$ and $\bar{v}$ has changed. Firstly, let us consider $\bar{v}$, whilst there is still a band of positive flow in the upper half-plane and a band of negative flow in the lower half-plane, the bands do not extend all the way to the top and bottom boundaries, as they did when $Q = 100$ (a). As $Q$ has increased, boundary layers have formed where the flow has been significantly reduced. The behaviour that causes this change to occur will be discussed in section 8.2.4. Secondly, we also observe a change in the nature of $\bar{u}$; boundary layers are also formed in this case, a layer of positive flow at the top boundary and a layer of negative flow at the bottom boundary. But, in contrast to $\bar{v}$, the flow is largest in these layers. Further away from the boundaries, a negative band is evident in the top half of the plane and a positive band in the lower half of the plane. These bands are more coherent than any seen in $\bar{u}$ when $Q = 100$, this highlights the fact that increasing $Q$ organises the flow into having a more systematic nature. It should also be noted that the overall magnitude of the flows is decreased as $Q$ is increased, contributing to the decrease in the variability measure with increasing $Q$.

To examine the vertical structure of $\bar{u}$ and $\bar{v}$ as a function of $z$, and its dependence on $Q$, we plot the time-averaged mean flows in figure 8.5. We expect these plots to be more informative when considering $\bar{v}$ than when considering $\bar{u}$, as, from the time-dependent plots, we know that $\bar{u}$ is highly fluctuating about zero, however, we still examine both cases. All parameters are held constant and we explore a range of $Q$ from zero to 10000, each value of $Q$ is shown in a different colour. First, note how the size of $\bar{v}$ changes as $Q$ is increased; from the bottom plot in figure 8.5 we see that, a small addition of field ($Q = 100$, red) increases the size of $\bar{v}$ (compared with $Q = 0$, blue) but then further increases in $Q$ decrease the magnitude of the maximum value of $\bar{v}$. A slight change in the vertical structure of $\bar{v}$ is also evident. As $Q$ is increased from zero to 1000, the layer depths at which the maxima occur move towards the mid-layer depth, as we saw in figure 8.4. From $Q = 2000$ to 10000, the solutions are steady and perhaps should be considered separately, though the $Q = 2000$ and $Q = 5000$ cases do have a similar structure, again with their maxima closer to the mid-layer depth than in the low $Q$ cases. For $\bar{v}$, the $Q = 10000$ case stands out, as the direction of flow has reversed and the structure is different. This will be examined in more detail in section 8.2.4.

As expected, the change in structure of $\bar{u}$ is trickier to interpret as $\bar{u}$ is more time-dependent. It
Figure 8.4: Time-dependent $\bar{u}$ (left) and $\bar{v}$ (right) for $Pr = 1, \zeta = 1.1, Ra = 5 \times 10^5$ and (a) $Q = 100$, (b) $Q = 1500$. 
is clear though, from the top plot of figure 8.5, that as $Q$ is increased, the strength of the flow in the boundary layers is increased in the chaotic regime. This is likely to be the reason for the increase in $\langle KE(\bar{u}) \rangle$ with $Q$ that was seen in figure 8.3. In the bulk of the fluid, there appear to be a number of changes in the direction of the flow as $Q$ is increased, for example between $Q = 2000$ (light blue) and $Q = 5000$ (black) the flow changes direction. So $Q$ not only decreases the kinetic energy in the mean flows, it can also change the direction of the mean flow. What causes the change in vertical structure of the flows we observe in figure 8.5 will be examined in section 8.2.4. Finally, by comparing the sizes of $\bar{u}$ and $\bar{v}$, in figure 8.5, we see that $\bar{v}$ is larger than $\bar{u}$ in all cases.

### 8.2.2 Mean fields

In addition to the mean flows, we investigate the behaviour of the mean fields, $\bar{B}_1$ and $\bar{B}_2$, as $Q$ is increased. Figure 8.6 shows contours of $\bar{B}_1$ and $\bar{B}_2$ as a function of $z$ and time, for the
same parameters as used in figure 8.4. Note, we have plotted the total magnetic field, i.e., the basic state magnetic field plus the perturbation magnetic field. We recall that the basic state field imposed throughout this chapter is purely in the \( y \)-direction. In (a), \( Q = 100 \), and so the imposed magnetic field strength is small. From the plot of \( \bar{B}_2(z,t) \) in this case, we see that the magnetic field has been expelled to the boundaries, leaving the bulk of the layer with almost zero magnetic field. For \( \bar{B}_1(z,t) \), there was no imposed field in this direction and so the field in the \( x \)-direction has resulted from the evolution of the system. It is true in this case also that the magnetic field is strongest close to the boundaries. In (b), the initial field strength is increased so that \( Q = 1500 \). In this case, the magnetic field in the basic state is expelled to the boundaries, as it was for \( Q = 100 \), but to a lesser extent and so there remains a field in the bulk of the layer. \( \bar{B}_1 \) reflects this behaviour too.

![Figure 8.6: Time-dependent \( \bar{B}_1 \) (left) and \( \bar{B}_2 \) (right) for \( Pr = 1, \zeta = 1.1, Ra = 5 \times 10^5 \) and (a) \( Q = 100 \), (b) \( Q = 1500 \).](image)

To examine the expulsion to the boundaries of the magnetic field for other values of \( Q \), we consider the time-averaged profiles of the components of the magnetic field. In figure 8.7, we plot \( \langle \bar{B}_1 \rangle \) (top axes) and \( \langle \bar{B}_2 \rangle \) (bottom axes) for \( Pr = 1, \zeta = 1.1, Ra = 5 \times 10^5 \) and \( Q = 100 \) (red), \( Q = 500 \) (green), \( Q = 1000 \) (pink), \( Q = 2000 \) (light blue), \( Q = 5000 \) (black) and...
Figure 8.7: $\bar{B}_1$ (top) and $\bar{B}_2$ (bottom) for $Pr = 1, \zeta = 1.1, Ra = 5 \times 10^5$. Each $Q$ is represented by a different colour; red represents $Q = 100$, green represents $Q = 500$, pink represents $Q = 1000$, light blue represents $Q = 2000$, black represents $Q = 5000$ and orange represents $Q = 10000$. In blue is the basic state magnetic field, $B_{BS} = (0, 1, 0)$. $Q = 100$ to $Q = 1000$ are chaotic solutions, whereas $Q = 2000$ to $Q = 10000$ are steady solutions.

$Q = 10000$ (orange). We also show the corresponding component of the basic state field in the $x$ and $y$ directions (blue). From the plots of $\langle \bar{B}_2 \rangle$, it is clear that the smaller $Q$, the more magnetic field is expelled to the boundaries. As we saw form the time dependent plots in figure 8.6, for $Q = 100$, the bulk of the layer has almost zero magnetic field in the $y$-direction. As $Q$ is increased, it becomes harder for the magnetic field to be moved to the boundaries; as we see from figure 8.7, the larger $Q$ solutions have significant field across the whole layer. $\langle \bar{B}_1 \rangle$ increases in size at $z = 0.5$ with $Q$ in the chaotic regime, but decreases in size at $z = 0.5$ with increasing $Q$ in the steady regime. We also see that the boundary layers are thinnest for small $Q$. The consequences of magnetic field being expelled to the boundaries arise from the fact that, if there is little, or no, magnetic field in the bulk of the layer, it will be unable to affect the mean flow there. We will analyse the competition between the flows and the fields in section 8.2.4.
8.2.3 Increasing $Ra$

Before investigating what is responsible for the behaviour of the mean flows and mean fields, we increase $Ra$ to $Ra = 5 \times 10^6$, to see if we observe similar behaviour at larger $Ra$. The kinetic energies in the mean flows for $Ra = 5 \times 10^6$ are shown in figure 8.8. There are now extra solution regimes appearing; in addition to the chaotic and steady regimes from the previous case, we have a relaxation oscillation regime which is slightly different to the chaotic regime (as described in section 6.2 and 7.2) and solutions in this regime are denoted by a plus sign, we also have periodic solutions arising, these are shown by the square symbols. For $Q \lesssim 750$, the solutions are shown as steady on the plot, but at this $Ra$, the degree of supercriticality is high and so the numerical code has to take small time steps in order to converge, therefore, it may be that we need to integrate for longer for the solutions to become chaotic. We have decided, it might be best to ignore these small $Q$ solutions. As with the $Ra = 5 \times 10^5$ case, the solutions go steady after a chaotic regime, and here, if $Q$ is increased even further, the solutions become periodic.

In the chaotic and relaxation oscillation regimes, both measures of the energy in $\bar{u}$ and $\bar{v}$ decrease as $Q$ increases. But, if we consider the ratio of the energy in $\bar{u}$ to the energy in $KE_{\text{pert}}$ we see a difference between the chaotic and relaxation oscillation regimes. In the relaxation oscillation regime, the ratio is roughly constant before decreasing, as $Q$ is increased, therefore the mean is reduced by the field more than the perturbations are. In contrast, in the chaotic regime, the ratio increases with $Q$ and so $\bar{u}$ is decreased less than the perturbations are by the field. For $\bar{v}$, the ratio in the relaxation oscillation regime is roughly constant and so the decrease in the energy in $\bar{v}$ is probably as a direct result of the decrease in the energy in $v$. In the chaotic regime, the ratio decreases as $Q$ is increased, indicating that the energy in the mean is decreased more by the field than the energy in the perturbations is.

In both the steady and periodic regimes (large $Q$), the energy in both $\bar{u}$ and $\bar{v}$ is decreased as $Q$ is increased but the ratio of the energy in $\bar{u}$ to the energy in the perturbations is roughly constant. This is in contrast to $\bar{v}$ where, in this regime, the energy in the mean and the ratio decrease as $Q$ is increased.

8.2.4 Mean flow equations

In an analogous way to the purely hydrodynamic system (see section 6.3.3), we derive the mean flow equations by taking a horizontal average of the $x$ and $y$ components of the momentum
Figure 8.8: Kinetic energies in the mean flow for $Pr = 1$, $\zeta = 1.1$, $Ra = 5 \times 10^6$ and a range of $Q$. The top row gives the mean measure of the energy in $\bar{u}$ (left) and $\bar{v}$ (right) in red and the variability measure of the energy in blue. Chaotic solutions are marked with a cross, relaxation oscillation solutions with a plus sign, periodic solutions with a square and steady solutions with a dot. The bottom row gives the ratio of the energy in the mean flow to the kinetic energy in the perturbations.
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equations to give

\[ Pr\bar{u} = \frac{Pr}{Ta^2 \sin \phi} \frac{\partial^2 \bar{v}}{\partial z^2} - \frac{1}{Ta^2 \sin \phi} \frac{\partial \overline{\mu_w}}{\partial z} + \frac{Pr\zeta Q}{Ta^2 \sin \phi} \frac{\partial \overline{B_2 B_3}}{\partial z}, \tag{8.2.8} \]

\[ Pr\bar{v} = -\frac{Pr}{Ta^2 \sin \phi} \frac{\partial^2 \bar{u}}{\partial z^2} + \frac{1}{Ta^2 \sin \phi} \frac{\partial \overline{\mu_w}}{\partial z} - \frac{Pr\zeta Q}{Ta^2 \sin \phi} \frac{\partial \overline{B_1 B_3}}{\partial z}, \tag{8.2.9} \]

where we have taken time averages and assumed a statistically steady state so that \( \frac{\partial}{\partial t} \langle \bar{u} \rangle = \frac{\partial}{\partial t} \langle \bar{v} \rangle = 0 \). These equations are of a similar form as the hydrodynamic mean flow equations, (6.3.1) and (6.3.2), with the derivatives of the Reynolds stresses \( \overline{\mu_w} \) and \( \overline{\mu_v} \) helping to drive the flows, but, in addition, there is an extra term in each equation, proportional to \( Q \). The terms \( \overline{B_1 B_3} \) and \( \overline{B_2 B_3} \) are known as the Maxwell stresses and are a contributing factor when considering what drives, or inhibits, the mean flows. Note, it is the correlations of the flow and the field in the \( x \)-direction with the flow and field in the \( z \)-direction that dictate the flow in the \( y \)-direction. Similarly, it is the correlations of the flow and the field in the \( y \)-direction with the flow and field in the \( z \)-direction that dictate the flow in the \( x \)-direction. We will refer to the term on the left-hand sides of the equations as the mean flow term, the first term on the right-hand sides as the viscous term, the second term on the right-hand sides as the Reynolds stress (RS) term and the last term on the right-hand sides as the Maxwell stress (MS) term.

In the previous section, we saw that increasing \( Q \) had an effect on the size and structure of the mean flows. To understand what is dictating this change, we plot each of the terms of the mean flow equations, (8.2.8) and (8.2.9), as a function of \( z \). The plots are shown in figure 8.9 for (a) \( Q = 100 \), (b) \( Q = 1500 \) and (c) \( Q = 10000 \). In blue are the mean flow terms; in orange are the RS terms; in black are the MS terms and in green are the viscous terms.

First, let us consider the case when the field strength is small, \( Q = 100 \). In the bottom plot of (a), we can see \( \bar{v} \) is clearly driven by the RS term, with the MS and viscous terms making only a small contribution. We see that the extrema of the RS terms are close to the boundaries resulting in a mean flow with maximum value close to the boundaries. Similarly, from the top plot of (a), \( \bar{u} \) is driven by the Reynolds stress term. However, in this case there is a larger contribution from the viscous term, resulting from the fact that \( \bar{v} \) is greater than \( \bar{u} \), and as a result \( \bar{u} \) is a less systematic flow than \( \bar{v} \). The MS term, when \( Q = 100 \), is small compared to the other terms. For small \( Q \), the MS term is expected to be small for two reasons: firstly, the MS term is proportional to \( Q \) and secondly, we saw in figures 8.6 and 8.7 that for \( Q = 100 \), \( \overline{B_2} \) is small in the bulk, suggesting that the correlations \( \overline{B_2 B_3} \) are likely to be small in the bulk too. Since the MS term is small, we are left with a similar balance as seen in the hydrodynamic case, (see e.g., figure 6.18).
Increasing $Q$ to $Q = 1500$ gives the balance shown in case (b). $\bar{v}$ is clearly still driven by the RS term but the MS term is larger now. In particular, the MS term is most significant close to the top and bottom boundaries, and since it is acting in the opposite direction to the RS term there, it reduces size of the mean flow driving and so $\bar{v}$ is relatively small in these boundary layer regions compared to $\bar{v}$ in the bulk of the layer. At this $Q$, the magnetic field is strongest near the boundaries (cf. figure 8.7) and because the magnitude of $Q$ is large enough, the MS term is significant at the boundaries, resulting in the behaviour we observe. Some field exists in the bulk and so the MS terms have started to have an effect there too. Furthermore, the increase in the effect of the MS term, along with the fact that the maximum of the RS term has moved towards the middle of the layer (compared with smaller $Q$), mean that the maximum of $\bar{v}$ has also moved towards the mid-layer depth. This explains what was causing the behaviour observed in the time-dependent plots of figure 8.4.

For $\bar{u}$, the increase in $Q$ has resulted in an increase in the MS term affecting it, and also a decrease in the RS term driving it. These RS and MS terms now, along with the viscous term, roughly balance in the bulk of the layer to result in a relatively small $\bar{u}$ there. At the boundaries, there are relatively large viscous boundary layers and since close to the boundaries the RS and MS terms are small, it follows that $\bar{u}$ has boundary layers where the flow is largest, in agreement with the plots in figure 8.4 and 8.5.

Increasing $Q$ further, to $Q = 10000$ (see figure 8.9 (c)), leads to the MS terms becoming the dominant terms. Magnetic field is no longer expelled to the boundary, this fact combined with the large $Q$ means that the MS terms are dominant across the whole layer. The RS term still contributes to the form of $\bar{v}$ but it is the MS term that dominates the structure. It is for this reason, $\bar{v}$ is in the opposite direction for $Q = 10000$ than it is for the other $Q$ shown in figure 8.5. For $\bar{u}$, the MS term is now larger than the viscous term, with the RS term being the smallest of the three terms and so it is the MS term that dominates $\bar{u}$.

Hence, we have shown that the field can act to change the direction of the flow through changing which terms in equations (8.2.8) and (8.2.9) are dominant. In the cases examined, increasing $Q$ does not appear to change the direction of the mean flow by changing the direction of the Reynolds stresses.

We have seen that the relative size of the RS and MS terms determines the size and structure of the mean flows driven. It is interesting to see how the size of these terms changes with $Q$. We
Figure 8.9: Terms of the mean flow equations, (8.2.8) (top) which drive $\bar{u}$, and (8.2.9) (bottom) which drive $\bar{v}$, plotted for different $Q$ and $Pr = 1$, $\zeta = 1.1$ and $Ra = 5 \times 10^5$. In orange are the RS terms, in black are the MS terms, in green are the viscous terms and in blue are the mean flow terms.
define typical sizes of these terms as follows:

\[
|RS_x| = \left( \int_0^1 \left( \frac{1}{2} \left( \frac{\partial}{\partial z} u w \right)^2 \right) \, dz \right)^{\frac{1}{2}}, \quad |RS_y| = \left( \int_0^1 \left( \frac{1}{2} \left( \frac{\partial}{\partial z} v w \right)^2 \right) \, dz \right)^{\frac{1}{2}}, \quad (8.2.10)
\]

\[
|MS_x| = Q Pr \zeta \left( \int_0^1 \left( \frac{1}{2} \left( \frac{\partial}{\partial z} B_1 B_3 \right)^2 \right) \, dz \right)^{\frac{1}{2}}, \quad |MS_y| = Q Pr \zeta \left( \int_0^1 \left( \frac{1}{2} \left( \frac{\partial}{\partial z} B_2 B_3 \right)^2 \right) \, dz \right)^{\frac{1}{2}}. \quad (8.2.11)
\]

In figure 8.10 we plot the sizes of the RS, MS and viscous terms from equations (8.2.8) (left) and (8.2.9) (right). We also include the ratio of the typical size of the RS and MS terms to \(KE_{\text{pert}}\) and \(ME_{\text{pert}}\) respectively, so that we can assess whether the behaviour of the mean correlations reflects that of the perturbations, or if there is another process occurring that is affecting the mean. The red symbols represent the RS terms, the black the MS terms and the green the viscous terms.

Note, the plots in the left-hand column of each subfigure are the typical sizes of the terms that dictate \(\bar{u}\), and the plots in the right-hand column are the typical sizes of the terms that dictate \(\bar{v}\).

In the \(Ra = 5 \times 10^5\) case, (plot (a)), from the right-hand side plots, we see that the RS term in equation (8.2.9), which drives \(\bar{v}\), decreases with increasing \(Q\), whilst the MS term increases, this supports the fact that as \(Q\) is increased the size of \(\bar{v}\) is decreased (cf. figure 8.3). Note also that the viscous term is roughly constant throughout the chaotic regime and decreases significantly in the steady regime. We see that the RS term dominates \(\bar{v}\) until \(Q \approx 5000\) and then the MS and RS terms are of roughly equal importance. If \(Q\) is increased further, to \(Q = 10000\), then the MS term becomes the dominant term. This is reflected in the behaviour of the different terms, as seen in figure 8.9. The left-hand side plots of figure 8.10 (a) show that, for \(\bar{u}\), the viscous term plays a larger role, in agreement with before. Also, up until the largest \(Q (Q = 10000)\), the RS term and the viscous term dominate and it is their combination that determines the size of \(\bar{u}\). As with the terms driving \(\bar{v}\), for \(Q = 10000\), the MS term has become the dominant term and this determines \(\bar{u}\). For the RS term, the ratios of the correlations to the kinetic energy in the perturbations slightly increase, and so the decreases in the correlations are less than the decrease in the perturbations. For the MS term, the ratios of the correlations to the magnetic energy in the perturbations slightly decrease, and so the increase in the correlations is less than in the perturbations.

Examining the equivalent plots for increased \(Ra = 5 \times 10^6\), see figure 8.10 (b), we find, for the terms driving \(\bar{v}\) (right-hand side), in the relaxation oscillation/chaotic regimes the RS term decreases as \(Q\) increases. In comparison to the RS term, the MS term and the viscous term are relatively unchanged. Up until \(Q\) is approximately 25000, the RS term is the largest, but after this value of \(Q\), the MS term becomes increasingly dominant. For the terms driving \(\bar{u}\) (left-hand side), in the relaxation oscillation and chaotic regimes, the RS term is decreasing with increasing...
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\( Q \), whilst the MS term is slightly increasing - this explains the decrease in \( KE_\bar{u} \) as \( Q \) is increased. As in the smaller Ra case, the viscous term is more important for determining \( \bar{u} \) than it is for \( \bar{v} \). Considering the ratio of the mean correlations to the perturbation energies (figure 8.10 (b), bottom row) gives us that the magnetic field correlations are increasing with \( Q \) less that the magnetic field perturbations are. In the chaotic regime, the ratio of the size of the RS terms to \( KE_{pert} \) is changed slightly by \( Q \); the ratio of the RS term driving \( \bar{v} \) to \( KE_{pert} \) is decreasing (in the chaotic regime) and the ratio of the RS term driving \( \bar{u} \) to \( KE_{pert} \) is increasing with \( Q \). This behaviour is reflected in the behaviour of the kinetic energy in the mean flows.

### 8.2.5 Linear approximation

In an analogous way to section 7.2.3, we compare the differences between the RS and MS terms as calculated using the eigenfunctions obtained from the linear code (cf. section 3.3) with the actual RS and MS terms calculated from the fully nonlinear code (as in this chapter). Figure 8.11 shows the RS and MS terms as calculated from the nonlinear code (solid lines) and as calculated from the linear code (dashed lines). The amplitude of the linear eigenfunctions is normalised so that its maximum value coincides with the maximum value of the nonlinear (correct) terms.

As mentioned previously, the critical Rayleigh number is increased as \( Q \) is increased, and so for fixed Ra, the larger \( Q \) solutions lie in a less supercritical regime, we would therefore expect the linear behaviour to match that of the nonlinear calculation more closely. Indeed, for \( Q = 10000 \) (c), the linear calculation provides a reasonable approximation to the nonlinear one. There is however, some evidence of nonlinear effects even at this \( Q \), for example, the narrowing of the jet profile that can be seen in the nonlinear calculation is not captured in the linear case. For smaller \( Q \), the agreement between the linear and nonlinear cases is worse, especially in the MS term. The MS term affecting \( \bar{u} \), i.e., \( \frac{\partial}{\partial z} \vec{B}_2 \vec{B}_3 \), is well approximated in the bulk of the fluid but the agreement breaks down close to the boundary layers. This appears to be because the linear calculation is not capturing the expulsion of magnetic field that occurs in the nonlinear system for small \( Q \) (cf. figures 8.6, 8.7).

The largest discrepancy between the nonlinear and linear calculations occurs for the MS term affecting \( \bar{v} \), i.e., \( \frac{\partial}{\partial z} \vec{B}_1 \vec{B}_3 \). In fact, the difference is so large that the linear calculation does not capture the actual behaviour in any way (at small \( Q \)), this MS term therefore, must result from a nonlinear process. The poor performance of the linear calculation in approximating the nonlinear RS and MS terms at small \( Q \), could be rectified by considering the interaction of the mean flow
Figure 8.10: Typical sizes of the terms in the mean flow equations (as given by (8.2.10) and (8.2.11)). In red are the RS terms, in black the MS terms and in green the viscous terms for $Pr = 1$, $\zeta = 1.1$ and (a), $Ra = 5 \times 10^5$ and (b), $Ra = 5 \times 10^6$. The different symbols represent the same solution regimes as they did in figures 8.3 and 8.8.
Figure 8.11: The RS terms (left-hand column) and MS terms (right-hand column) calculated from the nonlinear code (solid lines) and the RS terms calculated from linear eigenfunctions (dashed lines) for $Pr = 1$, $\zeta = 1.1$, $Ra = 5 \times 10^5$ and (a) $Q = 100$, (b) $Q = 1000$ and (c) $Q = 10000$. The agreement is better for larger $Q$. 
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and field with the fluctuations. Further possibilities for examining this will be discussed in Chapter 9.

8.2.6 Effect of $\zeta$

In this section, we examine the effect of decreasing $\zeta$. We do this by considering $\zeta = 0.1$, unless otherwise stated, and we draw comparisons with the $\zeta = 1.1$ regime investigated in the previous sections.

The kinetic energy in the mean flows for a small $\zeta$ case are shown, as a function of $Q$, in figure 8.12. On comparison with the energies in the $\zeta = 1.1$ case (figure 8.3), we see that the behaviour of the two cases is similar. The main difference, however, is that the solutions remain chaotic for all $Q$ in the small $\zeta$ case. From figure 8.12, it is especially clear that there are two different regimes; for $Q \lesssim 2000$, the decrease in the kinetic energy of $\bar{v}$ is roughly matched by the decrease in the total kinetic energy and so the ratio of the two is roughly constant, but for $Q \gtrsim 2000$, the ratio is decreasing and so the energy in $\bar{v}$ is being decreased by the field more than the energy in the perturbations is. The flow in the $x$-direction ($\bar{u}$) is affected in a different way; for small $Q$, the mean measure is increased, whilst the variability measure is decreased slightly, i.e., the field is not only reducing the magnitude of the flow slightly, but it is organising it into a more coherent state. The variability measure of $KE_{\bar{u}}$ is decreasing but only slightly more than the energy in the perturbations and so the ratio is approximately constant.

By analysing the time-dependent mean flows, we found that they are of a similar form to those found when $\zeta = 1.1$, especially for small $Q$. We show the cases when $Q = 10000$ and $Q = 50000$ for $\zeta = 0.1$ in figure 8.13. The similarity at small $Q$ is to be expected as $\zeta$ appears with $Q$ in the equations and so if $Q$ is small, then the MS term will play a less important role. Furthermore, as $Q$ is increased, we found that a larger $Q$ had to be reached in the $\zeta = 0.1$ case before the same flow structure was apparent as in the $\zeta = 1.1$ case. For example, the boundary layers in $\bar{u}$ and $\bar{v}$ (seen in figure 8.4 (b) but not 8.4 (a)) are not seen until $Q \approx 10000$ for the $\zeta = 0.1$ case (see figure 8.13 (a)), this can again be explained by the fact that $\zeta$ appears with $Q$ in the equations and so it is their product that is a measure of the applied field.

As was highlighted in figure 8.12, for small $\zeta$, the chaotic regime persists for much higher $Q$. We find that, within the chaotic regime, there is a change in the form of the mean flows. After $Q \approx 20000$, we see this change in the structure of the flows, we show an example of this for $Q = 50000$, see figure 8.13 (b). We notice a large change in the structure of the flows for this
Figure 8.12: Kinetic energies in the mean flow for $Pr = 1$, $\zeta = 0.1$, $Ra = 5 \times 10^5$ and a range of $Q$. The top row gives the mean measure of the energy in $\bar{u}$ (left) and $\bar{v}$ (right) in red and the variability measure of the energy in blue. Chaotic solutions are marked with a cross and steady solutions with a dot. The bottom row gives the ratio of the energy in the mean flow to the energy in the perturbations.
value of $Q$, compared with the flows for $Q = 10000$ (8.13 (a)). For $\bar{v}$, the positive and negative banded structure in the bulk of the fluid, that was present at smaller $Q$, no longer exists, instead a wide band of mostly positive flow is observed. The flow is less time-dependent, i.e., there are fewer fluctuations in the flow, and also, the flow at the boundaries is much stronger than in the smaller $Q$ case. Furthermore, the overall size of the flow is reduced in the larger $Q$ case. $\bar{u}$ has changed from being a highly fluctuating flow to one consisting of less time-dependent jets. The flow at the boundaries is still the strongest, but in this case, both boundaries have negative flow, whereas in (a) the top boundary has positive flow close to it. Hence, increasing $Q$ has not only decreased the magnitude of the mean flows but it has changed the vertical structure of the flows.

![Figure 8.13: $\bar{u}$ (left) and $\bar{v}$ (right) for $Pr = 1$, $\zeta = 0.1$, $Ra = 5 \times 10^5$ and (a) $Q = 10000$, (b) $Q = 50000$.](image)

If we consider the size and structure of the terms driving the mean flows seen in figure 8.13, i.e., if we consider the terms of the mean flow equations (8.2.8) and (8.2.9), then for flows such as the ones given in figure 8.13 (a), we find a similar balance of terms to in figure 8.9 (b) and so we do not show the plots again here, however, we recap the main points. For case (a), the RS term is free to drive $\bar{v}$ in the bulk of the layer, but the field expelled to the boundaries results in a MS term that opposes the RS term there and causes relatively little flow at the boundaries. In contrast, for $\bar{u}$,
the terms cancel in the bulk of the layer and the flow is small there, but larger viscous boundary values result in a larger mean $\bar{u}$ close to the boundaries.

For the large $Q$ case of figure 8.13 (b), i.e., $Q = 50000$, the terms of the mean flow equations must be different, in order to result in the different mean flows we observe. The results for this case are shown in figure 8.14. $\bar{u}$ (top plot) is clearly dominated by the MS term; the MS term has two strong, negative boundary layers and a positive band in the interior, closely resembling the mean flow term, $Pr\bar{u}$. $\bar{v}$ is determined from the terms shown on the bottom set of axes. The boundary layers present in the viscous and MS terms at the top of the layer combine to give the strong negative flow we observe there, whilst close to the bottom boundary, the viscous and MS terms approximately cancel to give a much smaller flow. In the interior, the structure of $\bar{v}$ is not clearly dominated by any one term and results from a balance of all three terms.

Figure 8.14: Terms of the mean flow equations, (8.2.8) (top) which drive $\bar{u}$, and (8.2.9) (bottom) which drive $\bar{v}$, for $Pr = 1$, $\zeta = 0.1$, $Q = 50000$ and $Ra = 5 \times 10^5$. In orange are the RS terms, in black are the MS terms, in green are the viscous terms and in blue are the mean flow terms.

By considering the relative size of the RS and MS terms, as defined by (8.2.10) and (8.2.11) respectively, we can examine the value of $Q$ at which the terms first balance. Figure 8.15 displays a plot of the ratio of the MS terms to the RS terms against $Q$, for different $\zeta$. From the plots, we see that the RS terms are balanced by the MS terms at larger $Q$ for smaller $\zeta$. This may be explained from the mean flow equations (8.2.8) and (8.2.9), as the MS term has a $Pr\zeta Q$ factor multiplying the $z$-derivative of the Maxwell stresses, therefore, assuming the Maxwell stresses are themselves not changed too much by $\zeta$, a larger $Q$ will be needed for the MS term to have the
same effect at smaller ζ.

![Figure 8.15](image)

Figure 8.15: Ratio of the typical sizes of MS to RS terms that drive (a) \( \bar{u} \) and (b) \( \bar{v} \), as a function of \( Q \), for \( Pr = 1 \) and \( Ra = 5 \times 10^5 \). In black, ζ = 1.1, in red, ζ = 0.5 and in green, ζ = 0.1.

To see if changing ζ has any effect on the systematic nature of the mean flows, we consider the standard deviation, \( \sigma \), in \( \bar{u} \) and \( \bar{v} \) at fixed \( z \). The results are shown in figure 8.16. In (a), we plot \( \sigma \) against \( Q \), and in (b), we plot \( \sigma \) against ζ\( Q \). We have considered two different ζ, in black ζ = 1.1 and in green ζ = 0.1. It is clear from the plots in (a) that, as \( Q \) is increased, the standard deviation in \( \bar{u} \) and \( \bar{v} \) is decreased for both ζ. As described before, this is because the increase in field strength causes the flow to become more aligned and hence become more systematic, which leads to a reduced standard deviation. As explained before, a smaller ζ requires a larger \( Q \) for the MS term to achieve the same effect as for the larger ζ. In fact, if we plot the standard deviation against ζ\( Q \) instead, see figure 8.16 (b), then the standard deviation for the two ζ are much closer in size. In particular, for smaller ζ\( Q \), the ζ = 0.1 solutions have the smaller standard deviation and are therefore more systematic (at fixed ζ\( Q \)), but as ζ\( Q \) is increased the standard deviations for the two ζ considered become closer and are almost equal in magnitude.

8.2.7 Effect of \( Pr \)

In this section, we decrease \( Pr \) to 0.1 which, as mentioned on numerous occasions, is more physically relevant. For this work, we fix ζ = 0.5; with \( Pr = 0.1 \), this results in a magnetic Prandtl number of \( Pm = 0.2 \), this is in contrast to \( Pm = 0.91 \) and \( Pm = 10 \) for the cases studied in sections 8.2.1 and 8.2.6 respectively.

In contrast to previous examples (e.g., figure 8.1), when \( Pr = 0.1, \zeta = 0.5 \) and \( Ra = 5 \times 10^5 \), the kinetic energy does not monotonically decrease with increasing \( Q \), at fixed \( Ra \), see figure 8.17 (a).
Instead, there is a decrease in the kinetic energy with increasing $Q$ in the chaotic regime, but an increase in the kinetic energy with $Q$ in the quasi-periodic regime. The reasons for this behaviour are not obvious and require further investigation. However, if we consider the dependence of the magnetic energy on $Q$, we obtain the plot shown in figure 8.17 (b), the behaviour in this case is qualitatively the same as seen in previous examples (e.g., figure 8.1), i.e., the magnetic energy is monotonically increasing with $Q$ for all $Q$ shown.

To see what behaviour is contributing to the rise in kinetic energy at high $Q$, we plot the kinetic energies of the mean flows $\bar{u}$ and $\bar{v}$, as calculated by the mean and variability measures; the results are shown in figure 8.18. Also shown are the ratios of the energies in the mean flows to the energy in the perturbations. As in figure 8.17, crosses represent chaotic solutions and triangles represent quasi-periodic solutions. In the chaotic regime, as $Q$ is increased, the variability measure of both $\bar{u}$ and $\bar{v}$ decreases, demonstrating that the field acts to reduce the magnitude of the flow in both directions, just as it did for larger Pr. The mean energy is also reduced with increased $Q$ for $\bar{u}$, but there is a slight increase in the mean energy of $\bar{v}$. Comparing these plots with those for $Pr = 1$ (see figure 8.3) we see that $\bar{u}$ is more systematic for $Pr = 0.1$, as the mean and variability measures are closer in magnitude, but $\bar{v}$ is less so. The ratio of the variability measure

Figure 8.16: Standard deviation, $\sigma$, in $\langle \bar{u} \rangle$ (left) and $\langle \bar{v} \rangle$ (right) as a function of (a) $Q$ and (b) $\zeta Q$, for $Pr = 1$, $Ra = 5 \times 10^5$ and $\zeta = 1.1$ (black) and $\zeta = 0.1$ (green).
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Figure 8.17: Energies in the kinetic energy and magnetic energy for $Pr = 0.1$, $\zeta = 0.5$, $Ra = 5 \times 10^5$ and a range of $Q$. Chaotic solutions are marked with a cross and quasi-periodic solutions with a triangle.

to the kinetic energy in the perturbations in the chaotic regime, is roughly constant in both cases, indicating that the decrease in the mean velocity is matched by a decrease in perturbation velocity. The decrease in $KE_{\langle \bar{u} \rangle}$ with increased $Q$ is not as severe as the decrease in $KE_{\text{pert}}$ since the ratio of the two increases slightly with $Q$. The increase in the ratio $\frac{KE_{\langle \bar{u} \rangle}}{KE_{\text{pert}}}$ is due to the fact that $KE_{\langle \bar{v} \rangle}$ increases but $KE_{\text{pert}}$ decreases as $Q$ is increased. When $Q$ is large enough, the solutions become quasi-periodic. In this regime, the kinetic energy in both measures of $\bar{u}$ and $\bar{v}$ increases with $Q$, as does the kinetic energy in the perturbations. However, the growth with $Q$ in the kinetic energy in the mean flows is more than in the perturbations, as seen from the fact that the ratios are also increasing in this regime.

To investigate whether this type of behaviour is evident for other $Ra$ close to $Ra = 5 \times 10^5$, we examine the change in the average $KE_{\text{pert}}$, $ME_{\text{pert}}$, $\theta^2$ and $Nu$ with $Ra \in [10^5, 5 \times 10^5]$, for two different $Q$. Considering first the kinetic energy in the perturbations as a function of $Ra$, for $Q = 25000$ and $Q = 50000$ (figure 8.19 (a)), we observe that for $Ra \lesssim 3.5 \times 10^5$, the smaller $Q$ solutions are the most energetic, this is in line with what we might expect as, the smaller $Q$ is, the smaller $Ra_c$ is, and hence the smaller $Q$ solution is more supercritical (at fixed $Ra$). However, this argument breaks down, in this case, at larger $Ra$, where the $Q = 50000$ solutions are the more energetic. We also notice that, the growth is uniform for the larger $Q$ solutions whereas for the $Q = 25000$ solutions, the growth appears to occur in two stages. From figure 8.19 (b), the magnetic energy of the $Q = 25000$ solutions also grows in two different stages, in contrast to the $Q = 50000$ solutions, where the growth is more uniform. The magnetic energy of the $Q = 25000$ solution is smaller than the $Q = 50000$ solution for all $Ra$, this agrees with what we would
Figure 8.18: Energies in the mean flow for $Pr = 0.1$, $\zeta = 0.5$, $Ra = 5 \times 10^5$ and a range of $Q$. The mean measure of the energy is given in red and the variability measure in blue. Chaotic solutions are marked with a cross and quasi-periodic solutions with a triangle. The bottom row presents the ratios of the energies in the mean flows to the energy in the perturbations.
expect as, from the definition (see equation (5.6.145)), $M_E_{pert}$ is proportional to $Q$. We also see that, from figure 8.19 (c), the thermal energy as measured by $\theta^2$, is reduced at large $Ra$ for the smaller $Q$. The slowing in the rate of increase, or the decrease of the energies for $Q = 25000$ at larger $Ra$ means that dissipation in the system must be larger there, so as not to violate the law of conservation of energy.

As we have done previously (e.g., Chapter 6), we can consider the Nusselt number, $Nu$, as a measure of the effectiveness of the convection at transporting heat. We plot $Nu$ against $Ra$ in figure 8.19 (d), and we notice that, even at larger $Ra$, $Nu$ is larger for $Q = 25000$ and so the system with relatively small kinetic energy has found an efficient way to transport heat via convection. This can be compared with the large $Nu$ solutions found in section 6.2.4, though there, there was an obvious change in the length scale of the solution that is not present here. Also in contrast to the large $Nu$ solutions in section 6.2.4, here, the change to solutions that are more efficient at transporting heat by convection, occurs within the chaotic regime whereas in section 6.2.4, the change coincided with a change of regime from chaotic to steady.

Figure 8.19: $KE_{pert}$ (a), $ME_{pert}$ (b), $\theta^2$ (c) and $Nu$ (d) as a function of $Ra$ for $Pr = 0.1$, $\zeta = 0.5$ and $Q = 25000$ (crosses), $Q = 50000$ (dots).
From figures 8.17 and 8.18, it is clear that there are two distinct regimes. For \( Q \lesssim 20000 \), the solutions are chaotic and the energy in the mean flow decreases with increasing \( Q \), but for \( Q \gtrsim 20000 \), the solutions are quasi-periodic and the energy in the mean flow increases with \( Q \). Here, we consider the change in the form of the mean flows as we move between the two regimes. In figure 8.20 (a), time-dependent \( \bar{u} \) (left-hand side) and \( \bar{v} \) (right-hand side) are shown for \( Q = 20000 \). We see that \( \bar{u} \) consists of four alternating bands: a positive and negative jet in the bulk and two smaller jets at the boundaries, one positive and one negative. \( \bar{v} \) is made up of two distinct bands in the interior and smaller boundary layer jets, where the flow is reduced. These flows are of the form of the chaotic solutions we saw in figure 8.4 (b) and in figure 8.13 (a). The slight difference being that \( \bar{u} \) is more systematic in the small \( Pr, \zeta \) case and \( \bar{v} \) is less systematic. A larger \( Q \) is needed to achieve such a flow pattern in this case than is needed in the larger \( Pr \) cases. As when considering the effect of \( \zeta \) in section 8.2.6, this can be explained by the \( Pr\zeta Q \) factor in the MS term of the mean flow equations. In figure 8.20 (b), the time-dependent \( \bar{u} \) (left-hand side) and \( \bar{v} \) (right-hand side) are shown for a solution from the quasi-periodic regime. The less time-dependent nature of these flows is evident and we see that, instead of two jets of opposite direction occurring in the interior, one larger scale, negative band is present.

![Time-dependent \( \bar{u} \) and \( \bar{v} \) for different values of \( Q \)](image)

Figure 8.20: Time-dependent \( \bar{u} \) (left) and \( \bar{v} \) (right) for \( Pr = 0.1, \zeta = 0.5, Ra = 5 \times 10^5 \) and (a) \( Q = 20000 \), (b) \( Q = 35000 \).
In a similar way to before, we analyse the terms of the mean flow equations (8.2.8) and (8.2.9) to see what is responsible for driving the flows we observed in figure 8.20. Analysis of the terms that drive the flows in figure 8.20 (a) gives a similar balance to the terms shown in figure 8.14 (b) and therefore we do not repeat this analysis here. But we analyse the terms that drive the flows in figure 8.20 (b), as these are different to the ones discussed in other cases. Each term of the mean flow equations is shown in a different colour in figure 8.21; the terms driving $\bar{u}$ are in the top plot and the terms driving $\bar{v}$ in the bottom plot. The structure of $\bar{u}$ is dominated by the MS term, but the other terms contribute to give the structure we observe. Recall that the RS and MS terms actually dictate $Pr\bar{u}$ and $Pr\bar{v}$ and so even though the driving terms are small, a significant flow is produced since $Pr < 1$. By considering the terms that drive $\bar{v}$, we see that the vertical structure of $\bar{v}$ is not dominated by one particular term.

Figure 8.21: Terms of the mean flow equations, (8.2.8) (top) which drive $\bar{u}$, and (8.2.9) (bottom) which drive $\bar{v}$, for $Pr = 0.1$, $\zeta = 0.5$, $Q = 35000$ and $Ra = 5 \times 10^5$. In orange are the RS terms, in black are the MS terms, in green are the viscous terms, in blue are the mean flow terms and in red are the mean flows themselves.

As we have seen throughout, it is the Reynolds stresses that drive the mean flows, and as the magnetic field is increased, the Maxwell stresses become more important and modify the flows. By comparing the typical size of the RS and MS terms, as defined by (8.2.10) and (8.2.11), we can see at which value of $Q$ the two balance. In figure 8.22 we show the ratio of MS to RS terms as a function of $Q$ for two $Pr$ and $\zeta = 0.5$, $Ra = 5 \times 10^5$. As was the case for small $\zeta$, the small $Pr$ system requires a larger $Q$ for the MS term to balance the RS term.
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Figure 8.22: Ratio of the typical sizes of MS to RS terms that drive (a) $\bar{u}$ and (b) $\bar{v}$, as a function of $Q$, for $\zeta = 0.5$ and $Ra = 5 \times 10^5$. In black, $Pr = 1$ and in red, $Pr = 0.1$.

8.3 Summary

The aim of this chapter was to examine the effect of a horizontal magnetic field on convection in a plane layer model with a tilted rotation vector. We found that, in general, as the strength of the magnetic field was increased, the kinetic energy of the system decreased and the magnetic energy increased. Although, for small $Pr$ and $\zeta$, we found a region of parameter space where the kinetic energy increased with $Q$. We also found that, for $\zeta = 1.1$, whilst the small $Q$ solutions were chaotic, there was a move towards steady solutions, as $Q$ was increased. With this change, came the move to larger-scale solutions, with the preferred wave number decreasing. On comparison with the wavenumber expected from linear theory, it was found that nonlinear effects cause the scale of the solutions to increase.

We investigated the effect of the magnetic field on the mean flows driven. For $Pr = 1$, $\zeta = 1.1$, the field reduced the magnitude of the flows but increased the systematic nature of them, i.e., they became less time-dependent. The small $Q$, chaotic flow in the plane, that is, $\bar{v}$, was found to consist of a band of positive flow in the upper half-plane and a band of negative flow in the lower half-plane. This persisted when $Q$ was increased, however, in these cases the flow did not extend all the way to the boundaries and boundary layers of relatively slow flow were formed.

By studying the mean fields in the system, we demonstrated that, at small $Q$, magnetic field was expelled to the boundaries, but as $Q$ was increased this expulsion became more difficult. This meant that there was little magnetic field left in the bulk of the layer to inhibit the mean flows in these cases.
As was the case in Chapters 6 and 7, we derived the mean flow equations, in order to see what dictated the size and structure of the mean flows. The mean flow equations were similar to the mean flow equations in the hydrodynamic system, the only difference being, the addition of an extra term due to the magnetic field. This Maxwell stress term became increasingly important for determining the mean flows as $Q$ was increased, for two reasons. Firstly, the MS term was proportional to $Q$ and so had a larger influence for larger $Q$, secondly, less field was expelled to the boundaries in these cases and so the correlations were likely to be higher. We showed that at small $Q$, the RS term dominates and is able to drive a significant flow; at moderate $Q$, there is a balance in the interior of the layer and so the flow is dominated by boundary layers and for large $Q$, the MS term dominated and produced a small, yet systematic flow.

We considered what happens when more realistic parameter regimes were reached, i.e., smaller $Pr$ and smaller $Pm$. We saw that, the effect of decreasing $\zeta$ was to allow chaotic solutions to exist for a larger range of $Q$. We also found that in some cases the behaviour of the small $\zeta$ solutions matched that of the $\zeta = 1.1$ solutions but only when $Q$ was increased, this was due to the presence of $\zeta Q$ in the MS term. Unlike in the $\zeta = 1.1$ case, the MS term was able to dominate the RS term whilst the solutions were still in the chaotic regime. When this was the case, we found that the mean flows were less time-dependent and that the interior flow was mostly of one sign, rather than forming an alternating jet structure as seen at smaller $Q$.

Decreasing $Pr$, whilst keeping $Pm$ small, gave similar results. In particular, a larger $Q$ was needed to achieve the same behaviour as for larger $Pr$ because of the $Pr \zeta Q$ factor in the MS term. In the case we examined, the solutions became quasi-periodic at large $Q$ and these were accompanied by an increase in the kinetic energy of the system and a change in the vertical structure of the flow. As was the case in the hydrodynamic system, we demonstrated that, for small $Pr$, even if the driving terms are relatively small, a significant mean flow is still produced.

Finally, a linear calculation of the RS and MS terms led to the conclusions that as $Q$ is increased, the nonlinear RS and MS terms can be well approximated by the linear eigenfunctions, however, some behaviour is still not captured. For example, the expulsion of flux to the boundaries is not captured by the linear calculation. The increase is agreement of the linear and nonlinear calculations with $Q$ is to be expected since the solutions are less supercritical in this case and so the nonlinearities are not expected to be so large. We discuss extensions to this work in Chapter 9.
Chapter 9

Conclusions

9.1 Summary of results and discussion

In this thesis, we have investigated the interaction of convection with rotation and magnetic fields. In particular, we have focussed on the mean flows driven in a plane layer model of a convecting body. In Chapter 1, we introduced some of the many examples of where mean flows occur in nature, e.g., the differential rotation in the solar convection zone, and the mechanisms for driving them. As we discuss our work in the following paragraphs, we aim to relate the work we have done back to the initial problems that initially motivated their interest.

As a mathematical framework for our study, we presented the setup and governing equations of our model for studying convection in a plane layer in Chapter 2. The model was based upon that used by Hathaway et al. (1980) and was intended as a local approximation to a region around a latitude on a spherical body, so that the rotation vector was oblique to gravity. The major shortcoming of such a local model is its inability to describe the global behaviour of the body, a full spherical model would be more appropriate for such a study. However, important information about the underlying physical processes involved in rotating convection can still be extracted from a local model such as the one used in this thesis. The boundary conditions we elected to impose were impenetrable and stress free, chosen as they are less restrictive to mean flow generation than rigid boundaries and they are more realistic to stellar interiors. This distinguished our work from that of Hathaway et al. (1980) who assumed rigid boundaries. In reality, the boundaries of the convection zone are much more complex. For example, the outer boundary of the convection zone is coupled to the solar atmosphere and close to this boundary, convective motions, when considered with other physical processes there, lead to the granulation that is observed at the
surface. The imposed impenetrable boundary conditions of our model also prevent any flux across the boundary which again is a simplification. At the base of the convection zone, where the convection zone meets the tachocline, there is overshooting of convection towards the radiative zone, this is not possible with such idealised boundary conditions but can be modelled in more global models with more complex boundary conditions. For study of a single region, like the one in this thesis, impenetrable and stress free boundary are not too restrictive and allow us to make progress easily.

For simplicity, our study began by using the Boussinesq approximation which assumes a small layer depth \(d\) compared to the pressure scale height of the system \(H\) and so pressure variations may be neglected. This approximation is not a particularly good one for the Sun and other astrophysical objects since there are many pressure scale heights in the layer height (for example, \(H\) is less than 1\% of the solar radius in the convection zone (Fan (2004))) and so pressure fluctuations should not be neglected. This led us to introduce the anelastic approximation whereby the constraint \(d/H \ll 1\) is relaxed, but the typical speeds are still considered small compared to the sound speed so that sound waves are filtered out. This is an accurate approximation for the Sun except for near surface layers where velocities associated with granulation can exceed the sound speed (Miesch (2005)).

Using the mathematical description from Chapter 2, we considered convection in the linear regime under the Boussinesq approximation (see Chapter 3). We examined three cases: (i) where there was no magnetic field or thermal wind present, (ii) where there was a thermal wind but no field and (iii) where there was a horizontal magnetic field but no thermal wind. The linear problem is an important one to examine before solving the nonlinear problem as, whilst it is unable to capture physical effects that result from nonlinear interactions, the linear model is able to tell us about some physical aspects of the system such as the conditions at onset of convection. In (i), we built upon the work of Hathaway et al. (1980) by considering \(Pr < 1\). Our motivation for considering the small \(Pr\) case came from the fact that, in an astrophysical context, \(Pr\) is often tiny, e.g., at the bottom of the convection zone it is believed that \(Pr \sim 10^{-6} - 10^{-7}\) (Ossendrijver (2003)). Computational constraints prevent us from reaching such a small number but, in the linear work, we considered \(Pr\) as small as \(6 \times 10^{-3}\). The main findings of the linear work were that the tilted rotation vector had more of an effect on convection in the \(y-z\) plane (EW rolls) than it did on convection in the \(x-z\) plane (NS rolls) but that, even at small \(Pr\), the NS rolls remained the preferred ones. Also, in agreement with Hathaway et al. (1980), in (ii), we found that the addition of a thermal wind could switch the preference from NS to EW rolls, as even a small \(T_y\) stabilised
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NS rolls and destabilised EW rolls. In (iii), we added a horizontal magnetic field to (i) and found different solutions existed, depending on whether $Pr$ and $\zeta$ were greater or less than unity. A larger range of oscillatory solutions were found when $Pr < 1$ and $\zeta < 1$. As already discussed, in the Sun, $Pr \ll 1$, but so is $\zeta$, with a value of $\zeta \sim 10^{-4}$ (Ossendrijver (2003)) suggesting that the oscillatory modes are relevant in the Sun. To finish Chapter 3, we considered three-dimensional perturbations to a basic state and found in some cases oblique rolls were actually preferred at onset, but in other cases, the two-dimensional modes were preferred.

In Chapter 4, we added stratification to the plane layer system of Chapter 3 for which the anelastic approximation was more suitable than the Boussinesq approximation. This amounted to adding the effects of a tilted rotation vector to the linear anelastic problem as described in Mizerski & Tobias (2011). The main result was that stratification, when a tilted rotation vector was present, broke the up-down symmetry when three-dimensional modes, or two-dimensional modes in the $x$-$z$ plane (NS), were considered. However, the up-down symmetry was not broken when two-dimensional modes in the $y$-$z$ plane (EW) were considered. This had the result of the critical modes occurring with a preferred positive or negative critical frequency, so that the preferred modes were left or right travelling waves when the symmetry was broken but, when it was not broken, the preferred modes were standing waves. We proved this to be true regardless of the boundary conditions considered. We found that in the NS case, whether solutions with positive or negative frequency were preferred, depended on $Ta$.

In order to investigate the nonlinear effects of convection, in particular the driving of mean flows, we developed a two-dimensional pseudospectral nonlinear numerical code to solve the governing equations. The details of the numerical methods used were given in Chapter 5. We assumed periodicity in the horizontal direction which is inaccurate in reality, but provides an efficient way of solving the local model and therefore allows us to gain insight into otherwise inaccessible problems. In the vertical direction, we used a Chebyshev expansion allowing extra points close to the boundaries and therefore better boundary layer resolution. By setting up the problem as we did, we were able to solve the matrix systems in a relatively efficient way, thanks to a well-developed algorithm of Thual (1986). However, we were still restricted by limited resolution and therefore a restricted parameter regime. Parallelising the code would help with this, allowing us to reach more realistic parameters although truly accurate parameters such as $Pr \sim 10^{-7}$ are still a way from being achieved by even the most sophisticated models.

The first five chapters set the groundwork for the study of mean flow generation by convection. In Chapters 6-8, we carried out this study. In Chapter 6, we focussed on nonlinear hydrodynamic
convection under the Boussinesq approximation. As $Ra$ was increased, and thus the degree of nonlinearity in the system increased, the solutions underwent a number of bifurcations en route to chaos. However, for a sufficiently tilted rotation vector and small enough $Pr$, further increases in $Ra$ led to the solutions becoming steady again in what turned out to be large-scale solutions that were efficient at transporting heat by convection. Whilst this is an interesting result in the two-dimensional system, we believe that these large-scale solutions were a result of the two-dimensional nature of the problem we had set up and in a fully three-dimensional simulation such large-scale, steady solutions are unlikely to exist.

By tilting the rotation vector, we found non-trivial correlations which led to systematic mean flows, with a vertical rotation vector such correlations are small on averaging. By taking horizontal spatial and time averages, we derived the mean flow equations which isolated the Reynolds stress (RS) term responsible for the driving of mean flows. A smaller $Pr$ was found to result in smaller RS terms but the presence of a $Pr$ factor in the mean flow equations ensures that larger mean flows could result for smaller $Pr$. As described before, numerical limitations result in orders of magnitude difference between the size of the Prandtl number used computationally and those occurring in reality. Despite this, knowledge about the fundamental interactions involved in mean flow generation has been gained from this study and presented in this thesis.

In the second part of Chapter 6, we considered the addition of a thermal wind, via a horizontal temperature gradient, as an approximation to latitudinal temperature gradients that occur, for example, in stars. This studying of mean flow generation when a shear flow results from a horizontal temperature gradient in a self-consistent manner is a novel approach which does not appear in the literature. In this case, we found that, the addition of a thermal wind resulted in more energetic flows and even when $\phi = \frac{\pi}{2}$, the RS terms still generated systematic mean flows. The thermal wind parameter was shown not to appear explicitly in the mean flow equations but act through an implicit modification of the correlations. The convection either extracted energy from, or put energy into, the thermal wind shear; for smaller $Pr$, $\phi$ and $Ta$ it tended to extract energy from the thermal wind shear.

For almost all the cases we studied, when mean flows were driven, the flow in the $y$- or meridional direction ($\bar{v}$) was larger than the flow in the $x$- or zonal direction ($\bar{u}$). However, for example, in the Sun, meridional circulations are much smaller than the zonal, differential rotation. One reason for this discrepancy comes from the fact we are using a local plane layer model with periodic horizontal boundary conditions and therefore, flow in the $y$- direction at one end of the computational box is matched by flow at the other end, resulting in superficially large flows. In
fact, meridional circulation in the solar convection zone is a global circulation and so we cannot expect to capture such behaviour in a local model. More realistic geometries would be needed to rectify this.

We extended the Boussinesq model of mean flow generation to include the effects of stratification and, as in the linear case, employed the anelastic approximation. The results of this work were presented in Chapter 7. We demonstrated that the stratification led to an asymmetry in the vertical structure of the mean flow across the layer; flow from the upper half-plane penetrated further into the lower half-plane as the strength of the stratification was increased. It was also found that the flows were more systematic at lower levels in the layer and with increased stratification.

In Chapter 8, we finished our study with an investigation of the opposing of mean flows by a horizontal magnetic field. We showed that, in general, an increase in magnetic field strength was met with a decrease in the strength of the mean flows. However, the field did act to organise the flow and increase the level to which it was systematic. In addition, the magnetic field could act to change the structure of the mean flows, including their direction. We also showed that, at small $Q$, magnetic field was expelled to the boundary, leaving relatively small amounts of field in the bulk. This meant systems with small $Q$ were still able to drive strong, unopposed flows in the bulk of the layer. Analysis of the terms driving the flows highlighted a balance between the RS and Maxwell stress (MS) terms that was responsible for the size and structure of the mean flows. As the magnetic field strength was increased, magnetic field could no longer be expelled to the boundaries and so the RS terms were opposed by the MS terms, and hence the flows resulted from a balance between the two terms. When the MS terms dominated, only very small mean flows were generated, although they were shown to be very systematic. It was the balance of the RS, MS and viscous terms that dictated the direction of the flow. In particular, if, as $Q$ was increased, the direction of the mean flow changed, then this was a result of the balance of the terms changing and not that e.g., the RS terms had changed direction.

To investigate if the nonlinear behaviour of the RS and MS terms could be captured by a simpler, linear calculation, we compared the RS and MS terms as calculated from the linear eigenfunctions with the actual RS and MS terms as calculated by the nonlinear code. In general, the agreement was found to be poor and so the linear study does neglect interactions that are crucial in determining the full dynamics of the system. Of course, there is no reason why the linear calculation should be a good approximation. However, there are extensions to this idea, i.e., to see if any of the large-scale dynamics of the system can be captured without performing the full nonlinear calculation. We describe some of these extensions in the next section.
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We conclude this section by highlighting what we consider to be the most interesting, new results:

1. In the linear anelastic study of Chapter 4, we showed numerically the existence of a hidden symmetry. Upon breaking the up-down symmetry via a vertical density stratification, and through tilting the rotation vector from the vertical, when considering convection rolls in the plane of the tilted rotation vector (EW rolls), the linear growth rates still occurred as complex conjugate pairs. That is, there was no preference for left or right travelling waves as there was when NS rolls were considered in the asymmetric setup. We proved this result to be true for any natural boundary conditions.

2. In Chapter 6, when considering the interaction of convection with a thermal wind shear, resulting from a horizontal temperature gradient, we found that, whether the convection extracted energy from, or put energy into, the shear, depended upon the parameters of the system. In particular, for small \( Pr \) and \( \phi \), the convection tended to extract energy from the thermal wind.

3. The investigation of mean flow generation in a stratified layer in Chapter 7, showed that a stratification leads to an asymmetry in the layer. Flows in the lower part of the plane were more systematic than those in the upper part of the plane. Furthermore, in contrast to the Boussinesq case, the flow speed was non-zero at the mid-layer depth, instead, it was zero deeper in the layer.

4. In Chapter 8, an imposed horizontal magnetic field was shown not only to inhibit mean flow generation, but also to change the vertical structure of the flow as the field strength was increased. More specifically, in some cases, the direction of the mean flow was actually reversed.

9.2 Further work

As with most studies, there are many natural extensions to the work in this thesis that have yet to be carried out. We have mentioned some of these as we discussed our work in the previous section, however, there are many more. In this section we describe the ones we envisage undertaking next.

As described at the end of the last section, we showed that a linear calculation of the RS terms generally provided a poor agreement with a nonlinear calculation of them. We would like to find a way of capturing the key dynamics without having to solve the full nonlinear equations, as they
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are computationally demanding to solve. One reason for the inaccuracy in the linear calculation is
that it neglects the interaction between the mean flow and the fluctuations and also the mean field
and the fluctuations (amongst others). Therefore, to see if this interaction is responsible for any of
the behaviour we see in the full nonlinear system, we could impose the mean flows generated from
a nonlinear calculation on the linear equations and carry out a linear analysis, in a similar way to
the one performed when a thermal wind produced a basic state flow (as in section 3.5). Building
on this idea, another interesting extension would be to perform the quasi-linear calculation which
involves splitting the perturbations into a mean and fluctuating part and then neglecting the terms
in the equations that are quadratic in the fluctuations. This is a technique employed by Srinivasan
& Young (2012), for example. This would allow us to determine whether the interaction between
the means and the fluctuations dictate the large-scale features of the system dynamics or whether
it is essential to include the interactions between the fluctuations themselves in a full nonlinear
calculation.

In Chapter 8, we considered mean flow generation in rotating magnetoconvection. An extension
to this work, which we did not have time to carry out, would be to consider what happens when
a horizontal temperature gradient is also present, so that a thermal wind is also present. Also,
it would be interesting to examine the differences that occur for other field orientations, whilst
keeping the field in the horizontal plane. Both of these extensions are already accounted for in
the way we set up the problem and in the equations we derived. The former of these extensions
involves repeating the simulations for $T_y \neq 0$ and the latter involves changing the parameter $\alpha$.

The work undertaken in this thesis has been predominantly two-dimensional. A natural
development then, would be to extend the work to include a third spatial dimension. An easy
way to do this would be to assume periodicity in the second horizontal direction, i.e., introduce
an $x$-direction to be treated as the $y$-direction was in this study. This would add a few subtleties
to the numerical procedure, but in principle, the same numerical algorithm could be used on the
three-dimensional problem. In reality though, the code would need parallelising, so as to be able
to solve the equations in a realistic amount of time.

Finally, as we mentioned in Chapter 1, mean flows are thought to be important in the generation
of large-scale magnetic fields in the Sun, but their role is not fully understood. Ponty et al.
(2001), considered the kinematic dynamo problem by driving a flow through shearing the bottom
boundary of a plane layer. Further work we would like to pursue, is to extend the work of Ponty
et al. (2001) by considering the kinematic dynamo problem with the mean flows that emerge self-
consistently from the turbulence in our model. Furthermore, extending to three dimensions would
allow us to consider the nonlinear dynamo problem. Recent work (Tobias & Cattaneo (2013)) showing that systematic oscillating magnetic fields can be generated, relies on an imposed shear flow. Again, the model discussed in this thesis, does not require this imposition as a shear flow is driven self-consistently by the convection and so could provide the basis for a dynamo study.

It is clear that the complex nature of physical problems involving the interaction of convection, rotation and magnetic fields is difficult to comprehend fully. It is hoped that by considering a simplified model of the large-scale dynamics, the work in this thesis provides some insight into the underlying physical processes occurring in such problems, and that similar future work will help to explain phenomena such as the large-scale mean flows we observe across the Universe today.
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