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Abstract

The work presented in this thesis focuses on modelling and control of a system of two-wheeled robotic vehicle of new configuration with an additional degree of freedom by incorporating a linear actuator to the intermediate body. The main contribution of this work is in the mathematical modelling and intelligent control of the vehicle on inclined surfaces and realisation of the proposed design in real-time. Previous studies in the literature have not considered a movable payload on inverted pendulum systems while moving on inclined surfaces. The work is motivated by social need to assist physically impaired individuals towards ambient assisted living. The vehicle is to have the ability to lift up the payload to a demanded height, and manoeuvre on level or inclined surfaces. The dynamic model of the system, encompassing a highly coupled nonlinear set of relations, is developed using the Euler-Lagrange approach to characterise the system behaviour on flat and inclined surfaces. This is tested and validated through simulation exercises in the Matlab/Simulink environment. A further approach to gain confidence in the developed model has been carried out through virtual modelling of the system using MSC Visual Nastran 4D dynamic software.

Two manually tuned PID controllers are initially designed and used to control both the tilt angle and the cart displacement, and it is demonstrated that the approach works well for the robot on flat surfaces. The control approach is extended to hybrid type comprising a PD+ I fuzzy logic control (FLC) structure, with an adaptive bacterial foraging algorithm (BFA). The BFA is used for optimising the control parameters of the system. The control approach is tested in both simulations and laboratory experiments. The robustness of the control system is demonstrated with application of various disturbance forces on the
system. Moreover, the performance of the system is assessed through rigorous tests on flat and inclined surface of different frictional profiles.

By testing the design in different scenarios it is demonstrated that the proposed two-wheeled robot configuration and the proposed control approaches form a solid foundation and the framework for assisted mobility of disabled and elderly people.
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## Nomenclature

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C$</td>
<td>the coefficient of friction</td>
<td></td>
</tr>
<tr>
<td>$e(t)$</td>
<td>Error function</td>
<td></td>
</tr>
<tr>
<td>$Fa$</td>
<td>Linear actuator force</td>
<td>$N$</td>
</tr>
<tr>
<td>$Fd$</td>
<td>External disturbance force</td>
<td>$N$</td>
</tr>
<tr>
<td>$Fc$</td>
<td>Cart drive force</td>
<td>$N$</td>
</tr>
<tr>
<td>$g$</td>
<td>Gravitational acceleration force</td>
<td>$m/ s^2$</td>
</tr>
<tr>
<td>$H$</td>
<td>Distance between wheels along $X$ axis (axle length)</td>
<td>$m$</td>
</tr>
<tr>
<td>$i$</td>
<td>Current through armature</td>
<td>$A$</td>
</tr>
<tr>
<td>$Iw$</td>
<td>Moment of inertia of the wheel</td>
<td>$kgm^2$</td>
</tr>
<tr>
<td>$Ip$</td>
<td>Moment of inertia of the pendulum around its centre of mass</td>
<td>$kgm^2$</td>
</tr>
<tr>
<td>$J_L$</td>
<td>Inertia of the lower part of the rod</td>
<td>$N.m$</td>
</tr>
<tr>
<td>$J_u$</td>
<td>Inertia of the upper part of the rod</td>
<td>$N.m$</td>
</tr>
<tr>
<td>$J_M$</td>
<td>Inertia of the payload</td>
<td>$N.m$</td>
</tr>
<tr>
<td>$K_p$</td>
<td>Proportional gain</td>
<td></td>
</tr>
<tr>
<td>$K_i$</td>
<td>Integral gain</td>
<td></td>
</tr>
<tr>
<td>$K_d$</td>
<td>Derivative gain</td>
<td></td>
</tr>
<tr>
<td>$K_m$</td>
<td>Torque constant</td>
<td>$Nm/ A$</td>
</tr>
<tr>
<td>$K_e$</td>
<td>Back emf constant</td>
<td>$Vs/ rad$</td>
</tr>
<tr>
<td>$K_f$</td>
<td>Frictional constant</td>
<td>$Nms/ rad$</td>
</tr>
<tr>
<td>$L_M$</td>
<td>Position of the COM of the payload</td>
<td>$m$</td>
</tr>
<tr>
<td>$L_u$</td>
<td>Position of the COM of the upper part of the rod</td>
<td>$m$</td>
</tr>
<tr>
<td>$L_a$</td>
<td>Position of COM of the linear actuator</td>
<td>$m$</td>
</tr>
<tr>
<td>$L_l$</td>
<td>Position of COM of the lower part of the rod</td>
<td>$m$</td>
</tr>
<tr>
<td>$L_g$</td>
<td>Position of COM of the IB</td>
<td>$m$</td>
</tr>
<tr>
<td>$L$</td>
<td>Lagrangian function</td>
<td>$m$</td>
</tr>
</tbody>
</table>
$M_l$ Mass of the lower part of the rod kg

$M_a$ Mass of the linear actuator kg

$M_u$ Mass of the upper part of the rod kg

$M$ Payload mass kg

$M_w$ Wheel mass kg

$M_c$ Cart mass kg

$M_p$ Mass of the pendulum rod kg

$n$ Number of degrees of freedom of the system

$OXYZ$ Cartesian coordinate frame attached to the vehicle centre point $O$

$Q$ Linear displacement of the payload along the IB m

$Q_i$ Generalized force

$\ddot{Q}$ Linear acceleration of the attached payload m/s$^2$

$q_i$ Generalized coordinate

$R$ Nominal terminal resistance Ohms

$R_w$ Radius of the wheel m

$r(t)$ Reference signal N.m

$T$ Total kinetic energy of the system N.m

$T_m$ Motor torque N.m

$T_c$ Kinetic energy of the cart N.m

$T_l$ Kinetic energy of the lower part of the rod N.m

$T_a$ Kinetic energy of the linear actuator N.m

$T_u$ Kinetic energy of the upper part of the rod N.m

$T_v$ Kinetic energy of the vehicle N.m

$T_M$ Kinetic energy of the payload N.m

$u(t)$ Control signal

$V$ Total potential energy of the system N.m

$V_l$ Potential energy of the lower part of the rod N.m
Potential energy of the linear actuator \( V_a \) \( N.m \)

Potential energy of the upper part of the rod \( V_u \) \( N.m \)

Potential energy of the payload \( V_m \) \( N.m \)

Applied terminal voltage \( V_a \) \( V \)

Back emf voltage \( V_e \) \( V \)

Linear displacement of the centre point, \( Y \) \( m \)

Linear velocity of the centre point, \( \dot{Y} \) \( m/s \)

Linear acceleration of the centre point, \( \ddot{Y} \) \( m/s^2 \)

Angular displacement \( \theta \) \( \text{deg} \)

Angular velocity \( \dot{\theta} \) \( \text{deg/s} \)

Angular acceleration \( \ddot{\theta} \) \( \text{deg/s}^2 \)

Angular displacement of the IB \( \theta_p \) \( \text{deg} \)

Angular velocity of the IB \( \dot{\theta}_p \) \( \text{deg/s} \)

Angular acceleration of the IB \( \ddot{\theta}_p \) \( \text{deg/s}^2 \)

Measured angular position \( \theta_m \) \( \text{deg} \)

Desired angular position \( \theta_d \) \( \text{deg} \)

Motor torque \( \tau_m \) \( N.m \)

Applied torque \( \tau_e \) \( N.m \)

Derivative (change) of error function \( \Delta e(t) \)

Integral (sum) of error \( \int e(t) \)

Total number of the bacteria in the population. \( S \) must be even.

The dimension of the search space \( p \)

Number of chemotactic steps of the bacterium lifetime between reproduction steps \( Nc \)

Number of the swims of the bacterium in the same direction \( Ns \)

Number of reproduction steps \( Nre \)

Probability of bacterium to be eliminated or dispersed \( Ped \)
\( J \quad \text{The cost function value} \\
\( C \quad \text{Step size of the tumble of the bacterium} \\
\( C_i \quad \text{Constant values} \\
\( k_{\text{max}} \quad \text{Maximum iteration number} \\
\( r \quad \text{Convergence rate of distance between a point and the origin} \\
\( N_{sw} \quad \text{Maximum number of swim} \\
\( x_i(k) \quad \text{Bacteria position} \)
## Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>BFA</td>
<td>Bacterial Foraging Algorithm</td>
</tr>
<tr>
<td>COM</td>
<td>Centre of mass</td>
</tr>
<tr>
<td>DC</td>
<td>Direct current</td>
</tr>
<tr>
<td>DOF</td>
<td>Degree of freedom</td>
</tr>
<tr>
<td>IB</td>
<td>Intermediate body</td>
</tr>
<tr>
<td>LE</td>
<td>Lagrange Euler formulation</td>
</tr>
<tr>
<td>MSE</td>
<td>Mean squared error</td>
</tr>
<tr>
<td>NB</td>
<td>Negative big</td>
</tr>
<tr>
<td>NE</td>
<td>Newton Euler formulation</td>
</tr>
<tr>
<td>NS</td>
<td>Negative small</td>
</tr>
<tr>
<td>PB</td>
<td>Positive big</td>
</tr>
<tr>
<td>PID</td>
<td>Proportional – Integral – Derivative</td>
</tr>
<tr>
<td>PM</td>
<td>Permanent magnet</td>
</tr>
<tr>
<td>PS</td>
<td>Positive small</td>
</tr>
<tr>
<td>QABFA</td>
<td>Quadratic Adaptive Bacterial Foraging Algorithm</td>
</tr>
<tr>
<td>TWRM</td>
<td>Two-wheeled robotic machine</td>
</tr>
<tr>
<td>TWV</td>
<td>Two wheeled vehicle</td>
</tr>
<tr>
<td>TWR</td>
<td>Two-wheeled robots</td>
</tr>
<tr>
<td>TWIP</td>
<td>Two-wheeled inverted pendulum</td>
</tr>
<tr>
<td>Z</td>
<td>Zero</td>
</tr>
</tbody>
</table>
Chapter 1
Introduction and literature review

1.1 Introduction

Two wheeled robots or balancing robots are one variation of robot that has become a standard topic of research and exploration for engineers and robotic enthusiasts. Such robots operate on the principle of the inverted pendulum. Inverted pendulum systems are benchmark systems in the field of automatic control. A two-wheeled robot has similar characteristics of an inverted pendulum structure, which is recognized for its nonlinear and unbalanced character. Researchers have developed mobility solutions, based on the inverted pendulum system, like robotic balancing wheelchairs, personal transporters, as well as walking gaits for humanoid robots. Balancing robots are members of a class of under actuated systems. Research on two-wheeled robots has gained the interest of researchers over the last few years in some robotics laboratories. This is because of unbalanced nature of the systems that serves as a benchmark for testing and developing control techniques. A two-wheeled vehicle system are considered to be highly nonlinear and under actuated. They present advantages over other ground vehicles for example the zero-turn radius (tight turns), simpler configuration design, smaller footprint and less friction. Applications of such systems can be developed for indoor and outdoor transportation and mobility solutions. This allows easier manoeuvrability in confined and limited travel spaces due to the ability of the vehicles to turn in sharp turns and traversing steps or curbs. All these advantages would add to the capabilities of the two-wheeled systems that could solve numerous challenges.
Modelling and control of two-wheeled robots can become very complex if it has many degrees of freedom. The work presented here develops a system of two-wheeled vehicle with a new configuration with an additional degree of freedom by incorporating a linear actuator to the intermediate body. The vehicle will have the ability to move the payload to a required height. In addition, the vehicle will have the manoeuvrability on level or inclined surfaces. These with the new control approach developed confirm that a complex, highly nonlinear system like the two-wheeled vehicle can be modelled and controlled at various conditions associated with the operation and environment of the vehicle.

1.2 Aims and objectives of the research

The aims of this research can be summarized as follows:

1- Develop mathematical model of a new configuration two-wheeled robotic vehicle with movable payload on an inclined surface, and simulate this for use as tested in the research.

2- Develop suitable robust control strategies for balancing and manoeuvring of the robot on surfaces of different inclination.

The objectives of the research are as follows:

1- Derive mathematical model for two-wheeled robotic machine moving on irregular terrains.
2- To develop mathematical model of a new two-wheeled balancing vehicle with an extendable intermediate body and moving payload moving on irregular terrains.

3- To develop control strategies on the derived models steering and manoeuvring on irregular and uneven surfaces.

4- Evaluate the robustness of the control system with dynamic movement of the payload, and with applied disturbance in terms of amplitude.

5- Evaluate the robot’s ability to move on surface of different inclination angle.

6- Practical evaluation and implementation of the developed control techniques using an experimental prototype (Figure 1.3) of two-wheeled robotic vehicle for upright balance and stability while moving on flat and irregular terrains.

1.3 Motivations of the research

Currently, there are many applications of systems based balancing inverted pendulum. Advanced personal transporters, balancing wheelchairs, development of gait for humanoid robots and other applications. In the United Kingdom there are over 6.9 million disabled people of working age representing 19% of the working population. There are 1.3 million disabled people in the UK who are available for and want to work. Sales of disabled equipment in the UK have increased by 92.6% over the last 10 years and the total market size has increased by 9.2% last year. The focus in most of the aforementioned single-link inverted pendulum systems is on designing control strategies and applications. While there is a small number of research papers that have focused on movement on
irregular surfaces and inclinations, such as Lee et al. (2009). Further work is needed with more challenging movement scenarios that incorporates the surface friction and moving on different inclination angles. None of the studies have considered a movable payload on the inverted pendulum system while moving on inclined surfaces. Incorporating a movable payload would make the system more complex and increase the degrees of freedom of the structure. This would give the ability to the system to move different payload sizes to a required height and thus increase the ability of the vehicle to serve as a basis for new applications.

Based on the current literature, there is still need for a study that covers the problem of an inverted pendulum on two wheels and its application as two wheeled robotic machines moving on irregular and inclined terrains of different frictional elements. This research presents the modelling and control of a new two-wheels vehicle with an extendable payload moving on irregular terrains and slopes. The vehicle will form a basis for two-wheeled mobility solutions to be developed with extended capabilities. One of the challenging points is to study the system dynamics and stabilise the vehicle while moving on an inclined surface. Another issue is to study the effect of shifting the position of the load on the system stability. This should be done in the same instance with applying disturbances to determine the robustness of the controller to keep the whole system in balance. Moreover, the study would provide analysis of the system moving on different types of, smooth, rough surfaces. The contribution of the research will be at system modelling, and control design with associated verification within simulation and experimental environments.
1.4 Thesis outlines

Chapter 1:
This chapter has introduced concepts in the field of two-wheeled robotics control and the associated applications. The idea of balancing and controlling is presented in the context of two wheeled robots and relevant applications. The literature related to the thesis has been reviewed and discussed.

Chapter 2:
This chapter presents the derivation of mathematical model of two-wheeled robotic machine moving on inclined surfaces. The dynamic modelling includes derivation of the equations of motion using the Lagrangian method. The system motion is introduced in terms of two differential equations portraying two degree of freedom of the system; the linear movement of the vehicle and the rotational movement of the intermediate body while moving on slanted surfaces. This chapter further presents a two wheeled vehicle modelling technique using MSC Visual Nastran 4D software this software with Matlab/Simulink, for use as a platform for analysis, design and evaluation of the developed control strategies. A control strategy is developed utilizing PID conventional control and tested on both models.

Chapter 3:
In this chapter, the system comprising the vehicle with an extended rod is presented. The vehicle possesses an additional DOF along the intermediate body due to adding another actuator. A Lagrangian formulation is utilised to obtain the system dynamic equations. The effect of adding more translational degree of freedom is discussed and demonstrated via initial simulations. The proposed control scheme is presented in this chapter. The control scheme consists of three
independent hybrid control loops, comprising a fuzzy PD-like combined with conventional integrator (PD+I FLC).

**Chapter 4:**
This chapter shows discussion into controller tuning utilizing enhanced bacterial foraging algorithm (BFA) specifically quadratic adaptive BFA (QABFA). This is an adaptive search algorithm based on changing the chemotactic step size depending on the nutrient value. This approach is shown to speed up the search operation and find the optimal solution in less time compared to the standard BFA algorithm. QABFA is focusing on improving of BFA convergence in terms of speed and accuracy (Supriyono and Tokhi, 2012).

**Chapter 5:**
This chapter evaluates the performance of the vehicle in different situations. The robustness of the system is evaluated with disturbances of different amplitude applied on the vehicle. The vehicle is simulated to move on surfaces with different slopes. Moreover, tests are carried out with the robot on flat and inclined surfaces with different friction profiles, including slightly rough and very rough grounds.

**Chapter 6:**
This chapter presents experimental investigations testing the control approaches implemented on a two-wheeled robotic prototype. The tests include balancing the robot on inclined and flat surfaces.

**Chapter 7:**
This chapter summarizes the main conclusions of the work and makes recommendations for further work.
1.5 Literature review

Many applications based on mobile robots have been developed by researchers that target military, industry and mobility solutions.

In this chapter, a literature review is conducted to review the relevant work to the proposed research. A review of the various designs of two-wheeled vehicles and the methodologies used in the control systems of such vehicles is utmost important to highlight the gaps in the literature. The system considered exists in many variations such as mobile inverted pendulum on a cart, rotational inverted pendulum, linear inverted pendulum system, and the inverted pendulum system on inclined rails. Moreover, inverted pendulum systems have been extended to encompass several links, for example the double and the triple inverted pendulum systems Almeshal, et al. (2013). Thus, it has provided an ideal platform for various control techniques. Some of the researchers have developed swing up controllers for inverted pendulum systems. Others have found that designing a stabilization controller as an interesting development. Most of the controllers developed have combined both the control of the swing-up process and the stabilization of the pendulum. Various control techniques have been developed and implemented with regard to inverted pendulum systems. Such methods include but are not limited to, non-linear controllers, linear quadratic controllers, and fuzzy logic controllers, embedding neural networks with various controllers, and embedding different optimisation algorithms with various controllers Alam, et al. (2008).
1.5.1 Mobile Robots

Through different applications robot technology is ubiquitous in different fields; it brings huge profits and benefits to numerous countries. Recently, robots have been developed for use in various environments such as home or office, where they serve as security robots, care robots, service robots, and exploration robots. Mobile robots can be classified under two main categories, the environment in which they travel (land robots, aerial robots and underwater robots) and type of locomotion (legged, wheeled and crawling).

Autonomous robots operate in indoor and outdoor environments. Outdoor autonomous robot configuration is the most challenging ground vehicles, because of the terrain dimensions, the great differences in surface thickness, the climate conditions and the unsteadiness of the sensed environment.

1.5.2 Balancing Robots

The theory of balancing robot is dependent upon the inverted pendulum model. The inverted pendulum system is a classical benchmark problem in the control engineering due to the nonlinear and highly coupled nature. Balancing two-wheeled robots are designed based on the inverted pendulum system.

1.5.2.1 Inverted Pendulum

The single inverted pendulum is a conventional problem in the field of control theory, one of the greatest significant problems in dynamics and has been studied extensively in the control literature Wang & Jia-Jun, (2012). The inverted pendulum is a complex system and has been studied from laboratory
size up to the complex inverted pendulum scenarios that exist in real life. In fact, the inverted pendulum situation represents many real life situations such as balancing a broom on the palm of one’s hand, having a pendulum on a cart, and people standing on movable two-wheeled vehicles such as the segway. Several control strategies based on the conventional control theory, modern control theory, and intelligent control have been used to control the inverted pendulum. Many researchers have used linear energy based controls, quadratic regulation, fuzzy logic control, neural networks, neuro-fuzzy, genetic algorithms and hybrid controller systems combining more than one control type. Other researchers have focused on the design of multi-link inverted pendulum systems. The following subsections describe various system designs that are based on the inverted pendulum concept.

1.5.2.2 Inverted pendulum system on cart

One of the major nonlinear control problems is the inverted pendulum on a cart. The development and implementation of different control strategies have been reported in the literature for inverted pendulum on a cart. Wang (2011) introduced a simple scheme to design a conventional PID controller to stabilize and track three types of inverted pendulum. Roshdy, et al. (2012), proposed a full state feedback controller using separation factor to stabilize single inverted pendulum. Ha, et al.( 2010), designed and investigated the time specification performance of inverted pendulum controllers. They proposed two control strategies an innovative double, a new linear quadratic regular (LQR) control technique and proportional, integral, derivative (PID) control method. Dynamic behaviours were studied and the pendulum performed faster and smoother
during the stabilisation process and with better robustness and less oscillation with the LQR controller with than the double-PID controller. Prasad, et al. (2012) utilizing PID controller and LQR have been presented control design of inverted pendulum-cart dynamic system. Lingyan et al. (2009) demonstrated a simulation, and presented an experimental work in balancing an IP system using a LQR. The simulation shows that the pendulum angle stabilizes after 2.5 seconds, while the position of the carriage stabilizes after 3 seconds. On the other hand, the experimental work shows a slight delay in stabilizing the system because of the neglected terms in the simulation such as friction, thus idealizing the system.

Yamada et al. (2004) introduced a switching control based on energy modification, such that the potential energy is at a minimum in the upright position. The switching method used was found to be complex, where many assumptions were made during the derivation of the parameters and the equations.

Kawamoto (1996) has used fuzzy control and rigorous stability analysis for an inverted pendulum, and has shown that the fuzzy control input gives a better control response than in the linear case. Bush (2001) has discussed the application of fuzzy logic control (FLC) on the inverted pendulum problem. Three versions of FLC for the inverted pendulum problem have been discussed, including their strengths, weaknesses and performance. The three versions mainly differ in terms of the number of fuzzy sets and the number of input variables. It has been shown that the FLC, with variables membership functions and a large number of input, was the most accurate and robust model. One
drawback was the long processing time. Techniques for manually tuning complex FLCs were also implemented and addressed in the work. Xu et al. (2002) executed FLC for an inverted pendulum. They used fuzzy controller rules obtained from simplified look-up tables, designed from learning algorithms. The result obtained was good, and a stable condition was achieved with the fuzzy controller. Muskinja et al. (2006) have shown with the swing up of a pendulum, which the use of FLC theory has several advantages compared to energy-based swinging strategies. They have used adaptive state control and optimal balancing for stability balancing and cart control. The results show that fuzzy swinging algorithms swing the pendulum for any initial condition, while the cart always remains on its rail limit. Chun, et al.(2013) have made a comparison between several types of controller such as PID, FLC, and state feedback.

Miyagawa et al. (1995) have implemented a neural network based model for control, but only for stabilizing the inverted pendulum in the upright position. Mladenov (2011) has used intelligent control algorithm based on neural networks to swing up and balance an inverted pendulum on a cart system. The controller swings up the pendulum from a static downward position to an upright position. The control strategy demonstrated a successful control over the inverted pendulum on cart structure and was able to balance the system from different initial positions. Kouda et al. (2005) studied the swing-up control of an inverted pendulum using the qubit neural network, where the laws of quantum physics were employed. The result was compared with conventional neural networks, which showed that the qubit neural network was able to swing up and balancing the inverted pendulum.
Many researchers have used evolutionary algorithms in controlling an inverted pendulum. Ha et al. (1997) integrated a genetic approach with an optimal LQR. They used a genetic algorithm (GA) to choose the weighting matrices in order to obtain the optimal control gain. The result obtained by using this method was good, but not particularly reliable, since the pendulum angle was not properly stabilized at the upright position. Wang and Fan (2009) have applied an improved particle swarm optimisation (PSO) algorithm on a fuzzy-PID controller for a rotated IP system. The approach successfully balanced the pendulum within 1.5 seconds, showing its feasibility and effectiveness.

Bugeja (2003), used a nonlinear swing up controller for the nonlinear model of the inverted pendulum, and a linearized version of the model was used in the stabilization of the inverted pendulum with a linear feedback controller, using pole-placement control design. The control approach considers a linearized version of the system that will ensure the local stability within the linear operating range of the system. The nonlinear control of an inverted pendulum was introduced by Chung et al. (1995) in their research. The nonlinear control was used to regulate the swinging energy of the pendulum, while regulating the cart position for a cart-pendulum system. In this study, a numerical technique was incorporated to find certain parameters. The nonlinear approach was also used by Akesson et al. (2006) in their study. The controller has enabled the researchers to track constant pivot velocity references while stabilizing the pendulum. The results obtained were within acceptable limits.
1.5.2.3 Rotational inverted pendulum

There are a number of studies done on rotational inverted pendulums. While the system structure is different from that of the pendulum-cart system, definitive objectives are the same, i.e. to swing up the pendulum and stabilize it in an upright position. There are different methodologies of controlling this type of system.

Furuta et al. (1991) structured a rotational inverted pendulum so called Furuta pendulum. They have used two different controllers in the system in order to swing up the pendulum. These are the conventional feed forward control and the bang-bang state feedback control. It provides good performance and has shown robustness in terms of parameter uncertainties. But the bang-bang state feedback control method is only valid if the pendulum is adequately light, therefore that it can swing up with little angular velocity. The conventional optimal regulator, and consequently the observer design as proposed by Furuta, was used to stabilize the system at the upright position.

Park et al., (1999), compared three different kinds of controllers; a PID control, a fuzzy-PID control and an adaptive fuzzy control. It was confirmed both by simulation and experiments that adaptive fuzzy control gave better performance.

Self-tuning control was introduced by Ratiroch-Anant et al. (2004) for a rotational inverted pendulum. This method was found to be very useful, especially for online tuning.
Aguilar-Ibañez, et al. (2008) have stated that rotary inverted pendulum (RIP) has sufficient suitable characteristics from control point of view to be famous for one of the best systems for evaluating control strategies and controllability tests. Having multivariable nonlinear unstable non minimum phase dynamics to test the performance and efficiency of different control methods. Fuzzy logic, and LQR method were used to deal with the challenging characteristic of the system, and evaluate the used control techniques as well as new methods. The results of simulations ware also shown for comparison with a successful stabilisation of the system.

1.5.2.4 Multilink inverted pendulum

Eltohamy et al. (1999) have developed a general equation of motion for a multi-link inverted pendulum system. The mathematical modelling approach is useful for future implementation to any related system with a certain number of links. Jadlovský and Sarnovský (2013) introduced a unifying approach to the problem of mathematical model derivation for classical or rotary inverted pendulum systems with an arbitrary number of pendulum links. By means of extensive physical analysis, general algorithmic procedures were designed which determine the Euler-Lagrange equations for the base and every pendulum in a generalized system of n classical or rotary inverted pendula.

Bogdanov (2004) reported the use of an optimal control for a double inverted pendulum scheme, and investigated and analysed optimal control and LQR approaches. It has been shown that the state-dependant Riccati equation (SDRE) has several advantages over the LQR design.
Cheng-jun et al. (2009) used GA to optimize the weighting coefficients of a FLC of a double inverted pendulum system. This approach offers better stability and high velocity response than the ordinary FLC.

Ahmad et al. (2012) has designed a modular hybrid controller for a two-wheeled robotic wheelchair system. The wheelchair design is based on double inverted pendulum scheme with a variable payload. A fuzzy-PD type controller and a PID controller were combined to form a hybrid control strategy that proved to be successful in controlling the wheelchair response.

1.5.2.5 The two-wheeled inverted pendulum

Some researchers have studied the inverted pendulums on two-wheels. This type of application has emerged from work done on pendulum-carts and rotational pendulums. A model of a revolutionary two-wheeled machine was built by Grasser et al. (2002), Joe shown in Figure 1.1. Joe is A two-wheeled robot vehicle based on inverted pendulum system with added mass that mimic the human driver mass. A linear state space control strategy was implemented on the robot to stabilise its behaviour. The control strategy was proved to be successful to stabilise the system and drive it to the target paths. The control method employed comprises two decoupled state space controllers, and implemented on a DSP device. The vehicle was controlled by applying appropriate torque to the corresponding wheels obtained from using a state space control. The two decoupled state space control designs considered the stability around pitch (standard y-axis in 3D), as well as around yaw (standard z-axis in 3D). The authors assumed in the design that the moment of inertia of the chassis regarding to the z-axis is constant when the yaw angle is zero. The
cornering force was assumed to be very small and could be neglected. The motor dynamics were also neglected in the research. The performance of the system was good. The results show successful performance, while the control approach may be improved by using adaptive control or fuzzy control.

Figure 1.1: Joe robot

Akesson et al. (2006) designed and controlled an inverted pendulum on a two-wheeled robot for educational purposes. For stabilizing control, the authors used a state feedback method where the feedback vector was obtained using an LQR technique. An additional controller was introduced for controlling the robot heading. The authors also considered the friction effect in the study in order to obtain a stable mechanical system. The results show that the robot was successfully stabilized, but there was a small cycle in the wheel’s velocity because of friction which was not fully compensated for.

Pathak et al. (2004, 2005) also studied the inverted pendulum on two wheels. Velocity controls as well as position control were studied in their works using partial feedback linearization. They designed two levels of control for
both position and velocity control, and the result obtained was effective. Further improvements on the robustness characteristics of the controller could be made to take into account the uncertainties of the parameters.

Salerno and Angeles (2005) presented a novel group of two-wheeled robots. They reported some results from the literature on two-wheeled mobile robots, along with a novel classification of the latter. The mathematical model of the proposed robots is formulated in the framework of the Lagrange formalism. One challenge that had been faced through this work is the control of movement of the intermediate body. Also they showed that the robot can be stabilised by a differentiable state feedback control system. The design of a partial-state feedback controller which is capable of stabilizing the robot while respecting specs on the static and dynamic performances of the system was outlined. Taking into account the actuator dynamics as well, a few simulations for the validation of the aforementioned design have been conducted.

A two-wheeled inverted pendulum (TWIP) robot, shown in Figure 1.2 has been developed by Nawawi et al. (2007). It consists of a power amplifier; encoders, a gyroscope, and two servo drives for actuation. A digital signal processor (DSP) board utilised to apply the controller.

![Figure 1.2: Prototype of T-WIP mobile robot](image)
Goher and Tokhi (2008,2010) introduced a new design of a two-wheeled vehicle with an extendable rod, shown in Figure 1.3 A linear actuator has been added to join two parts of the IB and give the vehicle an additional degree of freedom. An investigation has been carried out on the steering behavior of the vehicle. The system model has been derived based on Lagrangian based dynamics. The dynamic equations have been described in terms of the partial angular movements of the vehicle wheels rather than the displacement of the centre of the vehicle. This has allowed designing a control strategy based on the actual measurements of the wheels rotations where two control signals are developed to activate, independently, each driving motor. In order to check the ability of the control approaches, the system has been tested utilizing three different motion scenarios of the wheels. The control strategy showed the capability to manoeuvre the vehicle using feedback of both the angular orientations of the right and left wheels. The developed control strategy was able to track, efficiently, the desired trajectories assigned to both wheels.

Figure 1.3: Real test rig, ACSE department, University of Sheffield
Ren et al. (2008) analysed the control of a two wheeled vehicle shown in Figure 1.4. A self-tuning PID control system has been implemented on the system in order to stabilize and follow a desired motion scenario. The neural network-like PID control scheme has been improved.

Sun et al. (2010) analysed the issue of stability control in a two wheeled self-balancing robot. By considering the control strategy of approximate linearization of the nonlinear system and the points of interest and weaknesses of standard PID, they designed a combined controller dependent upon PID and LQR. A personal pendulum vehicle for human transportation was designed and experimented on by Fiacchini et al. (2006). They used low cost system components, which led to the use of a very simple controller. A microcontroller was used to compute the controller’s action utilising the data from various sensors, which allowed online controller adjustment. The system consisted of a
platform on two wheels which are activated independently. Two controllers were used for the system; an LQR for state variable feedback and a nonlinear controller. The results obtained claimed that both LQR and nonlinear control induced approximately the same behaviour at the stability point.

Tsai et al. (2010) developed an adaptive neural network controller for a two-wheeled balancing scooter. The controller utilises a radial basis function (RBF) neural network to stabilise the scooter yaw angle. Brown, et al. (2012) aimed to designing and constructing a scaled down prototype of a personal transportation vehicle that can autonomously maintain its balance. They also aimed to minimize the cost of building the full scale personal transportation device in order to be competitive in the market while maintaining similar performance to what is already available. The robot was designed and built with lightweight materials in order to minimize the torque that the motors would need to balance the robot. A fuzzy logic program is used to balance the robot. Two different programs have been written to control the system. The first to balance the robot, and the second to allow the robot to turn. These fuzzy logic programs have been tested in MATLAB, with the aid of transfer function analysis, to properly tune their parameters for optimal performance before they are used with the prototype.

Ahmad et al. (2012) successfully implemented fuzzy logic on a two-wheeled wheelchair system where a modular fuzzy control (MFC) was developed and implemented for controlling lifting and stabilizing mechanism, linear and steering motion control. Note that since a wheelchair is a main means of transport for disabled and elderly people, this two-wheeled wheelchair
system would allow the user to achieve a higher level of height without assistance and hence independence. The wheelchair has been modeled as a double inverted pendulum. The integrated two-wheeled wheelchair with a human model has been imported as the plant into Matlab/Simulink environment for control and evaluation purposes. The presented results show an efficient and successful control of the vehicle by the MFC. The controller was able to balance the wheelchair and the strategy resulted in reducing the fuzzy rules.

Li et al. (2008) designed a portable robot with a two-coaxial wheeled structure shown in Figure 1.5. The configuration has two separate wheels connected to the rectangular frame. The robot is equipped with a gyroscope to estimate the tilt angle, two DC motors and encoders to estimate the revolution of the wheels.

![Two-wheeled inverted pendulum human-transporter](Li et al., 2008)

1.5.3 **Examples of commercial and hobby autonomous robots**

A two-wheeled balancing robot, called nBot, as shown in Figure 1.6, has been developed at the Department of Geological Science's Center for Geophysics at the Southern Methodist University, Texas. Two sensors have been used; a tilt
sensor for detecting the tilt of the robot, and a wheels encoder for measuring the 
position of the base of the robot.

Figure 1.6: nBot Robot

Ichibot is a two wheel robot, shown in Figure 1.7, built by Roderick Lee 
Mann. Ichibot represents a group of feedback control systems based on inertial 
measurement. Other such systems include anti-skid and automobile airbag 
systems and aircraft navigation systems.

Figure 1.7: Ichibot

I-PENTAR (Inverted Pendulum Type Assistant Robot), Figure 1.8, has 
also been developed in this field by Jeong et al. (2008). This robot is used for 
applications in terms of the coexistence of safety and work. The state feedback 
control method was implemented on a system that mimics a single-link inverted 
pendulum, where the control gain was obtained using LQR.
Figure 1.8: Appearance of the inverted pendulum type assistant robot I-PENTAR

There are a number of two-wheeled robots which have been commercialized for different purposes. Figure 1.9 Shows a multi-function wheelchair system known as The INDEPENDENCE® iBOT® 4000 Mobility System (Johnson & Johnson Company, 2001). It is a combination of a unique and multi-functional wheelchair that allows flexibility on the part of users. The user is able to climb curbs, have eye-to-eye conversations and is able to reach high places. The system can also easily travel over uneven terrains such as sand, gravel or grass. The operating concept is like the Segway scooter. Balance is dynamically controlled by applying torque on the two wheels. The iBOT® Mobility System represents total freedom for wheelchair users. However, the wheelchair was discontinued in 2009 due to its size and expense, such that not all disabled or aged people can afford it. The current research is aimed to develop a standard, very simple and cheap wheelchair system. The system will be suitable for various uses such as in the home, in public places or offices.
Segway has introduced a commercial riding product using a self-balancing personal transportation device with two wheels, referred to as Segway® Personal Transporter (PT) (Segway Inc., 2001). See Figure 1.10. The PT is can move forward or backward depending on the position of the rider, and can be steered to left or right for turning.

A two-wheeled robots to be produced is the two-wheeled car by General motors -Segway, referred to as Project PUMA (Personal Urban Mobility and Accessibility) as shown in Figure 1.11. PUMA has a maximum speed of 35mph and can go as far as 35 miles on a single charge using lithium-ion batteries.
1.5.4  Two-wheeled robotic machine moving on irregular terrains

A few studies have been conducted in areas related to two-wheeled movement on irregular terrain. Lee et al. (2009) presented a hill climbing algorithm with regard to an inverted pendulum. Mathematical models were presented for the situations of having the inverted pendulum robot both climbing up and down a hill. The model was assumed to have no payload. The paper considered modelling the friction force, and the effect of the horizontal and vertical forces applied on the inverted pendulum cart. Experiments were carried out to provide a comparison of the controller effort for various angles. The pendulum stays in the upright position for small angles. Increasing the inclination angle increases the disturbances, and therefore decreases the controllability of the pendulum, resulting in the vehicle to collapse.

Wang et al. (2010) developed an adaptive dynamic programming method design for an angle bracket inverted pendulum which is simply an inverted pendulum system on a cart placed over an inclined surface. The pendulum experiences an inertia weight produced by the descending pull of gravity along an inclined surface. Two neural networks were utilised to accomplish the
function estimation and control action through a continuous learning process. The results proved the viability of this control technique in compensating for the inertia problem.

Kausar et al. (2010, 2012) presented a modelling and control of a two-wheeled robot on a slanted and uneven terrain. The system was modelled and simulated using a gain scheduling control strategy as well as a full state feedback control. The simulations show a successful and stable performance of the vehicle on flat as well as uneven and sloped terrains.

Kim, et al. (2005) investigated the dynamics of inverted pendulum system in order to give fundamental data for further design and construction. They investigated essential issues in the dynamics of a position with an inclined surface and likewise the impact of the turning movement on the stability of the robot.

Kwon, et al. (2011) proposed an optimal posture of two wheeled inverted pendulum robot on a slanted surface. Dynamic state equation was derived from the system’s structure, and an LQR regulator was designed based on the tilted angle obtained from the ultra-sonic sensor. Effectiveness of algorithms has been demonstrated and verified through simulations and real experiments.

Nasrallah, et al. (2007) discussed control design for a mobile wheeled pendulum robot moving on a slanted surface. The control law developed is worldwide, hence it is demonstrated that deep insight into the interior motion of the system in combination with suitable selection of its generalized coordinates and the system output functions are essential in the development of effective feedback controllers for nonholonomic systems with underlying unbalanced zero-dynamics. Hu et al. (2010) studied strong movement pilot control of a two-
wheeled vehicle where the response control scheme is singularly dependent upon the angle of slant. $\mathcal{H}_\infty$ control is utilized to design a controller.

Most of the previous studies have assumed a static payload or a human payload with a defined weight and characteristics. A study of a dynamic movable payload is needed to analyse the system’s behaviour with dynamic payload characteristics. A model of these capabilities will allow more space to develop more complex and useful applications. One aim of this study is to develop a system that is capable of moving on irregular and inclined slopes with a movable dynamic payload.

1.6 Contributions

The contributions of the thesis could be abridged as follows:

- Mathematical model of a novel structure of inverted pendulum-like balancing vehicle with an attached actuator to move up a payload to demanded height.
- Development of robust a control system for the vehicle to counteract the effects of the ground profiles and terrains and reject external disturbances
- Application of newly-developed optimisation technique to optimise the system controller for enhanced control execution.
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Conferences


for Mobile Machines (CLAWAR 2012), Baltimore, USA, 23 - 26 July 2012.pp 55-62


1.8 Summary

This chapter has introduced the scope of the research undertaken. State of the art research and development in the area of the inverted pendulum and two-wheeled balancing robots has been presented, highlighting the main research issues of modelling and control of such systems. Aims and objectives of the research, contributions, publication arising from the research have been presented.
Chapter 2
Modelling and PID control of two-wheel robot on inclined surfaces

2.1 Introduction

Two-wheeled balancing robots have gained increasing attention in recent years as a result of their advantages over multi-wheeled robots. Two-wheeled robots are capable of manoeuvring in confined spaces and sharp turns. This encourages researchers to obtain a mathematical model and design controllers for the stability and movement of two-wheeled balancing robots on inclined surfaces.

The control theory of a two-wheeled balancing robot is relatively simple. For a two-wheeled robot that is based on inverted pendulum system on cart, the cart moves in the course of the robot falling into the opposite direction of the falling of the payload. The centre of mass of the balancing robot should always be kept vertically in order to stabilise.

When attempting to design a controller the most essential step is to obtain a mathematical model of the two-wheeled robot. Modelling the system dynamics would lead to a more precise model that allows a faster and effective control system design. There are numerous methods for deriving the mathematical equations of movement for a mechanical system. The most common methodologies utilized for deriving the equations of movement of a dynamic system are the Newtonian and Lagrangian approaches. The Newtonian methodology is a suitable dynamic definition for basic systems which do not have an extensive number of moving parts. However, utilizing this strategy for multi-figures and complex systems is highly complicated, specifically for a two-wheeled vehicle on an inclined surface, less accurate and time consuming. For
such complicated systems, the Lagrange approach provides a faster derivation, significant mathematical simplifications and a more accurate model.

A mathematical model of the proposed robot is derived in this chapter. The mathematical model describes the system dynamics performance of the two-wheeled robot. Euler-Lagrange modelling method is utilised to derive the system equations of motion. The two-wheeled robot contains of two sub-models, namely, a linear model of the permanent magnet (PM) direct current (DC) motor activating the vehicle wheels and the non-linear model of the inverted pendulum.

A visual modelling approach using MSC Visual Nastran 4D (VN) is utilised and tested in this chapter. The VN provides a visualisation of the robot model, with all of its components and masses that will be integrated into the Matlab Simulink environment to be controlled and validated.

To ensure the validity of the system model, these models should be crosschecked using the Lagrange approach and MSC Visual Nastran 4D (VN). The system parameters used in the simulation corresponds to the physical parameters of the robot prototype.

2.2 System description

In this section the mathematical model of the load-free robot on an inclined surface is derived. The model will be simulated and verified in the Matlab Simulink environment and VN. The model will be extended later to include the payload lifting ability and have a dynamic payload movement.

A robot has been built in the department, from which equations that describe the movement on an inclined surface are obtained. A schematic
The diagram of the robot is presented in Figure 2.1. The physical variables and parameters are labelled in Table 2.1 (Goher, 2008).

Table 2.1: System parameters

<table>
<thead>
<tr>
<th>Description</th>
<th>Parameter</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nominal terminal resistance</td>
<td>$R =$ 3</td>
<td>Ohms</td>
</tr>
<tr>
<td>Back EMF constant</td>
<td>$K_e =$ 0.0061</td>
<td>Vs/Rad</td>
</tr>
<tr>
<td>torque constant</td>
<td>$K_m =$ 0.3</td>
<td>Nm/A</td>
</tr>
<tr>
<td>Rotor inductance</td>
<td>$L =$ 0</td>
<td>H</td>
</tr>
<tr>
<td>Wheel radius</td>
<td>$R_w =$ 0.075</td>
<td>m</td>
</tr>
<tr>
<td>Wheel mass</td>
<td>$M_w =$ 0.18</td>
<td>Kg</td>
</tr>
<tr>
<td>Pendulum mass</td>
<td>$M_p =$ 3</td>
<td>Kg</td>
</tr>
<tr>
<td>Wheel inertia</td>
<td>$I_w =$ 0.0002</td>
<td>Kgm²</td>
</tr>
<tr>
<td>Length to the pendulum centre of mass</td>
<td>$l =$ 0.26</td>
<td>m</td>
</tr>
</tbody>
</table>

The two-wheeled robot considered in this research is described in Figure 2.1 and Figure 2.2. The robot consists of a pendulum rod connected on an axle with two wheels. Two DC motors are used to drive the wheels of the robot. A payload is linked to the intermediate body (IB) of the robot and located at a fixed position from the centre point of the robot, O.
Figure 2.1: Robot structure front, side and top views

Figure 2.2: Robot schematic diagram
2.2.1 Linear model of the direct current motor

Two DC motors are attached to each wheel to control the movement of the robot. The motors mathematical model is derived and will be incorporated into the dynamic model of the vehicle to present the relevance between the control signal required to stabilise the vehicle and the input voltage. The equivalent motor circuit is presented in Figure 2.3.

![DC motor schematic diagram](image)

Figure 2.3: DC motor schematic diagram

The fundamental parts represented are the armature resistance, R, the armature inductance L, and the back electromagnetic force (EMF). EMF is made by the pivot of the motor's coil inside the magnetic field. It is proportional to the motor's rotational velocity. This relationship can be described as:

\[ e_v = k_v w \]  

(2.1)

Here, \( e_v \) is the EMF voltage in V, \( k_v \) is the back electromagnetic force constant in V/rad and \( w \) is the motor's rotational velocity in rad/s. The total torque \( \tau_m (Nm) \) produced by the motor which is proportional to the current is given:

\[ \tau_m = k_m i \]  

(2.2)

where, \( k_m \) is the torque constant and \( i \) is the armature current in A. From Figure 2.3, the Kirchhoff’s voltage law is used to obtain the following equation:
\[ v_a = R_i + L \frac{di}{dt} + v_e \]  
\[ (2.3) \]

Where \( v_a \) the DC source voltage in \( V \), \( R_i \) is the armature resistance in Ohms and \( L \) is the armature inductance in H. Equation (2.3) can be written as:

\[ v_a = R_i + L \frac{di}{dt} + k_v w \]  
\[ (2.4) \]

Similarly, considering the mechanical properties of the DC motor when Newton's second law of motion is applied to the torque in figure (2.1), the following equation is derived:

\[ \tau_m - k_f - \tau_a = I_R \frac{dw}{dt} \]  
\[ (2.5) \]

where \( k_f \) and \( \tau_a \) represent a frictional constant and the motor shaft torque respectively. Substituting for \( ve \) from equation (2.1) into equation (2.4) and for \( i \) from equation (2.2) into equation (2.5) and rearranging leads to the following two equations:

\[ \frac{di}{dt} = R_i i + \frac{k_v}{L} w + \frac{v_a}{L} \]  
\[ (2.6) \]

\[ \frac{di}{dt} = \frac{k_m}{I_R} i - \frac{k_v}{I_R} w - \frac{\tau_a}{I_R} \]  
\[ (2.7) \]

Equations (2.6) and (2.7) are utilised to build a Simulink model in the Matlab environment. The applied torque \( \tau_a \) and the applied voltage \( v_a \) are the inputs to the model. The model outputs are the motor shaft angular displacement \( \theta \) and angular velocity \( w \).
2.3 Lagrangian dynamics

The equations of motion are important in the design of system components, simulation and animation of the system, the design of the motors and drivers and the design of control algorithms. The two most common approaches used to derive the equations of motion of a dynamic system are the Newtonian and Euler-Lagrangian approaches.

The main difference between the two approaches relies on the system constraints. The Newton’s method models every component of the system independently and finds the forces that are applied into each component. While Euler-Lagrange technique uses the potential and kinetic energy of the system components to find the equations of motion and thus the dynamic model of the system. For complex systems, Euler-Lagrange method provides more systematic and simply modelling approach, and thus is widely used in robotic literature. The Euler-Lagrange approach is based on the energy calculations and thus is independent of vector representation leading to generalised coordinates of the system that describes the degrees of freedom.

2.3.1 Lagrangian dynamic formulation

To utilize the Lagrangian method the following steps need to be applied:

1. Determine a set of independent coordinates that describes the motion of the system in the most convenient way; these are called generalized coordinates. The number of generalized coordinates will be equal to the degrees of freedom in the system.

2. Derive expressions for the energies in the system and apply the Lagrangian function:

\[ L = T - V \]  \hspace{1cm} (2.8)
where \( L \) is the Lagrangian and \( T \) and \( V \) represent the total kinetic energy and total potential energy of the system respectively.

3. Evaluate the Lagrangian equations

\[
\frac{d}{dt} \left[ \frac{\partial L}{\partial \dot{q}_i} \right] - \frac{\partial L}{\partial q_i} = Q_i \quad , i = 1, \ldots, n
\]

(2.9)

where,

\( q_i \) is the \( i_{th} \) generalized coordinate, \( Q_i \) is the \( i_{th} \) generalized force. The generalized forces are the sum of forces projected in the direction of \( q_i \), \( n \) presents the Number of DOF of the system.

The result of the last step is the equations of motion for the mechanical system.

For the robot in Figure 2.4, the kinetic energy of the system is given by:

\[
T = \frac{1}{2} M_c \dot{y}^2 + 2 \frac{1}{2} M_w \dot{y}^2 + \frac{1}{2} M_P \left( \dot{\theta} + l \cos \theta_P \dot{\theta}_P \right)^2 + \frac{1}{2} M_P \left( -l \sin \theta_P \dot{\theta}_P \right)^2 \\
+ 2 \frac{1}{2} \frac{I_w}{R_w^2} \frac{\dot{y}^2}{2} + \frac{1}{2} I_M \dot{\theta}_P^2
\]

(2.10)

and, the potential energy function of two wheeled robot is expressed as:

\[
V = M_P g l (1 - \cos \theta_P) + \left( M_C + M_P + 2 M_w \right) g y \sin \alpha
\]

(2.11)

where \( \theta_P \) is angular displacement of the IB, \( \dot{\theta}_P \) angular velocity of the IB, \( \dot{y} \) linear velocity of the centre point O, \( M_P \) mass of the pendulum rod, \( R_w \) Radius of the wheel, \( I_w \) moment of inertia of the wheel, \( M_C \) is the cart mass, and \( M_w \) is the wheels mass.

According to the Euler-Lagrangian method, the Lagrangian function is the difference between the kinetic and potential energy of the system as follows:
\[ L = \frac{1}{2} M_c \dot{y}^2 + 2 \frac{1}{2} M_w \dot{y}^2 + \frac{1}{2} M_p \left( \dot{y} + l \cos \theta_p \dot{\theta}_p \right)^2 + \frac{1}{2} M_p \left( -l \sin \theta_p \dot{\theta}_p \right)^2 \]

\[ + 2 \frac{1}{2} I_w \frac{\ddot{y}^2}{R_w^2} + \frac{1}{2} I_m \dot{\theta}_p^2 - M_p g l \left( 1 - \cos \theta_p \right) \]

\[ + (M_c + M_p + 2M_w) g \sin \alpha \]

\[ L = \frac{1}{2} M_c \dot{y}^2 + 2 \frac{1}{2} M_w \dot{y}^2 + \frac{1}{2} M_p \left( \dot{y} + 2 \dot{y}_l \cos \theta_p \dot{\theta}_p + l^2 \cos^2 \theta_p \dot{\theta}_p^2 \right) \]

\[ + \frac{1}{2} M_p l^2 \sin^2 \theta_p \dot{\theta}_p^2 + \frac{1}{2} I_w \frac{\ddot{y}^2}{R_w^2} + \frac{1}{2} I_m \dot{\theta}_p^2 - M_p g l (1 - \cos \theta_p) \]

\[ + (M_c + M_p + 2M_w) g \sin \alpha \]

\[ L = \frac{1}{2} M_c \dot{y}^2 + 2 \frac{1}{2} M_w \dot{y}^2 + \frac{1}{2} M_p \dot{y}^2 + \frac{1}{2} M_p \left( 2 \ddot{y}_l \cos \theta_p \dot{\theta}_p + \right) \]

\[ + \frac{1}{2} M_p l^2 \cos^2 \theta_p \dot{\theta}_p^2 + \frac{1}{2} M_p l^2 \sin^2 \theta_p \dot{\theta}_p^2 + 2 \frac{1}{2} I_w \frac{\ddot{y}^2}{R_w^2} + \frac{1}{2} I_m \dot{\theta}_p^2 - \]

\[ M_p g l (1 - \cos \theta_p) + (M_c + M_p + 2M_w) g \sin \alpha \]

We get

\[ L = \frac{1}{2} M_c \dot{y}^2 + 2 \frac{1}{2} M_w \dot{y}^2 + \frac{1}{2} M_p \dot{y}^2 + M_p \ddot{y}_l \cos \theta_p \dot{\theta}_p + \]

\[ \frac{1}{2} M_p l^2 \dot{\theta}_p^2 + 2 \frac{1}{2} I_w \frac{\ddot{y}^2}{R_w^2} + \frac{1}{2} I_m \dot{\theta}_p^2 - M_p g l (1 - \cos \theta_p) \]

\[ + (M_c + M_p + 2M_w) g \sin \alpha \]

(2.12)

Using Lagrange’s formulation for system dynamics, the following dynamic equation can be expressed for n (DOF) of the system:
Figure 2.4: Schematic diagram of the robot on an inclined surface

The equations of motion for the robot can be derived using:

\[
\frac{d}{dt} \left[ \frac{\partial L}{\partial \dot{y}} \right] - \frac{\partial L}{\partial y} = \frac{1}{R_w} (T_L - T_R) - Cy \\
\frac{d}{dt} \left[ \frac{\partial L}{\partial \dot{\theta}_p} \right] - \frac{\partial L}{\partial \theta_p} = -l \cos \theta_p
\]  

(2.13)  

(2.14)

where \( T_L \) is torque of the left wheel, \( T_R \) torque of the right wheel and \( C \) the coefficient of friction,
\[ \frac{\partial L}{\partial y} = -(M_C + M_p + 2M_w) g y \sin \alpha \]

\[ \frac{\partial L}{\partial \dot{y}} = M_C \ddot{y} + 2M_w \dot{y} + M_p \ddot{y} + 2I_w \frac{L}{R_w^2} \dot{y} + M_p l \cos \theta_p \dot{\theta}_p \]

\[ \frac{d}{dt} \left[ \frac{\partial L}{\partial \dot{y}} \right] = M_C \ddot{y} + 2M_w \ddot{y} + M_p \ddot{y} + 2I_w \frac{L}{R_w^2} \ddot{y} + M_p l \cos \theta_p \dot{\theta}_p - M_p l \dot{\theta}_p^2 \sin \theta_p + (M_C + M_p + 2M_w) g \sin \alpha = \frac{1}{R_w} \left( T_L - T_R \right) - C \dddot{y} \]

Let

\[ M_C + 2M_w + M_p + 2I_w \frac{L}{R_w^2} = J, (M_C + M_p + 2M_w) g \sin \alpha = K, \quad \frac{M_p^2 l^2 \cos^2 \theta_p}{M_p^2 l^2 + I_M} = F \]

Manipulating are rearranging the following is achieved.

\[ \ddot{y} = \frac{1}{J} \left[ \frac{T_L}{R_w} + \frac{T_R}{R_w} - C \dddot{y} - 2M_w \ddot{y} - M_p l \cos \theta_p \dot{\theta}_p + M_p l \dot{\theta}_p^2 \sin \theta_p - K \right] \quad (2.15) \]

\[ \frac{\partial L}{\partial \theta_p} = -M_p l \dot{y} \dot{\theta}_p \sin \theta_p - M_p g l \sin \theta_p \]

\[ \frac{\partial L}{\partial \dot{\theta}_p} = M_p \dot{y} l \cos \theta_p - M_p l^2 \dot{\theta}_p + I_M \ddot{\theta}_p \]

\[ \frac{d}{dt} \left[ \frac{\partial L}{\partial \dot{\theta}_p} \right] = -M_p \dot{y} l \dot{\theta}_p \sin \theta_p + M_p \dot{y} l \cos \theta_p + M_p l^2 \ddot{\theta}_p + I_M \dddot{\theta}_p \]

\[ \frac{d}{dt} \left[ \frac{\partial L}{\partial \theta_p} \right] - \frac{\partial L}{\partial \dot{\theta}_p} = -M_p \dot{y} l \dot{\theta}_p \sin \theta_p + M_p \dot{y} l \cos \theta_p + M_p l^2 \dot{\theta}_p + I_M \ddot{\theta}_p + M_p l \dot{\theta}_p \sin \theta_p + M_p g l \sin \theta_p = -l \cos \theta_p \]
Rearranging and simplifying, the equation can be written as:

$\ddot{\theta}_p = \frac{1}{M_p l^2 + I_M} \left[ M_p g l \sin \theta_p - M_p l \dot{y} \cos \theta_p - l \cos \theta_p \right] \quad (2.16)$

Substituting equation (2.16) into equation (2.15)

$\ddot{y} = \left[ \left( \frac{2k_w k_v}{R_{RW}} \ddot{y} + \frac{2k_w}{R_{RW}} v \right) - C\dot{y} + M_p l \dot{\theta}_p^2 \sin \theta_p - K \right] \frac{J - (F)}{J - (F)} - \left[ \frac{M_p l \cos \theta_p \left( M_p g l \sin \theta_p + l \cos \theta_p - M_p l \dot{y} \dot{\theta}_p \sin \theta_p \right)}{M_p l^2 + I_M \left( J - (F) \right)} \right] \quad (2.17)$

The tilt angle dynamics equation in a two-wheeled robot is thus obtained as follows:

$\ddot{\theta} = \left[ \left( \frac{2k_w k_v}{R_{RW}} \ddot{y} + \frac{2k_w}{R_{RW}} v \right) - C\dot{y} + K \right] \frac{\left( J \left( M_p g l \sin \theta_p - l \cos \theta_p + M_p l \dot{y} \dot{\theta}_p \sin \theta_p \right) - \left( M_p l^2 \cos \theta_p \sin \theta_p \right) \right)}{\left( M_p l^2 + I_M \left( J - (F) \right) \right)} - \left[ \frac{M_p l \cos \theta_p \left( \frac{2k_w k_v}{R_{RW}} \ddot{y} + \frac{2k_w}{R_{RW}} v \right) - C\dot{y} + K \right] \frac{\left( M_p l^2 \cos \theta_p \right)}{\left( M_p l^2 + I_M \left( J - (F) \right) \right)} \quad (2.18)$

With the nonlinear dynamics models in equations (2.17) and (2.18), a proper control strategy of the TWRM is designed to stabilise the vehicle on an inclined surface.
2.4 PID controller design

This section briefly introduces the PID control strategy used in this work. PID controllers are very popular and by far the most commonly used today. Most industrial controllers utilize PID control schemes since they are easily tuned to provide robust performance for most control systems. PID controllers can be adjusted by different types of tuning rules (Ogata, 2002) and automatic tuning methods (Lurie and Enright, 2000). PID control loops are becoming quite common in commercial, institutional, and industrial applications. The reason PID controllers are so popular is that using PID gives the designer a larger number of options and those options mean that there are more possibilities for changing the dynamics of the system in a way that helps the designer.

The PID controller minimises the error between a measured process variable and the desired set point. This is achieved by calculating the error and outputting a corrective signal that adjusts the process accordingly to the required amount of control signal and thus minimising the error signal.

The PID controller consists of a proportional, integral and derivative gain values. The proportional gain determines the amount of control signal to the measured error. Thus, reducing the error signal and keeping it minimum however not eliminated. The integral part determines the amount of control signal based on the sum of previous errors. The integral gain results in the reduction of the steady state error values in a system response. The derivative gain of the PID controller affects the transient period of a system response and reduces the system overshoot. The derivative gain is based on the rate of change of the error signal.
Some applications may only require one or two modes to provide the appropriate system control. The absence of the respective control actions, a PID controller will be called a PI, PD, P or I controller. In particular, PI controllers are very common since derivative action is highly sensitive to measurement noise and the absence of an integral value may prevent the system from reaching its target value due to the control action (Ogata, 2002).

Figure 2.5: PID control diagram

The combination of proportional, integral and derivative control actions, shown in Figure 2.5, has the advantages of each of the three individual control actions. The equation of a controller with this combination can be expressed as:

\[
u(t) = K_p e(t) + \frac{K_p}{T_i} \int_0^t e(t) dt + K_p T_d \frac{de(t)}{dt}
\]

(2.19)

\[
G_c(S) = \frac{US}{ES} = K_p \left( 1 + \frac{1}{T_i S} + T_d S \right)
\]

(2.20)

Although PID controllers are suitable many control problems, they can perform poorly in certain applications. When used alone, PID controllers have poor performance when the PID loop gains need to be reduced so that the
control system does not overshoot, oscillate about the control set point value (Ogata, 2002). Thus, PID controllers are used mainly in linear systems. To enhance the performance of the PID controller, a combination of PID controller and other intelligent or adaptive control methods can be used.

Anti-windup is commonly used with PID controllers. Windup is caused by the inter-action of integral action and saturations. Designing the PID controller to account for the effect of saturation will improve its performance by allowing it to operate in the linear region most of the time and recover quickly from nonlinearity. Anti-windup circuitry is one way to achieve this.

In this chapter, the PID will be used to verify the model and test the controllability of the derived model. An intelligent controller will be developed in the upcoming chapters to cope with the uncertainties of the nonlinear model, as well as the challenges of the dynamic payload lifting scenarios.

2.5 PID control system design

A PID control strategy to control the system within the linear region is adapted in this section. The main system parameters to control are the cart displacement and the tilt angle of the intermediate body. The vehicle must balance on an inclined surface and to keep the intermediate body tilt angle at the upright position. In this section, a simulation of the controlled system is presented using Matlab Simulink environment.

Figure 2.6 provides a Simulink block diagram of the control system. As there are two parameters to be controlled in the system, the system is considered a MIMO system with two inputs and two outputs.
The control strategy is formed by first determining the measured tilt angle and calculating the error according to the desired upright position that is 0 degrees. According to the calculated error, the PID controller outputs the control signal to stabilise the tilt angle at the desired position.

In order to take control of the whole system, two PID controllers are developed as shown in Figure 2.6; one for controlling the angular position of the rod, and the other for ensuring the wheels to stay within a specified linear position from a specific reference position. The system can achieve the desired stability by tuning the PID control gains adequately. At this stage of the research, the PID control gains are tuned heuristically combined with the adjustment of the scaling factors. Table 2.2 gives the control parameters obtained through heuristic tuning.
Table 2.2: Simulation parameters and controller gains

<table>
<thead>
<tr>
<th>Inclination angle</th>
<th>Cart displacement controller</th>
<th>Tilt angle controller</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 degrees</td>
<td>$K_p=90$, $K_i=100$, $K_d=80$</td>
<td>$K_p=3$, $K_i=0.25$, $K_d=5$</td>
</tr>
</tbody>
</table>

The system was simulated initially assuming that the cart is stationary and the rod is held at the upright position. Therefore the initial conditions for the simulation are $y = 0$ and $\theta_p = 0$. The vehicle is commanded to move within a limited travel distance of 1 meter and to stabilise the tilt angle.

Figure 2.7 shows the cart displacement response. The cart has been successfully stabilised by the controller with the aforementioned gains within approximately 10 seconds. The tilt angle response shown in Figure 2.8 was kept at zero degrees, thus the robot at upright position and stabilised successfully. Overshoots appearing at both responses can be explained by the manual tuning of the PID control gains. The overall response is promising and further improvement and optimal tuning of the control gains may enhance the response characteristics.
2.6 Modelling the robot using MSC Visual Nastran

The two-wheeled vehicle is an extremely complex, greatly nonlinear system and coupled nature that needs to be modelled and controlled. It is greatly important to keep up the nonlinear characteristic in the two-wheeled vehicle so that the
method may be easily applied in practice. To achieve this, the two-wheeled vehicle model is developed using a four-dimension (4D) design software named MSC Visual Nastran 4D (VN). Visual Nastran is used within industry in order to better simulate systems, rather than building costly real-world models and then performing experimental tests upon them. These tools enable rapid changes to system design, and test results that can be accurate enough to modify and improve the performance of the system when implemented on the real product. This modelling software can provide visualization of the system behaviour. It is utilised to model the two-wheeled vehicle and to integrate with Matlab/Simulink for control purposes. The two-wheeled vehicle model developed is utilised for designing and testing control systems.

In order to design model of the two-wheeled vehicle, a number of different computer-aided design packages (CAD) were used. Visual Nastran (VN) is 4-dimensional (x, y, z and time) Computer Aided Design software (CAD), which is used to build models of any kind and then simulate the model in real time. Models drawn in other specified CAD programs can be transferred to VN to be simulated. It is a very powerful tool as it gives an exact representation of reality by applying a gravitational force on all parts and then calculating all the forces in each part while showing the simulation per sampling time, which helps the viewer understand the system dynamics thoroughly and instantly. Additionally, the system offers a wide range of modelling and analysis capabilities that can handle any material type and is compatible with most drawing tools such as AutoDesk Inventor, Mechanical Desktop, Solid Edge and Solid Works. VN has various measurement capabilities including measuring forces, torques, friction, velocity and collisions using meters provided in the software environment. VN
also specialises in rendering and animation where simulation video can be captured and replayed at any time. Integration between the designed models with control strategies in Matlab/Simulink environment is also supported. Due to the great many benefits provided by VN, the two-wheeled vehicle model is developed in this software environment and used as platform for test and verification of control designs.

2.6.1 Body specifications and modelling of the two-wheeled vehicle

To build a real two-wheeled vehicle model, the dimensions of a two-wheeled robot were obtained from a real one available in the department. These dimensions were used in VN so that the structural model will represent the real physical one. This is an important requirement so that the simulated two-wheeled vehicle behaves exactly the same as the real one. A simpler model was developed but with the same basic sizes and functions, as can be seen in Figure 2.9.
The dimensions and specifications of two wheeled vehicle developed in VN are shown in Table 2.3.
Table 2.3: Model specifications

<table>
<thead>
<tr>
<th>Part</th>
<th>Mass(Kg)</th>
<th>Radius(mm)</th>
<th>Height(mm)</th>
<th>Width(mm)</th>
<th>Length(mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wheels</td>
<td>0.544</td>
<td>50</td>
<td>25</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Vertical sides</td>
<td>0.116</td>
<td>-</td>
<td>304</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td>Horizontal Plate (bottom)</td>
<td>0.332</td>
<td>-</td>
<td>3</td>
<td>200</td>
<td>200</td>
</tr>
<tr>
<td>Horizontal Plate (middle)</td>
<td>0.332</td>
<td>-</td>
<td>3</td>
<td>200</td>
<td>200</td>
</tr>
<tr>
<td>Upper sides (1&amp;3)</td>
<td>0.0349</td>
<td>-</td>
<td>3</td>
<td>140</td>
<td>30</td>
</tr>
<tr>
<td>Upper sides (2&amp;4)</td>
<td>0.0499</td>
<td>-</td>
<td>3</td>
<td>200</td>
<td>30</td>
</tr>
<tr>
<td>Auxiliary wheel holder</td>
<td>0.0249</td>
<td>-</td>
<td>3</td>
<td>30</td>
<td>100</td>
</tr>
<tr>
<td>Auxiliary wheel</td>
<td>0.0722</td>
<td>13</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

The two-wheeled vehicle that was built in VN has the same structure and specifications as the real one available in the department. This was an important design criterion so that it could be implemented practically in the real situation using the designed controllers.

2.6.2 Visual Nastran integrated with Matlab/Simulink

In order to control and study the behaviour of the systems developed in VN software, integration between VN and Matlab/Simulink is utilised. The VN model is linked as a Simulink block into the Simulink package and the system block diagram can be then formed. The Matlab/Simulink performs the simulation of the control system by measuring the outputs from the VN block.
and feeding in the control signals accordingly. Both VN and Simulink are running simultaneously during the simulation. The user is required to specify the input and output parameters to be controlled and measured in the VN icon, as illustrated in Figure 2.10. The VN inputs are typically given in terms of control sliders, while the meters designating to respective plant output constitute the outputs. The schematic diagram of the whole system is presented in Figure 2.10.

![Figure 2.10: Controls and meters between VN and Matlab/Simulink](image)

### 2.6.3 Control strategy

A control strategy is developed utilizing PID conventional control as the control scheme. The suggested control technique was implemented in Matlab/Simulink with VN for demonstrating the effectiveness of the control scheme for stabilizing and movement of the two wheeled robot. Both controllers (stabilizing and movement) of the two wheeled robot were incorporated into a single structure, as can be seen in Figure 2.11. Based on the tilt angle of the intermediate body and the movement of the robot described by mathematical model in this chapter, it can be seen that they are coupled to each other, thus making the system control more complex. The coupling that exists between the two links can be represented in the PID controller, as shown in Figure 2.11.
Two manually tuned PID controllers were used to control both the tilt angle and the cart displacement. The scaling factors $K_1$, $K_2$, $K_3$ and $K_4$ are adjusted to balance between the two control loops and to activate the system by generating appropriate output. Table 2.4 gives the control parameters.

To simulate the system in the VN environment, the vehicle is commanded to move on a flat surface for a distance of 0.5 metres while balancing. After 3 seconds, the vehicle is commanded to move a distance of 0.2 metres on an inclined surface of 8 degrees while balancing, therefore moving a total distance of 0.7 metres. At this stage of study and as an initial step of testing the system controllability, two sets of control parameters are used for controlling the system. The first set is suitable for controlling the system while moving on a flat surface and the second set is capable of controlling the system on an inclined surface. A switch is used to select the proper control parameters for the first and second movements in the aforementioned scenario.

<table>
<thead>
<tr>
<th>Inclination angle</th>
<th>Cart displacement controller</th>
<th>Tilt angle controller</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Flat surface) Zero degrees (From 0 sec to 3 sec)</td>
<td>$K_p = 1$ , $K_i = 0.482$ , $K_d = 0.026$</td>
<td>$K_p = 50$ , $K_i = 18.282$ , $K_d = 2.152$</td>
</tr>
<tr>
<td>(Inclined surface) 8 degrees (From 3 sec to 10 sec)</td>
<td>$K_p = 1.692$ , $K_i = 0.289$ , $K_d = 0.687$</td>
<td>$K_p = 60$ , $K_i = 37.570$ , $K_d = 17.539$</td>
</tr>
</tbody>
</table>
2.6.4 Simulation Results

Figures 2.12 and 2.13 present the responses of the cart distance and the tilt angle respectively, showing a successful control and a stable response. It is noted that oscillations appeared in the tilt angle of the system, due to the manual tuning of the control parameters. Moreover, the hard switching between the two sets of control parameters has caused an overshoot in the tilt angle at approximately 3 seconds of the simulation time. Using optimal control parameters will solve this issue of overshoots.

However, the VN has some limitations regarding the use of online optimisation algorithms and does not provide smooth integration and limits the use of some control strategies. Thus, the Simulink environment will be adopted as the primary simulation package in this research.
Figure 2.12: Cart distance

Figure 2.13: Tilt angle of the vehicle
2.7 Summary

This chapter has presented development of two different modelling approaches of two-wheeled robot. The mathematical model derivation of the proposed two wheeled robot machine has been presented in this chapter. The model has been derived using the Euler-Lagrange approach utilising the kinetic and potential energies of the system. The mathematical model has been simulated in the Simulink environment to validate and verify the model with an initial PID control strategy. The PID control has been incorporated into the vehicle model with manual tuning of the control gains. The vehicle was commanded to move within the linear region of the model so that the PID controller will be able to control the system. Promising results have been achieved showing a successful stable control of the robot without the load on an inclination surface of 5 degrees. The mathematical model will be used as a basis to derive a more complex model that incorporates a dynamic payload as well as the inclination of the surface. The model will be derived in the upcoming chapter and used with an intelligent control strategy for the two wheeled robot.

To gain more confidence on modelling and visualization, as an alternative, the second approach of virtual physical modelling was made utilising MSC Visual Nastran 4D. It has been used to model two wheeled robot and to integrate with Matlab/Simulink for control purposes. The two wheeled robot model developed has been utilised for designing and testing control strategies.

Two manually tuned PID controllers were used to control both the cart displacement and the tilt angle. The PID control has been tested and has worked well in controlling the two wheeled robot system.
Chapter 3
Modelling and control of two-wheeled vehicle with an extended rod on an inclined surface

3.1 Introduction

All the previous researches have focused on investigating the dynamics and control of two-wheeled robots only on flat surfaces. In reality, mobile robots have to face the challenge of moving on irregular terrains. For humans, inclined surfaces are encountered very frequently in daily life. As mobile robots traverse uneven terrain, dynamic disturbance forces are generated at the contact point between the wheel and the terrain. These forces form the disturbances that perturb the response of the robot.

Chakraborty and Ghosal (2005) have presented dynamic analyses for statically stable wheeled robot. The authors have analysed the robot response with and without slip. Kausar at al. (2010) presented a study of the behaviour of a two-wheeled robot moving on an uneven terrain with a single bump. The authors have utilised gain scheduling control strategy to control the robot. Similarly, Jun et al. (2010) have modelled and presented the equations of motion of a two-wheeled inverted pendulum on an inclined surface. Authors have used Newton-Euler modelling approach to derive the mathematical model of the system. Lee et al. (2009) investigated the control of the inverted pendulum vehicle making an ascent while considering the gravity of the pendulum according to the inclined angle.

In chapter two, the system of the two-wheeled machine was considered to have a fixed payload position. In this chapter the behaviour of a real payload is considered by adding a linear actuator, which activates the payload to move
along the intermediate body with appropriate speeds. The intermediate body of the vehicle comprises a combination of two co-axial parts connected by the linear actuator. Adding a new actuator to the system grants an additional DOF along the intermediate body.

3.2 System description

The intermediate body comprises two coaxial parts connected by a mechanical linear actuator, as shown in Figure 3.1. The actuator is considered to activate the payload so as to move along the intermediate body with prescribed motion characteristics.

![Figure 3.1: Schematic representation of the vehicle with an extended rod](image)

3.2.1 Parts of vehicle

The vehicle with an extended rod is considered to possess the following parts: Two wheels for driving and manoeuvring connected by an axle of length \( H \), with two DC motors driving the wheels. They produce the same torque whether a forward or backward linear motion is assigned to the vehicle. The intermediate body has two coaxial parts connected by an actuator. The lower part of mass \( M_1 \) is
connected at its lower end to the wheels axle with a rigid joint and to the linear actuator at the upper end. The upper part of the intermediate body is of mass $M_u$ and is connected to a payload of mass $M$ at the upper end.

During the system analysis, the following assumptions are made:

1. Homogeneous distribution of the mass of each part, and all the vehicle components are considered rigid

2. A disturbance force $F_d$ is applied to the system as an impact force generated by means of a pulse generator in the form of finite pulses

### 3.2.2 Effect of adding the linear actuator

A linear actuator of mass $M_a$ is used to activate the upper part of the intermediate body and the attached payload. The actuation causes the upper part of the IB and the attached payload to experience a linear motion along the intermediate body, with a displacement $Q$ as shown in Figure 3.2. Due to such motion, the positions of the centres of mass $L_u$ and $Lm$ will depend on the variable $Q$ and in turn the position of the entire centre of mass (COM) of the intermediate body $Lg$.

![Figure 3.2: Positions of main parts of vehicle com](image)
Table 3.1: Nomenclature

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>L_M</td>
<td>Position of the COM of the payload</td>
<td>m</td>
</tr>
<tr>
<td>Lu</td>
<td>Position of the COM of the rod’s upper part</td>
<td>m</td>
</tr>
<tr>
<td>La</td>
<td>Position of COM of the linear actuator</td>
<td>m</td>
</tr>
<tr>
<td>L_l</td>
<td>Position of COM of the lower part of the rod</td>
<td>m</td>
</tr>
<tr>
<td>Q</td>
<td>Displacement of the linear actuator</td>
<td>m</td>
</tr>
<tr>
<td>Y</td>
<td>Linear displacement of the vehicle</td>
<td>m</td>
</tr>
<tr>
<td>θ</td>
<td>The angular displacement of the IB</td>
<td>rad</td>
</tr>
<tr>
<td>ᴦ</td>
<td>Linear velocity of the IB</td>
<td>m/s</td>
</tr>
<tr>
<td>ᴦ</td>
<td>Angular velocity of the IB</td>
<td>rad/s</td>
</tr>
<tr>
<td>ᴦ</td>
<td>Linear acceleration of the IB</td>
<td>m/s²</td>
</tr>
<tr>
<td>ᴦ</td>
<td>Angular acceleration</td>
<td>rad/s²</td>
</tr>
<tr>
<td>Q</td>
<td>Linear acceleration of the attached payload</td>
<td>m/s²</td>
</tr>
<tr>
<td>M_l</td>
<td>Mass of the lower part of the rod</td>
<td>kg</td>
</tr>
<tr>
<td>M_a</td>
<td>Mass of the linear actuator</td>
<td>kg</td>
</tr>
<tr>
<td>M_u</td>
<td>Mass of the upper part of the rod</td>
<td>kg</td>
</tr>
<tr>
<td>M_m</td>
<td>Payload mass</td>
<td>kg</td>
</tr>
<tr>
<td>M_w</td>
<td>Wheel mass</td>
<td>kg</td>
</tr>
<tr>
<td>M_c</td>
<td>Cart mass</td>
<td>kg</td>
</tr>
<tr>
<td>R_w</td>
<td>Radius of the wheel</td>
<td>m</td>
</tr>
<tr>
<td>g</td>
<td>Gravitational acceleration</td>
<td>m/s²</td>
</tr>
<tr>
<td>T_c</td>
<td>Kinetic energy of the cart</td>
<td>N.m</td>
</tr>
<tr>
<td>T_l</td>
<td>Kinetic energy of the lower part of the rod</td>
<td>N.m</td>
</tr>
<tr>
<td>T_a</td>
<td>Kinetic energy of the linear actuator</td>
<td>N.m</td>
</tr>
<tr>
<td>T_u</td>
<td>Kinetic energy of the upper part of the rod</td>
<td>N.m</td>
</tr>
<tr>
<td>T_m</td>
<td>Kinetic energy of the payload</td>
<td>N.m</td>
</tr>
<tr>
<td>V_l</td>
<td>Potential energy of the lower part of the rod</td>
<td>N.m</td>
</tr>
<tr>
<td>V_a</td>
<td>Potential energy of the linear actuator</td>
<td>N.m</td>
</tr>
<tr>
<td>V_u</td>
<td>Potential energy of the upper part of the rod</td>
<td>N.m</td>
</tr>
<tr>
<td>V_m</td>
<td>Potential energy of the payload</td>
<td>N.m</td>
</tr>
<tr>
<td>V_c</td>
<td>Potential energy of the cart</td>
<td>N.m</td>
</tr>
<tr>
<td>α</td>
<td>Inclination angle</td>
<td>rad</td>
</tr>
</tbody>
</table>
3.3 Mathematical modelling

The system is shown in Figure 3.3 while moving along an inclined surface. Compared to the motion of a two-wheeled vehicle on flat surface, the motion on an inclined surface is considered to be more complex. The system is nonlinear with strong coupling, unstable, and multi-variable. The Lagrange-Euler (LE) modelling method is utilised to derive the equations of motion of the system so as to reduce the complexity. The Lagrange-Euler approach utilizes the use of kinetic and potential energy of the system to derive the dynamic model of the system.

![Figure 3.3: Schematic diagram of a single IP vehicle on an inclined plane](image)

3.3.1 Vehicle Lagrangian dynamics

The dynamic equation for a system with n number of Cartesian coordinates can be expressed using the LE approach as follows:
\[
\frac{d}{dt} \left( \frac{\partial L}{\partial \dot{q}_i} \right) - \frac{\partial L}{\partial q_i} = Q_i \quad i = 1,2...n
\]  

(3.1)

Here, \( L \) is the Lagrangian function, \( Q_i \) is generalized force vector and \( q_i \) is a generalized coordinate. The generalized forces and generalized coordinates representing the system can be formulated respectively in a matrix form as:

\[
q_i = \begin{bmatrix} \theta & Q \end{bmatrix}^T
\]

(3.2)

\[
Q_i = \begin{bmatrix} F_i & F_d & F_a \end{bmatrix}^T
\]

(3.3)

where, \( F_a \) is the linear actuator force, \( F_d \) is the external disturbance force, \( F_c \) is the cart drive force.

### 3.3.2 System energy requirements

The total energy, the Lagrangian \( L \) of the model, can be labelled as the total of potential energy \( V \) and kinetic energy \( T \) of the system components which comprise of the cart, the lower and upper parts of IB and the attached payload as:

\[
T = T_c + T_a + T_u + T_M
\]

(3.4)

\[
V = V_l + V_a + V_u + V_M
\]

(3.5)

\[
L = T - V
\]

(3.6)
The detailed components of the system kinetic energy can be formulated as follows:

\[
T_c = \frac{1}{2} M_c \{ (\dot{y} \cos \alpha)^2 + (\dot{y} \sin \alpha)^2 \} 
\]  

(3.7)

\[
T_i = \frac{1}{2} M_i \{ (L_i \dot{\theta} \cos \theta + \dot{y} \cos \alpha)^2 + (\dot{y} \sin \alpha - L_i \dot{\theta} \sin \theta)^2 \} + \frac{1}{2} J_i \dot{\theta}^2 
\]  

(3.8)

\[
T_a = \frac{1}{2} M_a \{ (L_a \dot{\theta} \cos \theta + \dot{y} \cos \alpha)^2 + (\dot{y} \sin \alpha - L_a \dot{\theta} \sin \theta)^2 \} + \frac{1}{2} J_a \dot{\theta}^2 
\]  

(3.9)

\[
T_u = \frac{1}{2} M_u \{ \dot{\theta}^2 + (L_u \dot{\theta} \cos \theta + \dot{y} \cos \alpha)^2 + (\dot{y} \sin \alpha - L_u \dot{\theta} \sin \theta)^2 \} + \frac{1}{2} J_u \dot{\theta}^2 
\]  

(3.10)

\[
T_m = \frac{1}{2} M_m \{ \dot{\theta}^2 + (L_m \dot{\theta} \cos \theta + \dot{y} \cos \alpha)^2 + (\dot{y} \sin \alpha - L_m \dot{\theta} \sin \theta)^2 \} + \frac{1}{2} J_m \dot{\theta}^2 
\]  

(3.11)

where \( J_i \), \( J_a \), \( J_u \), and \( J_m \) are the mass moments of inertia of the lower rod, linear actuator, upper rod and the payload respectively around the IB COM. Summing equations (3.7) – (3.11) yields the total kinetic energy of the system as:
\[ T_T = \frac{1}{2}C_7y^2 + C_8 \dot{Q}^2 + \dot{\theta} y \cos(\theta + \alpha) \left\{ C_{10} + M_u(C_5 + Q) + M_m(C_6 + Q) \right\} + \theta^2 \left( Q2C12 + C13Q + C14 \right) \]  

(3.12)

Similarly, the various components of the potential energy may be formulated as follows:

\[ V_c = M_c g(R_w + y \sin \alpha) \]  

(3.13)

\[ V_l = M_l g(L_l \cos \theta + y \sin \alpha) \]  

(3.14)

\[ V_a = M_a g(L_a \cos \theta + y \sin \alpha) \]  

(3.15)

\[ V_u = M_u g((C_5 + Q) \cos \theta + y \sin \alpha) \]  

(3.16)

\[ V_m = M_m g((C_6 + Q) \cos \theta + y \sin \alpha) \]  

(3.17)

The potential energy of the vehicle can be obtained by summing equations (3.13) - (3.17):

\[ V_T = C_{11}y \sin \alpha + \{C_{10}g + M_m g(C_6 + Q) + M_u g(C_5 + Q)\} \cos \theta + M_c g R_w \]  

(3.18)

Manipulating equations (3.12) and (3.18) yields the Lagrangian function of the system, which can be written as:
\[ L = \frac{1}{2}C_7 \dot{y}^2 + C_8 \dot{q}^2 + \dot{\theta} \dot{y} \cos(\theta + \alpha)(C_{10} + M_u(C_5 + Q) + M_m(C_6 + Q)) + \dot{\theta}^2 \{Q^2C_{12} + C_{12}Q + C_{14}\} - C_{11} y \sin \alpha - \{C_{10} g + M_m g(C_6 + Q) + M_u g(C_5 + Q)\} \cos \theta - M_c g R_w \]  
\[ (3.19) \]

### 3.3.3 Vehicle dynamic equations

The system equations of motion of the model can be written as:

\[ \frac{d}{dt} \left( \frac{\partial L}{\partial \dot{y}} \right) - \frac{\partial L}{\partial y} = F_x \]  
\[ (3.20) \]

\[ \frac{d}{dt} \left( \frac{\partial L}{\partial \dot{\theta}} \right) - \frac{\partial L}{\partial \theta} = F_y \]  
\[ (3.21) \]

\[ \frac{d}{dt} \left( \frac{\partial L}{\partial \dot{q}} \right) - \frac{\partial L}{\partial q} = F_z \]  
\[ (3.22) \]

Manipulating the above equations yields three non-linear differential equations of motion of the robot as follows:

\[ C_7 \ddot{y} + (C_{15} + C_{16}Q) \dot{\theta} \cos(\theta + \alpha) - (C_{15} + C_{16}Q) \dot{\theta}^2 \sin(\theta + \alpha) + C16Q \alpha \cos \theta + \alpha + C11 \sin \alpha = F_c \]  
\[ (3.23) \]

\[ (C_{18} + QC_{16}) \ddot{y} \cos(\theta + \alpha) - (C_{18} + QC_{16}) \dot{\theta} \sin(\theta + \alpha) = C16 Q \dot{y} \cos \theta + \alpha + 20 (C12Q2 + C13Q + C14) + \theta \]  
\[ (3.24) \]

\[ (4C_{12}Q + 2C_{13} \dot{Q}) + \ddot{\theta} \dot{q}^2 \sin(\theta + \alpha)(C_{10} + M_u(C_5 + Q) + MmC6 + Q - \theta \sin \theta C10g + MugC5 + Q + MmgC6 + Q = F_d \]  

\[ 2C_6 \ddot{Q} - C_{16} \theta \dot{y} \cos(\theta + \alpha) - 2C_{12}Q \dot{\theta} - C_{13} \dot{\theta}^2 - C_{16} g \cos \theta = F_a \]  
\[ (3.25) \]
Detailed explanations of the constant parameters appearing in Equations (3.12) - (3.25) are formulated in Appendix (A).

### 3.4 Fuzzy logic control design

The two-wheeled robot is both a very complex and extremely nonlinear system, with many complicated characteristics to be modelled requiring exceptional control methodologies. The conventional control systems are limited by the change in the plant dynamics with actuator saturation and time, increasing the nonlinearity of the system (Lin et al., 1996). When the payload rapidly varies these techniques suffer from tracking error and overshoot during transients. The use of FLC methods could be an interesting alternative to investigate (Mamdani, 1974, Mamdani and Assilian, 1975, Zadeh, 1965, 1973).

Several industrial processes are uncertainties, with un-modelled plant dynamics and extremely nonlinear. Human knowledge is therefore becoming increasingly important in the design of control systems. In many practical problems fuzzy control has been successfully utilised, especially where classical control systems do not result in acceptable performance.

In comparison to conventional controllers, fuzzy controllers have significant differences. They are dependent upon the operating experience and physical knowledge of the control process. Mathematical models of the plant are not used, as producing them can be extremely time consuming and expensive. Strategies are generated based on verbal communication. As the rules are written verbally the fuzzy sets are also defined verbally when the system demonstrates uncertainties, non-linearities and un-modelled dynamics, FLC is
very effective as it can be said to be able to produce smooth control and robust
behaviour (Mahfouf, 2004).

When considering the behaviour of motor systems and muscles in humans,
there is a certain degree of fuzziness present. This is due to the lack of
mathematical representation of their behaviour. The underlying mechanics of
fuzzy logic controllers are presented linguistically rather than mathematically
and are therefore model-free. Fuzzy logic controllers are highly functional in
several scenarios, including where a system is hard to model, where a system is
controlled by a human worker, or where there is a high level of vagueness. A
typical fuzzy system comprises of a rule-base, membership functions (MFs),
and an inference procedure. A brief description of the fuzzy logic paradigm
follows.

In 1965 Lotfi Zadeh first proposed the idea of fuzzy set system. The central
premise was that humans do not reason in terms of separate numbers and
symbols, but rather in terms of fuzzy sets. The implementation of a fuzzy logic
controller to a steam engine was performed by Mamdani in 1974. Subsequently,
many practical applications of fuzzy logic were developed, including the
Subway Sendai Transportation control system in Japan in 1984, automated
aircraft vehicle landing in 1987 and the first fuzzy TV set by Sony in 1990.
Today there is an enormous amount of fuzzy logic intervention and related
projects. Fuzzy logic systems are utilized as influential apparatuses in a variety
of different areas for example medicine instrumentation, industry and robotics
(Mahfouf, 2004).

In the areas of inverted pendulum and two-wheeled robot, fuzzy-based
control has been used to an extended level. A predictive fuzzy control method
on a two wheeled machines for steering was implemented by Shi et al. (2004). Based on fuzzy logic theory Hladek (2007) applied a multi-agent fuzzy expert system for robotic soccer control. Maravall et al. (2005) built a hybrid fuzzy control system by incorporating PD control into a Takagi-Sugeno fuzzy control structure in order to stabilize an inverted pendulum. (FLC) can be considered as a method of changing expert information into an automatic control strategy where complete knowledge of the system is lacking. A hybrid fuzzy controller for robotic systems was proposed by Zadeh (1973) and Sun and Er (2004), which combined a fuzzy PID controller and a fuzzy gain scheduling technique in order to solve nonlinear control problems.

### 3.4.1 PD like fuzzy control scheme

Fuzzy controllers have been utilised in numerous control environments, including industrial control, quality control, elevator control and scheduling, traffic control, train control, automobile engine control, steel manufacturing, paper manufacturing, power distribution control, and various other applications. Figure 3.4 presents a general scheme of the fuzzy control system where r is a reference signal, y is the measured signal, e is the measured error and u is the control signal.

![Figure 3.4: General scheme of fuzzy control system](image)
A fuzzy controller, often (though not always) a fuzzy PD, consists of a dynamic and a fuzzy part as described in Figure 3.5, where $e_p$ and $e_D$ are the error and derivative of error of a signal at a time $k$.

![Figure 3.5: Inner structure of fuzzy PD controller](image)

Linguistic knowledge about proper plant control is contained in the fuzzy part of the controller. There is also an inner structure as presented in Figure 3.6, where $R_i$ is the $i_{th}$ control rule, $B_j$ is the $J_{th}$ singleton representing output fuzzy sets. The rule base of the controller is contained in the block ‘inference engine’.

![Figure 3.6 Part of the fuzzy PD controller](image)

The mathematical model of a two-wheeled robot on an inclined surface is too complex. Attempting to describe the mathematical model of the system can seriously inhibit the development of the real system’s model because of the numerous suppositions that must be made for simplification purposes in order to
derive mathematical equations of the system. Thus, various essential characteristics or considerations may be overlooked while deriving the equations.

In order to keep the features of the complex two-wheeled robot when compared to the actual structure, the basic mathematical model itself is insufficient. This is because the human level of dissatisfaction with the classical modelling method will grow as the complexity of the system increases. Thus, the use of expert human knowledge and would be a better consideration in system modelling. Implementing a computational intelligence approach may accomplish this.

3.4.2 Proportional-Derivative plus Integral fuzzy logic control

The control approach utilises the combination of PID control and FLC. The PID part of the controller would allow specific gains to be modified, based on the desired response, while FLC will add robustness to the controller to cope with disturbances and changes in the simulation scenario.

The controller consists of three control loops: a cart displacement controller, a tilt angle controller and a payload displacement controller. The system block diagram is presented in Figure 3.7. The first control loop aims to control the cart wheels to converge to the desired displacement. The second controller stabilises the pendulum tilt angle at the upright position and the third controller aims to control the lifting of the payload to the desired height. The inputs for the PD + I FLC are change of error, the error signal and the sum of previous errors (Figure 3.8). The system inputs are the driving force $F_c$ the linear actuator force $F_a$ and a disturbance force $F_d$. 
The FLC inference engine is of Mamdani-type with a total of 25 fuzzy rules, as presented in Table 3.2. The generation of the fuzzy rules-base is based on the required system performance to minimize the system error between the output signal and the desired signal. Depending on the system, it may not be necessary to evaluate every possible input combination since some may rarely or never occur. Fewer rules can be evaluated, thus simplifying the processing logic and perhaps even improving the FL system performance. Increase the rule base size and complexity may also increase the quality of the control. The membership functions are of Gaussian type to allow smooth inputs and outputs, Figure 3.9.

![Figure 3.7: System block diagram](image-url)
Table 3.2: Fuzzy rule base

| e| |e| | NB | NS | Z | PS | PB |
|---|---|---|----|----|---|----|----|
| NB | NB | NB | NB | NS | Z |
| NS | NB | NB | NS | Z | PS |
| Z  | NB | NS | Z  | PS | PB |
| PS | NS | Z  | PS | PB | PB |
| PB | Z  | PS | PB | PB | PB |

Figure 3.8: Fuzzy PD+I Controller
3.4.3 *Open loop and system loop interaction*

The system was built in the Matlab Simulink environment and the open loop response obtained is shown in Figures 3.10 and Figure 3.11. The system is unstable by nature and of a highly coupled nature. This can be verified by observing the interaction among the system loops.

The loop interaction was simulated by changing the control gains of one loop of the system and observing the effect on the system response. Figure 3.12 and Figure 3.13 demonstrate the system response by detuning the parameters of the cart control gains. The tilt angle was clearly affected, thus verifying the coupling of the system parameters. The interaction of the loops is considered a barrier in tuning the control gains. Therefore, an intelligent control strategy such
as the FLC would overcome the uncertainties of the system due to the system coupling.

Figure 3.10: Cart displacement open loop response

Figure 3.11: Tilt angle open loop response
3.4.4 Simulations of the system with the FLC strategy

The model was built and simulated in Matlab Simulink environment. The simulation parameters used were $M=3$ kg, $M_m=0.3$ kg, $M_t=1.5$ kg, $M_a=0.8$ kg, $M_u=1.5$ kg, $M_c=10$ kg, $I_a=0.003025$ kg.m$^2$, $J_u=0.005$ kg.m$^2$, $J_w=0.225$ kg.m$^2$, $I_l=0.005$ kg.m$^2$. The FLC control gains were tuned heuristically at this stage of the research and are presented in Table 3.3.
Table 3.3: FLC control gains

<table>
<thead>
<tr>
<th>Loop / Parameter</th>
<th>$K_p$</th>
<th>$K_i$</th>
<th>$K_d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cart displacement</td>
<td>300</td>
<td>1</td>
<td>50</td>
</tr>
<tr>
<td>Tilt angle</td>
<td>120</td>
<td>0.3</td>
<td>10</td>
</tr>
<tr>
<td>Payload actuator</td>
<td>90</td>
<td>0.07</td>
<td>30</td>
</tr>
</tbody>
</table>

The system is commanded to move within 0.8m of cart displacement, as a tentative simulation procedure, and to lift up the payload to 0.2m while keeping the tilt angle at the upright position, i.e. zero degree angle. The simulation results are shown in Figure 3.14, it is noted that the proposed controller was capable of tracking the reference input with a satisfactory response and a reasonable overshoot. The system settled within 4 seconds. Figure 3.15 shows the response of the tilt angle; it can be easily observed that the tilt angle was maintained at zero degree at all times with little initial oscillations before the system settled. Figure 3.16 shows that the control technique used was able to achieve the target point of the linear actuator and achieved a good result. It can be noted that the controller was able to stabilise the robot within the upright position and followed the predefined signals of both the cart displacement and the payload desired height.
Figure 3.14: Cart displacements response

Figure 3.15: Tilt angle for different inclination angles

Figure 3.16: Payload displacement
Figure 3.17 - Figure 3.19 show the control efforts exerted by each controller to stabilise the vehicle. The control efforts exerted by the cart controller and payload controller were high when compared to the tilt angle controller. This is due to the heuristically-tuned control gains which are relatively large. To verify the model and the system ability to drive on an inclined surface, the vehicle was commanded to balance on an inclined surface of 10 degrees with a limited travel distance of 0.8 meters. Figure 3.20 – Figure 3.22 show the vehicle response on an inclined surface. The control strategy has successfully stabilized the vehicle on the inclined surface with an overall good response. The cart was stabilized within approximately 8 seconds while the tilt angle had a settling time within approximately 10 seconds. The payload was lifted to the demanded height of 0.2 meters and was stabilized successfully. Figures 3.23 – 3.25 present the control effort exerted to stabilize the vehicle. At this stage of the study, the gain parameters were tuned manually, thus leading to a larger amount of exerted control efforts as well as a good response of the overall system. A proper tuning of the control gains would improve the overall system response and may improve the exerted control efforts. In the next chapter, a BFA optimisation algorithm is demonstrated.
Figure 3.17: Cart displacements controller effort

Figure 3.18: Tilt angle controller effort

Figure 3.19: Payload controller effort
Figure 3.20: Cart displacements response on an inclined surface of 10 degrees

Figure 3.21: Tilt angle response on an inclined surface of 10 degrees

Figure 3.22: Payload displacement response on an inclined surface of 10 degrees
Figure 3.23: Cart displacements controller effort

Figure 3.24: Tilt angle controller effort

Figure 3.25: Payload displacement controller effort
3.5 Summary

Mathematical model, based on Lagrangian dynamic formulation, of a new type of two-wheeled robotic machine system with an extended rod on inclined surface has been derived and the equations of motion presented. The presented hybrid controller consists of PD+I FLC controller to stabilise the system. The FLC is of a Mamdani-type inference engine with 25 fuzzy rules-base and Gaussian membership functions. A three-loop control scheme has been presented and applied. The model was simulated in the Matlab Simulink environment and successfully stabilized. Three control algorithms have been used; a PD plus FLC (PD+I FLC) controllers. The control system utilised was capable to reach the balance condition and payload vertical motion with limited overall system oscillations on different inclined surfaces. The results were satisfactory with the control technique used. Additional work will be executed to develop system response by optimising the FLC and applied different control approaches.
Chaper 4
Optimisation of the vehicle with an extendable intermediate body

4.1 Introduction

The optimisation techniques proposed depend upon what specific objective is to be achieved. The selection of the objective may vary from one system to another. In optimizing the controllers of inverted pendulum systems, such as those found in two wheeled vehicles, evolutionary algorithms have been utilized. For example, GA optimization LQR technique was validated on an IP system by Ha et al. (1996) in this case GA was utilized in order to choose the weight matrices for the LQR controller. The technique adequately stables the pendulum system, showing acceptable results. A genetic optimization algorithm was also employed by Ahmad et al. (2009), the GA was utilized to tune the input and output scaling factors of the (FLC) for balancing a two-wheeled wheelchair. Solihin et al. (2009) used PSO to tune a state-feedback controller for swinging up an inverted pendulum.

Currently, optimization algorithms play a critical role and are acknowledged as an effective apparatus in tackling real issues in several fields Zang et al. (2010), Neri and Cotta (2012) with implementations in various problem, along with the range of options from various categories (i.e. bio-inspired, nature-inspired, etc.), means that optimization algorithms are the best approaches in solving a problem, and for this reason they have continuously received attention from researchers around the world. Bacterial foraging algorithm (BFA) (Passino, 2002) is a popular optimisation algorithm. BFA has
not been reported yet for control of two-wheeled vehicles. QABFA is focusing on improving the BFA convergence in terms of speed and accuracy (Supriyono and Tokhi, 2012)

A Lagrangian based plan was utilized in previous chapters to obtain the vehicle dynamic equations. There are three essential dynamic exercises carried out in both the modelling process and the control phase: the angular movement of the intermediate body around X hub, straight movement of the whole system in the Y course and straight movement of the payload along the vehicle intermediate body.

The control strategy applied in the previous chapters showed robustness. The control method applied indicated strength of the fuzzy PD - like combined with integrator (PD + I FLC) control scheme. In this chapter, the implementation after design of a PD + I FLC control system is done using quadratic adaptive bacterial foraging algorithm (QABFA) as an optimization scheme for the two-wheeled vehicle. Following bacterial foraging algorithm (BFA) optimization, a new approach for controlling the vehicle is introduced.

4.2 Bacterial foraging algorithm

Bacterial Foraging Algorithm is a bio-inspired algorithm developed based on the foraging strategy of Escherichia Coli bacteria population. It is possible to divide the algorithm into three distinct stages, specifically chemotaxis, reproduction and elimination and dispersal. Of these three it is the chemotaxis stage that is the most prominent, and it determines the performance of the algorithm. In this stage bacteria travel at random through tumble and swim actions. A tumbling action is where the bacteria move at random one step in the region of their initial
position in order to find a possibly better position. If such a position is discovered, then the bacteria will continuously swim a small number of steps more towards that course. This random approach is a very efficient method and may assist the algorithm in locating a global optimum solution. There is, however, an important problem in the chemotaxis stage that needs to be addressed. In the original BFA a constant step size, C, is utilized for the bacteria to travel from one position to another. This may keep the algorithm from accomplishing the required high levels of accuracy and rapid convergence speed. Additionally, it causes bacteria in the population to have an equal step size for all iterations, limiting the movement of the bacteria inside the search zone. Determining a large step size value may lead to great investigation and more rapid convergence, however it may also result in less precise solution if a global optimum point is situated at a distant area. In contrast, using a small step size value produces good exploitation and a highly precise solution but because the bacteria need more steps to arrive at a specific area it therefore results in much slower convergence. If a consistent step size is used in the chemotaxis stage then clearly there will be no balance between the exploration and exploitation.

The second stage of bacteria foraging strategy is the reproduction stage. In this stage bacteria in the population are assigned a class relating to their degree of fitness or health. The first half of the healthier bacteria is doubled in order to maintain all the existing characteristics of their antecedents.

Elimination and dispersal form the final stage of the foraging approach. Here, the lower half of the bacteria population possessing poorer health and fitness values is removed, whilst the residual bacteria are dispersed randomly inside the search zone. This ensures that just bacteria with the superior health
and fitness attributes are protected in the population, leading them to search better areas in the following life cycle. These actions performed again for a number of cycles until termination condition is achieved. Generally speaking, the foraging technique of bacteria is fairly complex and necessitates extremely lengthy computation time to complete an entire search operation.

### 4.2.1. Essential notion of bacteria movement

BFA Passino. (2000, 2002) is an optimisation strategy based upon the foraging strategy of Escherichia Coli (E. Coli) bacteria, that exist in the human digestive system. A foraging technique is a system used by animals for locating, handling and ingesting their food. The structure of E. Coli bacteria is such that it has a ‘body’ that is created from a plasma membrane, a cell wall and a capsule that contains the cytoplasm and nucleoid. In addition, E. Coli bacteria have a flagella that can move in a rotational way and is utilized for movement; assuming that the flagella moves counter clockwise it makes bacteria to shift forward with big displacement named ‘swim’, and if the flagella moves clockwise it makes the bacteria travel in an uncertain way with very small displacement called ‘tumble’. The size of E. Coli bacterium itself is very tiny, about 1 μm in diameter, 2 μm in length and 1 pictogram in weight with about 70 % of it being water. An illustration of E. Coli bacterium structure is depicted in Figure 4.1.

![Figure 4.1: An illustration of E. Coli bacterium structure](image)
Generally, during their lifetime in the media, E. Coli bacteria always attempt to situate where there is an elevated nutrient level and evade harmful places by utilizing a certain movement pattern named ‘taxes’. When moving in the direction of nutrient value, each bacterium discharges chemical substances as an attractant when heading to a nutritious place and repellent when they are close to a noxious place. Therefore, the movement pattern of E. Coli in finding nutrients is called “chemotaxis”. If E. Coli bacteria are moving to a higher nutrient stage than their previous position, they will move forward (swim or run) consistently. However, if the bacteria reach a place with a lesser nutrient level than the previous place, they will tumble.

Bacteria in swim and tumble are delineated in Figure 4.2. In Figure 4.2(a) the bacterium moves from its beginning position P1 to the new position P2 and then the nutrient values of P1 and P2 are compared. Because the nutrient level of P2 is higher than P1 the bacterium then moves forward in the same direction as the previous movement, i.e. swim or run, to the new position P3. Then, the same process is performed until the end of bacteria’s lifetime. The bacteria’s chemotaxis that involves both swimming and tumbling is illustrated in Figure 4.2(b). The bacterium moves from its initial position P1 to the new position P2. Because the nutrient level in P2 is lower than that in P1, the bacterium does not continue to move in the same direction as the previous movement but moves in another uncertain direction with a very small displacement, called tumbling, to new position P3. Also, because the nutrient level of P3 is lower than that in P2, the bacteria will tumble and arrive at the new position P4. Now the nutrient level in P4 is higher than that in P3, thus the bacterium is swimming in the same direction as the previous movement to the new position P5. In the
nutritious media, bacteria spend more time swimming than tumbling. On the other hand, in a media which has a low nutrient level, the bacteria will tumble more frequently than swim.

(a) Moving forward continuously (swim)

(b) Moving forward-tumbling-swim

Figure 4.2: Illustration of chemotaxis pattern of E. Coli bacterium (Passino, 2002, 2005)

The chemotaxis of bacteria in the nutrient media for their lifetime can therefore be summarised as follows (Passino, 2002, 2005):

a. In the noxious place: combination of tumble and swim to move away from the noxious place and try to find nutritious place
b. In the neutral place (where there are neither nutrients nor poison): more frequent tumble to find nutritious place (searching)

c. In the nutritious place: swim as long as possible in the direction of up the nutrient gradient

4.2.2. Optimisation technique based on bacterial foraging

The BFA is an optimisation technique developed by modelling the behaviour of E.Coli bacteria whereby they find places with a high nutrient value and avoid noxious places (Passino, 2002). If it was desired, for example, to discover the global minimum of $J(\theta)$, $\theta \in \mathbb{R}^p$ where $\theta$ is the location of a bacterium and $J(\theta)$ represents the nutrient media level at $\theta$ where there is no measurement or there is no analytical description of the gradient $\nabla J(\theta)$. A non-gradient optimisation method adopted from the foraging behaviour of E. Coli bacteria can be utilised to solve this minimisation problem. There are three possibilities of $J(\theta)$ value: $J(\theta) < 0$, $J(\theta) = 0$ and $J(\theta) > 0$ indicating that the bacterium at location $\theta$ is in nutrient-rich, neutral, and noxious environments, respectively. E. Coli bacteria will apply biased random walk to climb up the nutrient concentration (find lower and lower values of $J(\theta)$), avoid noxious substances (the place where $J(\theta) > 0$), and search for ways out of neutral media (location where $J(\theta) = 0$). The four optimisation steps that model how E. Coli bacteria find food; chemotaxis, swarming, reproduction and elimination and dispersal, are discussed below.
A. Chemotaxis

The position and its corresponding nutrient value (usually called as the cost function value in optimisation) of \( i_{th} \) bacterium at the \( j_{th} \) chemotactic step, \( k_{th} \) reproduction step, and \( l_{th} \) elimination and dispersal event can be denoted as \( \theta (i, j, k, l) \) and \( J (i, j, k, l) \) respectively with \( i = 1, 2, ..., S \) and \( \theta (i, j, k, l) \in \mathcal{R}^p \). Bacteria will walk from these initial positions toward the position that has the lower \( J (i, j, k, l) \) value. The ‘speed’ of the walk is governed by the value of chemotactic step size \( C (i) > 0, i = 1, 2, ..., S \). The bacteria’s chemotaxis could be a combination of:

- Continuous swim
- Swim followed by tumble
- Tumble followed by tumble
- Tumble followed by swim

To define the direction of movement after tumble, a unit length random direction \( \phi (j) \) in the range \([-1,1]\) is generated. The movement of bacteria from one position to another position can therefore be formulated as:

\[
\theta (i, j + 1, k, l ) = \theta (i, j, k, l) + C(i)\phi (j)
\]  \hspace{1cm} (4.1)

If at bacteria position \( \theta (i, j + 1, k, l) \) the cost function value \( J (i, j + 1, k, l) \) is lower than \( J (i, j, k, l) \) then the bacteria will move one step in the same direction as the previous direction with the step size \( C(i) \). Another step in the same direction
is taken if the next cost function is lower. The maximum number of continuous swim in the same direction taken is \( N_s \). After \( N_s \) swim, bacteria have to tumble.

### B. Swarming

Bacteria have the ability during the walking process to release chemical substances to attract other bacteria, allowing other bacteria to swarm together. Similarly, they are able to release chemical substances to repel other bacteria, as two bacteria cannot be in the same location at the same time and maintain a certain distance between each other. This process is referred to as ‘cell-to-cell signalling via attractant and repellent’, or ‘swarming’. The swarming process for every bacterium is formulated as:

\[
J_{cc}(\theta, P(j, k, l)) = \sum_{i=1}^{s} J_{cc}(\theta, \theta(i, j, k, l))
\]  

(4.2)

\[
J_{cc}(\theta, P(j, k, l)) = \sum_{i=1}^{s} \left[ -d_{\text{attract}} \exp \left( -\omega_{\text{attract}} \sum_{m_p=1}^{p} (\theta_{m_p} - \theta_{m_p}(i))^2 \right) \right] + 
\]

\[
\sum_{i=1}^{s} \left[ -h_{\text{repellent}} \exp \left( -\omega_{\text{repellent}} \sum_{m_p=1}^{p} (\theta_{m_p} - \theta_{m_p}(i))^2 \right) \right]
\]  

(4.3)

where:

- \( \theta = [\theta_1, \theta_2, ..., \theta_p]^T \) is a point on the optimisation domain
- \( \theta_{m_p}(i) \) is position of the \( mp \)-th component of the \( i \)-th bacterium
• $d_{\text{attract}}$ is the depth of attractant released by the cell (a quantification of how much attractant is released)

• $\omega_{\text{repellent}}$ is a measure of the width of the attractant signal (a quantification of the diffusion rate of the chemical)

• $h_{\text{repellent}}$ is the height of the repellent effect (magnitude of its effect)

• $\omega_{\text{repellent}}$ is a measure of the width of the repellent.

Thus, in the optimisation, the nutrient media in which bacteria will find the optimum place is the cost function value plus cell-to-cell signalling (swarming effect) as:

$$J(i,j,k,l) + J_{cc}(0, P(j,k,l)) \quad (4.4)$$

To obtain the optimal nutrient media landscape the cost function value $J$ and cell-to-cell signalling value $J_{cc}$ have to be balanced. The cells will have a strong tendency to swarm if the attractant width is high and quite profound, even to the point where they avoid going after following nutrients and simply favour swarming. Conversely, if the attractant width is little and the profundity shallow, then there will be minimal tendency to swarm, with every cell searching on its own.
C. Reproduction

Bacteria will reproduce very fast in a rich nutrient media, resulting in the bacteria population increasing significantly. In a poor nutrient media bacteria will die and the population size will decrease significantly. In order to model the reproduction mechanism after \(N_c\), chemotactic step size, the health of all bacteria is sorted in ascending order based on their accumulated cost function value:

\[
J_{\text{health}} = \sum_{j=1}^{N_c+1} J(i, j, k, l) \tag{4.5}
\]

In the minimisation process, the highest cost function value means the least healthy bacteria and while the lowest cost function value relates to the healthiest bacteria. Based on their health, the bacteria population is divided into two halves:

\[
S_r = \frac{S}{2} \tag{4.6}
\]

The \(S_r\) minimum healthy bacteria die and the \(S_r\) healthiest bacteria reproduce (each bacterium parts into two bacteria) and are located at the same place with their mother. This reproduction mechanism keeps the bacteria population constant. Following reproduction the bacteria will continue the chemotaxis process until the maximum chemotactic number \(N_c\) is achieved, after which other reproduction events will be performed.


**D. Elimination and dispersal**

The E. Coli bacteria populations in the nutrient media can be reduced or replaced instantly due to catastrophic events such as the nutrient media being poisoned. In the modelling, after performing $N_{re}$ reproduction steps the elimination and dispersal events follow. Bacteria possessing probability values lower than a certain threshold value, i.e. between 0 and 1 (ped) are eliminated and dispersed to another location. Bacteria that have a probability value higher than ped will keep their current position and are not dispersed. After the elimination and dispersal event bacteria will start chemotaxis until they achieve reproduction steps $N_{re}$, followed by another round of elimination and dispersal events. This routine continues until maximum elimination and dispersal events $N_{ed}$ is achieved.

**4.2.3. The original BFA computation**

In developing the optimisation algorithm, the following parameters need to be defined:

- $P$ as dimension of the search space (number of parameters to optimise)
- $S$ as the number of bacteria in the population (for simplicity, $S$ is chosen as even number)
- $N_{c}$ as the number of chemotactic steps per bacterium lifetime between reproduction steps
• \( N_s \) as maximum number of swim of bacteria in the same direction
• \( N_{re} \) as the number of reproduction steps
• \( Ned \) as the number of elimination and dispersal events
• \( Ped \) as the probability that each bacteria will be eliminated/dispersed.
• \( i = 1, 2, 3, \ldots, S \) as the index for the bacterium
• \( j = 1, 2, 3, \ldots, N_c \) as the index for chemotactic step
• \( k = 1, 2, 3, \ldots, N_{re} \) as the index for reproduction step
• \( l = 1, 2, 3, \ldots, Ned \) as the index of elimination and dispersal event
• \( m_s \) as the index for number of swim

The bacteria will ceaselessly perform their random walk in their search for nutritious places until they expire. The life of bacteria can therefore be determined as a total number of steps, calculated as \( N_c \times N_{re} \times Ned \). The bacterium possessing the highest nutrient level after all the steps have been performed is determined as the optimisation result. The original BFA Passino. (2002) that models chemotaxis, swarming, reproduction, elimination and dispersal in the bacterial population (initially, \( i=j=k=l=0 \)) can be formulated as follows (note that updates to \( \theta^i \) automatically result in updates to \( P \)):

Elimination-dispersal loop: for \( l = 1, 2, 3, \ldots, Ned \), do \( l = l + 1 \)

1) Reproduction loop: for \( k = 1, 2, 3, \ldots, N_{re} \), do \( k = k + 1 \)
2) Chemotaxis loop: for \( j = 1, 2, 3, \ldots, N_c \), do \( j = j + 1 \)
(a) For \( i = 1, 2, 3, \ldots, S \), take a chemotactic step for bacterium \( i \):
(b) Compute the nutrient media (cost function) value \( J(i, j, k, l) \).
Calculate \( J(i, j, k, l) = J(i, j, k, l) + J_{cc}(\theta^{i}(i, j, k, l), P(i, j, k, l)) \) (i.e., add on the cell-to-cell attractant effect to the nutrient concentration). If there is no swarming effect then
\[
J_{cc}\left(\theta^{i}(i, j, k, l), P(i, j, k, l)\right) = 0.
\]

(c) Put \( J_{last} = J(i, j, k, l) \) to save this value since a better cost via a run may be found.

(d) Tumble: Generate a random vector \( \Delta(i) \in \mathbb{R}^{p} \) with each element \( \Delta_{mp}(i), m_p = 1, 2 \ldots p \), a random number on the range \([-1, 1]\).

(e) Move: Compute \( \theta^{i}(j + 1, k, l) = \theta^{i}(j, k, l) + C (i) \frac{\Delta(i)}{\sqrt{\Delta^{T}(i) \cdot \Delta(i)}} \) this results in a step of size, \( C (i) \) in the direction of the tumble for bacterium \( i \).

(f) Compute the nutrient media (cost function) value \( J(i, j + 1, k, l) \), and calculate
\[
J(i, j + 1, k, l) = J(i, j + 1, k, l) + J_{cc}\left(\theta^{i}(j + 1, k, l), P(j + 1, k, l)\right)
\]
If there is no swarming effect then
\[
J(i, j + 1, k, l) + J_{cc}\left(\theta^{i}(j + 1, k, l), P(j + 1, k, l)\right) = 0.
\]

Swim (note that since the swimming behaviour of each cell is decided as if the bacteria numbered \{1, 2, \ldots, i \} have moved and \{i + 1, i + 2, \ldots, S \} have not, an approximation is used; this is far less complex than attempting to simulate decisions about swimming and tumbling by all the bacteria simultaneously):

Put \( ms = 0 \) (counter for swim length)
While \( ms < NS \) (if have not climbed down too long)
Count ms = ms + 1

If \( J(i, j + 1, k, l) < J_{\text{last}} \) (if doing better), then \( J_{\text{last}} = J(i, j + 1, k, l) \) and calculate

\[
\theta^i(j + 1, k, l) = \theta^i(j, k, l) + C(i) \cdot \frac{\Delta(i)}{\sqrt{\Delta^2(i) + \Lambda(i)}}
\]

this results in a step of size \( C(i) \) in the direction of the tumble for bacterium \( i \). Use this \( \theta^i(j + 1, k, l) \) to compute the new \( J(i, j + 1, k, l) \) as in sub step f above.

Else, \( m = \text{NS} \) (the end of the while statement).

Go to next bacterium \( (i + 1) \) if \( i \neq s \) (i.e., go to sub b above) to process the next bacterium.

If \( j < N_c \), go to step 3.

Reproduction:

For the given \( k \) and \( l \), and for each \( i = 1, 2, 3, \ldots, S \), let

\[
J^i_{\text{health}} = \sum_{j=1}^{N_c+1} J(i, j, k, l)
\]

be the health of bacterium \( i \), a measure of how many nutrients it obtained over its lifetime and how successfully it avoided noxious substances. Sort bacteria and chemotactic parameters, \( C(i) \) in order of ascending cost \( J_{\text{health}} \) (higher cost means lower health).

The \( S_r \) bacteria with the highest \( J_{\text{health}} \) values die, while the other \( S_r \) bacteria possessing the best values split. The copies that are made are located at the same position as their parent.

If \( k < N_r \), go to step 2.

Elimination-dispersal: for \( i = 1, 2, 3, \ldots, S \), eliminate and disperse each bacterium that has a probability value less than \( P_{\text{ed}} \). If one bacterium is eliminated then it
is dispersed to a random location of nutrient media. This mechanism results in simple computations and keeps a constant number of bacteria in the population. For \( m = 1 \): S

if \( P_{ed} < \text{rand} \) (Generate a random number for each bacterium and if the generated number is smaller than \( P_{ed} \) then eliminate/disperse the bacterium)

Generate new random positions for bacteria
else
Bacteria keep their current position (bacteria are not dispersed)
end
end
If \( 1 < Ned \), then go to step 1; otherwise end.

The original BFA algorithm above can be presented as a flowchart as in Figure 4.3.
Figure 4.3: Flowchart of original BFA (Passino, 2002)
4.3 Adaptive bacterial forging algorithm

To improving BFA accuracy and convergence speed, several adaptive and hybrid approaches have been developed. A linear and nonlinear adaptive BFA was proposed by Nasir et al. (2013) here, the bacteria step size varies based on the mixture of the bacteria index and the iteration index. The step size is continuously decreased within [0, Cmax] or [0, ∞] as the iteration number of the search operation increases, where Cmax is maximum step size. The algorithms were applied to identify and optimize the parameters for auto-regression with an exogenous model for a nonlinear twin rotor system. Chen and Lin. (2009), Farhat and” (Huang and Lin, 2010) and El-Hawary (2009) used chemotaxis to change bacteria step size within a specific extent of [Cmin, Cmax], where Cmin is least step size. By using a mixture of index and sum of number of iterations Niu et al. (2010), Yan et al. (2012), Xu et al. (2012) change the step size inside a user-defined extent of [Cmin, Cmax]. These modifications result in the step size decreasing as the amount of iterations raises, Supriyono and Tokhi (2012) created a variety of adaptive versions of the BFA dependent upon linear and nonlinear mathematical formulations. There are several extra adaptive algorithms that take a very identical method to change step size based on fitness value, including the work of Majhi et al. (2006, 2009), Dasgupta et al. (2009), Sanyal et al. (2011), Sathya and Kayalvizhi (2011), Venkaiah and Kumar (2011), and (Majhi, 2009) proposed an intelligent approach towards an adaptive BFA to change bacteria run length by utilising Takagi-Sugeno type and Mamdani- type fuzzy logic systems.
Some modifications towards several aspects of the BFA have been proposed in order to further improve its performance. These include aspects such as its convergence to the optimum value, computation time, and accuracy.

4.3.1. Adaptable chemotactic step size modification

One area of improvement is how to accelerate the convergence of BFA. Within the BFA (Passino, 2002), while seeking location with a high nutrient grade, bacteria utilise random walk with a specific consistent chemotactic step size for the entire computational procedure, irrespective of the nutrient. This makes the bacteria walk with a constant speed as they move towards the optimum value. If the step size is set to a small value, bacteria need more iteration to find the optimum value. If a larger step size is used, the bacteria’s walk will increase in speed and consequently reduce the iterations required.

Dasgupta et al. (2008, 2009a) proposes that chemotaxis employed by BFA typically leads to sustained oscillation when close to the global optimum. This is especially true on landscape nutrient media that is relatively flat. The chemotactic step size therefore needs to be selected as small as possible. Such conditions form a compromise between increasing the speed of the bacteria’s walk and reducing the oscillation around the global optimum point. By ensuring that the chemotactic step size is adaptable, that is to say changing the value of chemotactic step size to follow up particular specific conditions will solve this problem.

An alternative chemotactic step size adaptation mechanism has been proposed by Datta et al. (2008), where step size is controlled by an adaptive delta modulation. The algorithm was used in the optimisation of an antenna array. Coelho and Silveira (2006) developed an adaptable chemotactic step size
by adopting several probability distribution functions, including uniform and Gaussian and Cauchy distribution, and have utilised the algorithm to tune the PID controller of robotic manipulator systems. A modified BFA was also proposed by Chen et al. (2009), which was called cooperative bacterial foraging optimization (CBFO). There is two stages in this algorithm; the first stage begins with a large chemotactic step size and then continues to the second stage which has a smaller step size. The initial big step size phase has been used to narrow down possible region of the optimum solution without getting trapped into the local optima, while the smaller step size in the second phase is used to locate the optimum point. The algorithm has been validated by finding the optimum value of several benchmark functions.

Some efforts have been made via researchers to propose an adaptable chemotactic step size for BFA. Dasgupta et al. (2008; 2009a), Dasgupta et al. (2009) proposed simple linear functions of the nutrient value of every bacterium. They tested this on several well recognized benchmark functions and similarly applied it to a parameter estimation problem. The algorithm has been used in practical applications such as forecasting stock market indices (Majhi et al., 2009), detecting a circle in a digital image (Dasgupta et al., 2010) designing an optimal three-phase energy efficient induction motor (Sakthivel et al., 2010).

Farhat and El-Hawary (2010) proposed modified BFA to introduce nonlinear decreasing chemotactic step size and stopping criteria. This means that after the cost function has achieved a pre-specified value the optimisation process is stopped. However, while the stopping criteria regarding a pre-specified value are able to save computation time, it could not show that the predetermined value is the real global optimum point.
4.3.2. **Quadratic Adaptive Bacterial Foraging Algorithm**

Developed by Supriyono et al. (2010) and based on the original BFA Passino (2002) the QABFA introduces adaptation of the chemotactic step size by using a quadratic function. The adaptation scheme is formed from changing the chemotactic step size based on the nutrient value. To achieve this, a quadratic function is utilised in order to find the next chemotactic step size. As a result the approach has a faster search operation in finding the optimal solution when compared to the original BFA algorithm. The QABFA step size is calculated using

\[
a_q^i = \frac{C_{\text{max}}}{b} \left(1 + \frac{d(J^i)^2 + |J^i|}{J^i}ight)
\]

where \( C_{\text{max}} \) = maximum step size, \( b \) = tuneable positive scaling factor, \( d \) = scaling factor, \( J^i \) = nutrient value for every bacterium. Thus, the new adaptive chemotactic step size can be expressed as

\[
C_{\text{QABFA}}(i) = C(i) \times a_q^i
\]

### 4.4 Optimisation parameters

Table 4.1 shows the simulation parameters which were obtained heuristically and used with the QABFA optimisation.
Table 4.1: Simulation parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>P</td>
<td>Dimension of the search space</td>
<td>9</td>
</tr>
<tr>
<td>S</td>
<td>Number of bacteria population</td>
<td>40</td>
</tr>
<tr>
<td>Nc</td>
<td>Number of chemotactic steps per bacteria</td>
<td>9</td>
</tr>
<tr>
<td>Ns</td>
<td>Number of swim per bacteria in a constant direction</td>
<td>6</td>
</tr>
<tr>
<td>Nre</td>
<td>Production steps</td>
<td>4</td>
</tr>
<tr>
<td>Ned</td>
<td>Elimination and dispersal events</td>
<td>2</td>
</tr>
<tr>
<td>ped</td>
<td>Probability elimination and dispersal per bacteria</td>
<td>0.25</td>
</tr>
<tr>
<td>cmax</td>
<td>Maximum step size</td>
<td>0.1</td>
</tr>
<tr>
<td>b</td>
<td>Tuneable positive scaling factor</td>
<td>1</td>
</tr>
<tr>
<td>d</td>
<td>Scaling factor</td>
<td>0.045</td>
</tr>
</tbody>
</table>

4.5 Constrained optimisation

The optimisation process will be constrained within the stability region of the system. Each parameter will have a feasible interval that guarantees the stability of the system within the defined controller gain limits, as shown in Table 4.2. The selection of the parameters was based on the results reported by Supriyono et al. (2010). The authors have studied the impact of changing each BFA algorithm parameter and its impact on the convergence time and the cost function. The have recommended the optimal selection of the BFA parameters that help in achieving faster convergence while minimising the error.
Table 4.2: Boundary limits of the controller gain parameters

<table>
<thead>
<tr>
<th>Gain parameter</th>
<th>Minimum value</th>
<th>Maximum value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Kp_1$</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>$Kd_1$</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>$Ki_1$</td>
<td>0.4</td>
<td>0.8</td>
</tr>
<tr>
<td>$Kp_2$</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>$Kd_2$</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>$Ki_2$</td>
<td>1</td>
<td>1.3</td>
</tr>
<tr>
<td>$Kp_3$</td>
<td>10</td>
<td>13</td>
</tr>
<tr>
<td>$Kd_3$</td>
<td>15</td>
<td>20</td>
</tr>
<tr>
<td>$Ki_3$</td>
<td>2</td>
<td>3</td>
</tr>
</tbody>
</table>

4.6 Objective function

The performance index of the system is chosen as the minimum mean square error of each loop. The MSE is calculated for each control loop of the vehicle system as follows:

\[
\text{Objective Function 1} = \min \left[ \frac{1}{N} \sum_{i=1}^{N} (Y_d - Y_m)^2 \right] \quad (4.9)
\]

\[
\text{Objective Function 2} = \min \left[ \frac{1}{N} \sum_{i=1}^{N} (\theta_d - \theta_m)^2 \right] \quad (4.10)
\]

\[
\text{Objective Function 3} = \min \left[ \frac{1}{N} \sum_{i=1}^{N} (Q_d - Q_m)^2 \right] \quad (4.11)
\]

The first objective function represents minimisation of the error in the cart position. The second objective function represents minimisation of the error in the tilt angle and similarly the third objective function represents minimisation of the error in the payload position. The main objective function will be considered as the sum these three objective functions with equal weights to minimise the mean square error for the total system and thus achieve an overall stable system with all the vehicle components;
\[ J = \min \left\{ \sum_{i=1}^{3} \text{Objective function}(i) \right\} \]  

(4.12)

4.7 Simulation results

Figures 4.5 - 4.10 compare the results obtained by simulating the manual tuned controller gains with the optimised QABFA controller gains. It is noted that the optimisation algorithm has led to the optimal gain values that successfully stabilised the system with minimum cost function value. The convergence curve of the cost function is presented in Figure 4.4. The minimum value of the cost function achieved was 0.9. The optimised gain values are shown in Table 4.3.

<table>
<thead>
<tr>
<th>Gain parameter</th>
<th>Optimal value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( Kp1 )</td>
<td>4.23</td>
</tr>
<tr>
<td>( Kd1 )</td>
<td>3.01</td>
</tr>
<tr>
<td>( Ki1 )</td>
<td>0.47</td>
</tr>
<tr>
<td>( Kp2 )</td>
<td>4.56</td>
</tr>
<tr>
<td>( Kd2 )</td>
<td>3.26</td>
</tr>
<tr>
<td>( Ki2 )</td>
<td>1.03</td>
</tr>
<tr>
<td>( Kp3 )</td>
<td>11.45</td>
</tr>
<tr>
<td>( Kd3 )</td>
<td>19.34</td>
</tr>
<tr>
<td>( Ki3 )</td>
<td>2.65</td>
</tr>
</tbody>
</table>

Table 4.3: Optimised gain values

The cost function presented in Figure 4.4 shows that the algorithm has converged to the optimal minimum value within 24 iterations. Figure 4.5 shows that the optimised gain values resulted in better system response with a faster settling time and lower percentage overshoot value. The tilt angle response in Figure 4.6 is noted to have less oscillation and a faster settling time.
with the optimised gain values. It can be noted that the oscillation in the tilt angle is very small. Due to the selection of the loop scaling factors and due to the fact that the initial position of the tilt angle equals zero and the controllers were effective in suppressing the oscillation in the angle and keeping the vehicle stable within very short time. On the other hand, the payload displacement shown in Figure 4.7 is noted to have zero steady state errors and lower overshoot but with a longer settling time. The QABFA has achieved either comparable or better performance when compared to manual tuning.

Energy consumption has been given consideration in this investigation; the control effort components have been obtained as shown in Figure 4.8. The QABFA was more robust as it resulted in less oscillation of the control effort components that could be seen in Figures 4.8, 4.9 and 4.10. A significant amount of energy saving has been achieved specifically in the cart and tilt angle control efforts as noted in Figures 4.8 and 4.9. Furthermore, the QABFA resulted in significant improvement in the control effort for the payload, as shown in Figure 4.10 in terms of reduced oscillations and the short time taken by the control signal to stabilize.
Figure 4.4: Track of the cost function convergence curve

Figure 4.5: Cart displacement optimised performance compared to manual tuned values

Figure 4.6: Tilt angle optimised performance compared to manual tuned values
Figure 4.7: Payload displacement optimised performance compared to manual tuned value

Figure 4.8: Cart displacement controller effort optimised performance compared to manual tuned values

Figure 4.9: Tilt angle controller effort optimised performance compared to manual tuned values
4.8 Summary

In this chapter PD +I FLC control algorithm with QABFA has been implemented on a two-wheeled robot with an extendable intermediate body. This novel two-wheeled robot design offers an extra DOF in the vertical direction which allows the robot to be used for applications such as managing things at different heights in industrial applications. The QABFA optimisation to the control system of the vehicle has resulted in an important reduction in the control efforts, with a superior overall system performance than the manually tuned control system. Simulations have been presented to show the superior performance of the optimised controller. The optimised control system will be adapted and more simulation scenarios that test the robustness of the controller are presented in the next chapter.
5.1 Introduction

To develop a robust vehicle that is able to drive and manoeuvre on irregular terrains is a significant part of this research. The capability of the vehicle to adapt to different terrains allows a variety of mobility solutions to be developed using the vehicle as a basis. Furthermore, the simulations would give a measure of how robust is the vehicle to work in different environments in the real life. In this chapter, various simulation scenarios are presented that incorporate the variation of the surface characteristics in terms of the slope, friction and payload movement behaviour.

5.2 Smooth inclined surfaces

Firstly, the vehicle is simulated to move on surfaces with different slopes. Slopes of 20 degrees and 45 degrees are simulated. In Figure 5.1, the system responses are presented. As noted the vehicle was able to move on the selected slopes without losing the postural balance. The larger the slope of the surface, the larger overshoot appeared in the system response. Moreover, increase in the surface slope increased the settling time of the system response in each of the vehicle components. However, this increase is insignificant and had a maximum value of approximately 5 seconds in the payload displacement. In Figure 5.2, control efforts are presented. The larger the slope of the surface the larger the torque was required to drive the cart. A maximum value of approximately 1 Nm is required to control the cart displacement on the 45 degrees slope. A maximum control effort of 1 Nm can be noted at the tilt angle control effort.
While on the payload actuator, a constant value of approximately 0.25N.m is noted to control the payload displacement. A conclusion can be stated that on inclined slopes the cart will be the most affected part and needs to exert more efforts in order to overcome the inclination and the gravity force. With the coupling effect among the vehicle components, the tilt angle and the payload actuator will depend mainly on the cart stability in order to be stabilised and controlled.
Figure 5.1: System response on different inclined surfaces

(a) Cart displacement

(b) Tilt angle

(c) Payload displacement
(a) Cart controller effort

(b) Angle controller effort

(c) Payload actuator effort

Figure 5.2: Control efforts of the system controller on inclined surfaces
5.3 Maximum inclination angle

Every system has its limitations and operation boundaries. It is important to investigate the vehicle limitation on inclined angles by finding the maximum surface inclination angle. To find the maximum inclination angle beyond with the vehicle will collapse, the system is simulated with ascending values of inclination angle until the vehicle is no longer able to stabilise. This simulation was implemented and the maximum inclination angle was found to be 50 degrees. Simulating the system with an inclination angle larger than 50 degrees would lead to the vehicle to collapse. To demonstrate that, the system was simulated with inclination angle of 55 degrees and yielded the unstable response illustrated in Figure 5.3.
Figure 5.3: System response with inclination angle of 55 degrees
5.4 Performance of the vehicle subjected to disturbances

In order to test the controller’s ability to cope with external disturbances, the vehicle it was simulated to work in a perturbed environment. Disturbance forces of varying amplitudes were applied to the vehicle to analyse the performance in such perturbed environments. Force magnitudes of 50N, 100N and 150N were applied at the centre of the intermediate body of the vehicle. The vehicle response with disturbances thus achieved is presented in Figure 5.4 with the associated control efforts presented in Figure 5.5. It could be noted that the vehicle successfully rejected the effect of the disturbance and converged back to the desired set points. Overshoots were noted at the time of application of the disturbance force, the higher the disturbance magnitude the higher the overshoots. However, these overshoots were negligible and the controller was able to cope with such disturbance amplitudes. Figure 5.5 shows the control efforts exerted to overcome the effect of the disturbances. The payload displacement was not affected by the disturbances. This can be explained by the fact that the payload actuator operates when lifting the payload to the desired extent and locks the position of the payload. Thus, the displacement is not affected.
(a) Cart displacement response with disturbances of varying amplitudes

(b) Tilt angle response with disturbances of varying amplitudes

(c) Payload actuator displacement response with disturbances of varying amplitudes

Figure 5.4: Vehicle response with external disturbances of varying amplitudes
(a) Cart displacement controller effort with disturbances of varying amplitudes

(b) Tilt angle controller effort with disturbances of varying amplitudes

(c) Payload actuator displacement controller effort with disturbances of varying amplitudes

Figure 5.5 Control efforts with external disturbances of varying amplitudes
With the encouraging results of the system performance with disturbances, more realistic simulation scenarios were carried out to demonstrate the vehicle’s ability working on frictional flat and inclined surfaces. This will be presented in the next part.

5.5 Manoeuvres on flat and inclined terrains of various frictional grounds

In order to test the versatility of the vehicle in moving on both smooth and frictional surfaces, the vehicle is simulated to drive on surfaces with various frictional degrees.

In this section, the vehicle is commanded to move on flat surfaces with different friction profiles to simulate slightly rough, rough and very rough grounds. The grounds are simply modelled by white noise signals of different noise power spectral density and sampling time that depend on the required roughness of the ground. The selection of white noise signal to model the ground is to ensure that the surface has a randomly distributed friction forces each time the model is simulated. Thus, rigorous investigations can be carried out and proving the vehicle ability to work on terrains with uncertain friction profiles. The ground profiles describing the ground friction are shown in Figure 5.6 and Figure 5.7.
Figure 5.6: Slightly rough ground friction profile

Figure 5.7: Very rough ground friction profile
5.5.1 Flat surfaces with different frictions and dynamic payload movement

In this section, the vehicle is simulated to drive on flat terrains of different friction profiles with dynamic payload lifting scenario. This approach shows the ability of the control system in adapting with the changes of the payload position while driving on frictional grounds. The vehicle is simulated to move on the described grounds of slightly rough and very rough friction profiles. The system is assumed to be initially stable and at the upright position. The vehicle will move on a straight line for a distance of 8 metres. The payload is then lifted to 0.2 meters and then descends back to zero position. The lifting scenario is repeated over the simulation time to mimic a continuous ascending and descending movement of the payload toward the demanded height and then back to the initial position.

5.5.1.1 Slightly rough surface with dynamic payload movement

Figure 5.8 – Figure 5.10 represent the vehicle response while driving on a slightly rough surface with a dynamic payload movement. It is noted that the system had a stable response with some negligible oscillations at the tilt angle and the payload. These oscillations are due to the friction of the surface and are of a small scale. Figure 5.11 – Figure 5.13 represent the control effort exerted to stabilise the vehicle on the surface. The cart displacement controller has exerted a maximum of 1 Nm of torque to drive the vehicle to track the reference trajectory. The control efforts of the tilt angle controller and the payload actuator controller were minimal. The slight increase in the amount of control effort at certain times is linked to the movement of the payload. This is due to the fact that the controller must exert a slightly larger amount of torque to lift up and stabilise the payload.
Figure 5.8 Cart displacement response over a slightly rough frictional surface with dynamic payload

Figure 5.9 Tilt angle response over a slightly rough frictional surface with dynamic payload

Figure 5.10 Payload response over a slightly rough frictional surface with dynamic payload
Figure 5.11 Cart displacement control effort over a slightly rough frictional surface with dynamic payload

Figure 5.12 Tilt angle control effort over a slightly rough frictional surface with dynamic payload

Figure 5.13 Payload control effort over a slightly rough frictional surface with dynamic payload
5.5.1.2 Very rough surface with dynamic payload movement

Figure 5.14 – Figure 5.16 show the response of the vehicle moving on a very rough frictional surface with a dynamic payload movement. It is noted that the vehicle was able to drive on the surface with a high degree of robustness and stability. Slightly larger oscillations are noted in the tilt angle compared to the tilt angle response on the slightly rough surface but still within a very small scale that do not affect the overall stability of the vehicle. The payload actuator has achieved a successful payload lifting mechanism and a stable response in tracking the predefined signals for lifting the payload with negligible oscillations that are due to the friction of the surface. The control efforts exerted to drive the vehicle are presented in Figure 5.17 – Figure 5.19. When compared to the control efforts in case of slightly rough surface, a slight increase in the tilt angle control effort is noticed. The cart displacement control effort shows a significant increase in the frequency but with a negligible increase in the amount of effort. A similar observation can be noted in the payload control effort. The increase in frequency of the control effort may be referred to the continuous counteraction of the vehicle to adapt to the surface friction and maintain stability.
Figure 5.14 Cart displacement response over a very rough frictional surface with dynamic payload

Figure 5.15 Tilt angle response over a very rough frictional surface with dynamic payload

Figure 5.16 Payload response over a very rough frictional surface with dynamic payload
Figure 5.17 Cart displacement control effort over a very rough frictional surface with dynamic payload

Figure 5.18 Tilt angle control effort over a very rough frictional surface with dynamic payload

Figure 5.19 Payload control effort over a very rough frictional surface with dynamic payload
5.5.2 Inclined terrains with dynamic payload movement

In a similar approach to the previous section, the vehicle was simulated on inclined surfaces of 10 degrees and 30 degrees with contrastive frictional profiles. The payload was to follow a predefined signal to lift it up to a demanded height and then to descend it down to the initial position to mimic a dynamic payload movement.

5.5.2.1 Inclined terrains of 10 degrees with dynamic payload

Slightly rough and very rough frictions were incorporated into an inclined surface of 10 degrees. Figure 5.20 shows the vehicle response after completing a distance of 8 meters on the surface. It is noted that the system was stable and the vehicle successfully followed the reference signal. There was some oscillations the tilt angle that increase with increase of the surface frictional force however within a controllable range. The payload response was stable with minor oscillations that did not affect the tracking of the predefined signal. The larger the friction the larger the oscillations appeared in the response.

Figure 5.21 shows the corresponding control efforts of the vehicle controllers to complete the simulation scenario. It can be noted that the system exerted larger control efforts while on very rough surface profile to overcome the roughness of the surface and counteract the gravitational effect. However, the control efforts were still within feasible range.
Figure 5.20: Vehicle response on inclined terrains of 10 degrees with dynamic payload
Figure 5.21 Control efforts on inclined terrains of 10 degrees with dynamic payload
5.5.2.2 Inclined terrains of 30 degrees with dynamic payload

Figures 5.22 and 5.23 show the vehicle response and the corresponding control efforts while moving on inclined terrains of 30 degrees with dynamic payload movement. It is noted that the vehicle was able to complete the movement with a high degree of robustness without losing the postural balance of the payload. The system was stable with some minor oscillations appearing at the tilt angle due to the friction of the surface. Oscillations appeared at the payload actuator response, and were still within controllable region, but this indicates that rougher grounds may affect the balance of the payload and as a result may affect the postural balance of the whole structure of the vehicle. More challenging simulation scenarios may be needed for further analysis.

The control efforts, shown in Figure 5.23, of the cart displacement and the tilt angle are almost similar to the case of moving on surface of 10 degrees inclination. However, a slight increase in the control effort can be noted in the payload actuator controller. The increase is obviously due to the need for higher efforts to balance the vehicle on the very rough surface profile and to counteract the disturbances.
Figure 5.22: Vehicle response on inclined terrains of 30 degrees with dynamic payload
Figure 5.23: Control efforts on inclined terrains of 30 degrees with dynamic payload
5.5.3 Dynamic inclined terrain with variable friction profiles and dynamic payload movement

To test the vehicle in a more challenging simulation scenario, a highly irregular terrain is considered in this section. The irregular terrain is a dynamic terrain with variable inclination angles and frictional profiles. The surface inclination angle has a variable value in this simulation and is shown in Figure 5.24. The ground friction profile in this scenario consists of a random white noise with variable noise power to simulate the roughness of the surface and mimic the irregularity of such terrains in real life.

Figure 5.24: Dynamic inclination angle of the irregular terrain
Figure 5.25 represents responses of the vehicle components over the highly irregular terrain. It is clear that the vehicle was able to complete the commanded movement to a high degree of robustness and the control system managed to stabilise the vehicle during the simulation.

A small amount of oscillation was observed at the payload displacement response and the tilt angle; which is a result of the variable friction profiles of the terrain. However, these oscillations did not affect the stability of the system. Figure 5.26 shows the control efforts exerted to stabilise the vehicle over the terrain. A continuous control effort was exerted to stabilise the vehicle and adapt to the irregularity of the terrain. A larger amount of control effort was noticed during the simulation time between 60 – 120 seconds. This can be referred to the rapid change of the inclination angle between 0-45 degrees in addition to the random friction profile.
Figure 5.25: Vehicle response on a highly irregular terrain
Figure 5.26: Control efforts of the vehicle components on a highly irregular terrain
5.6 Climbing up and down

To test the vehicle ability to climb on a hill way, the vehicle was commanded to move for a total distance of 8 meters to climb up and down a hill. The vehicle was first commanded to ascend up the hill with a surface slope of 40 degrees for 3 meters to reach the peak of the hill. Then, the vehicle was commanded to move on straight line for 2 meters. Finally, the vehicle descended from the hill with an inclination of 40 degrees down the hill, which is equivalent to 320 degrees clockwise on the unit circle, for 3 meters. Figure 5.27, illustrates the surface inclination angle values for the hill movement profile.

![Figure 5.27: Hill movement scenario angle profile](image)

The system was simulated according to the aforementioned movement scenario and the system response achieved is presented in Figure 5.28. It is noted that the vehicle was able to follow the predefined movement scenario with the dynamic angle profile without losing postural stability. Even though some overshoots appeared in the tilt angle response at instances of change of slope; they did not affect the overall system stability.
Figure 5.29 represents the system control efforts exerted to stabilise the vehicle during climbing up and down the hill. The cart controller exerted a constant effort of approximately 100 N.m while climbing the hill and moving on top of it. Almost equal amount of control effort was exerted to descend from the hill with but in the opposite direction to overcome the gravitational force. The tilt angle control effort exerted was almost constant except at instances of angle change where it reached a maximum of 25 N.m to keep the vehicle at the upright position.

Figure 5.28: System response while moving up the hill
Figure 5.29: Control efforts of the vehicle controllers while moving up the hill
5.7 Summary

This chapter has presented the capability of the vehicle in driving on highly irregular terrains. Various simulation scenarios with different frictions and irregularities were carried out. The control system of the vehicle was able to cope with the variation of frictional elements of the surfaces as well as the inclinations and irregularities to a high degree of robustness. The vehicle was able to drive on irregular terrains showing a stable response and tracked the reference signal successfully. The successful response of the vehicle verifies the capability of the vehicle to serve as a basis for mobility solutions and encourages developing new applications.
Chapter 6

Real-time control of a two-wheeled robot

6.1 Introduction

Many modern inverted pendulums use gyroscopic sensors, expensive optical encoders and accelerometers with microprocessors or full-blown computers to implement their control algorithms. The most vital challenges which could be faced are in the balancing. Balancing depends on the control and the system design which depends on the weights, size and shape of the vehicle. The weight in the front and the back should be equal to keep the system in balance. Additionally, the control may as well keep the system stable while the vehicle is moving to stay away from any vibrations.

The aim of this chapter is to evaluate the control approaches on an experimental two wheeled robot with movable payload, in moving on balancing scenarios on flat and inclined surface.

6.2 The two-wheeled robot prototype

The test rig considered is shown in Figures 6.1, 6.2 and 6.3. This section describes the hardware and the software features of the robot and how they are interfaced with each other.
Figure 6.1: Real test rig, ACSE department, University of Sheffield

Figure 6.2: Robot chassis

Figure 6.3: Bottom view of the test rig base
6.3 Hardware components

6.3.1 Chassis

The robot frame is built with aluminium. The batteries are located on the top level. On the bottom side of the first sheet are the wheels, the motor drive circuitry and DC motors. On the upper side of is the gyroscope sensor located. The second level houses microcontroller board, the linear actuator, and accelerometer. The base plate of the test rig is supported by means of two auxiliary rollers attached on both sides of the base plates.

6.3.2 DC motors

Two DC permanent magnet motors are used to drive the vehicle. The technical specifications of the motors are given in Table 6.1. Each motor is provided with a built-in shaft encoder with 360 counts/shaft revolution.

<table>
<thead>
<tr>
<th>Specification</th>
<th>Parameter</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Voltage</td>
<td>12</td>
<td>Vdc</td>
</tr>
<tr>
<td>Torque</td>
<td>1.5</td>
<td>Kg.cm</td>
</tr>
<tr>
<td>Max. Speed</td>
<td>170</td>
<td>rpm</td>
</tr>
<tr>
<td>Max. Current</td>
<td>530</td>
<td>mA</td>
</tr>
<tr>
<td>No load speed</td>
<td>216</td>
<td>rpm</td>
</tr>
<tr>
<td>No load current</td>
<td>150</td>
<td>mA</td>
</tr>
<tr>
<td>Stall current</td>
<td>2.5</td>
<td>A</td>
</tr>
<tr>
<td>Rated power</td>
<td>4.22</td>
<td>W</td>
</tr>
<tr>
<td>Encoder</td>
<td>360</td>
<td>counts</td>
</tr>
</tbody>
</table>
6.3.3 *Linear actuator*

In order to provide the attached payload with the required sliding motion, a screw thread driver is used. The linear actuator is able to hold a weight of more than 1.3 kg while travelling through a maximum stroke of 48mm. The specifications are shown in Table 6.2.

<table>
<thead>
<tr>
<th>Specification</th>
<th>Parameter</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Voltage</td>
<td>12</td>
<td>Vdc</td>
</tr>
<tr>
<td>Holding force</td>
<td>13.3</td>
<td>N</td>
</tr>
<tr>
<td>Max. Travel</td>
<td>48</td>
<td>mm</td>
</tr>
<tr>
<td>Step angle</td>
<td>7.5</td>
<td>degree</td>
</tr>
<tr>
<td>Step/rev</td>
<td>48</td>
<td>mm</td>
</tr>
<tr>
<td>Diameter – body</td>
<td>26.16</td>
<td>mm</td>
</tr>
<tr>
<td>Diameter – shaft</td>
<td>3.43</td>
<td>mm</td>
</tr>
<tr>
<td>Lead length</td>
<td>304.8</td>
<td>mm</td>
</tr>
<tr>
<td>Mounting hall spacing</td>
<td>34.9</td>
<td>mm</td>
</tr>
</tbody>
</table>

As can be noticed in Table 6.2, the shaft diameter of the screw thread will not be able to support the continuous motion of the attached payload. A transparent tube of 40 mm outside diameter is attached vertically to the intermediate aluminium board. The tube provides the payload, attached to the screw thread, with the necessary support and guide while moving up/down due to the actuation provided by the linear actuator.
6.3.4 Atmel TM ATMEGA32 Micro-Controller

ATMEGA32 is a high performance, low power AVR® 8-bit micro-controller manufactured by ATMELE® Corporation, Figure 6.4. The micro-controller has a CPU speed of 16 MHz (16 million instructions per second) and 32 Kbytes self-programmable flash memory. It has eight 10-bit Analog to Digital Converter (ADC) channels. Moreover it has four Pulse Width Modulation (PWM) channels, two 8-bit timers/counters and one 16-bit timer/counter.

![Microprocessor board](image)

Figure 6.4 Microprocessor board

6.3.5 ANALOG 2-Axis Accelerometer ADXL203

The ADXL203 is a small, low power, complete 2-axis accelerometer system with signal conditioned voltage outputs (Figure 6.5). It has 300 mV/g sensitivity for each axis; x-axis and y-axis. The output signals are analogue voltages that are proportional to acceleration. It can measure the static acceleration of gravity in tilt-sensing applications as well as dynamic acceleration from motion, shock
and vibration. The sensor is a poly-silicon surface-micro-machined structure built on top of a silicon wafer. This accelerometer is highly precise and temperature compensated which is an efficient option specifically for IMU (inertial measurement unit) and dead-reckoning applications.

![Accelerometer Sensor](image1)

Figure 6.5: Accelerometer Sensor

### 6.3.6 Analogue Digital Gyroscope: MLX90609-N2

The MLX90609-N2 Angular Rate Sensor is a full gyroscopic system with high resolution and dynamic range (Figure 6.6). It shows two output signals, analog and digital (SPI) outputs which are proportional to the angular rate perpendicular to the device surface. This gyroscope typical has 26.67 mV/°/s sensitivity. The working principle is a z-axis rate-sensing device (yaw-rate sensing), positive output voltage for clockwise rotation around the axis normal to the device top, and negative for counter clockwise rotation.

![Gyroscope Sensor](image2)

Figure 6.6: Gyroscope Sensor
6.3.7 Motor Driver Board MD25-H Bridge Motor Driver

The MD25 is a robust I2C or serial dual motor drive designed for use with EMG30 motors (Figure 6.7). This driver has the capability of reading motor encoders and provides counts for determining distance traveled and direction. It drives two motors with independent or combined control, also motor current is readable. This device is very useful because, unlike stepper motors, the microcontroller does not use Pulse Width Modulation (PWM) for communicating with the motors, but instead uses commands for all the functions the MD25 has to offer.

Figure 6.7: H-Bridge Motor Drive

6.4 Software packages

6.4.1 WIN AVRTM

WIN AVRTM is a package of open source software development tools that enables the programmer to write in C, C++ or assembly codes for the ATMELETM AVR series micro-controllers. WIN AVRTM has a GNU C compiler (GCC) and debugging tools.
6.4.2 PONYPROG

This program is a serial device programmer application. PonyProg is an open source program that can be used to download the compiled codes (hex-files) to the micro-controller via the RS232 interface. It can be used in several types of micro-controller boards; programming of ATMELTM AVR micro-controllers.

6.5 Control strategy

This section describes the strategy and application of a controller for balancing the two-wheeled robot with a payload on flat and inclined surfaces. There are several control algorithms associated with two-wheeled platforms: PD controllers, feedback controllers, fuzzy logic control, and combined PID with feed-forward control. The importance of the algorithm is the speed and direction of the motors. The controller should read the values from the sensors and compare them with the reference value, where the main objective is to try to minimize the error between them at all times. If the error is positive, the robot should move in one direction; and if there is a negative error, the device should move in the opposite direction from the previous one. These movements are done at a speed that is proportional to the calculated error. The balancing behavior is achieved when the error is zero, or very close to zero, most of the time.
The overall control structure of the system is shown in Figure 6.9. A PID controller was selected for implementation on the system. The PID controller code is summarized in three main parts; a proportional term, a derivative term and an integral term. Error measurement is based on the angle referring to the vertical balance position of the robot using an accelerometer and a gyroscope. For the integral term, it is important to create an anti-windup function so this term will not exceed a maximum value to cause an unstable behaviour.

### 6.5.1 Sensor fusion

This part gives information on gyroscope sensors and the accelerometer. The sensors fusion is based on Kalman filtering. The accelerometer is accurate for long time scales because the variations in the data are not drastic in a long period of time. However, the gyroscope which is accurate for short time scales because of the drift in time. In this algorithm (Figure 6.11), the tilt angle is given by both sensors. As the main problem of the gyroscope is the drift in time, it could be solved by using the output data from the accelerometer. In summary;
the accelerometer returns the correct angle in the long term. However, it is adversely affected by short term conditions.

A simple solution is to implement a filter for the measurements of both sensors. A low-pass filter is used for the accelerometer output and a high-pass filter is used for the gyroscope output (Figure 6.10) combining these two filtered signals results in generating a reasonable angle estimate. The constants are the complimentary filter coefficients that are chosen.

\[
\begin{align*}
\text{Angle} &= (\text{Coef}_{1\text{filter}} \times (\text{Angle} + \text{Measure}_{\text{gyroscope}} \times dt)) + (\text{Coef}_{2\text{filter}} \times X_{\text{acc}}) \\
\tau &= \frac{a \ dt}{1 - a}
\end{align*}
\]

Figure 6.9: Diagram of filter for accelerometer and gyroscope

Figure 6.10: The accelerometer and gyroscope sensor fusion algorithm

The filter is described as:

\[
\text{Angle} = (\text{Coef}_{1\text{filter}} \times (\text{Angle} + \text{Measure}_{\text{gyroscope}} \times dt)) + (\text{Coef}_{2\text{filter}} \times X_{\text{acc}}) \quad (6.1)
\]

\[
\tau = \frac{a \ dt}{1 - a} \quad (6.2)
\]
where:

\[ \tau = \text{constant}, \ dt = \text{sample period}, \ a = \text{Filter coefficient} \]

Then, the tilt angle of the intermediate body can be calculated using the following equation:

\[ y = a(y) + (1-a)(x) \]  \hspace{1cm} (6.3)

where:

- \( y \) = Tilt angle, \( a \) = Filter coefficient, \( x \) = Acceleration measured by the accelerometer

The filter coefficient can thus be obtained once the time constant and simple frequencies are chosen. In this case, to design the filter, the method of trial and error was chosen in order to check the sensors while the sampling period was used to obtain the filter coefficient.

As the gyroscope has a bias (drift) of 5°/sec, a constant less than 2.5 seconds is needed to ensure that there is no deviation greater than few degrees in either direction in which the platform can move. If the time constant is greater than 2.5 seconds, only pass through the filter accelerations related to the gravity of the platform. However, for this particular time, the gyroscope measurements provide important errors as many deviations occur during that time. Moreover, with a small time constant, noise in the horizontal acceleration passes through the filter which will cause errors in the tilt angle. The following sets of parameters were used:

\[ \tau = 0.45, \ dt = 0.01, \ a = 0.9 \]

\( \tau \) defines the limit at which the gyroscope and the accelerometer will work properly. If time interval is less than half a second (0.45s), the gyroscope integration becomes superior and the noise from the horizontal acceleration
filtered. For a longer period of time; more than half a second, the average measure of the accelerometer will have a greater weight from the gyroscope measurements which at this point may have the drift over time.

This method was used to solve the problems associated with the two sensors; the noise in the accelerations from the accelerometer, horizontal accelerations due to gravity effect and the deviation in time (drift) due to the gyroscope. Furthermore, the tilt angle will be quickly calculated and with no delays, improving stability of the platform. Finally, this method doesn’t use excessive memory of the micro-controller.

Data acquisition consists of 10 bit analog/digit converter (ADC), which is used to sample both the accelerometer signal and the gyroscope at rate of 100 samples per second, whereas the speed data is taken from the encoder at a rate of 10 per second.

6.6 Experimental results

The experimental results of the two-wheeled platform are presented in this section to demonstrate the current behaviour of the robot. The results include the angle error with the accelerometer, the angle error with the gyroscope, and the angle error using both sensors on flat and inclined surfaces. The controller parameters were manually tuned using a heuristic approach.

6.6.1 Balancing and control of two wheeled robot on flat surface

A. Using accelerometer only

Figures 6.11 and 6.12 show the angles calculated from the output data of the accelerometer. A comparison is made between the results from the
accelerometer using the Average Window method. The data from the analog accelerometer is very noisy but accurate in long periods of time. Because of this an average window algorithm was chosen. This method obtains an average from the values depending on the “window size” that is selected. For example, if the “window size” is five (5), the first value will be without modification, the second one will be added to the first one and the result divided by two (2), the third value will be added to the previous two values and divided by three (3), the next values are going to use the same procedure until the fifth one, from that value (which, in this case, is the “window size”) all the sum of the next ones will be divided by the maximum number that is always the “window size”.

Figure 6.11: Tilt angle, window size 10

Figure 6.12: Tilt angle, window size 16
It can be concluded from the results in Figures 6.11 and 6.12 that the greater the size of the window the smoother platform behaviour without sudden changes to its acceleration. This leads to smoother results for the tilt angle and greater consistency in the values of the speed of the wheels and in the angular position of the intermediate body. When the sample frequency is changed to a higher value it will indicate a faster entry into the interrupt routine. Also, it is important to note that even though the changes are smooth with large values of window size, it produces a lag because this method spends time moving and obtaining the average of the values from the accelerometer. This could cause a lag in the feedback controller that can be solved by changing the sampling frequency.

B. Using gyroscope only

It is important to notice that in cases where the gyroscope has been used, different positions of the platform cannot be used to obtain results, only the balancing position. This is because when the robot is stationary, the gyroscope will show a constant value because the angular velocity is not changing. Due to this phenomenon, the shown graph in Figure 6.13 is only for the tilt angle when the robot is trying to balance. As shown in Figure 6.13, it can be concluded that the robot is close to achieve the balance position. On the other hand, after a few measurements, the angle starts increasing without control, leading to losing the balance condition after a period of time.

C. Using accelerometer and gyroscope

Figure 6.15 shows the tilt angle of the platform when it is trying to achieve a balance position. As explained before, because the gyroscope is one of the
sensors used, only the balancing position can be analysed. An acceptable behaviour of the two-wheeled platform has been obtained by using both sensors. As noted the angle was contained within a range of \( \pm 5^\circ \), which is considered an acceptable deviation from the target upright balance position. After analysing the results shown in Figures 6.11 – 6.14; using accelerometer only, gyroscope only and using both accelerometer and gyroscope sensors, it can be concluded that using both sensors has improved the results in terms of containing the tilt angle to a small value. Furthermore, the drift problem has disappeared due to using the accelerometer for calculating the inclination angle of the platform.

![Figure 6.13: Tilt angle measurement using gyroscope only](image)

![Figure 6.14: Tilt angle measurement using gyroscope and accelerometer](image)
6.6.2 Balancing and control of two wheeled robot on inclined surface

The experiment involved testing the balancing of the robot on inclined plane assuming that the robot is initially balanced and positioned at the middle of the plane, as shown in Figure 6.15.

The first test was conducted on a 5 degrees inclined surface. Figure 6.16 and Figure 6.17 show the real time performance of the robot in terms of the tilt angle and the normalized wheels speed. As noted the controller maintained the robot balance effectively keeping the tilt angle within ±1°.
Two more tests were conducted on surface inclination angles of 7.5 and 10 degrees. The controller successfully kept the robot balanced in the two experiments within acceptable range of the tilt angle. However it failed to maintain the position of the robot on the 10 degrees inclined surface and the robot started to drug backwards due to the increased force of horizontal
component of its weight. Figures, 6.18, 6.19 and 6.20 illustrate the performance of the robot on 7.5° inclined surface in terms of the tilt angle, the normalized wheels speed and position, whereas, Figure 6.21, 6.22 and 6.23 illustrates the performance of the robot on 10° inclined surface.

Analyzing the results of the normalized speed (the controller effort) for the three tests in Figures 6.17, 6.19, and 6.22, it is clearly noted that the mean of the data was bigger than zero, which represents the additional wheels torque that is required to counteract the drag force due to the weight of the robot.

Figure 6.18: Tilt angle of the robot on 7.5 degree inclined surface

Figure 6.19: Normalized wheels speed of the robot on 7.5 degree inclined surface
Figure 6.20: Robot’s position of the robot on 7.5 degree inclined surface

Figure 6.21: Tilt angle of the robot on 10 degree inclined surface

Figure 6.22: Normalized wheels speed of the robot on 10 degree inclined surface
6.7 Summary

The software and hardware aspects of the two-wheeled platform have been described and tests on practical implementation aspects have been carried out. The two sensors used in this prototype – the accelerometer and the gyroscope – complement each other. The accelerometer produces noisy data and the gyroscope drifts over time. Using a high-pass filter for the integrated data from the gyroscope and a low-pass filter for the accelerometer will give an accurate tilt angle. This angle has been used as an input to the feedback controller. It has been demonstrated that the selected control design the two-wheeled robot gives good results. The system has performed well on flat and inclined surfaces with the developed control approach.
Chapter 7
Conclusion and future work

7.1 Conclusion

The objective of this research was to model and develop suitable control approaches for a two-wheeled robotic vehicle based on a single IP with novel modifications that is able to drive on level and inclined surfaces and terrains of various frictional profiles. The research aimed to cover the aspects of modelling, control and validation of the model via different simulation scenarios that mimic the real life situations.

The developed model of the vehicle is a two wheeled robotic vehicle based on single IP design with a dynamic payload. The vehicle has the capability of driving on irregular terrains in the presence of external disturbances and inclinations and has been validated through simulations in this study. The vehicle design is of 3 degrees of freedom that would serve as a basis to develop mobility applications such as robotic wheelchairs and personal transporters.

The study has begun by modelling the vehicle with a static payload on inclined surfaces. A mathematical model of the vehicle has been derived utilizing Euler-Lagrange modelling approach using the kinetic and potential energy of the vehicle components. A mathematical model consisting of highly nonlinear and coupled differential equations has been presented. In the Matlab Simulink environment the model was built and verified via simulations. An initial control strategy consisting of PID controllers has been adopted to test the model controllability. The tests have proved successful in stabilising the system.
The model has also been simulated using MSC Visual Nastran package to gain more confidence about the validity of the model.

The model was then extended to include a dynamic payload to allow lifting the payload to a wanted height. The mathematical model was derived using Euler-Lagrange method and the system equations of motion were presented. A more robust control strategy based on fuzzy control was designed and adopted. The fuzzy control strategy adds more robustness to the vehicle control system to cope with various dynamics and uncertainties of the vehicle while moving on perturbed environments and inclinations. The system was simulated over various smooth inclined surfaces and the control strategy was proven to be efficient in stabilising the vehicle. Thus, the objective of the modelling and control has been achieved.

To achieve an optimal control performance that minimises the exerted energy as well as improve the overall response, QABFA optimisation algorithm has been adopted to optimise the control system of the vehicle. A constrained optimisation within the stability region of the vehicle has been designed to find the proper gains for each controller. The optimised controller has shown significant improvement in the system response and thus achieving an optimal control system for the developed vehicle.

Rigorous simulation scenarios have been carried out to analyse the vehicle behaviour in different operating conditions. The vehicle was tested to drive on smooth frictionless surfaces of different inclination angles and has shown a successful performance. The maximum inclination angle that the vehicle can operate was found and thus identifying the operating limits of the vehicle.
The robustness of the vehicle control system in rejecting external disturbances has been presented via simulating the vehicle in perturbed environments. External disturbances were applied on the vehicle of various amplitudes to study the impact on the vehicle stability and control performance. The vehicle has shown a stable response and has coped well with disturbances and thus meeting the aimed objective of developing a robust controller.

Level and inclined terrains of contrastive friction profiles were simulated to test the vehicle performance in challenging movement scenarios. To add more complexity to the simulation, dynamic and static payload movements were simulated. The vehicle has been tested on various terrains of simple and complex irregularities and complex operating conditions and has been proven to have a high degree of robustness in working in such environments. Thus, concluding the main objective of the research in developing a vehicle that is able to work on irregular and inclined terrains of various frictional profiles.

The developed control approach has been tested on a two-wheeled robot prototype. A PID control strategy was used as an initial step to control the prototype. Real time experiments over flat and inclined surfaces were carried out, for the first time, with good results achieved. It is difficult to compare the results with similar works in the literature as, to the author’s best knowledge, this configuration has not been tested in real-time before.

The configuration of a novel structure two-wheeled robot with extendable payload has been presented in this research. The vehicle mathematical model has been derived and validated by simulations with FLC and PID control schemes. The developed vehicle is able to drive on irregular and inclined
terrains of different frictions and the presented results have validated these capabilities. Thus, concluding and fulfilling the objectives and goals of this research.

7.2 Recommended future work

With the promising results presented in this study, the vehicle capabilities can be extended and validated via a number of suggested future works.

- A steering system can be developed by separating the wheels motors and thus increasing the degrees of freedom of the design. A simple steering strategy such as differential steering would add more flexibility in manoeuvring over predefined paths with such capability, more steering scenarios could be completed to study the system reaction with the existence of ramps and obstacles, and in different environments with various frictions and grounds such as sloppy and muddy grounds.

- Studying the effect of changing the payload mass and study the system limitations.

- It would be beneficial to study the scalability of the vehicle in order to allow wider application designs for mobility solutions.

- Studying the effect of using anti-windup with PID controller.

- The development of the prototype and implementing FLC strategy and comparative assessment between theoretical and experimental results to validate the model.

- Studying the impact of adding a further DOF to the system to develop more mobility solutions such as sit-to-stand balancing wheelchairs, lower
extremity exoskeleton for the disabled and elder people and mobility assistive vehicles.
Appendix A

Mathematical model constants

\[ C_1 = 4l_t^2 + 4l_u^2 \]
\[ C_2 = 4l_t + 2l_u \]
\[ C_3 = 4l_t^2 + 4l_u^2 + 8l_t l_u \]
\[ C_4 = 4l_t + 4l_u \]
\[ C_5 = 2l_t + l_u \]
\[ C_6 = 2l_t + 2l_u \]
\[ C_7 = M_c + M_t + M_a + M_u + M_m \]
\[ C_8 = \frac{1}{2} (M_u + M_m) \]
\[ C_9 = \frac{1}{2} M_l l_t^2 + \frac{1}{2} J_l + \frac{1}{2} M_a l_a^2 + \frac{1}{2} J_a \]
\[ C_{10} = M_l l_t + M_a l_a \]
\[ C_{11} = M_c g + M_t g + M_a g + M_u g + M_m g \]
\[ C_{12} = \frac{1}{2} M_u + \frac{1}{2} M_m + \frac{1}{2} M_u + \frac{1}{2} M_m \]
\[ C_{13} = \frac{1}{2} C_2 M_u + \frac{1}{2} C_4 M_u + \frac{1}{2} M_u (C_2 - 2L_g) + \frac{1}{2} M_m (C_4 - 2L_g) \]
\[ C_{14} = C_9 + \frac{1}{2} C_1 M_u + \frac{1}{2} C_3 M_m + \frac{1}{2} M_u L_g^2 - M_u L_g C_5 + \frac{1}{2} M_u C_1 + \frac{1}{2} M_m L_g^2 + \frac{1}{2} M_m C_3 - M_m C_6 L_g \]
\[ C_{15} = C_{10} + M_u C_5 + M_m C_6 \]
\[ C_{16} = C_m + M_u \]
\[ C_{17} = M_u C_5 + M_m C_6 \]
\[ C_{18} = C_{10} + C_{17} \]
\[ L_u = C_5 + Q \]
\[ L_m = C_6 + Q \]
\[ L_u^2 = Q^2 + C_2 Q + C_1 \]
\[ L_m^2 = Q^2 + C_4 Q + C_3 \]
\[ J_u = M_u \{ Q^2 + (C_2 - 2L_g) Q + L_g^2 - 2L_g C_5 - C_1 \} \]
\[ J_m = M_m \{ Q^2 + (C_4 - 2L_g) Q + L_g^2 - 2L_g C_6 + C_3 \} \]
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