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Chapter 7

Implementation of the new semi-landmark methods

7.1 Introduction

Having identified the most promising modifications of the semi-landmark technique from those proposed in the previous chapter (in terms of filtering out unwanted patterns of variation along pre-specified chord directions, while restricting the possibility of large unrealistic changes in shape being produced), the remainder of this thesis consists of a detailed assessment and comparison of these techniques. In chapter 8, we utilise a simulation study to evaluate the success of the new methods (compared with the original), in addressing the problem of unwanted variation due to the position of a patient's gum on buccal tooth surfaces. In chapters 9 and 10 we consider their use in other applications; for addressing other reliability problems associated with the analysis of tooth shape and in removing different patterns of simulated variation on simple geometric shapes.

Firstly however, we consider the implementation issues arising with the use of the new semi-landmark methods, as we did for Bookstein's original method in section 5.5. In section 7.2 we consider the importance of the GPA method used and how differences in the sizes of the Procrustes mean and fits, produced by the different GPA methods, affect the performance of the nearest point criterion. Convergence assessment is discussed in sections 7.3 and 7.4 and in 7.5 we describe the purposely written S-plus routine used for investigating and performing the analyses in the following chapters. Details are given of the various arguments for specifying how the new positions of semi-landmarks are determined, how the GPA steps are performed and for displaying graphically the initial, final and individual steps of the different methods.
7.2 Convergence assessment

As in section 5.5, let \(X_{i(r)}^{new}, \ i=1,...,n\), denote the new configurations produced on iteration \(r\) after allowing the semi-landmarks of each Procrustes fit \(X_{i(r-1)}^{P}\), to move to new positions with respect to mean shape \(\hat{\mu}_{(r-1)}\), where each set of semi-landmarks move distances given by vector \(\lambda_{i(r)}\) along unit chord directions defined by \(U_{i(r)}\). In addition, let \(X_{i(r)}^{P}\), \(i=1,...,n\), and \(\hat{\mu}_{(r)}\) denote the new Procrustes fits and corresponding mean shape of the \(X_{i(r)}^{new}\), obtained by GPA at the end of the \(r\)th iteration.

Again, the semi-landmark process should be stopped at the end of the \(r\)th complete iteration, i.e. following GPA, to ensure that the configurations are registered to their mean shape, in preparation for subsequent analysis. As in section 5.5, for a pre-specified tolerance level \(\epsilon\), there are several possibilities by which we could assess convergence (that the landmarks have stopped moving), as given by equations (5.65) to (5.67), which in practice will essentially give identical results. Here we again use:

\[
\sum_{i=1}^{n} d^2(X_{i(r)}^{P}, \hat{\mu}_{(r)}) - \sum_{i=1}^{n} d^2(X_{i(r-1)}^{P}, \hat{\mu}_{(r-1)}) = \sum_{i=1}^{n} \left\|X_{i(r)}^{P} - \hat{\mu}_{(r)}\right\|^2 - \sum_{i=1}^{n} \left\|X_{i(r-1)}^{P} - \hat{\mu}_{(r-1)}\right\|^2 \\
= RSS(\hat{\mu})_{(r)} - RSS(\hat{\mu})_{(r-1)} = \Delta RSS(\hat{\mu})_{(r)} < \epsilon \tag{7.1}
\]

which takes the same value regardless of the method of GPA used. However, if iterative GPA method (ii) is used, then this will be the same as considering:

\[
\sum_{i=1}^{n} \left\|X_{i(r)}^{P} - \overline{X}_{i(r)}^{P}\right\|^2 - \sum_{i=1}^{n} \left\|X_{i(r-1)}^{P} - \overline{X}_{i(r-1)}^{P}\right\|^2 = RSS_{(r)} - RSS_{(r-1)} < \epsilon \tag{7.2}
\]

since then \(\overline{X}^{P} = \hat{\mu}\) with \(RSS=RSS(\hat{\mu})\). As described in 5.5.2, assessing convergence on the Procrustes fits is also in keeping with the methods of convergence assessment used in the iterative GPA methods, which are based on the same measure of sample variation in shape. (This is also the quantity we are specifically aiming to minimise, by allowing the semi-landmarks to move iteratively along their chords).
As with the original semi-landmark method, an alternative would be to assess convergence on the quantities being optimised at each movement stage, here in terms of the sums of squared Euclidean distances between the landmarks in $\hat{\mu}_{(r-1)}$ and $X_{r}^{\text{new}} = \text{vec}^{-1}(\text{vec}(X_{r}^{p}) - U_{r}\lambda_{r})$ or following an OLS superimposition of $X_{r}^{\text{new}}$ to $\hat{\mu}_{(r-1)}$ as the semi-landmarks move along their chords. That is, stop the process if:

$$\sum_{i=1}^{n} \left\| X_{i}^{\text{new}} - \hat{\mu}_{(r-1)} \right\|^2 - \sum_{i=1}^{n} \left\| X_{i}^{\text{new}} - \hat{\mu}_{(r-2)} \right\|^2 < \varepsilon = \varepsilon_{1}$$  \hspace{0.5cm} (7.3)

or if:

$$\sum_{i=1}^{n} \left\| SG_{i}(X_{i}^{\text{new}}) - \hat{\mu}_{(r-1)} \right\|^2 - \sum_{i=1}^{n} \left\| SG_{i}(X_{i}^{\text{new}}) - \hat{\mu}_{(r-2)} \right\|^2 < \varepsilon = \varepsilon_{2}.$$  \hspace{0.5cm} (7.4)

However, again this does not always tell us whether or not the GPA registration has converged, as the $X_{r}^{\text{new}}$ optimising (7.3) or (7.4) with respect to the previous mean shape, may not always be those which optimise the GPA registration to the updated mean, obtained at the end of the iteration. With any of the semi-landmark methods, including the original, it makes no sense to assess convergence on quantities such as those above, since the registration of the $X_{r}^{\text{new}} = \text{vec}^{-1}(X_{r}^{p}) - U_{r}\lambda_{r}$ changes in relation to $\hat{\mu}_{(r-1)}$, which is also no longer the mean of the sample of the $X_{r}^{\text{new}}$. (The registration of the $X_{r}^{\text{new}}$ needs to be standardised at the end of each iteration by GPA, producing configurations $X_{r}^{p}$ and mean $\hat{\mu}_{(r)}$, on which convergence is then assessed).

### 7.3 GPA and scaling options for mean and fits

#### 7.3.1 Full Procrustes criterion

As noted in 6.3.2, for the full Procrustes (FP) criterion, the prior registration of $Y^{0} = X_{(r-1)}^{p}$ and $T= \hat{\mu}_{(r-1)}$ is irrelevant to the shape of $Y^{\text{new}} = \text{vec}^{-1}(\text{vec}(X_{(r-1)}^{p}) - U\lambda)$ $= X_{(r)}^{\text{new}}$ that is produced, since these differences are filtered out by the penalty function.

Therefore, just as with the bending energy (BE) criterion, at each movement step, it does not matter which method of GPA is used to obtain the $X_{(r-1)}^{p}$ and $\hat{\mu}_{(r-1)}$ or if we use $T= \bar{X}_{(r-1)}^{p}$ as the reference shape, having used GPA method (i) to obtain the $X_{i}^{p}$ and
mean $\hat{\mu}$ (although $\sum_{i=1}^{n} \|X_i - \overline{X}\|^2 = \sum_{i=1}^{n} d_i^2 (X_i, \hat{\mu}) = \text{RSS}(\hat{\mu})$ and so we would not assess convergence on this). Differences in the scales of $\hat{\mu}_{(r-1)}$ and the $X^{p}_{(r-1)}$, as described in 3.2.2.5, will produce different values of (6.77), but have no effect on the resulting shape of the $X^{new}_{(r)}$.

### 7.3.2 Nearest point criterion

For the nearest point (NP) method, however, different shaped configurations for $Y^{new} = X^{new}_{(r)}$ will result depending on the prior alignment of $Y^0 = X^{p}_{(r-1)}$ and $T = \hat{\mu}_{(r-1)}$, and therefore depending on the method of GPA used. At each movement step, each new semi-landmark position in $X^{new}_{(r)} = \text{vec}^{-1}(\text{vec}(X^{p}_{(r-1)}) - U\lambda)$ is determined 'locally' as the point at least Euclidean distance to the corresponding landmark in $\hat{\mu}_{(r-1)}$, without allowing either $X^{new}_{(r)}$ or $\hat{\mu}_{(r-1)}$ to be rotated, translated or re-scaled.

Recall from section 3.2.2.5 that depending on the GPA method used, differences in the sizes of the estimated mean shape $\hat{\mu}$ and Procrustes fits $X^{p}_{i}$ will result. These are recapped and summarised in table 7.1 below for GPA methods (i) and (ii) (the latter equivalent to method (iii) in section 3.2.2, with $X_i$ pre-scaled to unit size). Recall also that, for both methods:

$$\text{RSS}(\hat{\mu}) = \sum_{i=1}^{n} \|X_i^p - \hat{\mu}\|^2 = \sum_{i=1}^{n} d_i^2 (X_i^p, \hat{\mu})$$

(7.5)

with $\text{RSS} = \sum_{i=1}^{n} \|X_i^p - \overline{X}_i^p\|^2 = \text{RSS}(\hat{\mu})$, if iterative GPA method (ii) is used.

The following example compares the results of using the NP method on a small ($n=10$ configurations) test sample of upper central incisors with both GPA methods (i), using the eigenvector solution (since $m=2$) and method (ii), using the iterative algorithm described in section 3.2.2.2.1. We ignore method (iii) since the only difference from method (ii) when $\|X_i\| \neq 1$ is that the resulting mean shape and fits are on the scale of the data. Semi-landmarks and chord directions were as in fig. 5.12, representing unwanted patterns of variation due to differences in the positions of patient’s gingival tissue.
GPA method (i). Eigenvector solution (or method (ii) with \( \bar{\mu} \) and \( X_i^p \) scaled to sizes below). Constraint: \( \|\bar{\mu}\|=1 \)

GPA method (ii) (or (iii) with \( X_i \) pre-scaled to unit size). Iterative algorithms. Constraint: \( \sum_{i=1}^{n} \|X_i^p\|^2 = n \)

<table>
<thead>
<tr>
<th>( \bar{\mu} )</th>
<th>( |\bar{\mu}|=1, \bar{\mu} = c\bar{X}^p, c ) some scalar</th>
<th>( \bar{\mu} = \bar{X}^p )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( X_i^p )</td>
<td>( |X_i^p| = \cos \rho_i \leq 1 )</td>
<td>( |X_i^p| &gt; ) or &lt; 1</td>
</tr>
<tr>
<td>Orientation and centres same</td>
<td>Orientation and centres same</td>
<td></td>
</tr>
</tbody>
</table>

Table 7.1: Properties of Procrustes fits and mean shape obtained by different GPA methods.

\( \rho_i \) = closest great circle distance between rotations of \( \bar{\mu} \) and \( X_i^p \) on the pre-shape sphere (see fig. 3.3).

Fig. 7.1 (first two columns) shows the original and final Procrustes fits after running the semi-landmark procedure with NP criterion, using both GPA methods, until convergence at \( \Delta \text{RSS}(\bar{\mu}) < 0.0001 \). (A convergence of 0.0001 for \( n=10 \) configurations follows the recommendation of \( \Delta \text{RSS}(\bar{\mu}) / n < 0.00001 \), suggested in section 5.5.6). Fig. 7.1 (final column) displays the final estimated mean shapes, \( \hat{\mu}_{SL} \), overlayed with original estimate \( \hat{\mu}_0 \), obtained with all landmarks fixed (there is no visible difference).

The value of \( d_F(\hat{\mu}_{SL}, \hat{\mu}_0) \), the full Procrustes distance between \( \hat{\mu}_{SL} \) and \( \hat{\mu}_0 \) representing the change in shape from the original estimate is indicated on each plot. If there is no sizeable bias entering the procedure, there will be no tendency for the mean shape to change over the course of the iterations.

Clearly, there is very little difference in the results using either GPA method. The two scatters of final fits and plots of the final estimated means are virtually identical, indicating that in practice it will not matter which approach is used. The subtle differences that were found are described below.

Using the iterative GPA method (ii), convergence took fewer iterations and the change in mean shape over the course of the iterations was slightly smaller, as noted in fig. 7.1. The occurrence of a larger systematic change in mean shape using GPA method (i), could be explained by the fact that \( \hat{\mu} \) is not the arithmetic mean of the Procrustes fits and is always larger in centroid size than the \( X_i^p \) (see table 7.1). Intuitively, it perhaps therefore makes more sense with the NP method, that the Procrustes mean shape should
have positions which are the arithmetic means of each of the landmark positions of the Procrustes fits, which will be the case when using the GPA method (ii) throughout the procedure. If we were to use the arithmetic mean of the Procrustes fits from GPA method (i) as our mean shape when determining the movement of each set of semi-landmarks, but not convergence (as noted in the previous section), then the results are more similar to those obtained using the iterative GPA method (ii). A plot of the Procrustes fits revealed practically identical results to those in fig. 7.1. Convergence at $\Delta\text{RSS}(\hat{u})<0.0001$ was achieved in 5 iterations and a value of $d_F(\hat{\mu}_{SL}, \hat{\mu}_o)=0.0075$ is slightly smaller than that found using GPA method (i) above.

![Fig. 7.1: Results of nearest point semi-landmark method using different GPA methods.](image)

### 7.3.3 Use of partial Procrustes fits

Note that one could also obtain partial Procrustes fits, following GPA with method (i), by calculating configurations $X_{it}^{PP}=X_{it}^P/\|X_{it}^P\|$ with $\|X_{it}^{PP}\|=1$ and $\|\hat{\mu}\|=1$, and use these for the semi-landmark steps and when assessing convergence. For the FP (or BE) criteria, the new shapes produced on each iteration will be exactly the same as those
produced using full Procrustes fits obtained by either GPA method. As explained in 7.3.1, where the semi-landmarks move to is unaffected by the size of configurations. With the NP technique, there will be some differences in the resulting shapes, compared to when full Procrustes fits are used, as was seen with the different sized fits and means from each of the GPA methods in the previous section. However, after performing a similar investigation to that in section 7.3.2, it was found that any differences in the end results of using $X_i^{PP}$, compared to $X_i^P$, with $\|\hat{\mu}\|=1$, were extremely small. Assessing convergence using $\sum_{i=1}^{n} \|X_i^{PP} - \hat{\mu}\|^2$ rather than $\sum_{i=1}^{n} \|X_i^{P} - \hat{\mu}\|^2$ (before computing the $X_i^{PP}$), was also found to make very little difference with both methods.

Having obtained $X_i^{PP}$, one could also obtain $\overline{X}_i^{PP}$ and use this as the mean shape when determining new semi-landmark positions and assessing convergence. (An analysis using partial Procrustes fits as approximate tangent coordinates, would use $\overline{X}_i^{PP}$ as the mean shape.) However, $\overline{X}_i^{PP}$ is not the same shape as $\hat{\mu}$ and so slightly different semi-landmark positions will again result. Moreover, $\sum_{i=1}^{n} \|X_i^{PP} - \overline{X}^{PP}\|^2 \neq \sum_{i=1}^{n} \|X_i^{PP} - \hat{\mu}\|^2$. The first term is not optimised at the GPA step, whereas when GPA method (i) is used to obtain the $X_i^{P}$ and then $X_i^{PP}$, relative to $\hat{\mu}$, the second term is. Consequently, the former would not be as good a measure for assessing convergence (in the same way as $\sum_{i=1}^{n} \|X_i^{P} - \overline{X}^{P}\|^2$ is not when GPA method (i) is used to obtain the $X_i^{P}$).

Options for using partial fits (following GPA by method (i)), when determining new semi-landmark positions, with $\overline{X}_i^{PP}$ or $\hat{\mu}$ as the mean shape, are included in the S-plus routine described in section 7.5. Convergence is then assessed using $\sum_{i=1}^{n} \|X_i^{PP} - \hat{\mu}\|^2$.

For the rest of this thesis however, we continue to concentrate on the use of full Procrustes fits, as in the preceding chapters.
7.4 Convergence issues

With both the data in 7.3.2 and various other sets of test samples, comprising shapes with a variety of combinations of landmarks, semi-landmarks and chord directions, convergence at a tolerance of $\Delta RSS(\hat{\mu}) < \varepsilon = 0.001\times n$ was always found to be achieved in fewer than 10-15 iterations, when using either the FP or NP criterion to determine the new positions of semi-landmarks along their chords. However, as with original minimum bending energy (BE) approach, problems were again encountered with smaller values of $\varepsilon$, with the routine frequently failing to converge with both new methods. Again, for any dataset, it appears that there is always a tolerance level $\varepsilon_s < 0.001\times n$, below which the process will not converge (at least within the first few hundred iterations), with $\Delta RSS(\hat{\mu})$ remaining at around the same magnitude ($> \varepsilon_s$) once this level has been reached.

What happens with both methods, as with the original BE approach, is that once we reach a certain level of convergence, on each iteration the configurations are still systematically changing (although only very slightly), moving in the same directions on each iteration by very small, but roughly consistent amounts. This results in a systematic change in the mean $\hat{\mu}$, obtained at the end of the $r$th iteration. On the following iteration, since $\hat{\mu}$ has changed, then so too have the optimal semi-landmark positions of each configuration, and so these must change in the same way again (and so on). On each iteration the change in $\hat{\mu}$ is very small, but once a certain level of $\Delta RSS(\hat{\mu})$ has been reached this becomes large in comparison to the change in shape of some of the $X_i^P$ (relative to $\hat{\mu}$), resulting in a new set of configurations with new mean shape $\hat{\mu}_{(r)}$ and Procrustes fits $X_i^{P(r)}$, such that,

$$\Delta RSS(\hat{\mu})_{(r)} = \sum_{i=1}^{n} \left\| X_i^{P(r)} - \hat{\mu}_{(r)} \right\| - \sum_{i=1}^{n} \left\| X_i^{P(r-1)} - \hat{\mu}_{(r-1)} \right\| > \varepsilon_s .$$

Specific details for each new method are described in the in sections 7.4.1 and 7.4.2 below.
7.4.1 Full Procrustes method

For the FP method, the process always converges at $\epsilon = \epsilon_A = 0.001 \times n$, usually after only 2, sometimes 3 iterations, but in general, with $\epsilon = \epsilon_B$, $\epsilon_B < \epsilon_A$, it does not. Once some minimum value has been reached, $\Delta RSS(\hat{\mu})$ is then typically seen to be always increasing on each iteration, as shown in fig. 7.2.

![Fig. 7.2: Typical iteration history of $\Delta RSS(\hat{\mu})$ using Full Procrustes criterion to determine new positions of semi-landmarks on each iteration. (In comparison to fig. 5.9, the initial sharp decrease in $\Delta RSS(\hat{\mu})$ is quicker here than with the BE method.)](image)

The result has no dependency on the method of GPA used throughout the iterations. As with the original BE criterion, this no effect on the shape of the new configurations produced at the end of each iteration, or on the summary measure $RSS(\hat{\mu})$, obtained after the GPA step, on which we assess convergence, as this takes the same value for any set of configurations comprising the same shapes.

For each configuration, on each iteration of the FP method, we have:

$$\min_{\hat{\mu}} \|SG(X_{(r)}^{new}) - \hat{\mu}_{(r-1)}\|^2 = \min_{\hat{\mu}} \|SG(\text{vec}^{-1}(\text{vec}(X_{(r-1)}^p) - U\lambda)) - \hat{\mu}_{(r-1)}\|^2 \leq \min_{\hat{\mu}} \|SG(X_{(r-1)}^p) - \hat{\mu}_{(r-1)}\|^2 \approx \|X_{(r-1)}^p - \hat{\mu}_{(r-1)}\|^2, \quad (7.6)$$

with '=' instead of '=' if GPA method (i) is used and where the quantity on the left is that which is optimised to determine the new positions of the semi-landmarks. For all configurations, at the end of each iteration, $\hat{\mu}_{(r)} \approx \hat{\mu}_{(r-1)}$ and so

$$\|X_{(r)}^p - \hat{\mu}_{(r)}\|^2 \leq \|X_{(r-1)}^p - \hat{\mu}_{(r-1)}\|^2. \quad (7.7)$$
Fig 7.3(a) (left) shows how on the first few iterations, the change in the $X^{P}_{(r)}$ to $X^{\text{new}}_{(r)}$ and $\mu_{(r-1)}$ to $\mu_{(r)}$ results in new Procrustes fits $X^{P}_{(r)}$ and mean shape such that (7.7) is true, usually by way of the situation shown in fig 7.3(a)(bottom left), since the optimal positions of the semi-landmarks are determined relative to $\mu_{(r-1)}$, not $\mu_{(r)}$ and so we expect that

$$\|X^{P}_{(r)} - \mu_{(r)}\|^2 \approx \|SG(X^{P}_{(r)}) - \mu_{(r)}\|^2 \geq \|SG(X^{\text{new}}_{(r)}) - \mu_{(r-1)}\|^2$$

(although instances where the inequality is reversed, as in fig 7.3(a)(top left) are not uncommon). With either situation, (7.7) is true and so the contribution to $RSS(\mu)$ by each configuration is reduced and $\Delta RSS(\mu)$ decreases.

Although on the first few iterations, the size of the change in $\mu$ is small compared to the changes in the $X^{P}$ (relative to $\mu_{(r-1)}$ and $\mu_{(r)}$), this becomes comparatively larger when the process fails to converge from the second, third or fourth iteration onwards. At and beyond the point at which the process enters the flatter part of the plot in fig 7.2, systematic changes in $\mu$, produced by systematic changes in the $X^{\text{new}}$ result in $\mu_{(r)}$ changing to be more different in shape from some of the $X^{\text{new}}_{(r)}$ (in terms of the difference between $X^{P}_{(r)}$ and $\mu_{(r)}$) than $\mu_{(r-1)}$ was from $X^{\text{new}}_{(r)}$, as depicted in fig. 7.3(a) (top or bottom right). That is, there are always configurations where the change in $\mu$ and $X^{P}$ always results in

$$\|X^{P}_{(r)} - \mu_{(r)}\|^2 \geq \|X^{P}_{(r-1)} - \mu_{(r-1)}\|^2,$$  (7.8)

leading to an increase in the contribution to $\Delta RSS(\mu)$ for these configurations. (An alternative representation of these Euclidean distances between points in tangent spaces to the pre-shape sphere, is shown in fig 7.3(b)). Convergence is therefore very slow with the small but continual changes in $\mu$ and $X$ stopping the value of $\Delta RSS(\mu)$ (obtained by either GPA method) falling below a certain level. Since there are always configurations for which (7.8) is true, this usually results in $\Delta RSS(\mu)$ increasing between iterations, as seen in fig 7.2.
Fig 7.3(a): Euclidean distances following semi-landmark movement and GPA registration to previous and update means \( \hat{\mu}_{(r-1)} \) and \( \hat{\mu}_{(r)} \). (Top) Typical with NP method, (bottom) with FP method.

(Left) while \( \| \mathbf{X}_{(r)}^{\prime} - \hat{\mu}_{(r)} \| \leq \| \mathbf{X}_{(r-1)}^{\prime} - \hat{\mu}_{(r-1)} \| \). (Right) while \( \| \mathbf{X}_{(r)}^{\prime} - \hat{\mu}_{(r)} \| \leq \| \mathbf{X}_{(r-1)}^{\prime} - \hat{\mu}_{(r-1)} \| \).

Fig 7.3 (b): Representation of Euclidean distances in fig. 7.4 (bottom left) as points in the tangent spaces to means \( \hat{\mu}_{(r-1)} \) and \( \hat{\mu}_{(r)} \), on the pre-shape sphere. (Dashed empty circles) Full Procrustes fits to \( \hat{\mu}_{(r-1)} \) or \( \hat{\mu}_{(r)} \) in pre-shape space. (Filled circles) Full Procrustes fits in tangent space. (Solid straight lines touching top of circle) tangent spaces. (Solid straight lines within circle) Full Procrustes distances.

7.4.2 Nearest point method

For the NP method, the process always converges at \( \varepsilon = \varepsilon_A = 0.001 \times n \), usually after several more iterations than when using the FP method, but in general, with \( \varepsilon = \varepsilon_B \), \( \varepsilon_B \ll \varepsilon_A \), again it does not. Regardless of the GPA method used, once the initial rapid
decrease in $\Delta RSS(\mu)$ has occurred, we still find $\Delta RSS(\mu)$ typically decreasing on each iteration, but by vary small amounts, as shown in fig. 7.4.

For each configuration, on each iteration, we have:

$$\|X_{(r)}^{new} - \hat{\mu}_{(r-1)}\|^2 = \min_{\lambda} \|\text{vec}^{-1}(\text{vec}(X_{(r-1)}^p) - U\lambda) - \hat{\mu}_{(r-1)}\|^2 \leq \|X_{(r-1)}^p - \hat{\mu}_{(r-1)}\|^2 \tag{7.9}$$

where the quantity on the left is that which is optimised to determine the new positions of the semi-landmarks. At the end of any iteration $r$, $X_{(r)}^{new}$ is re-registered by GPA to a new estimate of mean shape $\hat{\mu}_{(r)}$ (with $\hat{\mu}_{(r)} \approx \hat{\mu}_{(r-1)}$) to obtain $X_{(r)}^p$. Because the ordinary least squares (OLS) registration gives equal weight to all pairs of corresponding landmarks as $X_{(r)}^p$ is registered to $\hat{\mu}_{(r)}$, the reduction in sum of squared distances between the semi-landmarks in $X_{(r)}^{new}$ and corresponding landmarks in $\hat{\mu}_{(r-1)}$ ($\approx \hat{\mu}_{(r)}$) in (7.9) is distributed around the residuals of the rest of the configuration. Since $\hat{\mu}_{(r)}$ hardly changes we expect that for each configuration:

$$\|X_{(r)}^p - \hat{\mu}_{(r)}\|^2 \leq \|X_{(r-1)}^p - \hat{\mu}_{(r-1)}\|^2 \tag{7.10}$$

since $\|X_{(r)}^p - \hat{\mu}_{(r)}\|^2 \approx \min_{SG} \|SG(X_{(r)}^{new}) - \hat{\mu}_{(r)}\|^2 \leq \|X_{(r)}^{new} - \hat{\mu}_{(r-1)}\|^2 \leq \|X_{(r-1)}^p - \hat{\mu}_{(r-1)}\|^2$

by (7.9) (with equality on the left side if GPA method (i) is used). In other words, the contribution to $RSS(\hat{\mu})$ should always be reduced between iterations. For the NP method, fig 7.3(a) (top left) also illustrates how the change in the $X_{(r-1)}^p$ to $X_{(r)}^{new}$ and $\hat{\mu}_{(r-1)}$ to $\hat{\mu}_{(r)}$ results in new Procrustes fits $X_{(r)}^p$ and mean shape such that (7.10) is true.
and so the contribution to $\text{RSS}(\hat{\mu})$ by each configuration is reduced and $\Delta\text{RSS}(\hat{\mu})$ decreases. We may also have configurations where the situation in fig 7.3(a) (bottom left) results, where

$$\|X_r^P - \hat{\mu}_r\|^2 \geq \|X_r^{\text{new}} - \hat{\mu}_{r-1}\|^2 \geq \min_{\delta G} \|SG(X_r^{\text{new}}) - \hat{\mu}_{r-1}\|^2,$$

although these are less frequent and still result in (7.10) being true. However, as we enter the flat part of the plot of $\Delta\text{RSS}(\hat{\mu})$ versus $r$ (fig 7.4), new configurations eventually begin to be produced where the change in $X^P$ and $\hat{\mu}$ results in:

$$\|X_r^P - \hat{\mu}_r\|^2 \approx \min_{\delta G} \|SG(X_r^{\text{new}}) - \hat{\mu}_r\|^2 \geq \|X_{r-1}^P - \hat{\mu}_{r-1}\|^2. \quad (7.11)$$

Again, the systematic change in $\hat{\mu}$, produced by the systematic changes in the $X^{\text{new}}$, result in $\hat{\mu}_r$ being more different in shape to $X_r^{\text{new}}$ than $\hat{\mu}_{r-1}$ was to $X_{r-1}^P$, as depicted in fig. 7.3(a) (top or bottom right), resulting in an increase in the contribution to $\text{RSS}(\hat{\mu})$ for some configurations. The effect of occurrences of (7.11) is to offset any decreases in $\text{RSS}(\hat{\mu})$ which are produced, slowing the convergence and stopping the value of $\Delta\text{RSS}(\hat{\mu})$, dropping below a certain level.

### 7.4.3 Practical importance of convergence issue

Fig. 7.5 shows the original Procrustes fits (all landmarks fixed), and final fits after running the new semi-landmark methods, using (top row) the FP criterion with GPA method (ii) or (middle and bottom rows) NP criterion using GPA method (i) or (ii), for 100 iterations. Recall that the method of GPA makes no difference to the FP criterion. For both methods, an examination of the results after 100 iterations of failing to converge shows how if the semi-landmarks are systematically moving in the same directions for so many iterations, the shapes of the configurations can become notably distorted.

For the NP method, the slightly larger change in mean shape observed when using GPA method (i) in 7.3.2, becomes more evident as the procedure is run for more iterations.
As shown in fig. 7.5, at the 100th iteration, $d_F(\tilde{\mu}_{SL}, \hat{\mu})$ is roughly twice as large using GPA method (i), compared to method (ii). From the resulting mean shapes it can be seen that over time, there is more of a tendency for the gingival landmark at the top of the LACC to move gingivally (upwards) and the papilla landmarks to move incisally (downwards), using GPA method (i), compared to (ii), perhaps explained by the fact that $\hat{\mu}$ is not the arithmetic mean of the Procrustes fits and is always larger in centroid size than the $X^p_i$, when using method (i), as suggested in 7.3.2 (see also table 7.1).

Fig. 7.5: (First two columns) Procrustes fits from semi-landmark method after convergence at ARSS($\hat{\mu}$) < 0.0001 and after 100 iterations, using (top row) Full Procrustes criterion, (middle row) Nearest point criterion with iterative GPA method (ii), (bottom row) Nearest point criterion with GPA method (i). (Last column) Estimated mean shapes after 100 iterations, compared to initial estimates, when all landmarks fixed.
One possible workaround to the convergence issue, that was investigated, was the idea of ‘damping’ the movement of the semi-landmarks determined for each configuration, on every iteration. For \( Y^0 = X^p, T = \hat{\mu} \) and \( Y^{new} = vec^{-1}(vec(X^p) - U\lambda) = X^{new} \), having determined \( \lambda \) minimising the quantity:

\[
\|vec^{-1}(vec(Y^0) - U\lambda) - T\|^2 \quad \text{or} \quad \|SG(vec^{-1}(vec(Y^0) - U\lambda) - T\|^2,
\]

the new version of the configuration was instead calculated as:

\[
Y^{new} = vec^{-1}(vec(X^p) - U\delta\lambda) = X^{new}
\]

where values of \( \delta \) between 0.5 and 1.5 were investigated. However, with both methods it was found that for the data in section 7.3.2 and fig. 7.1 (as well as other datasets), this did little more than result in lower or higher (respectively) values of \( \Delta RSS(\hat{\mu}) \) on each iteration, producing an upward or downward shift in the appearance of the plots of \( \Delta RSS(\hat{\mu}) \) in figs. 7.2 and 7.4.

With both new semi-landmark methods, the same convergence issue (as described at the start of section 7.4) was also found to occur when using partial Procrustes fits for determining the new semi-landmark positions and assessing convergence. Again, once the initial rapid decrease in \( \sum_{r=1}^{n} \|X^p_{(r)} - \hat{\mu}_{(r)}\| - \sum_{r=1}^{n} \|X^{PP}_{(r-1)} - \hat{\mu}_{(r-1)}\| \) has taken place there is always a level of tolerance, \( \epsilon_b < 0.001 \times n \), below which the process will not converge.

Despite these findings however, in practice the issue is unlikely to be important. For all of our test datasets the change in \( X^p_i \) and hence \( \hat{\mu} \), are very small, with \( \Delta RSS(\hat{\mu}) \) (or the analogous measure for partial Procrustes fits) less than \( \epsilon = 0.001 \times n \) with both new semi-landmark methods, so in practice this issue does not matter, especially when \( \epsilon \) is set above the guidelines recommended in section 5.6.6. As noted in 5.5, this also then gives a level of convergence consistent with recommendations of Gower (1975) and Rohlf & Slice (1990), that with samples of size less than 100, a change in \( RSS(\hat{\mu}) \) of 0.001 or 0.01 is adequate when assessing convergence of the iterative GPA method. As before, the solution is to stop the each process before it enters the “uninformative
regime", and check whether or not a suitable level of convergence for the number of configurations involved, has been achieved, based on the recommendations above.

### 7.5 S-plus routine

The S-plus routine, ‘semi.it.new’ (2000-02) used for the investigations of the nearest point and full Procrustes semi-landmark methods in chapters 8 to 10, can be found in the appendix. The arguments which may be supplied, along with their default values are described below:

#### 7.5.1 User arguments

- **configs**
  - *k*×*2*×*n* real array of raw landmark configuration data. The *j*=1,...,*k* landmarks should be in the same order for each of the *n* configurations

- **l1, l2**
  - Mean shape and Procrustes fits always rotated so that landmarks *l1* and *l2* (1,...,*k*) in *μ* lie horizontally (*l1*=left, *l2*=right). (Default: rotate *μ* so major axis vertical).

- **joinline**
  - Vector sequence of landmark numbers 1,...,*k* in order to be joined by a continuous straight line edge whenever shapes plotted. (Default: no line).

- **proc.opt**
  - GPA method to use for obtaining Procrustes mean *μ* and corresponding fits *X*_i*^P*.
    - 1=Complex-eigenvector method (calls on Dryden’s ‘procrustes.2d’ routine),
    - 2=Iterative procedure of Gower (1975), Rohlf & Slice (1990). (Default: 2)

- **GPA.crit**
  - Convergence criteria for iterative GPA method. (Default: 0.0001)

- **arith.mean**
  - Ignored unless proc.opt=1. 1=Use arithmetic mean *X~P~* as reference configuration during movement steps. 0=Don’t. (Default: 0). If proc.opt=2, then *μ*=*X~P~* anyway.

- **Scale.opt**
  - Ignored unless proc.opt=1. 1=Scale Procrustes fits to size 1 to give partial fits.
    - 0=Leave as cos ρ. (Default: 0)

- **DM**
  - A *k*×*2* matrix in which the *j*th row is either a pair of zeroes, indicating that landmark *j* is not a semi-landmark, or a pair of landmark numbers, indicating that it is (i.e. *j* is always one of the sublist *j*(_ln_)). Each pair of landmark number is used to specify the unit chord directions *u*_{j(_ln_)}, *P*_{-1} for each semi-landmark, by calculating the unit direction vector between each pair of specified landmarks in each *X*_i*^P*_{-1} . (Default: matrix of 0’s, i.e. no-semi-landmarks).

- **method**
  - For determination of new semi-landmark positions in each *X*_{i(e)} .
0=Min. bending energy, 1=Full Procrustes, 2=Nearest point, 9=Don't slide. (Default: 0)

**conv.crit**

Convergence criterion \( \varepsilon \) for \( \Delta \text{RSS}(\hat{\mu}_r) = \text{RSS}(\hat{\mu}_r) - \text{RSS}(\hat{\mu}_{(r-1)}) < \varepsilon \).

(Default: 0.001 – Same as suggested by Gower (1975), Rohlf & Slice (1990) for GPA).

**SSinfo**

"on" - Prints contribution to \( \text{RSS}(\hat{\mu}_r) \) of semi and fixed landmarks in each \( X^P_{(r)} \), on each iteration. (Default: 0=no info.)

**max.it**

Number of iterations to stop after, if still hasn't converged. (Default: 20).

**final.GPA**

Option to do a different GPA on final \( X^P_{(r)} \) returned by $new configs (see below), having already reached convergence using method specified by proc.opt. (Default: return \( X^P_{(r)} \) as left by proc.opt). 1=Complex-eigenvector method, 2=Iterative method.

**ind.pics**

Plots for each configuration at each iteration. (Default: no pics).

"on" - Plot of \( X^\text{new}_{(r)} \) (filled circles) and \( X^P_{(r-1)} \) (empty circles) on same figure, with chord directions shown as dotted lines through the nominal semi-landmark positions in \( X^P_{(r-1)} \). Lines extended in either direction to length specified by 'mag' (see below).

"on.super" - As above with plot of full Procrustes superimposition of \( X^\text{new}_{(r)} \) to \( \hat{\mu}_{(r-1)} \).

"tps" - Pair of deformation grids showing PTPS mapping from \( \hat{\mu}_{(r-1)} \) to \( X^P_{(r-1)} \) and \( \hat{\mu}_{(r-1)} \) to \( X^\text{new}_{(r)} \), as in centre and right panels of fig. 5.8(a).

"tpscomps" - Plots of affine and non-affine components of each PTPS transformation above (as described in section 5.3.3 and in fig. 5.5, left and right panels).

"affinefits" - Plots of GLS affine fit of \( \hat{\mu}_{(r-1)} \) to \( X^P_{(r-1)} \) and \( \hat{\mu}_{(r-1)} \) to \( X^\text{new}_{(r)} \), as described in 5.3.5.4 and fig. 5.11. Displayed on a deformation grid.

**mag**

See above. (Default=\( \|\hat{\mu}\|/4 \)).

**final.pics**

"on" - Plots of initial and final scatters of Procrustes fits about mean shape, ignoring "joinline" argument. (Default: no pics).

"B&A" - n individual plots of each original and final \( X^P_{(r)} \) on same figure.

The output values are the same as those from 'semi.it', described in 5.5.3.

**$newconfigs**

k\times2\times n real array of the final Procrustes fits.

**$mshape**

Final Procrustes mean shape (k\times2 matrix).

**$totalrss**

Vector of values of \( \text{RSS}(\hat{\mu}_r) \) obtained after initial and each GPA and at the end of each iteration.

**$changersss**

Vector of values of \( \Delta \text{RSS}(\hat{\mu}_r) = \text{RSS}(\hat{\mu}_r) - \text{RSS}(\hat{\mu}_{(r-1)}) \).

**$iter**

Number of iterations performed.
7.5.2 Optimisation algorithm (‘nlmin’)

For the FP criterion, new positions of the semi-landmarks in each
\[ X_i^{\text{new}} = \text{vec}^{-1}(\text{vec}(X_i^p) - U_i \lambda_i) \]
are determined by seeking:

\[
\min_{\lambda_i, \lambda_i} \left\| S G_i (\text{vec}^{-1}(\text{vec}(X_i^p) - U_i \lambda_i) - \hat{\mu}) \right\|^2 \quad \text{or} \quad \min_{\lambda_i, \lambda_i} \left\| S G_i (\hat{\mu}) - \text{vec}^{-1}(\text{vec}(X_i^p) - U_i \lambda_i) \right\|^2
\]

\[
= \min_{\hat{\mu}} \left\| \beta_i \text{vec}^{-1}(\text{vec}(X_i^p) - U_i \lambda_i) \Gamma(\theta_i) + \gamma_i - \hat{\mu} \right\|^2
\]

which, like the objective functions for the PTPS mappings with affine penalties, given
by equations (6.65), (6.71) and (6.72) in section 6.2.3, have no straightforward
analytical solution. Instead we must make use of an optimisation algorithm, such as the
‘nlmin’ function built into S-plus, for finding the minimum of a non-linear function.
The optimiser is a standard, well-documented routine, based on a general quasi-Newton
method. For further details see Dennis et al. (1981) and Dennis & Mei (1979).

Use of ‘nlmin’, within a routine such as ‘semi.it.new’ described above, requires some
re-expression of the function to be minimised so that its only argument is a real vector,
here \( \lambda_i \), and the specification of a vector of the same length to be used as a starting
point for the optimiser. For the FP objective function and those considered in section
6.2.3, a vector of zero’s of length \( L \) was always used (\( L = \text{number of semi-landmarks} \)).

The function could also be used in determining \( \lambda_i \) when using the original BE or NP
criteria, although the use of explicit solutions when available, allows much faster
computation.

7.5.3 Flowchart representation

Finally, fig. 7.7 displays the different steps of the iterative semi-landmark procedure,
using the ‘semi.it.new’ routine as a flowchart. Each grey box results in one of two or
more options (the arrows leading out of the box), depending on the arguments specified
to the function, which were described in 7.5.1.
START: iteration \( r=0 \)

- **Procrustes registration of all** \( X_i \) **to estimated mean shape** \( \hat{\mu}_{(r)} \) **to give fits** \( X_{i(r)}^P \)

  - By GPA method (ii): Iterative
    \[
    \hat{\mu}_{(r)} = \bar{X}_{(r)}, \sum_{i=1}^{n} \left\| X_{i(r)}^P \right\| = n
    \]

  - Both options provide fits and estimated mean so
    \[
    RSS(\hat{\mu})_{(r)} = \sum_{i=1}^{n} \left\| X_{i(r)}^P - \hat{\mu}_{(r)} \right\|
    \]

  - is the same value

  - By GPA method (i):
    - Explicit eigen vector solution
      \[
      \| \hat{\mu}_{(r)} \| = 1, \left\| X_{i(r)}^P \right\| = \cos \rho, \hat{\mu} \neq \bar{X}.
      \]

  - Obtain partial Procrustes fit? (\( r \neq d \))
    
  - Scale \( X_{i(r)}^P \) to size 1

- If converged
  - STOP

- Check convergence:
  \[
  \Delta RSS(\hat{\mu})_{(r)} - RSS(\hat{\mu})_{(r-1)} \leq \epsilon
  \]

- If GPA method (ii) used
  - Use arithmetic mean?
    - No
    - Set \( \hat{\mu}_{(r)} = \bar{X}_{(r)} \)

  - Determine semi-landmark positions for each configuration, \( X_{i(r)}^P \), to obtain a new set of configurations \( X_{i(r)}^{new} \).

- New iteration: \( r=r+1 \). Set \( i=1 \)

- Calculate \( X_{i(r)}^{new} = \text{vec}^{-1}(\text{vec}(X_{i(r-1)}^P) - U_{i(r)} \lambda_{i(r)}^T) \) with \( \lambda_{i(r)} \) minimising.

- \( U_{i(r)} \) = matrix of unit chord directions for configuration \( X_{i(r)}^P \)

- Min. BE criterion:
  \[
  (\text{vec}(X_{i(r-1)}^P) - U_{i(r)} \lambda_{i(r)})(I_2 \otimes \Gamma_{(r-1)}^{11})^{-1}(\text{vec}(X_{i(r-1)}^P) - U_{i(r)} \lambda_{i(r)})
  \]

- Nearest point criterion:
  \[
  (\text{vec}(X_{i(r-1)}^P) - \hat{\mu}_{(r-1)}) - U_{i(r)} \lambda_{i(r)}(\text{vec}(X_{i(r-1)}^P) - \hat{\mu}_{(r-1)}) - U_{i(r)} \lambda_{i(r)}
  \]

- Full Procrustes criterion
  \[
  (SG_1(\text{vec}^{-1}(\text{vec}(X_{i(r-1)}^P) - U_{i(r)} \lambda_{i(r)}) - \hat{\mu}_{(r-1)})^T(SG_1(\text{vec}^{-1}(\text{vec}(X_{i(r-1)}^P) - U_{i(r)} \lambda_{i(r)}) - \hat{\mu}_{(r-1)}) - U_{i(r)} \lambda_{i(r)})
  \]

- Set \( X_i = X_{i(r)}^{new} \)

- Finished? (\( i=n ? \))

---

Fig 7.7: Flowchart indicating the different steps of the iterative semi-landmark procedure, using the 'semi.it.new' routine.
Chapter 8
Gingival simulation study

8.1 Introduction

In this chapter we aim to establish how well each of the newly proposed methods works in addressing the problem of unwanted variation in the gingival landmarks (those located on the gingival margin and interdental papillae).

The key aim with each of the semi-landmark methods is that variations in buccal tooth shape, due to differences in the curvature and extent of coverage of a patient’s gingival tissue, be removed in the same way as we filter out differences due to size, location and orientation. In fact, we could consider such unwanted shape differences as a fourth equivalence class.

As well as the reduction or removal of such variation between patients, a successful method must also be able to identify that configurations obtained from the same individual tooth, but with the gingival margin and/or interdental papillae in different positions, are in fact still the same shape. For this reason we consider simulating tooth configurations for our test data, where different positions of the gingival landmarks have been generated according to some chosen probability distribution. The parameters of this distribution are chosen to reflect what is known about the variation in these positions in both the dental literature and from the experience of periodontologists.

The investigation centres on the buccal surface of the upper central incisor, with semi-landmarks and chord directions to be used as originally described in 5.6.2. However, the simulation and analysis described here is intended to be suitable for buccal surfaces of all tooth types.
Before any analysis was performed however, careful consideration had to be given to how the simulations were to be generated and used and to the criteria for comparing the methods being investigated.

8.2 Materials and methods

8.2.1 Images to be used

A first important decision was whether to simulate gum positions from images of actual extracted teeth (or equivalently teeth where the entire crown was visible, such as in cases of gingival recession) or to use images of unextracted teeth, where the gum tissues are already in one possible position.

8.2.1.1 Teeth where entire crown is visible

As noted in 1.2.1, by the ‘shape’ of a tooth we refer to the shape of the ‘anatomical crown’, the portion of tooth covered by enamel (Wheeler, 1974), which ends at the cemento-enamel junction (CEJ); the border between the crown and root of a tooth. So far we have only considered the shape of ‘clinical crown’; what is visible of the anatomical crown in the presence of gingival tissue. What is observed in practice is some realisation of fig. 8.1, with the three gingival landmark positions located below (incisally) to the CEJ on the long axis of the crown and on either side of the tooth. The arrowed lines indicate approximate ranges of these positions.

![Fig. 8.1: Possible gingival landmark positions on full 'anatomical' crown of upper central incisor](image-url)
The use of images with a fully visible crown would therefore allow us to simulate landmarks at different possible positions of the gingival tissue following this idea, using appropriately chosen probability distributions and ranges of variation. Dissimilarities in shape between two teeth from different patients or two representations of the same tooth that can be attributed to differences along the long axis of the anatomical crown (LAAC) or sides of the teeth, beneath the cemento-enamel junction, are of no interest.

Note however, the definitions used to identify the positions of the gingival landmarks so far have always assumed the presence of interdental papilla and that the cemento-enamel junction has always been obscured by the gingival margin. For the upper central incisor, the papilla landmarks were defined in section 4.3 as ‘the highest (away from the incisal edge) points on the side of the tooth surface before being obscured by the interdental papilla’. The gingival margin landmark was defined as ‘on the gingival margin at the end of the long axis of the clinical crown (LACC)’. If we are to use images of teeth where the crown is fully visible to simulate possible landmark positions, we require extensions to these landmark definitions; namely that the positions along the long axis of the crown and sides of the tooth surface should not be higher than the CEJ (i.e. on the root).

8.2.1.2 Teeth where entire crown is not visible

If we used images of unextracted teeth to simulate different positions of the gum, it would allow use of the data collected for the reliability study in chapter 4, whereas images of completely visible crowns would have to be collected specially. Incisally, gum landmarks could be simulated along the long axis of the clinical crown or down the visible sides of the tooth from those observed. However, in the other (cervical) direction, we would have no idea of how far beneath the gingival margin the landmark at the end of the long axis could be positioned, or of the shape of the sides of the tooth beneath the papillae. Fig. 8.2 indicates some of the different possibilities for a typical unextracted tooth.

An alternative approach considered was to create a single realistic possibility of a full crown outline from each image of a patient’s unextracted tooth and then proceed as in fig. 8.1, simulating different possible gum positions as if we had the outline from the
fully visible crown. This would however, introduce an additional source of possible inaccuracy to the procedure.

Fig. 8.2: Other possible landmark positions beneath the gingiva (gum tissue) will be constrained by the tangent directions of the tooth sides at the observed papilla landmarks (outer arrows) but could also lie at an unknown distance along any of the other directions shown.

In light of the guesswork involved in using unextracted tooth images, it was decided that images where the entire crown surface is visible would be the preferable option. Having the full actual outline of the crown also enabled us to determine whether or not each final configuration (produced by the semi-landmark method being considered) was still a feasible representation of the tooth in question.

8.2.1.3 Sources of images

Images of unextracted teeth, where the gingival margin had receded due to gingival recession and the entire surface of the crown was visible, were provided by the Department of Restorative Dentistry, School of Clinical Dentistry, University of Sheffield. Note that gingival recession has no relation to tooth shape (Rawlinson, A, personal communication). An additional source of images was from books. Periodontal books by Lindhe (1990), Wilson & Kornman (1996), Waite & Strahan (1989) and Heasman (1997) contain images of unextracted teeth as described above. Dental anatomy texts by Wheeler (1962, 1974) contain images of the crown surfaces of extracted teeth from different patients, often with some medical history. For each source of data, the same inclusion criteria used for the reliability study in chapter 4 were adhered to, with care taken to ensure that images were of sound healthy teeth with no evidence of attrition and were orientated in a consistent manner.
8.2.2 Acquisition of crown outlines, non-gingival landmarks and cemento-enamel junction 'markers'

Once images were obtained, the outline of each crown was extracted using the edge detection trace facility in Image Pro Plus v3.01 (Media Cybernetics, USA), see fig. 8.3 below. This information was then converted to full strings of outline coordinates, as described below, from which we can then simulate different possible positions of the interdental papilla landmarks. Note that in some instances, the edge detection method required assistance from the user along the CEJ where the boundary between root and crown was difficult to identify by differences in greyscale.

![Fig. 8.3: (Left) Outline trace in Image Pro Plus. (Right) Extracted binary outline. (x, y) pixel axes are in the directions of the horizontal and vertical edges of the image.](image)

8.2.2.1 Conversion of outline files

Image Pro Plus exports outlines as a text file of coordinate positions, where each point represents the start or finish of a run of coordinates with either no change in the x-position, y-position or where the absolute change in both x and y positions is identical. For example, the string of coordinates in fig. 8.4 would be recorded as (0, 0), (0, 2), (3, 5), (7, 5), (8, 6). After importing these coordinates into S-plus a routine was written to fill in the 'missing' gaps in the coordinates of the outlines, up to the resolution of the image. So, for the string of coordinates above we would then have (0, 0), (0, 1), (0, 2), (1, 3), (2, 4), (3, 5), (4, 5), (5, 6), (6, 5), (7, 5), (8, 6).
The total number of pixels generated will depend on the different resolution of the images. Reasons why the full list of outline coordinates are required, rather than the representation produced by Image ProPlus, are described in 8.2.4.

8.2.2.2 Non-gingival landmarks and cemento-enamel junction 'markers'

In addition to the outline information for each case, the location of the five non-gum landmarks on the \((x,y)\) outline were also recorded using the definitions in section 4.3. Identification was aided by overlaying the binary outline image back onto the original image of the tooth, see fig. 8.5 below. When we simulate configurations with different possible gingival landmark positions, the locations of these landmarks will remain unchanged.

Also recorded were the positions of three markers on the CEJ part of the outline; one at either side of the root and one roughly in the centre at the cervical end of the long axis of the crown. These were used later in the simulation of landmarks to provide a cervical (upper) bound for the papilla landmarks and the position of the LACC landmark.

In order to ensure that each set of non-gingival landmarks and the CEJ positions lie exactly on the outline string, a routine was written to identify the 'nearest point' on the outline to the recorded position of these points; on each occasion where the point location was a few pixels away from the outline, the nearest point position was used instead. Note that calibration of the coordinates was not performed since scales were often absent from the images used and differences in size are to be removed anyway.
8.2.3 Ranges of variation

So that our simulations represent feasible possibilities of what may be observed when the gum is present, conceivable ranges of variation for both the gingival margin landmark (along the long axis) and papillae landmarks (along the sides of the tooth) were required. The level and positions of the gingival margin and inter-dental papillae, the soft tissue profile, vary throughout an individual’s life once teeth are fully erupted and at any one time can depend on many factors. These include gum health, underlying bone morphology, tooth brushing technique, age and the contact relationships with neighbouring teeth. For example, with increasing age or periodontal disease, gingival recession becomes more common (Wilson & Kornman, 1996).

For the gingival margin landmark at the end of the LACC, Wilson & Kornman (1996) state that the normal range of variation after complete tooth eruption is approximately 0.5-2.0 mm from the centre of the cemento-enamel junction. Linde (1990) provided the same range, whereas Heasman (1997) suggested 0.5-3.0mm, roughly in agreement with Wheeler (1974), who describes a ‘normal’ gingival margin as covering the cervical third of the tooth crown. On the basis of these values, and assuming an LACC of around 10mm, simulated positions between roughly 0% and 30% along the long axis of the full crown from the cemento enamel junction should therefore represent a reasonably realistic range of possibilities for the gingival margin landmark.
A formal range of variation for each of the interdental papillae was somewhat harder to find. However, information on the factors affecting these positions, expert opinion and the use of existing images of unextracted teeth were able to provide us with an adequate indication. Along the most prominent part of the buccal surface, the gingival margin normally follows a similar curvature to the cemento-enamel junction of crown and root (Wheeler, 1974). Consequently, on any given tooth outline we would expect the papilla landmarks to be at least the same distance down the sides of the teeth, towards the incisal edge, from the ends of the cemento-enamel junction as the gingival margin landmark is along the long axis. Where the gingival margin becomes the interdental papillae however, away from the most prominent part of the crown, their exact shape and positions are also determined by the contact relationships with the neighbouring teeth (Linde, 1990). Wheeler (1974) similarly states that the positions of the interdental papillae will depend on the relative positions and nature of the interproximal spaces between the adjacent teeth, which are filled by the papilla tissue, the ‘apex’ of the papillae (where we define the landmark) then typically being in the area of contact. The same positions were also suggested by Wilson & Kornman (1996), who stated that the ‘coronal height’ of the papilla generally resides immediately apical to the contact area of the adjacent teeth.

Another indication of the ranges in papillae positions, in relation to the gingival margin landmark and LACC, was obtained using the unextracted buccal surface configurations from the reliability study of chapter 4. We can translate, scale and rotate the configurations so that the endpoints of the LACC are aligned in the same positions in a manner similar to Bookstein's coordinate system (Bookstein, 1991), using equation (2.6). Fig. 8.6 shows the resulting scatter of papilla landmarks from one operator’s representations of 19 upper central incisors after the ends of the LACC are transformed to positions (0,0) and (0,1). As can be seen, the papilla landmarks are typically between 0.4 and 0.9 of the way along the LACC from the incisal edge, with a suggestion that the distal landmarks (on the right of fig. 8.6) are generally more occlusally located than those on the mesial side. This would be expected since the contact area on the distal side is usually more towards the incisal edge. Note also that we would expect there to be a notable correlation in the position of the papilla landmarks on any particular tooth, which must be considered when simulating.
Based on the data in fig. 8.6, the relationship between the y-coordinates of the aligned papilla landmarks could be described by the following simple linear regression equation (with standard errors of estimates in brackets):

\[ \text{Mesial papilla y-coord.} = 0.223 (0.168) + 0.602 (0.285) \times \text{Distal papilla y-coord.} \]  (8.1)

A test of the significance of the slope term, or equivalently the regression sum of squares, gave \( p=0.049 \), suggesting evidence of a linear relationship between the aligned (standardised so that LACC is of length 1) mesial and distal papilla y-coordinates. The correlation coefficient between mesial and distal papilla y-coordinates, based on this data, was estimated as 0.456. A paired t-test between the y-coordinates in fig. 8.6 however failed to provide evidence of a difference in mean position between the mesial and distal sides of the upper central incisor. However, such a difference may still need to be considered on other teeth and so our method of simulation will make allowances for this, should it be necessary. Note that very similar results for the regression equation and t-test were produced when we used each of the three other operators' data.

Another way of acquiring information on the likely ranges of variation for all three gingival landmarks was to present several images of extracted teeth or crown outlines to dental researchers who then placed indicators on the images denoting possible ranges of variation. For the papilla landmarks, the results of an investigation using 10 different crown outlines, shown to three different dentists from within the School of Clinical Dentistry, University of Sheffield, were in good agreement with the ranges derived from
fig. 8.6, with an average range of approximately 50 to 80% along the LACC from the incisal edge being recorded for both landmarks on each upper central incisor.

To allow for any realistic possibility of the papillae positions when simulating, they were to be located at least the same distance from the ends of the cemento-enamel junction as the simulated gingival landmark was from its centre and at positions corresponding to no more than 40% of the way along the LACC from the incisal edge. In addition, the lower 40% bound should not be incisal to (below) the position of the corresponding endpoint of the mesiodistal width (by definition of the MD endpoints).

8.2.4 Simulation procedure

From each case outline and set of cemento-enamel junction markers we simulate sets of three interdependent gingival landmark positions. Each one of these sets is then combined with the same five non-gingival landmarks (identified in 8.2.2.2) to form a set of configurations, which have identical landmarks at the MD endpoints, incisal corners and incisal end of the LACC, but different positions of the three gingival landmarks, representing variation in the position of the gingival tissue.

For each set of gum positions we simulate a gingival margin landmark along the long axis of the tooth and then two papilla landmarks along the outlines of the sides of the crown, the latter pair being within ranges dependent on the position of first landmark. To do this, the ranges for the different landmark positions determined above need to be converted into appropriate ranges of values in the space of the outline and landmark coordinates. Each set of outline coordinates (and set of landmarks along them) was rotated, scaled and translated by a Bookstein type transformation so that the CEJ and incisal edge landmarks at the end of the LAAC, are sent to points (0,1) and (0,0) respectively, (see fig. 8.7). For each landmark, the simulation is then one-dimensional since it is only the distance in the y-direction along the long axis of the crown or along either side of the outline string that now needs to be generated. Each of the landmark coordinate positions can be uniquely identified by its y-coordinate alone, since, given whether the landmark is on the mesio or distal side or along the long axis of the tooth, the associated x-value can then be determined.
Fig. 8.7: Ranges of simulation for each of the three gum landmarks. Plusses denote cemento-enamel junction 'markers'. Filled circles are the non-gingival landmarks (endpoint of MD, incisal corners and incisal endpoint of LACC).

### 8.2.4.1 Central gingival margin landmark

For the gingival margin landmark, at the top of the LACC, the two $y$-values defining a range of positions at 0% and 30% of the way along the long axis of the crown, between which we will uniformly simulate $y$-coordinates, are then at positions with $y$-coordinates 1 and 0.7 respectively. Because the long axis of the tooth has been aligned between positions (0,0) and (0,1), the corresponding $x$-coordinate will always be 0.

### 8.2.4.2 Papillae landmarks

Having simulated a uniform $y$-value between 0.7 and 1, the range of values for the two corresponding papilla landmarks along the mesio and distal sides then depend on this position. For the cervical (upper) bounds, the $y$-distance between the simulated gingival landmark and the cemento-enamel junction at the top of the long axis was calculated. This is distance '$a$' in fig. 8.7. This is then added to the $y$-position of the markers at each end of the CEJ, to provide values 'mpl' and 'dpl' in fig. 8.7. For the two occlusal (lower) bounds, the larger of either the $y$-coordinate corresponding to a point at 40% of the way along the LACC from the incisal edge, or the $y$-coordinate of the mesio or distal
endpoint of the MD width was used. (The LACC is between the central incisal edge landmark and the simulated value for the gingival margin landmark). These are positions ‘mp2’ and ‘dp2’ in fig. 8.7. If one papilla landmark is expected to be located more occlusal or cervically than the other then the value of the occlusal bound may be based on different percentage points.

Positions for the mesio and distal papillae landmarks were then simulated by uniformly sampling y-values between the ranges (mpl,mp2) and (dpl,dp2). However, an alternative to simply using two independent uniform distributions was required, as this would ignore the correlation in the two papilla positions stated in 8.2.3 and would not allow one position to be more cervical or occlusal located than the other (if desired). One possibility would be to simulate the first papilla position (uniformly) and then the second from a narrower (smaller variance) uniform distribution, conditional on the first position, with centre given by the regression relationship in equation (8.1). Alternatively, we could consider simulating directly from a joint distribution which has marginal uniforms, that may be non-symmetric if one y-value is expected to be higher than the other. However, to take account of both these features of the data we can make use of a readily available option in S-plus by simulating two correlated values from a bivariate normal distribution. The values produced would then have univariate normal marginal distributions which, by the reverse of the 'Probability Integral Transformation' (PIT), can be transformed to have correlated Uniform densities.

The bivariate normal distribution for zero mean, unit variance variates $z_1$ and $z_2$ has p.d.f.:

$$f(z_1,z_2) = \frac{1}{2\pi\sqrt{1-\rho^2}} \exp\left\{-\frac{1}{2(1-\rho^2)}(z_1^2 + z_2^2 - 2\rho z_1 z_2)\right\}$$

(8.2)

where $\rho$ represents the correlation between the two variables. The marginal distributions each have standard normal p.d.f.s $f(z_i)$ and corresponding c.d.f.s $F(z_i)$, $i=1,2$, $-\infty < z_i < \infty$, given by:

$$f(z_i) = \frac{1}{\sqrt{2\pi}} \exp\left\{-\frac{1}{2}(z_i^2)\right\}, \quad F(z_i) = \Phi(z_i) = \int_{-\infty}^{z_i} \frac{1}{\sqrt{2\pi}} \exp\left\{-\frac{1}{2}t^2\right\}dt.$$
The PIT states that whatever probability density function \( f(z) \) a random variable \( Z \) has, its cumulative density function \( F(Z) \) has a Uniform (0,1) distribution. Consequently, simulated binormal values \( z_1 \) and \( z_2 \) can each be transformed to Uniform (0,1) distributions by simply calculating \( v_1 = F(z_1) \) and \( v_2 = F(z_1) \). These values are then rescaled so that the ranges of the two distributions are transformed to the two pairs of y-coordinate limits, \((mp1, mp2)\) and \((dp1, dp2)\) stated above. (One of the values could also be shifted occlusally or cervically using the regression equation (8.1)). This then gives us a pair of simulated y-coordinates within the required ranges, whose distributions are correlated. Note that the sample correlation between the y-coordinates will not be the same as that specified for \( \rho \) in the bivariate normal distribution from which they are simulated. However, by trial and error, a value of \( \rho = 0.5 \) in equation (8.2) was found to produce the required correlation in the region of 0.46 between the simulated pairs.

To determine the x-coordinates corresponding to simulated y-coordinates of the papilla landmarks, the nearest y-coordinate within the relevant part of the string of outline data was identified and used instead along with its associated unique x-value. Alternatively, we could have identified the two \((x,y)\) coordinates in the outline string whose y-coordinates are either side of the simulated value and used interpolation to obtain an x-coordinate, but this seemed unnecessary, given the resolution of the outlines involved.

8.2.4.3 Repeating the simulation

To produce another simulation from the same crown outline, the process is repeated. A new gingival margin location is obtained and then two papilla landmarks produced, from within a range dependent on the gingival margin landmark. After simulating different sets of 3 interdependent gingival landmarks by this process, these are then combined with the five non-gingival landmarks (identified in 8.2.2.2) to form a set of configurations which represent the same case, but with the gingival margin and papilla tissue in different possible positions. The process is then repeated for each other crown outline obtained in 8.2.2, to produce multiple possible realisations for each of the buccal surface images of upper central incisors (cases), collected in 8.2.1.3.
Fig. 8.8(left) below shows five simulated sets of possible gingival landmark positions, based on the outline, non-gingival landmarks and CEJ markers of one of the cases. Fig. 8.8(right) shows the GPA registration of the five configurations, representing the same case, but with the gingival landmarks in different possible positions.

![Diagram](image)

Fig. 8.8: Left: (Hollow circles) Five simulated sets of gingival landmarks positions from same case. (Solid circles) Fixed non-gingival landmarks at ends of MD width, incisal corners and incisal endpoint of LACC. (Plusses) Cemento enamel junction 'markers'. Right: Procrustes superimposition of the five simulated configurations, representing the same case.

### 8.2.5 Other data considerations and choice of summary measures

Once we are able to simulate multiple realisations of different teeth, the next important consideration was how the configurations should be used to investigate the different semi-landmark methods and what summary measures should be calculated and compared in order to evaluate their success.

The key aim is the reduction of variation in the Procrustes fits both 'between' and 'within' cases due to differences in the positions of the gingival landmarks along the direction of the LAAC or along the sides of the tooth. We have no interest in any differences in shape between cases that can be attributed to variation in the positions of the gingival landmarks in these directions. In addition we require that configurations representing the same tooth, but with differences in the positions of the gingival landmarks along the simulated directions still be regarded as the same shape.
8.2.5.1 Data choice

Each semi-landmark method aims to remove variation about a reference configuration, in practice the mean of the sample being considered. Having simulated multiple representations of different teeth with gingival landmarks in different possible positions, we have several choices of how the data should be used. In particular, we could run each method:

1. On the entire set of simulations from different cases;
2. Separately on the simulations from each case at a time; or
3. On sets of single representations from each case.

Obviously, each method must be run on the same set of data, so that any summary statistics obtained from the results, are directly comparable.

In order to examine whether we have reduced the variation 'between cases' options 1 and 3 would be preferable. Bookstein (1996a,d,e) looked at the usefulness of his semi-landmark technique by demonstrating a reduction in variation along unwanted directions between single representations of different brain cases (option 3). However, he did not study what happens 'within' cases which we are also interested in here. To examine whether we have reduced the variation within cases as well as between, option 3 is clearly less appealing, despite being closest to the situation we would have in practice. It would be difficult to calculate summary measures to show a reduction 'within cases' if there is only one representation per case. Consequently, for this problem, options 1 and 2 are the more obvious choices.

If we consider only one set of configurations from one case at a time (option 2) the final positions of the semi-landmarks will only be determined relative to each case mean. In practice, the methods would be run on representations from different cases and, by definition the semi-landmark positions determined with respect to their overall mean shape. Consequently, we need to ensure that different cases are used in the investigations here and allow the landmarks to move relative to the mean configuration obtained from different patients.
One reason for this is that when determining the new positions of the semi-landmarks, using 'global' criteria such as the minimum bending energy (BE) or Full Procrustes (FP) method, the result is dependent on the arrangement of all landmarks in a configuration. In addition, when aligning configurations, prior to computing the nearest point (NP) on each semi-landmark's chord, to the corresponding landmark in the reference shape, there will also be a dependency on all landmarks in each configuration, including the fixed ones (here the non-gingival landmarks). As was seen in 5.6.2 and 7.3.2, the arrangement of the fixed landmarks, relative to the reference shape, plays a major role in the determination of the new semi-landmark positions. Use of a variety of different cases should therefore ensure that there is adequate and realistic variation in the relative positions of the non-gingival landmarks represented in the data, in order to allow for different possible scenarios which may be encountered with certain particular tooth shapes. Otherwise, if we were to consider only one set of simulated configurations from each case at a time (option 3), the shape of the non-gingival landmarks would be identical in each dataset. It is perhaps then more likely that the semi-landmarks on the different simulations of the same case would all adopt the same positions (as desired), but these positions would have no meaningful relevance when compared 'between cases'.

In light of these considerations we run each semi-landmark method on the entire set of multiple simulations from the different cases (option 1). In this way, measures of variation both between and within cases, relative to the same overall mean can then be obtained. Appropriate numbers of cases and simulations per case in light of the issues discussed here are considered in section 8.2.6.

8.2.5.2 Choice of GPA method and summary measures

Summary measures are based on the final Procrustes fits of the $s$ simulations of each of the $n$ cases, registered to their final overall estimate of mean shape $\mu_{SL}$ and denoted as $X_{\mu_{SL}}^{m}, i = 1,...,n, m=1,...,s$. (Recall that in the 'semi.it.new' routine, described in 7.4, each iteration ends with a GPA step, on which convergence is assessed, so that the final configurations returned are the Procrustes fits to their final estimated mean shape, in preparation for any subsequent tangent space analysis). These summary measures are
then to be compared between the different semi-landmark methods and with the same summary measures based on the initial Procrustes registration of the simulated data, with all landmarks fixed. In addition, the variation between and within cases is displayed in terms of scatter diagrams of the final Procrustes fits from each method and also compared to result of the initial (ordinary) GPA of the data.

In order for the results to be comparable, we require that the same GPA method be used throughout the investigations. In 7.3 we considered the effects of using different Procrustes registration methods on the determination of semi-landmark positions, using the original and new semi-landmark methods. The new positions of semi-landmarks determined by using the BE and FP criteria, have no dependency on the alignment of the individual and reference configuration and so for these methods it does not matter which GPA approach we use. For the NP criterion, section 7.3.2 showed how slight differences can occur in the results obtained using different GPA methods and argued how if one were to choose, then it would perhaps make more sense to use a Procrustes mean which is the arithmetic mean of the Procrustes fits as the reference shape, rather than a version which was larger than each of the Procrustes fits.

Use of the iterative GPA method (ii) with estimated mean \( \hat{\mu} = \frac{\sum_{i=1}^{n} \sum_{m=1}^{s} X_{im}^{P_{SL}}}{ns} \) also means that a partition of \( RSS = \sum_{i=1}^{n} \sum_{m=1}^{s} \| X_{im}^{P_{SL}} - \hat{\mu}_{SL} \|^2 \) into sums of squared Euclidean norms between cases and within cases, using the 1-way ANOVA identity in section 4.4.2.3 is a partition of \( RSS(\hat{\mu}_{SL}) = \sum_{i=1}^{n} \sum_{m=1}^{s} \| X_{im}^{P_{SL}} - \hat{\mu}_{SL} \|^2 = \sum_{i=1}^{n} \sum_{m=1}^{s} d_{SL}^2(X_{im}, \hat{\mu}_{SL}) \), the same quantity on which we assess convergence of each method (see section 7.2). That is, from equation (4.13) we can partition the sum of squared full Procrustes distances or sums of squared Euclidean norms of the final configurations \( X_{im}^{P_{SL}} \), \( i = 1, \ldots, n \), \( m = 1, \ldots, s \), about their estimated mean shape \( \hat{\mu}_{SL} \) using the identity:

\[
\text{EucSS(total)} = \text{EucSS(cases)} + \text{EucSS(within)}
\]

where
\[
EucSS(\text{total}) = RSS = \sum_{i=1}^{32} \sum_{m=1}^{50} \left\| X_{im} - \overline{X}_i \right\|^2 = \sum_{i=1}^{32} \sum_{m=1}^{50} d_F^2(X_{im}, \mu_{SL}),
\]

\[
EucSS(\text{cases}) = \sum_{i=1}^{32} \sum_{m=1}^{50} \left\| \overline{X}_i - \overline{X}_i \right\|^2 \approx \sum_{i=1}^{32} \sum_{m=1}^{50} d_F^2(\overline{X}_i, \mu_{SL}),
\]

\[
EucSS(\text{within}) = \sum_{i=1}^{32} \sum_{m=1}^{50} \left\| X_{im} - \overline{X}_i \right\|^2 \approx \sum_{i=1}^{32} \sum_{m=1}^{50} d_F^2(X_{im}, \overline{X}_i).
\]

Having run each method of semi-landmark registration, it is clear that the resulting variation ‘within cases’, i.e. \(EucSS(\text{within})\) should be as small as possible. Representations of the same tooth, differing only in the possible positions of the gingival landmarks along (almost) the same directions, need to be considered as the same shape. Since the non-gum landmarks do not change ‘within-cases’ any change in this variance measure will be due to changes in the gum positions.

However, simply minimising \(EucSS(\text{within})\) alone may not always produce desirable results. A smaller \(EucSS(\text{within})\) may result if all the simulations from the same case end up converging to the same unrealistic shape. An alternative option considered was to treat the ‘within case’ means of the original simulated positions as each cases ‘true shape’ and to measure the variation of the final configurations around these ‘true shapes’ after running each of the semi-landmark methods. However, minimisation of this criterion would stop the simulations from being able to adopt positions in accordance with our principal aim; that any variation in shape between representations from different cases, about the overall mean shape, attributable to differences in gum position be removed. Consequently, we still need to allow the within-case means to be able to change from their original positions and so we regard semi-landmark positions anywhere within the bounds of their simulated positions as still being representative of their ‘true’ shape.

In order to reject unrealistic shapes, at the end of running each method, the final three gum landmark positions of each configuration were required to be still within the ranges or bounds they were simulated between. This would then ensure that each final configuration is still a ‘plausible’ representation of the tooth from which it was simulated (in reality recorded from). For example, this would ensure that the gingival landmarks do not move above the cemento-enamel junction (CEJ).
In section 5.6.2, the resulting configurations using the original semi-landmark method were (subjectively) deemed as 'unrealistic', although we had no way of measuring how 'unrealistic' they were. Here we have the entire 'true' shape of the tooth surface and information on the feasible ranges of the gingival semi-landmarks, given the position of the CEJ, which was previously obscured, and so we are able to check the realism of the final positions of the semi-landmarks. This involved re-registering each of the final configurations by a Bookstein-type transformation so that two of the non-gingival landmarks (e.g. the MD endpoints) are sent to the positions they were in when each set of simulations was produced, for the particular case in question. A check is then made that the y-coordinate of the gingival margin landmark, at the top of the LACC, is still within 0.7 and 1.0, as in fig. 8.7, and that the y-coordinates of the papilla landmarks are still between the bounds \((mp_1, mp_2)\) and \((dp_1, dp_2)\), the feasible positions between which these landmarks were simulated.

To check that a method of registration also reduces the variation 'between cases' due to differences in gum position, we naturally seek a reduction in the value of \(EucSS(cases)\). However, we also consider the variation in individual configurations about the grand mean as well, i.e. \(EucSS(total)\) since in practice we will have only single representations from each case, rather than the mean of each configuration. Note however, that because of the aim of reducing variation between cases, it is not sensible here to use reliability measures (as in the semi-landmark example of 5.6.1).

Finally, it may also be worthwhile considering the distances of the final positions of the papilla landmarks from the actual outline of the tooth they were simulated on. On some tooth surfaces the use of chord directions may result in new semi-landmark positions far away from the original outline. This would occur with those cases where the sides of the teeth have high curvature as illustrated in fig. 8.9 below.

In general, the chord directions of the semi-landmarks may change during the iteration, if the landmarks which define them are also able to move. In this application however, the directions are defined through the mesio/distal MD endpoints, which are always fixed, and the mesio/distal papilla semi-landmarks and so do not change from the initial directions determined from the semi-landmarks' original starting positions.
The effect of differences in the starting positions of the papilla landmarks and their associated chord directions is illustrated in fig. 8.9 below for case '30', which was found to have the highest degree of curvature along the sides of the crown outline. Papilla landmarks are shown with starting positions at the upper and lower ends of their range of simulated variation. The extent of horizontal variation remaining at the final semi-landmark positions will clearly be greater the more variation there is in the starting positions of the papilla landmarks along the outline (and so the greater the angle between the different directions) and when the final positions of the semi-landmarks are towards the upper (cervical) end of their ranges. Recall also that by definition the chord directions will always slope inwards from the MD endpoints to the papilla landmarks, rather than outwards since the MD endpoints define the maximal width of the tooth approximately perpendicular to the LACC or LAAC.

However, for the majority of buccal surfaces of the upper central incisor, the sides of the teeth are relatively straight and so the use of chord directions is not expected to lead to this being too great a problem for most cases.

8.2.6 Sample sizes

From the various sources described above it was possible to obtain 32 images of different cases satisfying the inclusion criteria used in the reliability study of chapter 4. From each extracted outline, 50 configurations were generated, each comprising the same non-gingival landmarks at the MD endpoints, incisal corners and incisal endpoint of the LACC, and a set of simulated gingival landmark positions.
The number of cases exceeds the 19 used in the reliability study and so should adequately encompass a variety of different possible patterns in the non-gingival landmarks, which were found to play an important role in the determination of new semi-landmark positions with each criterion used. For each case it was possible to produce any number of simulated sets of gingival landmarks representing different possible positions for the LACC point on the gingival margin and papilla landmarks. However, after some preliminary investigation it was decided that 50 simulations per case would adequately produce a wide variety of simulations across the full ranges of possible positions for each landmark specified in 8.2.4, without slowing down the performance of the computer used too greatly. (With $32 \times 50 = 1600$ configurations, the slowest method, using the Full Procrustes criterion, took just over 24 hours to perform 2 full iterations using a machine with a 500MHz Celeron processor and 128Mb RAM).

Fig. 8.10 (top) shows 50 simulated sets of possible gingival landmark positions, based on the outlines, non-gingival landmarks and cemento-enamel junction markers of four of the 32 cases. Fig. 8.10 (bottom) shows the Procrustes fits of the configurations, when registered to the overall mean of all $32 \times 50$ simulated configurations.

Fig. 8.10: (Top) 50 simulated sets of gingival landmarks positions on each of 4 cases. (Dashed lines) Upper and lower limits of simulation ranges. (Plusses) CEJ 'markers'. Landmarks at ends of MD width, incisal corners and incisal endpoint of LACC same for each simulated configuration. (Bottom): Original Procrustes fits of the simulated configurations, to overall mean of all simulations.
8.3 Results

8.3.1 Overall summary measures and convergence

Table 8.1 below details the iteration history from running each semi-landmark method until the change in $RSS$, denoted as $\Delta RSS$, slows to a stable level, upon entering it's 'slow manifold' or 'uninformative regime', as described in sections 5.5.5 and 7.4. (Here $RSS = RSS(\hat{\mu})$ since GPA method (ii) is used, where $\hat{\mu} = \bar{X}^p$.) The iteration on which this first occurs is indicated by a shaded box, which may be identified (say) by considering the values of $\Delta RSS$ as a scree plot in the same way as the number of PC's is chosen in a principal components analysis. The level of convergence reached on this iteration can then be checked to see if this is acceptable, based on the recommendations made in section 5.5.6. If so, then we can then re-run each semi-landmark process at a pre-specified level of convergence or number of iterations to achieve these values, without the danger of the configurations becoming unrealistic in shape from running the routine for too long.

<table>
<thead>
<tr>
<th>Iteration</th>
<th>Bending energy</th>
<th>Full Procrustes distance</th>
<th>Nearest point</th>
</tr>
</thead>
<tbody>
<tr>
<td>RSS</td>
<td>$\Delta RSS$</td>
<td>RSS</td>
<td>$\Delta RSS$</td>
</tr>
<tr>
<td>Original</td>
<td>25.8535</td>
<td>25.8535</td>
<td>25.8535</td>
</tr>
<tr>
<td>1</td>
<td>23.0209</td>
<td>2.8326</td>
<td>4.3370</td>
</tr>
<tr>
<td>2</td>
<td>23,0399</td>
<td>-0.0190</td>
<td>4.3321</td>
</tr>
<tr>
<td>3</td>
<td>22.9478</td>
<td>0.0921</td>
<td>4.3273</td>
</tr>
<tr>
<td>4</td>
<td>22.8548</td>
<td>0.0931</td>
<td>4.3225</td>
</tr>
<tr>
<td>5</td>
<td>22.7612</td>
<td>0.0936</td>
<td>4.3176</td>
</tr>
<tr>
<td>6</td>
<td>22.6672</td>
<td>0.0940</td>
<td>:</td>
</tr>
<tr>
<td>7</td>
<td>22.5729</td>
<td>0.0943</td>
<td>:</td>
</tr>
<tr>
<td>8</td>
<td>22.4783</td>
<td>0.0946</td>
<td>:</td>
</tr>
<tr>
<td>9</td>
<td>22.3834</td>
<td>0.0949</td>
<td>:</td>
</tr>
<tr>
<td>10</td>
<td>22.2883</td>
<td>0.0951</td>
<td>:</td>
</tr>
<tr>
<td>11</td>
<td>22.1931</td>
<td>0.0952</td>
<td>:</td>
</tr>
<tr>
<td>12</td>
<td>:</td>
<td>:</td>
<td>:</td>
</tr>
<tr>
<td>13</td>
<td>:</td>
<td>:</td>
<td>:</td>
</tr>
<tr>
<td>14</td>
<td>:</td>
<td>:</td>
<td>:</td>
</tr>
</tbody>
</table>

Table 8.1: Iteration history of $RSS$ and $\Delta RSS$ values for the different semi-landmark methods.

Based on the discussion of section 5.5.6, a convergence criterion for $\Delta RSS$ when running each semi-landmark method on 1600 configurations, corresponding to the suggested value of at most $2 \times 10^{-5}$ for the change in mean $RSS$ would be in the region of 0.03 (i.e. $\Delta RSS \leq 1600 \times 0.00002$). As can been seen from table 8.1, this means that each method converges to an acceptable level before entering its 'slow manifold'.
In general, if each method had been considered in isolation, then the obvious choice would be to use the convergence level shaded in grey (providing the level of convergence is acceptable). However, in this study, so that the results are comparable, we would want to use the same convergence level for each of the semi-landmark methods, this being the strictest possible common value below the suggested 0.03 level for which each procedure still avoids entering its ‘uninformative regime’.

Table 8.1 shows that the Full Procrustes (FP) criterion and bending energy (BE) method both took fewer iterations to reach $\Delta RSS < 0.03$ than the nearest point (NP) method. Notice however that $\Delta RSS$ for the BE method is negative at convergence and would begin to increase if the process were run for any longer. Recall from 5.5.5 that Rohlf (personal communication) reported this happening with certain examples he had tried, when developing the ‘TPSrelw’ program. When the data here is used in ‘TPSrelw’, the program simply stops upon finding a negative $\Delta RSS$ and the process is declared as converged. It does however seem reasonable to assume that since the increase in RSS occurs below the chosen convergence level, this has a negligible effect on the configurations and so is deemed small enough to be of no concern.

In terms of processing time, the FP criterion took considerably longer than the other two methods, despite the NP method requiring more iterations. This is because the BE and NP method have explicit solutions for the determination of the semi-landmark positions during each iteration, whereas the FP criterion requires iterative optimisation using the ‘nlmin’ function. However, even if ‘nlmin’ is used for the BE and NP methods, the FP method was still found to take considerably longer.

Fig. 8.11 plots the Procrustes fits about their estimated grand mean shape for the original simulated data (with all landmarks fixed) and after using each of the semi-landmark methods. Table 8.2 presents the chosen summary measures from 8.2.5 for each of the methods, i.e. the values of $EucSS(cases), EucSS(within)$ and $EucSS(total)$ based on the final Procrustes fits $X_{i,m}^{P_{a}}$, $i=1,...,32$, $m=1,...,50$, and their estimated mean shape $\tilde{\mu}_{SL} = \tilde{X}_{P_{a}}$. For comparison, the first column reports these figures for the original (initial) Procrustes registration of the data.
Fig 8.11: (Left) Initial Procrustes registration or the 32×50 configurations (all landmarks fixed).
(Right) Procrustes registration after running each of the new semi-landmark methods.

<table>
<thead>
<tr>
<th>Semi-landmark criterion</th>
<th>None (all fixed)</th>
<th>Bending energy</th>
<th>Full Proc. distance</th>
<th>Nearest point</th>
</tr>
</thead>
<tbody>
<tr>
<td>EucSS (cases)</td>
<td>10.06</td>
<td>22.943</td>
<td>4.241</td>
<td>4.251</td>
</tr>
<tr>
<td>EucSS (within)</td>
<td>15.79</td>
<td>0.097</td>
<td>0.091</td>
<td>0.090</td>
</tr>
<tr>
<td>EucSS (total)=RSS</td>
<td>25.85</td>
<td>23.040</td>
<td>4.332</td>
<td>4.341</td>
</tr>
<tr>
<td>Overall reliability</td>
<td>0.38</td>
<td>0.96</td>
<td>0.979</td>
<td>0.979</td>
</tr>
</tbody>
</table>

Table 8.2: Summary measures based on final Procrustes fits produced by each of the different semi-landmark methods.
Recall that since the $X_{im}^{P_{ij}}$ are obtained by GPA method (ii), then:

$$EucSS(total) = EucSS(cases) + EucSS(within)$$

where each term is as defined in section 8.2.5.2. The final row of table 8.2 reports the overall reliability figures for each set of final Procrustes fits, based on these Euclidean sums of squares. These are included to illustrate why, in this application, an improvement to the reliability figures is not a good indication of how successful a method has been. From equations (4.16) and (4.17) in 4.4.2.3, for the one-way case, these are calculated as:

$$\frac{1}{50} \left( \frac{1}{32-1} EucSS(cases) - \frac{1}{50 \times 32 - 32} EucSS(within) \right)$$

$$\frac{1}{50} \left( \frac{1}{32-1} EucSS(cases) - \frac{1}{50 \times 32 - 32} EucSS(within) \right) + \frac{1}{50 \times 32 - 32} EucSS(within).$$

### 8.3.2 Bending energy method

For a successful outcome we would hope that any variation between the 32×50 configurations in the positions of the gingival landmarks would be reduced or eliminated. After using the BE method however, fig. 8.11 indicates that there is still variation in the Procrustes fits at the three gingival landmark positions. In fact, the occlusal-gingival (vertical) variation in the landmark on the gingival margin at the top of the LACC actually appears to have increased slightly.

The values in table 8.2, suggest that despite only a small reduction in the total variation in shape, the variation within cases has been reduced to almost zero, satisfying one of the goals we set out to achieve. Since the fixed, non-gingival landmarks were simulated at the same positions on each case, we can conclude that any variation in the position of the gum within each set of simulations has been almost eliminated, with representations of the same tooth ending up as the same shape, as required (we explain why in section 8.3.2.1). However, as can be seen from the first row of table 8.2, with the BE method this appears to have been at the expense of a two-fold increase in the amount of variation between cases.
An examination of the Procrustes fits of each set of 50 simulations from each case, confirms that the 'within case' variation in shape has been clearly been reduced. Fig. 8.12 shows the Procrustes fits of the 50 simulations of each of six selected cases, registered to the overall mean of the 32x50 configurations, both before (first column) and after (second column) running the semi-landmark method. In the second column, each set of representations of each of the teeth have all ended up as almost the same shape, as we would hope for. The only apparent variation remaining is in the final horizontal positions of the papilla landmarks, which results from differences in the directions of the escribed chords, determined by their original starting positions (see section 8.2.5.2). The largest extent to which this was observed was on those cases where the sides of the teeth have high curvature and where the final positions of the semi-landmarks are towards the upper (cervical) end of the ranges they were simulated between. These cases are those in rows 1, 3 and 4 of fig. 8.12.

Notice however that that the variation 'between cases' is now more notable. The reduction in variation 'within cases' has been achieved in many cases by each set of simulations becoming the same infeasible shape, as the gingival landmarks adopt positions regarded as 'unrealistic', when referred back to the original tooth outline they are supposed to represent.

In the third column of fig. 8.12, each set of Procrustes fits has been superimposed back into the space of the outline of the cases from which they were simulated. This uses a Bookstein-type transformation of the form of equation (2.6), to transform the MD endpoints of each configuration (and hence each of the other non-gingival landmarks) back to the original positions used for the simulation. The final positions of each configuration's gingival landmarks are now shown in relation to the CEJ and sides of the teeth they were simulated along. The dashed lines on each outline denote the cervical (upper) and incisal (lower) limits of variation that each set of landmark positions were simulated between, representing the feasible positions for gingival landmarks. Recall that the cervical bounds occur at the positions of the CEJ (here indicated as plusses, as in fig. 8.7). The incisal bounds are (for the gingival margin landmark at the top of the LACC), at a position 30% of the way along the LACC from the CEJ and (for the papilla landmarks) at the positions of the MD landmarks, since by definition, these cannot be located below them.
Fig 8.12: Procrustes fits for the 50 simulations of each of 6 cases (registered to overall mean of the 32x50 configurations). (First column) After initial GPA. (Second column) Final fits after using Semi-landmark method with BE criterion. (Last column) Edge superimposition of final fits (to match MD endpoints) back onto original tooth outline. Dashed lines denote the cervical (upper) and incisal (lower) ranges that each set of gingival landmarks were simulated between.
For the six example cases in fig. 8.12, the first (row 1) and fifth (row 5) sets of configurations have shapes with gingival landmark positions well within the ranges of acceptability indicated by the dashed lines. For the cases in the second, third, fourth and final rows however, each of the final configurations representing these cases have gingival-margin landmarks (at the top of the LACC) outside the ranges of what would be regarded as feasible positions on these teeth. In particular, the final configurations of the third and fourth rows have LACC endpoints that would not actually lie on the crown of the teeth, whereas the cases in the second and final rows of fig. 8.12 have gingival margin/LACC endpoints that would be highly unlikely in practice, given the proximity of the position of the CEJ.

For the remaining sets of simulations from the rest of the 32 cases, the outcome was very similar, with all representations of each case converging to almost exactly the same shape. In exactly half the cases (16 out of 32), these configurations had final gingival landmark positions within the acceptable ranges of positions when referred back to the original crown outlines they were simulated from. In 8 of the cases the final gingival margin/LACC landmarks were found to be in a position that would be cervical to (above) the CEJ of the crown outline being represented and in the remaining 8 cases, this landmark was always in a position that would be incisal to (below) the lower bound of feasible positions, given the position of the CEJ. In section 8.3.2.2 we investigate when and why all representations of a particular case either 'collapse' or 'stretch' to an unrealistic shape outside the original ranges of simulation or converge to a 'feasible' shape within them.

8.3.2.1 Why representations of the same case end up the same shape

Figs 8.13 and 8.14 show the first iteration of the semi-landmark method for two representations of case 8 (previously in fig. 8.12, second row) and of case 23 (fig. 8.12, fourth row), when considered as part of the entire 32x50 configuration sample. Only the first iteration is shown since when using the BE criterion, the main movement of the semi-landmarks occurred on the first iteration, with convergence at the end of the second, after only minor further changes to their positions. For illustration, the two representations, A and B, of each case are such that the three gingival landmarks are at their cervical (upper) bounds of simulation or their incisal (lower) bound, i.e. for
representation A, the gingival landmarks are at the positions of the markers along the
CEJ and for representation B, the papilla landmarks on the outline of the crown and the
gingival margin landmark at the top of the LACC are at positions 40% of the way along
the LACC and 70% of the way along the LAAC from the incisal edge, respectively.

Following the usual notation, the first and fourth panels in the top row of both figs 8.13
and 8.14 display the initial registration of A and B to the initial estimate of mean shape
\( \hat{\mu}(0) \) obtained from all 32x50 configurations. This gives the first set of ‘nominal’
positions of each set of landmarks, denoted for each configuration as \( Y^0 = X^P_0 \). Panels
2 and 5 then show the movement of the semi-landmarks to their new positions (with
respect to \( T= \hat{\mu}(0) \)) to produce configurations \( Y^{new} = X^{new} \). The third and sixth panels
then show the Procrustes registration of each \( X^{new} \) to the new updated mean shape \( \hat{\mu}(i) \),
again obtained from all 32x50 configurations, at the end of the iteration, to give a new
Procrustes fit \( X^P_0 \). In the second row, PTPS transformations between each pair of
configurations in the panel above are displayed as deformation grids, mapping the space
from \( \hat{\mu}(0) \) to \( X^P_0 \) (panels 1 & 4), \( \hat{\mu}(0) \) to \( X^{new} \) (panels 2 and 5) and \( \hat{\mu}(i) \) to \( X^P_0 \) (panels
3 & 6). On each grid, the ‘target’ configuration \( X^P_0, X^{new} \) or \( X^P_0 \) is displayed as
filled circles. The third and fourth rows display the affine and non-affine components
of the PTPS transformations as deformation grids, as described in section 5.3.3. i.e. for
\( Q, S, \Gamma^{21} \) and \( \Gamma^{11} \) as defined in (5.31) and (5.32), these represent the mapping of the
space from \( \hat{\mu}(0) \) to \( Q\Gamma^{21}X^P_0 \) or \( Q\Gamma^{21}X^{new} \) (3rd row, panels 1 and 4 or 2 and 5) or \( \hat{\mu}(i) \) to
\( Q\Gamma^{21}X^P_0 \) (3rd row, panels 3 and 6), \( Q\Gamma^{21}X^P_0 \) to \( X^P_0 \) or \( Q\Gamma^{21}X^{new} \) to \( X^{new} \) (4th row,
panels 1 and 4 or 2 and 5), and \( Q\Gamma^{21}X^P_0 \) to \( X^P_0 \) (4th row, panels 3 and 6). In the third
row, the affine fits of \( \hat{\mu}(0) \) to \( X^P_0 \), \( \hat{\mu}(0) \) to \( X^{new} \) and \( \hat{\mu}(i) \) to \( X^P_0 \), are displayed as
diagonal crosses, with the ‘target’ configuration \( X^P_0, X^{new} \) and \( X^P_0 \) displayed on the
grid as filled circles, so as to show the size of the residuals (which form the remaining
non-affine (bending) parts of each PTPS transformation, represented in panel below).
Fig 8.13: First iteration of semi-landmark method for representations $A$ and $B$ of case 23 (filled circles, solid lines), with gingival landmarks at upper & lower simulation limits. BE criteria used to determine new semi-landmark positions. All 32x50 configurations used to compute mean (plusses, dashed lines). (Empty circles) Nominal semi-landmark positions. (Dotted lines) directions of described chords. (Crosses) Fitted values given by affine component of each PTPS transformation.

Deformation grid for PTPS transformation from $\hat{\mu}(0)$ to
(L-R): $X_{(0)}^P$, $X_{(1)}^{new}$ & $\hat{\mu}(1)$ to $X_{(1)}^P$

Deformation grid for affine component of PTPS transformation from $\hat{\mu}(0)$ to affine fit to (L to R):
$X_{(0)}^P$, $X_{(1)}^{new}$ & $\hat{\mu}(1)$ to affine fit to $X_{(1)}^P$

Deformation grid for non-affine component of PTPS transformation, i.e. from affine fit to (L to R):
$X_{(0)}^P$, $X_{(1)}^{new}$ & $X_{(1)}^P$
Notice that the size of the deformation grids from $\hat{\mu}(0)$ to $X^{new}_{(i)}$ in columns 2 and 5 is affected by the size of $X^{new}_{(i)}$, particularly when the new positions of the semi-landmarks result in a much smaller/larger configuration than $X^p_{(0)}$. In order to standardise the grids for easier visual comparison, we could re-superimpose each $X^{new}_{(i)}$ back to $\hat{\mu}(0)$ and display the transformation grids of the map from $\hat{\mu}(0)$, as these would have the same appearance as those from $\hat{\mu}(0)$ to $X^{new}_{(i)}$. However, since the mean shape hardly changes between iterations (from $\hat{\mu}(0)$ to $\hat{\mu}(1)$), the displays in columns 3 and 6 essentially serve this purpose and to talk about re-registering new configurations $X^{new}_{(i)}$ back to the old mean $\hat{\mu}(0)$ seems somewhat misleading.

As described in section 5.6.3, the BE is minimised over $\lambda$ by the semi-landmarks adopting positions which minimise the generalised residual sum of squared distances between the ‘affine’ mapping of $\hat{\mu}(0)$, given by $Q^21X^{new}_{(i)} = Q^21vec^{-1}(vec(X^p_{(0)}) - U\lambda)$ and $X^{new}_{(i)} = vec^{-1}(vec(X^p_{(0)}) - U\lambda)$, given by equation (5.62) as:

$$\text{tr}(X^{new}_{(i)} - Q^21X^{new}_{(i)})^T S^{-1}(X^{new}_{(i)} - Q^21X^{new}_{(i)})^T = \text{BE}, \quad (8.3)$$

where $S$ is as defined in (5.31), here for configuration $\hat{\mu}(0)$. The minimised non-affine displacements of the PTPS mapping, i.e. residuals of the GLS affine fit, then ensure that the landmarks in $\hat{\mu}(0)$ are mapped exactly to the fixed landmarks and positions along the semi-landmarks chords in $X^{new}_{(i)}$.

In both figs 8.13 and 8.14, the two representations of each case with semi-landmarks at different starting positions end up almost the same shape after the first iteration. Comparing the third and sixth panels in the first row of both figures, it appears that the only difference between the new versions of representations $A$ and $B$ of each case, is in the new horizontal positions of the papilla semi-landmarks.

Regardless of the PTPS transformation from $T=\hat{\mu}(0)$ to $Y^0=X^p_{(0)}$, shown in the first and fourth panels of the second row, the PTPS transformations with least BE from $T=\hat{\mu}(0)$ to
$Y_{\text{new}} = \text{vec}^{-1}(\text{vec}(X_{(i)}^P) - U\lambda) = X_{(i)}^{\text{new}}$ in the second and fifth columns, are nearly identical for $A$ and $B$ (ignoring the effects of location, orientation and size, as discussed above), including their affine and non-affine components. Since the fixed landmarks are in the same arrangement in both representations of the same case and the chord directions along which the semi-landmarks may move are in approximately in the same directions and locations, then regardless of the nominal starting positions of the semi-landmarks, new configurations result with almost identical shape. The slight difference in the resulting $X_{(i)}^{\text{new}}$ for $A$ and $B$ is from the differences in the locations and directions of the chords used on each target configuration, determined by the starting positions of the semi-landmarks, as depicted in fig. 8.9. (Here they were chosen at the opposite ends of their possible simulation ranges so as to maximise this effect). Close examination of the deformation grids in rows three and four of figs 8.13 and 8.14, shows how this affects the optimal PTPS mappings and their components (panels 2 and 5) for configurations $A$ and $B$. For example, in fig. 8.13, the deformation grid representing the non-affine component of the mapping from $\hat{\mu}_{(0)}$ to the new version of representation $A$ indicates that the horizontal component of the global affine needs to be slightly different at the new semi-landmark positions from the rest of the configuration, because the papilla chords of $A$ slope inwards more as the semi-landmarks move cervically (upwards) in accordance with the vertical affine mapping determined by the fixed landmarks. However, less bending (variation in the shape of the non-affine grid) is required for configuration $B$ where the affine component is better able to simultaneously fit the more vertical chord positions and fixed landmarks.

8.3.2.2 When and why unrealistic shapes are produced: An investigation using discriminant analysis

Having considered why representations of the same case end up as the same shape, we now examine why these configurations all either 'collapse' or 'stretch' to the same unrealistic shape or result in a configuration which is still regarded as 'feasible'. The outcome for each set of simulations from each case can be categorised into one of three such groups, with 8 'collapsing', 16 'feasible' and 8 'stretching'. We can then investigate the dependency of these outcomes on the shape of the actual crown from which each set of 50 simulations were produced, using the three CEJ markers as landmarks on each of the 32 teeth, rather than possible gum positions.
Let $X^p_{i(g)}$ denote the Procrustes fit of the $i$th, $i=1, \ldots, 32$, actual crown, each of which falls into one of three sublists $l_g$, $g=1,2,3$, where $l_1$ comprises the 'collapsing' cases (with $i_{(l_1)} = 1,2,5,8, \ldots$), $l_2$ comprises the cases which produced 'feasible' tooth shapes ($i_{(l_2)} = 3,6,7, \ldots$) and $l_3$ those which 'stretched' ($i_{(l_3)} = 4,13,16, \ldots$). The number of cases in each sub-list will be denoted by $n_g$, with $n_1 = 8$, $n_2 = 16$, $n_3 = 8$. The mean shapes and Procrustes fits of the three groups obtained from an ordinary GPA registration of the 32 cases to their overall mean, are shown in fig. 8.15 below. Each mean shape $\bar{X}^p_{i(g)}$, $\bar{X}^p_{i_1}$ and $\bar{X}^p_{i_2}$ is calculated as the arithmetic mean of the Procrustes fits belonging to each group, as is usual in tangent space methods for comparing groups (see section 3.4.2).

As can be seen in fig. 8.15, this exploratory analysis suggests that on average, cases where each set of simulations 'collapse' when used with the BE method, have MD endpoints located relatively closer to the incisal edge, compared to those which 'stretch'. However, a more formal investigation was performed to investigate the differences between groups in more detail.

Fig. 8.15: (Left to right) Arithmetic mean shapes and Procrustes fits for the 'collapsing', 'feasible' and 'stretching' crown outlines, using the CEJ markers as landmarks at the cervical (top) end of each crown. Configurations are registered to the overall mean shape of the 32 cases and not their group means.

As was seen in chapters 3 and 4, the variation in shape in a set of Procrustes fits, can be parameterised by calculation of principal components. Tests of differences between the mean component scores along each PC can then be made using one-way ANOVA, using contrasts to investigate the possibility of a trend in mean scores from the 'collapsing' to the 'stretching' group. Along all but one of the 13 non-zero PC's for these configurations, no evidence of a difference or trend was found between the mean
component scores \((p\) values were always above 0.7). However, for the component scores along the second PC, a significant difference and evidence of a trend across the groups was found \((p<0.00001)\). The PC in question is plotted in fig. 8.16 by displaying configurations (icons) corresponding to standardised scores either side of the mean shape as described in section 3.4.2.2. This can be seen to contrast the occlusal-cervical (vertical) positions of the MD endpoints with the landmarks along the incisal edge. ‘Collapsing cases’ were found to have lower mean PC scores and therefore by fig. 8.16, have MD endpoints and incisal corners/edge landmarks located closer together along these directions. Conversely, the ‘stretching’ cases, had higher PC scores and therefore MD endpoints and incisal corners further apart along these directions.

Note however, that the difference between the three groups has only been related to one particular projection of the Procrustes fits, obtained by considering transformations to orthogonal dimensions which describe successively smaller proportions of variation and ignoring any information on group membership. Instead, calculation of Fisher’s linear discriminant function allows us to find the projection of the data that best highlights the differences between the groups. Let \(v_{kx}\) denote a suitable choice of tangent coordinates. Here we have used \(v_{kx} = vec(X^p_{kx})\), the vectorised Procrustes fits. If \(W\) and \(B\) are the ‘within group’ and ‘between group’ covariance matrices of the \(v_{kx}\), with

\[
W = \frac{1}{n-1} \sum_{g=1}^{3} (v_{kx} - \bar{v}_x)(v_{kx} - \bar{v}_x)^T \quad \text{and} \quad B = \frac{1}{n-3} \sum_{g=1}^{3} n_g (\bar{v}_x - \bar{v})(\bar{v}_x - \bar{v})^T,
\]
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we project the data onto vector $a$ (by $a^Tv_{i_{k_1}}$) where $a$ maximises:

$$F = \frac{a^TBa}{a^TWa}$$

the ratio of the between to within groups sums of squares (i.e. the F statistic of a one-way ANOVA after projection of the data by $a$). Since $F$ is invariant to scalar multiplication, $a$ is constrained so that $a^TWa = 1$.

Following, for example, Mardia et al. (1979), $a$ is given by the eigenvector corresponding to the largest eigenvalue $\lambda_1$, of $W^{-1}B$. However since we have used the Procrustes fits as our choice of tangent coordinates, $W$ is singular and so the Moore-Penrose generalised inverse must to be used to obtain $W^{-1}$. (An alternative would be to perform the discriminant analysis on the $2k-3$ PC scores and project the resulting discriminant function $a$ back from PC space to configuration space). The values $a^Tv_{i_{k_1}}$ are then the discriminant scores for each configuration and have maximal variation between groups (compared to within) over all such projections. For the three groups here, it was found that in all but 3 out of 32 cases $a^Tv_{i_{k_1}} < a^Tv_{i_{k_2}} < a^Tv_{i_{k_3}}$, indicating that the differences between the groups can be almost completely explained by the variation in scores along $a$.

Note that when there are 3 groups, the matrix $W^{-1}B$ has one other non-zero eigenvalue, $\lambda_2$, with corresponding eigenvector describing the second discriminant function. Although the non-orthogonality of the eigenvectors means that the amount of discrimination cannot be partitioned exactly to each function, an examination of the relative sizes of $\lambda_1$ and $\lambda_2$ indicates the relative importance of each projection of the data. In practice more than two eigenvalues result when using the Moore-Penrose inversion to obtain $W^{-1}B$, but if we perform the analysis using the 13 sets of PC scores for each case, as suggested above, then only two result. Here $\lambda_1$ was found to account for over 90% of $\lambda_1 + \lambda_2$, suggesting that the projection of the data given by the first eigenvector $a$ (of $W^{-1}B$) describes almost all of the variation between the groups. (The fact that only one set of PC scores showed any sign of significance (with $p<0.0001$) also
suggests that the difference in shape between the three groups is best described by a single projection of the data).

If standardised discriminant scores are calculated as $a^T \hspace{0.5mm} \text{vec}(v_{ik} - \bar{v}) / \sqrt{\lambda_i}$, then we can visualise the discriminant function in terms of variation in the Procrustes fits by constructing a series of plots analogous to the principal component displays in 3.4.2.2 and fig. 8.16 above. We can plot configurations (icons) corresponding to standardised scores $c \lambda_{1/2}^i$ with $c = -3, -2, -1, 0, +1, +2, +3$, here by calculating $\text{vec}^{-1} (c \lambda_{1/2}^i a + \bar{v})$ since the $v_{ik}$ are the vectorised Procrustes fits. Fig. 8.17 displays these 'icons' for the discriminate function $a$ determined above. This again shows that the incidence of stretching or collapsing produced by using the bending energy criteria is related to the proximity of the MD endpoints to the incisal edge of the tooth. Standardised scores for the 'collapsing' group were found to be lower, corresponding to cases where the MD endpoints and incisal corners are located closer together. Conversely, the 'stretching' cases had higher scores, corresponding to cases where the landmarks are (vertically) further apart.

The principal pattern of variation in the Procrustes fits, which maximises (8.3) and is displayed in fig. 8.17, corresponds very nearly to the variation represented by the principal component displayed in fig. 8.16. An examination of the elements of $a$, the largest eigenvector of $W^{-1}B$, revealed a very similar structure to the loadings of the second eigenvector (principal component) of $B+W$. The result also ties in with the observation made in 8.3.3.1 and 5.6.3, that the occurrence of collapsing or stretching,
when trying to represent gingival landmark variation by semi-landmarks and chords, is
determined by the fact that the semi-landmarks adopt positions in accordance with the
PTPS transformation between the fixed landmarks, in the direction of the vertical
chords (and here, the fixed landmarks are always in the same arrangement on each
representation of any particular case, relative to the mean shape).

8.3.3 Full Procrustes and nearest point methods

For the Full Procrustes (FP) and nearest point (NP) methods, fig. 8.11 (right) shows that
in comparison to the original Procrustes registration of the configurations, both methods
have been successful in reducing the variation in gingival landmark positions along the
specified directions. The plots of the $X^{P_{n}}_{im}$ for both methods appear almost identical.
All remaining variation in the gingival positions is in directions perpendicular to the
final chord directions, between the mesio/distal papilla landmarks and the mesio/distal
endpoints of the MD width and along the direction of the LACC. In addition, the
variation in the fixed landmarks, at the ends of the MD width, incisal corners and incisal
endpoint of the LACC, is also reduced; we shall consider why in section 8.3.3.3 below.

Table 8.2 indicates that for both methods the total variation in shape is reduced from
25.85 down to 4.33 or 4.34 (a reduction of just over 80%). The variation between cases
has been reduced from 10.06 to 4.24 or 4.25 (a reduction of 58%) and that within cases
from 15.79 down to around 0.091 (a reduction of over 99%).

For each method, fig. 8.18 shows the original and final Procrustes fits of the 50
simulations from five of the 32 cases. As before the fits are registered to the overall
mean of the 32×50 configurations, both before (first column) and after (second and
fourth columns) running each of the semi-landmark methods. The third and fifth
columns then show each set of fits superimposed back onto the outline of the case they
were simulated from, with dashed lines indicating the cervical (upper) and incisal
(lower) ranges of variation that were used. The simulations of cases in rows 1-4 are
four of the cases previously used to illustrate the results of the BE method and are those
where each set of gingival landmarks adopted ‘unrealistic’ positions when referred back
to their original tooth outline (fig. 8.12, rows 2, 3, 4 & 6).
Fig 8.18: Procrustes fits for the 50 simulations of each of 4 cases (registered to the overall mean of the 32x52 configurations. (First column) After initial GPA. (Second and fourth columns) Final fits after using the semi-landmark method with full Procrustes and nearest point criteria. (Third and fifth columns) Edge superimposition of final fits (to match MD endpoints) back onto original tooth outlines. Dashed lines indicate ranges that each set of gingival landmarks were simulated between.
As suggested by the reduction in $EucSS(within)$ in table 8.2, the second and fourth columns of fig. 8.18 show that, for both methods, all configurations simulated from the same case end up as being almost identical in shape, satisfying one of the key aims of the investigation. We shall consider why this occurs and why the FP and NP criteria result in almost exactly the same sets of final configurations in section 8.3.3.1. Notice that unlike with the BE method, this is not achieved at the expense of an increase in $EucSS(cases)$, as can be seen in fig. 8.11, where the variation between cases at the gingival landmarks has clearly been reduced.

When superimposed back onto the space of the outline of the case being represented, the final positions of the gingival landmarks of each set of simulations from 30 out of the 32 cases were found to be within the ranges of feasible variation they were originally simulated between, see fig. 8.18 rows 2-4 for examples with both methods. However, for the sets of representations of two of the cases, here in the top and bottom rows of fig. 8.18, the landmark on the gingival margin at the end of the LACC always ends up in a position incisal (top row) or cervical (bottom row) to the range of realistic positions. Again this is observed for both methods, since the resulting final sets of configurations are almost identical. We shall consider the results for these two particular cases in more detail in section 8.3.3.2.

8.3.3.1 Why representations of the same case end up the same shape and both new methods give similar results

For the FP criterion, the final shapes of each configuration are determined on more or less the first iteration, as seen in table 8.1 and illustrated in fig. 8.19 below. This shows the various stages of the first iteration for two representations $A$ and $B$ of case '8', when included in the entire sample of 32x50 configurations. As in 8.3.2.1, the gingival landmarks of $A$ and $B$ are at the cervical and incisal bounds of possible positions, i.e. for case $A$, at the CEJ markers and for case $B$, at positions 40% of the way along the LACC (papilla landmarks) and 70% of the way along the LAAC from the incisal edge (gingival margin landmark). As with any two simulated configurations from the same case, the non-gingival landmarks are in identical positions.
In the usual notation, let $X^{p}_{(0)}$ denote the original 'nominal' positions of a configuration after Procrustes registration to the initial estimate of mean shape $\mu_{(0)}$ and $\text{vec}^{-1}(\text{vec}(X^{p}_{(0)}) - U\lambda) = X^{\text{new}}_{(1)}$ denote the new version of a configuration after moving the semi-landmarks. As shown in the second and third columns of fig. 8.19, the semi-landmarks move so as to minimise $\|SG(\text{vec}^{-1}(\text{vec}(X^{p}_{(0)}) - U\lambda)) - \mu_{(0)}\|^2$ as the semi-landmarks vary along their chords by distance $\lambda$ and $\text{vec}^{-1}(\text{vec}(X^{p}_{(0)}) - U\lambda)$ varies under the action of the 'similarity group' of transformations.

Fig. 8.19: First iteration of semi-landmark procedure for a two representations A and B of case '8' (filled circles, solid lines), with gingival landmark positions at opposite ends of the simulation ranges. Full Procrustes criterion used to determine new semi-landmark positions and all 32x50 configurations used to compute $\hat{\mu}_{(0)}$ and $\hat{\mu}_{(1)}$ (plusses, dashed lines). (Empty circles) Nominal semi-landmark positions. (Dotted lines) directions of semi-landmarks chords.

For each case A and B, $\text{vec}^{-1}(\text{vec}(X^{p}_{(0)}) - U\lambda)$ and $\hat{\mu}_{(0)}$ have identical configurations of fixed landmarks. If these were the only landmarks to be superimposed then the two configurations could be matched exactly. However, stopping this are the directions and
positions (relative to the other landmarks) of the escribed chords, along which locations must be found to simultaneously minimise the total sum of squared Euclidean distances between the both the fixed and semi-landmarks in \( \hat{\mu}_{(0)} \) and \( \text{vec}^{-1}(\text{vec}(X^P_{(0)}) - U\lambda) \). As there are five squared distances contributing to \( \|SG(\text{vec}^{-1}(\text{vec}(X^P_{(0)}) - U\lambda)) - \hat{\mu}_{(0)}\|^2 \) (between the fixed landmarks), compared to just three between the semi-landmarks and the gingival landmarks in \( \hat{\mu}_{(0)} \), the superimposition is still to some extent, dominated by the fixed landmarks. However, since the semi-landmarks can only move in a roughly vertical direction, the match to \( \hat{\mu}_{(0)} \) is constrained by the horizontal positions which the semi-landmarks must adopt along their chords (the contribution to the sum of squares at these positions being perpendicular to the chords). Since the configuration of fixed landmarks is identical in representations \( A \) and \( B \) of case '8' and the directions and relative locations of the semi-landmark's chords roughly in the same, the actual starting position of the semi-landmarks along the chords do not matter. Any two representations of the same case will end up almost exactly the same in shape. (See fig. 8.19, 3rd col.). The only difference in the new (and final) positions of the semi-landmarks is due to the slight differences in the chord directions and locations, as explained in 8.2.5.2. (As before, the gingival landmarks in \( A \) and \( B \) were set at their upper and lower simulation limits so as to maximise this effect). Note also that in the last two columns of fig. 8.19, the updated mean shape, obtained from all 32×50 configurations at the end of the iteration, is almost unchanged and that the Procrustes superimposition of \( X^\text{new}_{(0)} \) to \( \hat{\mu}_{(0)} \) is almost identical to the GPA registration of \( X^\text{new}_{(0)} \) to \( \hat{\mu}_{(0)} \). Therefore the process quickly converges.

For the NP method, the final configurations of each representation \( A \) and \( B \) of cases 8 and 23 end up almost identical to those obtained using the FP method, with very similar values of \( d^2_F(X^P_{(A)}, \hat{\mu}_{SL}) \) or \( \|X^P_{(A)} - \hat{\mu}_{SL}\|^2 \). However, since on any iteration, the new positions of the semi-landmarks along their chords are determined by minimising \( \|\text{vec}^{-1}(\text{vec}(X^P) - U\lambda) - \hat{\mu}\|^2 \) without allowing \( \text{vec}^{-1}(\text{vec}(X^P) - U\lambda) \) to also be rotated, translated or scaled to \( \hat{\mu} \) (this is done at the next GPA step with respect to a practically unchanged mean shape), it usually takes several more iterations before positions which also minimise \( \|SG(\text{vec}^{-1}(\text{vec}(X^P) - U\lambda)) - \hat{\mu}\|^2 \) are attained. See fig. 8.20.
Fig 8.20: Iterations of 'nearest point' method for representations $A$ and $B$ of case 8 (filled circles, solid lines), with gingival landmarks at upper & lower simulation limits. All 32x50 configurations used to compute Procrustes mean shapes (plusses, dashed lines). (Empty circles) Nominal semi-landmark positions at start of each iteration. (Dotted lines) directions of escribed chords.
8.3.3.2 Gingival margin landmarks outside ranges of realistic variation

In fig. 8.18 it was seen that all final representations of cases 2 and 8 (top row and bottom row), had gingival margin landmark positions outside of the ranges considered as 'realistic' when referred back to the outlines of the crowns they were originally simulated from. For case 2, all configurations had gingival margin landmarks which would be cervical (above) the CEJ and for case 8, these positions were all incisal (below) the bound at 70% of the way along the LAAC from the incisal edge. However, for the final fits of the other 30 sets of simulations, this problem does not occur.

As can be seen in the first row, first panel of fig. 8.19 or fig. 8.20, the Procrustes registration of representation A of case 8 ($X_{(o)}^P$) to the initial mean shape of all 32x50 configurations ($\hat{\mu}_{(o)}$) does not 'fit' particularly well, but by allowing the gingival landmarks to move, so as to minimise the FP or NP criterion, at the end of the iteration (and each subsequent iteration), an improved fit to the practically unchanged mean shape is achieved. However, for any representation of this case, regardless of the initial simulated positions of the gingival landmarks, this always ultimately results in the gingival margin semi-landmark moving out of its feasible range on the actual outline of the crown it was simulated from (here to below the limit at 30% of the way along the LAAC from the CEJ). This is because the gingival margin landmark in the mean shape, to which the configuration has been matched, is itself in a position outside the range of feasible positions for this case, as can be seen when the original outline and gingival simulation ranges are reconstructed at the final Procrustes fits, as show in fig. 8.21(top). Similarly, while all representations of case 2 result in final semi-landmark positions which minimise squared distances from their chords to corresponding positions in the mean shape, this results in a final gingival margin landmark position which would be above the CEJ of this case. Again this is because the corresponding landmark in the same overall mean shape is in a position outside the range of feasible positions for this case, as show in fig. 8.21(bottom). (Fig. 8.21 was constructed by calculating the Bookstein-type transformation required to send the MD endpoints on the original outlines of cases 2 and 8 to one pair of these landmarks in the final Procrustes fits of each set of simulations, then applying this to all other outline coordinates and the simulation ranges).
If we consider the original crown shapes of cases 2 and 8 alongside the other 30 crown configurations using the CEJ markers as landmarks, rather than possible gum positions (as in 8.3.3.2), then GPA registration of the 32 configurations shows that cases 2 and 8 are actually 'outliers', i.e. their shapes are a long way from the mean of the sample. An examination of the residual sums of squares or the squared full Procrustes distances of the fits $X_i^P$ of the $i=1,...,32$ crown configurations about their mean shape $\mu$, showed that cases 2 and 8 had the largest values (see fig. 8.22 below). These differences in shape are roughly in the direction of the semi-landmark chords and so the simulated gingival landmark positions based on the CEJ locations of each case are able to move to positions which provide an improved fit to the mean shape. However, this results in new positions outside of their feasible ranges.
To stop this, one easy solution would be to constrain the landmarks not to move outside these bounds. In practice however, on unextracted teeth we will not know the positions of the CEJ markers on which these ranges are based. Landmarks also need to be homologous between cases and so it would not be beneficial to have final positions of these landmarks corresponding to ‘standardised gingival positions’ on some cases, and the CEJ markers on others. Since there were only 2 from 32 cases for which this situation occurred and the final positions of the gingival landmarks were only just outside their feasible ranges, then this should not be too much of a problem with any similar sample (and it appears from fig. 8.22 that cases with these actual crown shapes are rare). Another way to consider this issue is that in choosing the chord directions for the semi-landmarks to move along, we are effectively declaring that any variation in shape along these directions is of no interest and can be removed. This therefore not only includes variation in these landmarks due to the positions of the patient’s gum, but also that resulting from any other biological features such as the positions of the CEJ markers. Since the landmarks only move marginally outside their feasible ranges and reduce the variation at these positions zero, one could interpret the final positions as simply lacking any information along these directions, regarding them as ‘standardised’ positions relative to the mean shape.

8.3.3.3 Reduction in variation at fixed landmarks

By reducing the unwanted variation at the gingival landmark positions, fig. 8.11 indicated that after running both the FP and NP methods, the variation in the fixed landmarks at the ends of the MD width, incisal corners and incisal endpoint of the LACC, was also reduced. To investigate this further, we considered a smaller sample of 32 configurations, each one randomly selected from the set of the 50 simulations, and re-ran both procedures. A smaller, but representative sample of the entire simulation dataset was used so that the various frequency comparisons of sums of squared differences used below, could be more easily produced. The results presented were obtained using the iterative method (ii) for GPA (with $RSS(\mu)=RSS$). Where a result would have been different had GPA method (i) been used, details are provided.

The sum of squared Euclidean distances between the $j=1,\ldots,k$ landmarks of a configuration $Y$ and their corresponding positions in an estimated mean shape $\hat{\mu}$, may
be separated into separate contributions from the semi-landmarks, which form a sublist \( j_l \), \( l=1,...,3 \) and the fixed landmarks, \( j \not\in j_l \), with:

\[
\|Y - \hat{\mu}\|^2 = \sum_{j \in j_l} \|y_j - \hat{\mu}\|^2 + \sum_{j \in j_l} \|y_j - \hat{\mu}\|^2.
\]

### 8.3.3.3.1 Nearest point method

At each movement stage of the NP method (at the start of iteration \( r \)), the sum of squared Euclidean distances between the semi-landmarks and their corresponding positions in \( \hat{\mu}_{(r-1)} \) is reduced as they move to positions along their chords at least Euclidean distance to the corresponding landmarks in \( \hat{\mu}_{(r-1)} \), i.e. we obtain \( X_{(r)}^{new} = vec^{-1}(vec(X_{(r-1)}^p) - U_{(r)}\lambda_{(r)}) \) satisfying:

\[
\|X_{(r)}^{new} - \hat{\mu}_{(r-1)}\|^2 = \min_{\lambda_{(r)}} \|vec^{-1}(vec(X_{(r-1)}^p) - U_{(r)}\lambda_{(r)}) - \hat{\mu}_{(r-1)}\|^2.
\]

This always leads to:

\[
\sum_{j \in j_l} \|x_{j(r)}^{new} - \hat{\mu}_{j(r-1)}\|^2 \leq \sum_{j \in j_l} \|x_{j(r-1)}^p - \hat{\mu}_{j(r-1)}\|^2
\]

and since the positions of the fixed landmarks are unchanged,

\[
\|X_{(r)}^{new} - \hat{\mu}_{(r-1)}\|^2 \leq \|X_{(r-1)}^p - \hat{\mu}_{(r-1)}\|^2.
\]

At the end of iteration \( r \), \( X_{(r)}^{new} \) is re-registered by GPA to a new estimate of mean shape \( \hat{\mu}_{(r)} \) (with \( \hat{\mu}_{(r)} \approx \hat{\mu}_{(r-1)} \)) to obtain \( X_{(r)}^p \). Because the ordinary least squares (OLS) matching gives equal weight to all pairs of corresponding landmarks as \( X_{(r)}^p \) is registered to \( \hat{\mu}_{(r)} \), the reduction in sum of squared distances between the semi-landmarks in \( X_{(r)}^{new} \) and corresponding landmarks in \( \hat{\mu}_{(r-1)} \) \( (\approx \hat{\mu}_{(r)} \) in (8.6) is distributed around the rest of the configuration, allowing an improved overall fit to the essentially unchanged mean. Since \( \hat{\mu}_{(r)} \) hardly changes we expect that for each configuration:
\[ \|X(r) - \mu(r)\|^2 \leq \|X_{(r-1)} - \mu_{(r-1)}\|^2 \]  

since \[ \|X(r) - \mu(r)\|^2 \approx \min_{SG} \|SG(X(r)) - \mu(r)\|^2 \leq \|X_{(r)} - \mu_{(r-1)}\|^2 \leq \|X_{(r)} - \mu_{(r)}\|^2, \]

as depicted in fig. 7.3 (a) (top left). See fig. 8.23, first two columns. In other words, the contribution to RSS should always be reduced between iterations.

Fig. 8.23: Redistribution of minimised sums of squared Euclidean distances during semi-landmark movement and after superimposition to updated mean shape.
However, as we described in 7.4.2, this is only true up until the process enters the 'slow manifold' for values of $\Delta RSS$, when the size of change in $\hat{\mu}$, although small, becomes important relative to the change in $X^P$.

Tables 8.3 and 8.4 shows that when $X_{(r)}^{new}$ is registered to $\hat{\mu}_{(r)}$ to obtain $X_{(r)}^P$, the reduction in sums of squares, given by (8.10), results in one of four scenarios, (a) to (d), for the values of $\sum_{j \in J_{(r)}} \| x_{j(r)}^P - \hat{\mu}_{j(r)} \|^2$ and $\sum_{j \in J_{(r)}} \| x_{j(r)}^P - \hat{\mu}_{j(r)} \|^2$, when compared to the previous iteration, and one of four scenarios, (i) to (iv), when compared to the values of $\sum_{j \in J_{(r-1)}} \| x_{j(r-1)}^{new} - \hat{\mu}_{j(r-1)} \|^2$ and $\sum_{j \in J_{(r-1)}} \| x_{j(r-1)}^{new} - \hat{\mu}_{j(r-1)} \|^2$, where the former is the quantity optimised by the NP criterion and $\sum_{j \in J_{(r-1)}} \| x_{j(r-1)}^{new} - \hat{\mu}_{j(r-1)} \|^2 = \sum_{j \in J_{(r-1)}} \| x_{j(r-1)}^{new} - \hat{\mu}_{j(r-1)} \|^2$.

<table>
<thead>
<tr>
<th>$\sum_{j \in J_{(r)}} | x_{j(r)}^P - \hat{\mu}<em>{j(r)} |^2$ vs. $\sum</em>{j \in J_{(r)}} | x_{j(r)}^P - \hat{\mu}_{j(r)} |^2$</th>
<th>Iteration</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sum_{j \in J_{(r)}} | x_{j(r)}^{new} - \hat{\mu}<em>{j(r)} |^2$ vs. $\sum</em>{j \in J_{(r)}} | x_{j(r)}^{new} - \hat{\mu}_{j(r)} |^2$</td>
<td>1 2 3 4 5 6 7 8 9 10 11 12</td>
</tr>
<tr>
<td>(a)</td>
<td>≤</td>
</tr>
<tr>
<td>(b)</td>
<td>≥</td>
</tr>
<tr>
<td>(c)</td>
<td>≤</td>
</tr>
<tr>
<td>(d)</td>
<td>≥</td>
</tr>
</tbody>
</table>

Table 8.3: Frequencies of changes in fixed and semi-landmark sums of squares following movement and GPA steps of nearest point method. (Shaded columns) converged at $\Delta RSS<0.0001$.

<table>
<thead>
<tr>
<th>$\sum_{j \in J_{(r)}} | x_{j(r)}^P - \hat{\mu}<em>{j(r)} |^2$ vs. $\sum</em>{j \in J_{(r)}} | x_{j(r)}^P - \hat{\mu}_{j(r)} |^2$</th>
<th>Iteration</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sum_{j \in J_{(r-1)}} | x_{j(r-1)}^{new} - \hat{\mu}<em>{j(r-1)} |^2$ vs. $\sum</em>{j \in J_{(r-1)}} | x_{j(r-1)}^{new} - \hat{\mu}_{j(r-1)} |^2$</td>
<td>1 2 3 4 5 6 7 8 9 10 11 12</td>
</tr>
<tr>
<td>(i)</td>
<td>≤</td>
</tr>
<tr>
<td>(ii)</td>
<td>≥</td>
</tr>
<tr>
<td>(iii)</td>
<td>≤</td>
</tr>
<tr>
<td>(iv)</td>
<td>≥</td>
</tr>
</tbody>
</table>

Table 8.4: Frequencies of changes in fixed and semi-landmark sums of squares between GPA steps of successive iterations of nearest point method. (Shaded columns) converged at $\Delta RSS<0.0001$. 
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Table 8.3 shows how the reduction in sums of squares between the semi-landmarks and those in $\hat{\mu}_{(r-1)}$, achieved by moving the landmarks to their nearest point along the chords to those in $\hat{\mu}_{j(r-1)}$, is distributed around all landmarks on the following GPA step, to an approximately unchanged mean, $\hat{\mu}_{(r)}$, resulting in either an increase or decrease in $\sum_{\text{semi}} \sum_{j \notin \text{fixed}} \| x_{j(r)}^p - \hat{\mu}_{j(r)} \|^2$, compared to the minimised value of $\sum_{\text{semi}} \sum_{j \notin \text{fixed}} \| x_{j(r)}^\text{new} - \hat{\mu}_{j(r-1)} \|^2$.

The tables show that using the current sample, at the end of each iteration for the majority of configurations, GPA results in scenario (a) or (b) in table 8.3, with corresponding frequency total to that of (i) and (ii) in table 8.4. In particular, during the first few iterations, when most of the semi-landmark movement occurs,

$$\sum_{\text{fixed}} \sum_{j \notin \text{fixed}} \| x_{j(r)}^p - \hat{\mu}_{j(r)} \|^2 \leq \sum_{\text{fixed}} \sum_{j \notin \text{fixed}} \| x_{j(r-1)}^\text{new} - \hat{\mu}_{j(r-1)} \|^2 - \sum_{\text{fixed}} \sum_{j \notin \text{fixed}} \| x_{j(r-1)}^p - \hat{\mu}_{j(r-1)} \|^2.$$

As the variation at the semi-landmarks is reduced, so too is the effect it had on the variation at the other landmarks where GPA distributed unwanted variation around the rest of the configuration. Here this results in the final Procrustes registered configurations having smaller variance at the fixed landmarks, compared to their original GPA registration, as well as the semi-landmarks, as seen in fig. 8.11. (Since there are 5 non-gingival landmarks and only 3 gingival landmarks, the OLS registration typically concentrates on matching the 5 landmarks around the lower outline, rather than the 3 gingival ones in $X_{(r)}^\text{new}$ to $\hat{\mu}_{(r)}$). See, for example, fig. 8.23 (top two rows).

For the semi-landmarks, scenarios (i) and (iii) in table 8.4 most frequently occur (until convergence) with:

$$\sum_{\text{semi}} \sum_{j \notin \text{fixed}} \| x_{j(r)}^p - \hat{\mu}_{j(r)} \|^2 \leq \sum_{\text{semi}} \sum_{j \notin \text{fixed}} \| x_{j(r-1)}^\text{new} - \hat{\mu}_{j(r-1)} \|^2.$$

In particular, during the first few iterations, when most of the semi-landmark movement occurs, scenario (i) nearly always results, where the reduction in sums of squares between $X_{(r)}^p$ and $\hat{\mu}_{(r)}$ is achieved at both the semi and fixed landmarks, (see for example, second row of fig. 8.23). However, as the process continues towards
convergence and the movement of the semi-landmarks becomes smaller, there are fewer cases for which (i) occurs and an increasing number with scenario (ii) or (iii) occurring, where only one of \( \sum_{j \in \mathcal{J}_{\text{semi}}} \| x_{j(r)}^P - \bar{\mu}_{j(r)} \|^2 \) or \( \sum_{j \in \mathcal{J}_{\text{fixed}}} \| x_{j(r)}^F - \bar{\mu}_{j(r)} \|^2 \) decreases between iterations. For example, with scenario (ii), the variation in the fixed landmarks is still reducing, but the sums of squares of the semi-landmarks in the Procrustes fits about the mean have increased. With scenario (iii) the converse is true, compared to the previous GPA step (see example in row 3 of fig. 8.23). However, until convergence, the overall sums of squares of all landmarks is still reducing since we still have \( \| x_{(r)}^P - \bar{\mu}_{(r)} \|^2 \leq \| x_{(r-1)}^P - \bar{\mu}_{(r-1)} \|^2 \) for each configuration, as shown in table 8.5(i).

<table>
<thead>
<tr>
<th>Iteration</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>( | x_{(r)}^P - \bar{\mu}<em>{(r)} |^2 ) vs. ( | x</em>{(r-1)}^P - \bar{\mu}_{(r-1)} |^2 )</td>
<td>32</td>
<td>32</td>
<td>32</td>
<td>32</td>
<td>32</td>
<td>32</td>
<td>30</td>
<td>25</td>
<td>21</td>
<td>19</td>
<td>12</td>
<td></td>
</tr>
</tbody>
</table>

Table 8.5(i): Frequencies of changes in total sums of squares between GPA steps on successive iterations of nearest point method. (Shaded column) converged at \( \Delta \text{RSS} < 0.0001 \)

<table>
<thead>
<tr>
<th>Iteration</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>( | x_{(r)}^P - \bar{\mu}<em>{(r)} |^2 ) vs. ( | x</em>{(r)}^{\text{new}} - \bar{\mu}_{(r-1)} |^2 )</td>
<td>32</td>
<td>30</td>
<td>31</td>
<td>29</td>
<td>23</td>
<td>22</td>
<td>19</td>
<td>17</td>
<td>15</td>
<td>10</td>
<td>9</td>
<td></td>
</tr>
</tbody>
</table>

Table 8.5(ii): Frequencies of changes in total sums of squares of nearest point method, following GPA of resulting configurations from movement step. (Shaded column) converged at \( \Delta \text{RSS} < 0.0001 \)

Table 8.5(ii) shows that as we approach convergence (and beyond) an increasing proportion of configurations are produced with:

\[
\| x_{(r)}^P - \bar{\mu}_{(r)} \|^2 \geq \| x_{(r)}^{\text{new}} - \bar{\mu}_{(r-1)} \|^2,
\]

i.e. where GPA registration of the \( x_{(r)}^{\text{new}} \) results in a larger sum of squares to new mean \( \bar{\mu}_{(r)} \) compared to that minimised at the movement step between \( x_{(r)}^{\text{new}} \) and \( \bar{\mu}_{(r-1)} \), as described in 7.4.2. When

\[
\| x_{(r)}^P - \bar{\mu}_{(r)} \|^2 = \min_{SG} \| SG(x_{(r)}^P) - \bar{\mu}_{(r)} \|^2 \geq \| x_{(r)}^{\text{new}} - \bar{\mu}_{(r-1)} \|^2 \geq \min_{SG} \| SG(x_{(r)}^{\text{new}}) - \bar{\mu}_{(r-1)} \|^2
\]
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(with equality on the LHS if GPA method (i) is used), this means that \( \mu(r) \) has changed to be more different in shape from \( X_{(r)}^{new} \) than \( \hat{\mu}_{(r-1)} \) was from \( X_{(r)}^{new} \), as depicted in fig. 7.3(a) (bottom left), although up until convergence, for each configuration, we still have 
\[ \|X_{(r)}^{p} - \hat{\mu}_{(r)}\|^2 \leq \|X_{(r-1)}^{p} - \hat{\mu}_{(r-1)}\|^2, \]
and so \( \Delta RSS \) is still decreasing. Beyond convergence however, as we enter the flat part of the plot of \( \Delta RSS \) versus \( r \), new configurations eventually begin to be produced for which not only is (8.11) true but the change in \( X_{(r)}^{p} \) and \( \hat{\mu} \) results in:

\[ \|X_{(r)}^{p} - \hat{\mu}_{(r)}\|^2 \geq \|X_{(r-1)}^{p} - \hat{\mu}_{(r-1)}\|^2 \tag{8.12} \]

(as in fig 7.3 (a) (right)). That is, the NP method results in an increase in the contribution to RSS for some configurations, between iterations. As the proportion of cases for which (8.11) is true increases further, so does the proportion for which (8.12) is. The systematic change in \( \hat{\mu} \), produced by systematic changes in the \( X_{(r)}^{new} \), despite being very small, becomes larger than the change in shape of the \( X_{(r)} \) (from \( \hat{\mu} \)), as was depicted in fig 7.3 (a) (right, top or bottom). The effect of occurrences of (8.12) is to offset any decreases in RSS which are produced, slowing the convergence. As described in 7.4.2, the systematic changes in \( \hat{\mu} \) and the \( X_{(r)} \) stop the value of \( \Delta RSS \) dropping below a certain level, although the movement of the semi-landmarks is now very small, with \( \Delta RSS < 0.00001 \), so in practice this does not matter.

8.3.3.3.2 Full Procrustes method

When using the FP criterion instead, the final configurations are almost identical, although fewer iterations are required to obtain them. At each movement stage of an iteration we obtain \( X_{(r)}^{new} = vec^{-1}(vec(X_{(r-1)}^{p}) - U_{(r)}A_{(r)}) \) for each configuration, satisfying:

\[ \|SG_{(r)}(X_{(r)}^{new}) - \hat{\mu}_{(r-1)}\|^2 = \min_{SG_{(r)}, A_{(r)}} \|SG_{(r)}(vec^{-1}(vec(X_{(r-1)}^{p}) - U_{(r)}A_{(r)}) - \hat{\mu}_{(r-1)}\|^2 \tag{8.13} \]

with

\[ \|SG(X_{(r)}^{new}) - \hat{\mu}_{(r-1)}\|^2 \leq \|SG(X_{(r-1)}^{p}) - \hat{\mu}_{(r-1)}\|^2 \approx \|X_{(r-1)}^{p} - \hat{\mu}_{(r-1)}\|^2 \tag{8.14} \]
(with equality on the RHS, if GPA method (i) used). The optimised full Procrustes superimposition corresponding to (8.13) above, again results in one of four different scenarios, (a) to (d), here for \( \sum_{\text{semi}} \| SG(x_{j(r-1)}^p) - \hat{\mu}_{j(r-1)} \|^2 \) and \( \sum_{\text{fixed}} \| SG(x_{j(r)}^p) - \hat{\mu}_{j(r-1)} \|^2 \), compared to \( \sum_{\text{semi}} \| SG(x_{j(r-1)}^p) - \hat{\mu}_{j(r-1)} \|^2 \) and one of scenarios (i) to (iv) for \( \sum_{\text{semi}} \| x_{j(r)} - \hat{\mu}_{j(r)} \|^2 \) and \( \sum_{\text{fixed}} \| x_{j(r)} - \hat{\mu}_{j(r)} \|^2 \), compared to \( \sum_{\text{semi}} \| x_{j(r-1)}^p - \hat{\mu}_{j(r-1)} \|^2 \) and \( \sum_{\text{fixed}} \| x_{j(r-1)}^p - \hat{\mu}_{j(r-1)} \|^2 \). The frequencies (out of 32) with which each of these scenarios occurred with our sample of 32 cases are detailed in tables 8.6 and 8.7 below.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Table 8.6: Frequencies of changes in fixed and semi-landmark sums of squares following optimisation of FP superimposition to current mean. (Shaded column) converged at ARSS&lt;0.0001.</th>
<th>Table 8.7: Frequencies of changes in fixed and semi-landmark sums of squares between GPA steps of successive iterations of Full Procrustes method. (Shaded column) converged at ARSS&lt;0.0001.</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>( \leq )</td>
<td>( \leq )</td>
</tr>
<tr>
<td>(b)</td>
<td>( \geq )</td>
<td>( \leq )</td>
</tr>
<tr>
<td>(c)</td>
<td>( \leq )</td>
<td>( \geq )</td>
</tr>
<tr>
<td>(d)</td>
<td>( \geq )</td>
<td>( \geq )</td>
</tr>
</tbody>
</table>

As we would expect, on the first iteration, when practically all of the semi-landmark movement occurs, for each configuration we have:
For the majority of configurations the sums of squares at the fixed landmarks is also able to be reduced (scenario (a) in table 8.6), as the OLS criterion of (8.13) optimises the fit to all landmarks in \( \hat{\mu}_{(r-1)} \) as the semi-landmarks vary along their chords. Since \( \hat{\mu}_{(r)} \approx \hat{\mu}_{(r-1)} \), then following GPA at the end of first iteration, this results in scenario (i) or (iii) in table 8.7, just as with the NP method. The sums of squares at the semi-landmarks are always reduced and since this variation is no longer distributed about the rest of the landmarks by GPA, for the majority of configurations, a reduction in variance at the fixed landmarks is also able to be achieved, as observed in fig. 8.11.

As noted in 7.4.1, for many of the configurations, on each iteration,

\[
\|X_{(r)}^p - \hat{\mu}_{(r)}\|^2 \approx \min_{\mathit{SG}} \|SG(X_{(r)}^p) - \hat{\mu}_{(r)}\|^2 \geq \min_{\mathit{SG}} \|SG(X_{(r)}^{new}) - \hat{\mu}_{(r-1)}\|^2
\]  

(8.15)

(with equality on the LHS if GPA method (i) used). i.e. GPA registration, at the end of the \( r \)th iteration, results in an increased sum of squares between the Procrustes fit of \( X_{(r)}^{new} \) to \( \hat{\mu}_{(r)} \), compared to the value optimised when \( X_{(r)}^{new} \) was superimposed to \( \hat{\mu}_{(r-1)} \), i.e. \( \hat{\mu}_{(r)} \) changes to be more different in shape from \( X_{(r)}^{new} \) than \( \hat{\mu}_{(r-1)} \) was from \( X_{(r)}^{new} \).

(See fig 7.3(a) (bottom left). As noted in 7.4.1, this is not unexpected since each \( X_{(r)}^{new} \) is determined to minimise the OLS between its landmarks and those of \( \hat{\mu}_{(r-1)} \) and not \( \hat{\mu}_{(r)} \). As table 8.8 shows however, for all configurations, on the first iteration,

\[
\|X_{(r)}^p - \hat{\mu}_{(r)}\|^2 \leq \|X_{(r-1)}^p - \hat{\mu}_{(r-1)}\|^2.
\]

(8.16)

i.e. the contribution to RSS by each configuration is reduced and \( \Delta RSS \) decreases, since if \( \hat{\mu}_{(r)} \approx \hat{\mu}_{(r-1)} \), then by (8.12),

\[
\|X_{(r)}^p - \hat{\mu}_{(r)}\|^2 \approx \|SG(X_{(r)}^p) - \hat{\mu}_{(r)}\|^2 \leq \|SG(X_{(r-1)}^p) - \hat{\mu}_{(r-1)}\|^2 \approx \|X_{(r-1)}^p - \hat{\mu}_{(r-1)}\|^2
\]

(with ‘\( \approx \)’ instead of ‘\( \approx \)’ if GPA method (i) is used).
Table 8.8: Frequencies of changes in total sums of squares between GPA steps on successive iterations of Full Procrustes method. (Shaded column) converged at ARSS<0.0001.

<table>
<thead>
<tr>
<th>Iteration</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>≤2</td>
<td>32</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>≥2</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>

However, the size of the change in $\mu$ (relative to the changes in the $X_i$), despite being very small, again becomes important when the process fails to converge. On the second iteration and beyond, the movements of the semi-landmarks are very small and the sums of squares is only able to be reduced at either the semi or the fixed landmarks when superimposing $X_i^{new} = \text{vec}^{-1}(\text{vec}(X_{i(r-1)}^p) - U_{(r)} \lambda_{(r)}^t)$ to $\hat{\mu}_{(r-1)}$, while allowing the semi-landmarks to move along their chords, but never both (see table 8.6). As table 8.8 shows, from the second iteration onwards, in this sample there are two configurations where the change in $\mu$ and $X_i^p$ always results in

$$
\|X_i^{(r)} - \hat{\mu}_{(r)}\|^2 \geq \|X_{i(r-1)}^{p} - \hat{\mu}_{(r-1)}\|^2 \geq \|SG_{(r)}(X_i^{new}) - \hat{\mu}_{(r-1)}\|^2
$$

and an increase in the contribution to $\Delta RSS$ (or $\Delta RSS(\hat{\mu})$) for these configurations.

Again, despite being very small, the systematic change in $\hat{\mu}$, produced by systematic changes in the $X_i^{new}$, is larger than the change in shape of the $X_i^p$, as depicted in fig. 7.3 (a, right and b). Convergence is again very slow with the continual changes in $\hat{\mu}$ and $X_i$ stopping the value of $\Delta RSS$ (or $\Delta RSS(\hat{\mu})$) falling below a certain level. Since there are always configurations for which (8.17) is true, this can also result in $\Delta RSS$ (or $\Delta RSS(\hat{\mu})$) increasing between iterations, as seen in fig 7.2 (left). Again however, the changes in $X_i^p$ and hence $\hat{\mu}$, are very small, so in practice this issue is unlikely to cause problems.
8.4 Summary and discussion

In this chapter we have investigated how well the original bending energy (BE), and newly proposed nearest point (NP) and full Procrustes (FP) semi-landmark methods perform in addressing the problem of unwanted variation in the gingival margin and interdental papillae landmarks, when analysing the shape of configurations representing the buccal surface of upper central incisors. Based on images where the entire crown outline is visible, multiple configurations representing each case were simulated, each with the same non-gingival landmarks, but different possible sets of the gingival landmarks, generated according to prior knowledge from the dental literature and the experience of periodontologists. The key aim was that variations in shape due to differences in the positions of the gingival landmarks be removed (filtered out), by allowing the gingival landmarks to move iteratively along chords representing the LAAC (or LACC) or sides of the buccal surface. Although we have concentrated on the upper central incisor, the procedures and investigations described would be suitable for similar future investigations of the buccal surfaces of other tooth types.

For the BE method it was found that, although the variation within cases is eliminated as required, this is at the expense of an increase in variation between cases. Representations of the same case all converge to the same unrealistic shapes, when referred back to the outlines of the crowns from which they were simulated, with new semi-landmark locations chiefly determined by the configuration of the non-gingival landmarks in the directions of the semi-landmarks chords.

Using the NP and FP criteria, both methods were successful in substantially reducing variation in the gingival landmark positions in the directions of the specified chords, both within and between cases and also at the fixed non-gingival landmarks. In fact, both method give very similar results, in terms of the final sets of Procrustes registered configurations and the various summary measures based on them.

With both methods, movement of the semi-landmarks results in the residual sums of squares about the estimated mean shape being reduced at not only the semi-landmarks, but also at the fixed landmarks for most configurations. This may be achieved in just
one or two iterations using the FP method or several iterations of the NP method. Note however, that despite taking more iterations, the NP method was found to be notably faster, in terms of processing time.

For 2 of the 32 cases considered, the shape change required by configurations simulated from these cases, resulted in configurations with gingival margin landmarks just outside their ranges of 'feasible' variation, when referred back to their original crown outlines. However it was argued that this should not present too much of a problem in future applications of these methods on upper central incisors, when wishing to allow for differences between cases in the position of a patient's gingival tissue.

Note that throughout this investigation, we have only considered the unwanted variation in the gingival landmarks, using the same locations for the non-gingival landmarks on each representation (simulation) of the same case. In chapter 4, it was seen that the landmarks at the ends of the MD width and corners of the incisal edge were affected by inter-operator inconsistency and in chapter 5, that the original (minimum bending energy) method was successful in reducing this unwanted variation. We will consider the use of the new semi-landmark methods in addressing problems of unreliability in the following chapter but here we have solely concentrated on the main problem of concern caused by the effects of gingival tissue variation on our analysis of shape.

In chapters 9 and 10, we consider how the different semi-landmark methods perform in other applications, both in the study of tooth shape (with different tooth types and problems) and when applied to configurations generated from simple geometric forms. We return to the data and results of the reliability study in chapter 4 and investigate use of the different choices of objective function in addressing issues of operator inconsistency in the positioning of landmarks and in removing variation in shape resulting from orientation inconsistencies at the imaging stage. We then consider use of the different semi-landmark criteria in filtering out unwanted patterns of variation simulated on configurations generated from basic known shapes, to illustrate how use of the new methods may be extended to other applications.
Chapter 9
Application to reliability problems in the study of tooth shape

9.1 Introduction

In this and the following chapter we consider further applications and uses of the various semi-landmark methods, both in the study of tooth shape and when applied to distorted configurations generated from simple geometric forms.

In this chapter we return to the data and results of the reliability study of chapter 4 and investigate use of the different choices of semi-landmark criteria in addressing some of the main issues identified in section 4.5.3. For the tooth surfaces considered, PCA of the within-case variation in Procrustes fits (and an examination of operators' images) suggested two main issues resulting from operator inconsistency in their representation as landmark configurations. In the buccal view, discrepancies in the positions of certain landmarks around the edges of the tooth were found to be a common problem. In the occlusal view, unwanted variation in shape appeared to result from orientation differences in the bucco-lingual direction at the imaging stage.

In section 9.2, we reconsider two of each of the buccal and occlusal surface data sets from chapter 4 and investigate how semi-landmarks and chord directions may be used to represent the inconsistencies and lack of homology in certain landmarks, resulting from the reasons described above. For orientation problems, we introduce the idea of constrained semi-landmark movement, so that the configuration of a subset of semi-landmarks (e.g. those along the incisal edge) is always retained as the landmarks move along their chords. As in the previous chapter, we consider how the available data should be used in order to investigate the ability of the different semi-landmark methods to filter out this variation during iterative registration, and what summary measures...
should be calculated and compared (with the results of the original GPA registration of each dataset in chapter 4), in order to evaluate the success of each method.

Section 9.3 presents the results of each of the applications, in the form of plots and summary tables. From these, and further investigations, we identify similarities and differences in how the new and original semi-landmark methods perform in different situations. Section 9.4 then considers what happens when we also include semi-landmarks and chord directions representing variation in the locations of landmarks, due to differences in the position of patients’ gingival tissue. This includes a demonstration of how the means of two populations of upper central incisor configurations may be compared, having used the new semi-landmark methods to remove unwanted variation, resulting from both operator inconsistencies and differences in the position of patients’ gingival tissue.

9.2 Materials and methods

9.2.1 Choice of semi-landmarks and chord directions

9.2.1.1 Buccal surfaces

In section 5.6.1 we saw how use of the original semi-landmark routine, with minimum bending energy (BE) used to determine the new positions of the semi-landmarks at each step, was able to improve the overall reliability of different operators’ representations of the buccal surface of upper central incisors. A pictorial examination of the within-case variation in Procrustes fits (and operator feedback) suggested inconsistencies in the positions of the mesio-distal endpoints and landmarks at the corners of the incisal edge, as the cause of most unwanted variation in shape. This variation appeared to be in directions around the edges of the tooth and so at every step of the iteration, each of the four landmarks was allowed to move along its ‘scribed chord’ approximating the outline of the surface in its immediate vicinity.

In fig 4.6 (4th row), the same patterns of variation were also evident for the lower canine, with the first two PC’s accounting for approximately 57% of within case...
variation in these directions. For the upper central incisor this figure was 68%. For the lower central incisor (fig 4.6, 2\textsuperscript{nd} row), inconsistencies in the positions of the mesio-distal endpoints were also evident on the first PC (50% of within case variation), but here the landmarks at the corners of the incisal edge appeared more reliable. This would be expected since these teeth have squarer corners than the other two buccal surfaces, allowing the landmark to be located more consistently.

Since application to the lower canine would involve the same combination of fixed and semi-landmarks and chord directions as the upper central incisor, we investigate the new semi-landmark methods on the upper and lower central incisor data sets from chapter 4, using the semi-landmarks and associated chord directions defined in fig 9.1. In contrast to the upper central, the lower incisor has just two semi-landmarks, rather than four, with the corners of the incisal edge fixed. As was seen in 5.6.1, the semi-landmarks and chords are chosen to represent the variation in the locations of landmarks along the outlines of these teeth, evident in the plots of the within-case PC's in fig. 4.6.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig9.1.png}
\caption{(Grey arrowed lines) Directions of landmark location inconsistencies around/along buccal outlines. (Dashed lines) unwanted variation represented as 'escribed chords'; lines through each chosen semi-landmark, parallel to that joining its immediate neighbours.}
\end{figure}

\subsection*{9.2.1.2 Occlusal surfaces}

For the occlusal surfaces, patterns of within-case variation in the Procrustes fits suggested orientation differences in the bucco-lingual direction as a common cause of the poor reliability figures in this view. Variation in the position of the incisal or cusp edge and MD endpoints along the bucco-lingual dimension (relative to the BL endpoints) was most evident in the largest PC's of within case variation for the upper central incisor (73%) and lower canine (54%). Orientation inconsistencies were also
labial cusp width, fissure landmarks and (predominantly) the lingual and labial cusp landmarks varied with relative to the BL endpoints. The first PC for this surface also suggested operator inconsistencies in the positioning of the MD width, irrespective of orientation differences. See fig. 4.7 rows 1, 3 and 2 respectively.

Again, this variation in shape may be represented as semi-landmarks with associated chord directions, based on other (fixed or semi-) landmark positions in a configuration (see fig 9.2). Since the upper central incisor and lower canine would have the same combination of semi-landmarks and fixed landmarks, representing similar patterns of unwanted orientation inconsistencies, we shall consider only the upper central incisor data set in our subsequent investigations. In addition, the upper first premolar surface will also be considered since this has very different shape features from the incisor, as well as different numbers of fixed and semi-landmarks.

Note that for the upper central incisor, orientation differences in the bucco-lingual direction can either be represented as movement in the incisal edge landmarks, relative to fixed BL endpoints or as movement in the BL endpoints relative to a fixed incisal edge, see fig 9.2(a). The semi-landmarks and chord directions may therefore be set to represent either of the two options: as three semi-landmarks along the incisal edge, with the BL landmarks fixed; or as two semi-landmarks at the ends of the BL width, with those along the incisal edge fixed. In either case the chord movement is in directions defined by the BL endpoints. Similarly, orientation effects on the landmarks of the upper first premolar can be represented in two different ways, as shown in fig. 9.2(b). Here the cusp tips, fissures, corner landmarks and mesio-distal width all move relative to the BL landmarks (or vice-versa), as the occlusal surface is orientated differently in the BL direction. As with the incisal edge in fig. 9.2(a), these features are closer to the camera than the BL landmarks when imaging and so their locations will move more relative to the BL endpoints as the orientation changes in the BL direction. Which representation to use however, makes no difference as each set of fixed and semi-landmarks based on the same chord directions is simply a reparameterisation of the other. For each surface we shall proceed using the first of the two options described.
Aside from the orientation inconsistencies described above, the analysis of section 4.5.3.2 for the upper first molar, identified differences in the positioning of the MD endpoints as the main source of variation due to operators' inconsistencies, irrespective of orientation differences, as briefly mentioned above; the first PC accounts for 39% of within-case variation in the Procrustes fits. We shall therefore also represent this
variation by way of semi-landmarks and chords in the direction of the BL width, as shown in fig.9.3, when investigating the new semi-landmark methods on this surface.

9.2.1.3 Constrained semi-landmark movement (occlusal surface applications)

For the upper central incisor, it makes sense to constrain the movement of the semi-landmarks along the incisal edge so that the shape of the edge is always retained. One would expect that differences in the orientation of this surface in the BL direction, prior to imaging, leaves the configuration of the central, mesio and distal landmarks in fig 9.2(a) unaffected. (Recall that on this surface the ends of the MD width are at the ends of the incisal edge). This was also evident in fig 4.7 (top left), the plot of the largest principal component of within-case variation in the Procrustes fits. Any movement in the three incisal edge landmarks along the chords defined in fig 9.2(a) will therefore be constrained to be of equal amounts and in the same direction. Although allowing each landmark to be free to move on its own would allow us to remove more variation in their positions, we would lose the important information we have on the shape of incisal edge. It is only variation due to orientation effects we wish to remove, not actual differences in shape.

Recall that on each iteration, the new version of a configuration \( Y \) is always given by:

\[
y_{\text{new}} = \text{vec}^{-1}(\text{vec}(Y^0) - U\lambda),
\]

where \( Y^0 \) denotes the nominal positions of the landmarks (after GPA registration to the current estimate of mean shape \( \hat{\mu} \)). A sublist \( j_{i(j)}, l=1,\ldots, L \) of the \( j=1,\ldots, \) landmarks are then allowed to move away from these positions along pre-specified unit chord directions \( u_{j_{i(j)}} = (u_{j_{i(j),1}}, u_{j_{i(j),2}})^T \), where the \( u_{j_{i(j)}} \) themselves depend on positions of the landmarks in \( Y^0 \). \( U \) is a 2kx2 matrix in which the \((j_{i(j)}, j')\)th entry is \( u_{j_{i(j),1}} \) and the \((k+j_{i(j)}, j')\)th entry is \( u_{j_{i(j),2}} \) and which is zero elsewhere. The vector \( \lambda = (\lambda_1,\ldots,\lambda_L)^T \) is a vector of unknown scalars, representing the distances moved along the directions, which are determined by the optimising the chosen objective function/criterion between \( \text{vec}^{-1}(\text{vec}(Y^0) - U\lambda) \) and reference configuration \( T \) (the current mean \( \hat{\mu} \)).
The formulae for calculating \( \lambda \) and hence the new positions of the semi-landmarks, can be easily modified to accommodate the constraint described above, by re-writing (9.1) accordingly. For the occlusal surface of the upper central incisor, with landmarks 1, 2 and 5 (as defined in fig 4.3(b)) chosen as the semi-landmarks, the usual vector of unknowns \( (\lambda_1, \lambda_2, \lambda_3)^T \) is replaced by \( (1 \ 1 \ 1)^T (\lambda_A) \), with only scalar \( \lambda_A \) to be determined. That is,

\[
\text{vec}(Y^0) - U\lambda = \begin{pmatrix}
\begin{bmatrix}
y_{1,x(1)}^0 \\
y_{2,x(2)}^0 \\
y_{3,x}^0 \\
y_{4,x}^0 \\
y_{5,x}^0 \\
y_{6,y}^0 \\
y_{7,y}^0 \\
y_{8,y}^0 \\
y_{9,y}^0 \\
y_{10,y}^0 
\end{bmatrix} - \begin{bmatrix}
u_{x0}^0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 
\end{bmatrix} \cdot (\lambda_1) \\
\begin{bmatrix}
y_{1,y(1)}^0 \\
y_{2,y(2)}^0 \\
y_{3,y}^0 \\
y_{4,y}^0 \\
y_{5,y}^0 \\
y_{6,y}^0 \\
y_{7,y}^0 \\
y_{8,y}^0 \\
y_{9,y}^0 \\
y_{10,y}^0 
\end{bmatrix} - \begin{bmatrix}
u_{y0}^0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 
\end{bmatrix} \cdot (\lambda_2) \\
\begin{bmatrix}
y_{1,z(1)}^0 \\
y_{2,z(2)}^0 \\
y_{3,z}^0 \\
y_{4,z}^0 \\
y_{5,z}^0 \\
y_{6,z}^0 \\
y_{7,z}^0 \\
y_{8,z}^0 \\
y_{9,z}^0 \\
y_{10,z}^0 
\end{bmatrix} - \begin{bmatrix}
u_{z0}^0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 
\end{bmatrix} \cdot (\lambda_3)
\end{pmatrix} = \begin{pmatrix}
(\lambda_1) \\
(\lambda_2) \\
(\lambda_3)
\end{pmatrix}.
\]

Hence the formulae (5.60), (5.59) and (6.81) for determining vector \( \lambda \) using the bending energy (BE), nearest point (NP) or full Procrustes (FP) criteria are all easily modified by simply replacing \( U \) with \( U(1\ 1\ 1)^T \) and reducing the number of scalars in \( \lambda \) to just one, so that the semi-landmarks always all move by the same distance in the same direction.

Similarly, for the upper first pre-molar we would expect that any differences in the positions of the cusp tips, fissure pits, ends of the labial cusp diameter and MD width due to orientation differences in the BL direction would also be in the same directions. Here however we would not expect these differences to all be of the same size. For
example, as the occlusal surfaces is tilted beneath the camera in the BL direction, we would expect that the fissure pits and MD endpoints would not move by as much (relative to the BL endpoints) as the cusp tips, since these are nearer to the camera. One could also argue on the same basis that the lingual cusp will not move by as much as the labial cusp, due to their differences in height. In addition, the labial cusp diameter and cusp tip landmarks could be constrained in the same way as the incisal edge of the upper central incisor above, so that the triangulation of these landmarks is always retained.

To include these features as constraints on the semi-landmark movement, we can use a similar reformulation for obtaining $Y_{\text{new}}$ as above, with just one scalar to be determined and a series of proportional weights instead of a column of 1’s. For example, if the labial cusp tip and cusp diameter landmarks move by a distance $\lambda_\lambda$ along the unit BL direction, then the lingual cusp tip could be constrained to move by (say) 0.8 of this amount and the fissure pits by (say) 0.6 of $\lambda_\lambda$. These landmarks are approximately 80% and 60% of the way from the base of the tooth to the labial cusp tip and so as the tooth is tilted in the BL direction (pivoted at the base), these landmarks will move roughly 0.8 and 0.6 of the distance moved by the labial cusp tip and cusp diameter landmarks in the BL direction.

Differences in the MD landmarks could also be constrained in the same way, to be some proportion of the change $\lambda_\lambda$ in the labial cusp tip along the BL direction. However, the results of the within case PCA for this surface in section 4.5.3.2 suggested that most unwanted variation in the MD endpoints was due to operator inconsistencies in their location once an image had been obtained (PC1, 39%), independent of the variation due to orientation differences affecting these and the other landmarks (PC2). It would therefore make sense to include the MD endpoints as ordinary unconstrained semi-landmarks, allowing them to move independently of the incisal edge landmarks and also of each other, since the errors in the identification of the MD endpoints on screen would not necessarily be related.

The formulations for calculating the new positions of the semi-landmarks are modified to accommodate these constraints and features as below. For the occlusal surface of the
upper first pre-molar with landmarks \(1\) and \(2\) (MD endpoints), \(5\) and \(6\) (fissure pits), \(7\) and \(8\) (lingual and labial cusp tip), \(9\) and \(10\) (end of labial cusp diameter) defined as in fig 4.3(b), chosen as the eight semi-landmarks, the usual vector of unknowns \(\lambda=(\lambda_1,\ldots,\lambda_8)^T\) is replaced by a matrix of weights and vector \(\lambda=(\lambda_1,\lambda_2,\lambda_4)^T\) of three parameters to be determined, so that \(\text{vec}(Y^0) - U\lambda\) becomes:

\[
\begin{pmatrix}
Y_{x0} \\
Y_{x1} \\
Y_{x2} \\
Y_{x3} \\
Y_{x4} \\
Y_{x5} \\
Y_{x6} \\
Y_{x7} \\
Y_{x8} \\
Y_{y0} \\
Y_{y1} \\
Y_{y2} \\
Y_{y3} \\
Y_{y4} \\
Y_{y5} \\
Y_{y6} \\
Y_{y7} \\
Y_{y8} \\
Y_{y9} \\
Y_{y10}
\end{pmatrix}
\begin{pmatrix}
u_{x0} \\
u_{x1} \\
u_{x2} \\
u_{x3} \\
u_{x4} \\
u_{x5} \\
u_{x6} \\
u_{x7} \\
u_{x8} \\
u_{y0} \\
u_{y1} \\
u_{y2} \\
u_{y3} \\
u_{y4} \\
u_{y5} \\
u_{y6} \\
u_{y7} \\
u_{y8} \\
u_{y9} \\
u_{y10}
\end{pmatrix}
- \begin{pmatrix}
1 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0
\end{pmatrix}
\begin{pmatrix}
\lambda_1 \\
\lambda_2 \\
\lambda_4
\end{pmatrix}
\]

Hence the formulae (5.60), (5.59) and (6.81) for obtaining vector \(\lambda\), using the various criteria, are again easily modified by reducing the number of scalars to be determined in \(\lambda\) to three and replacing \(U\) with:

\[
U = \begin{pmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 0.6 \\
0 & 0 & 0.6 \\
0 & 0 & 0.8 \\
0 & 0 & 1 \\
0 & 0 & 0.8 \\
0 & 0 & 0.8
\end{pmatrix}
\]
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9.2.2 Data considerations and choice of summary criteria

As with the gum simulation, before any analysis is performed we first consider how exactly the multiple representations of different teeth should be used in the investigation and what summary measures are to be calculated and compared in order to evaluate the success of each method.

In order for us to establish whether or not we have reduced variation due to operator inconsistencies in the Procrustes fits, a reduction in the 'within-case' variation (between operators and in errors) will clearly be desirable. However, we must also be aware that doing so may also be at the expense of removing important biological variation between cases in these directions. While the removal of operator inconsistencies between representations from different cases is still desirable, it will only be beneficial if the patterns of variation removed do not also coincide with important biological differences in shape between cases. The success of using the semi-landmark techniques will therefore depend upon the extent to which this is so and how subsequent inferences and conclusions based on the final Procrustes registered configurations will be affected.

9.2.2.1 Data choice

Recall that for each of the buccal and occlusal surfaces considered in chapter 4, the data consists of the same four operators' representations of each of up to 20 teeth from different patients. As with the gum simulation we could run each method either:

- a) on representations of the same tooth
- b) on each single operator's set of representations, or
- c) on the entire set of repeated configurations from different cases.

Since we are interested in demonstrating a reduction in variation due to operator inconsistencies so that different operators' representations of the same tooth are regarded as the same shape, option (b) is clearly less appealing, despite being closest to the situation we would have in practice. It would be difficult to calculate summary measures to show a reduction 'within-cases' if there is only one representation per case.
If we consider sets of configurations from one case at a time (option a) the resulting semi-landmarks will only have been determined and defined relative to each case mean, as noted for this option in the simulation study (section 8.5.2.1). In any application, the procedures would be run on representations from different cases and (by definition) the semi-landmark positions need to be determined with respect to the mean of the different cases so we need to ensure that different cases are used in the investigations here. As noted in 8.5.2.1, this also ensures that there is realistic variation in the fixed landmarks of the configurations, since their arrangement relative to the reference mean shape plays a major role in the determination of new semi-landmark positions with each method (in either the prior alignment of the configurations or as part of the optimisation criterion).

In light of these issues, for each tooth surface we again run each semi-landmark routine on the entire set of multiple representations of different patients' teeth (option c). By allowing landmarks on multiple representations of different cases to move relative to an overall mean, this allows variation to be removed within and between cases.

9.2.2.2 Choice of summary measures

For each application, summary measures are again based on the Euclidean sums of squares of the final Procrustes registered configurations of the m representations of each of n cases to their overall estimated mean shape \( \hat{\mu}_{SL} \), denoted as \( X_{im}^{P_{x}} \), \( i=1,\ldots,n, m=1,\ldots,4 \). Again the iterative method of registration is to be used throughout so that the variation in the Procrustes registered fits, i.e.

\[
\sum_{i=1}^{n} \sum_{m=1}^{4} \| X_{im}^{P_{x}} - \hat{\mu}_{SL} \|^2 = \sum_{i=1}^{n} \sum_{m=1}^{4} d_{i}^{2}(X_{im}^{P_{x}}, \hat{\mu}_{SL}) = RSS(\hat{\mu}_{SL}) = RSS = EucSS(total),
\]

where \( \hat{\mu}_{SL} = \frac{1}{4n} \sum_{i=1}^{n} \sum_{m=1}^{4} X_{im}^{P_{x}} \), may be separated into sums of Euclidean norms 'between cases' and 'within cases' (comprising variation 'between operators' and 'due to errors'), using the identity described in 4.4.2, with

\[
EucSS(total) = \sum_{i=1}^{n} \sum_{m=1}^{4} \| X_{i}^{P_{x}} - \bar{X}_{i}^{P_{x}} \|^2 + \sum_{i=1}^{n} \sum_{m=1}^{4} \| X_{im}^{P_{x}} - \bar{X}_{i}^{P_{x}} \|^2 = EucSS(cases) + EucSS(within)
\]
and \[
\sum_{i=1}^{n} \sum_{m=1}^{d} \left| X_{i}^{P_m} - \bar{X}^{P_m} \right|^2 = \sum_{i=1}^{n} \sum_{m=1}^{d} \left| X_{i}^{P_m} - \bar{X}^{P_m} \right|^2 + \sum_{i=1}^{n} \sum_{m=1}^{d} \left| X_{i}^{P_m} - \bar{X}^{P_m} + \bar{X}^{P_m} \right|^2
\]

\[= \text{EucSS(operators)} + \text{EucSS(error)}.\]

This also then allows calculation of overall reliability scores, using (4.5) and (4.12).

In the gum simulation, the directions of variation to be removed were uninteresting both within and between cases. Here however, we hope that most of what is removed is 'within' cases, rather than 'between' as described above. For this reason we need to examine any reduction of within-case variation relative to the reduction in total variation and/or between case variation. A recalculation of the reliability figures (or any other proportional measure) should enable us to establish whether any reduction in total variation has been mainly within cases compared to between.

As well as comparing Euclidean sums of squares and reliability measures between the final Procrustes registered data from the different semi-landmark methods, here we can also compare them to the same measures obtained from the GPA registration of the same datasets (with no semi-landmark movement) used in Chapter 4, for which the original overall reliability scores were presented in table 4.3.

Finally, note that as with the gum simulation we must again be cautious that simply minimising the within case variation in shape or improving the reliability figures may not always produce desirable results. A small within-case measure of variation in shape will result if all the representations of the same tooth end up as the same unrealistic shape (and the unrealistic case means may also result in increased variation between cases). In either instance, the proportionally larger variance between cases will give the impression of an improvement to the reliability figures. Plots of the final Procrustes fits will again be examined to ensure that realistic, plausible tooth shapes are produced.

9.2.3 Gum effects

Since we are investigating the different methods' success in addressing issues arising from the operator inconsistencies, the effect of any variation in shape produced by differences in the positions of a patient's gum tissue will initially be ignored, so that we
may isolate how well the different methods perform when dealing with these particular problems. For the reliability datasets of chapter 4 (which we use again here), any variation in the gingival landmark positions is only present 'between cases', since the data were obtained from stone casts of patients' teeth. Any variation in the gingival landmarks 'within cases' would be due only to inconsistencies in their location by different operators and this was found to be negligible. Operators reported no difficulties in identifying gingival landmarks positions and the analysis of 4.5.3.1 revealed nothing to suggest that gingival landmarks were a particular problem for operators to identify consistently.

Having obtained results for the operator inconsistency problems described in 9.2.1.1 and 9.2.1.2, we then consider including additional semi-landmarks representing the effect of differences in the position of the gingival tissue of different cases. For the buccal surface of the upper central incisor, we will consider how the new semi-landmark methods perform when we also include the three gingival landmarks as semi-landmarks, as in Chapter 8, using the same chord directions as originally described in 5.6.2. See fig. 9.4 below. Note that in the gingival simulation study, the positions of the MD endpoints and corners of the incisal edge were simulated in identical positions on each 'case'. In contrast to the current datasets there was no 'within-case' variation in these positions to be removed, only 'between cases'.

Fig 9.4: Semi-landmark representation of variation in the gingival landmarks due to differences in the position of a patient's gum as well as operator inconsistencies in the positions of the MD endpoints and incisal corners

For the occlusal surface of the upper central incisor, there is also additional variation between cases due to differences in patients' gum position at the lingual landmark at the
end of the bucco-lingual width, as shown in fig.9.5 (left) below. This may be represented as an additional semi-landmark with direction of (allowed) movement along a line through the lingual landmark, in the direction of the BL dimension as shown in fig 9.5(right). There is no similar problem at the labial end of the BL width however, since the landmark here corresponds to the most prominent part of the crown (as this was the imaging criterion used), so as a result the gingival margin is always obscured.

Fig 9.5: Variation in the lingual endpoint of the BL width due to differences in patients' gum position.

A further modification of equation (9.3) is required in order to accommodate the extra semi-landmark (landmark 3), as well as the semi-landmarks 1, 2 and 4 along the incisal edge. Note that any variation in the lingual BL landmark corresponding to differences in the position of a patient's gingival tissue will be unrelated to the variation in the three constrained semi-landmarks along the incisal edge. Consequently, we will require another scalar parameter to be determined, representing the distance moved along the BL direction by landmark 3 and to do this we use:

\[
\begin{pmatrix}
1 \\
1 \\
0 \\
1
\end{pmatrix}
\begin{pmatrix}
\lambda_a \\
\lambda_b \\
1 \\
1
\end{pmatrix}
\] instead of \[
\begin{pmatrix}
1 \\
1
\end{pmatrix}
\]

in equation (9.3). For the upper first premolar there are no such problems. The curved shape of the labial and lingual sides of these teeth ensure that the gingival margins are always obscured and therefore will not affect the positions of the bucco-lingual landmarks.
9.3 Results: Operator inconsistencies

For each of the applications and tooth surfaces considered, the main table of results presented in each section details the summary measures $\text{EucSS(total)}$, $\text{EucSS(cases)}$, $\text{EucSS(within)}$, $\text{EucSS(operators)}$ and $\text{EucSS(error)}$ listed in 9.2.2.2, based on the original (with all landmarks fixed) and final sets of Procrustes fits obtained by each of the semi-landmark methods. In the final row of each table is the overall reliability figure $R(C_{411})$, defined in 4.4.2.2 and calculated using the sums of Euclidean norms defined above. In order to examine how much each procedure has changed the mean shape, the tables also contain the full Procrustes distances $d_F(\hat{\mu}_{SL}, \hat{\mu}_0)$ between the final estimated mean shapes and the initial (original) estimates, obtained when all landmarks are fixed. This is a check that no bias is introduced by any of the methods. Finally, in addition to the measures described above, plots of the initial and final Procrustes fits obtained by each method are also presented.

The first table for each application however, details the iteration history from running each method for a fixed number of iterations, as for the gum simulation. Here we report values of $\text{RSS}$ and $\Delta \text{RSS}$ for the first 15 or 20 iterations of each method. Again the number of decimal places quoted is to the decimal place still changing at the last reported iteration. As before this enables us to identify where the change in $\text{RSS}$ slows, i.e. on which iteration each process enters its 'uninformative regime' or 'slow manifold', as indicated by the shaded boxes and the levels of convergence that are achievable.

Each semi-landmark process was then able to be run for a pre-specified number of iterations (corresponding to an acceptable convergence level), so as to stop the configurations becoming unrealistic from running each routine for too long. So that the results are comparable, the same convergence criterion was used for each semi-landmark method, this being the strictest possible value for which each procedure still avoids entering its 'slow manifold'. The resulting $\text{RSS}$ and final $\Delta \text{RSS}$ are then indicated in bold. This meant that a change in $\text{RSS}$ of less than 0.001 was usually able to used for each of the three semi-landmark methods, in each application. Based on the discussion of 5.5.6, an acceptable convergence criterion for $\Delta \text{RSS}$ when running each
For each application, the Full Procrustes (FP) criterion was again found to take fewest iterations, but much longer, in terms of time, than the bending energy (BE) or nearest point (NP) methods to attain the same level of convergence. In addition, in all applications the final $RSS$ values for the Full Procrustes and nearest point methods were always almost identical.

9.3.1 Buccal surfaces

For the buccal surfaces of the upper and lower central incisors, our aim was to remove the differences in shape due to operator inconsistencies at the MD endpoints and (for the upper central incisor) at the corners of the incisal edge.

9.3.1.1 Upper central incisor

Table 9.1 below details the iteration history of the change in values of $RSS$, for each of the semi-landmark methods, with shaded/bold values indicating convergence at $\Delta RSS < 0.001$, as each process 'slows'.

<table>
<thead>
<tr>
<th>Iteration</th>
<th>Bending energy $RSS$</th>
<th>$\Delta RSS$</th>
<th>Full Procrustes distance $RSS$</th>
<th>$\Delta RSS$</th>
<th>Nearest point $RSS$</th>
<th>$\Delta RSS$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original</td>
<td>0.9231095</td>
<td>0.9231095</td>
<td>0.9231095</td>
<td>0.9231095</td>
<td>0.9231095</td>
<td>0.9231095</td>
</tr>
<tr>
<td>1</td>
<td>0.6528306</td>
<td>0.2702290</td>
<td>0.5494251</td>
<td>0.3736845</td>
<td>0.5793010</td>
<td>0.3438086</td>
</tr>
<tr>
<td>2</td>
<td>0.6503416</td>
<td>0.0025390</td>
<td>0.5476594</td>
<td>0.0017657</td>
<td>0.5547829</td>
<td>0.0245181</td>
</tr>
<tr>
<td>3</td>
<td>0.6501951</td>
<td>0.0001465</td>
<td>0.5468032</td>
<td>0.0008562</td>
<td>0.5504770</td>
<td>0.0043059</td>
</tr>
<tr>
<td>4</td>
<td>0.6500662</td>
<td>0.0001289</td>
<td>0.5459452</td>
<td>0.0008581</td>
<td>0.5492745</td>
<td>0.0012026</td>
</tr>
<tr>
<td>5</td>
<td>0.6499412</td>
<td>0.0001250</td>
<td>0.5450796</td>
<td>0.0008656</td>
<td>0.5487114</td>
<td>0.0005631</td>
</tr>
<tr>
<td>6</td>
<td>0.6498156</td>
<td>0.0001256</td>
<td>0.5442063</td>
<td>0.0008733</td>
<td>0.5483099</td>
<td>0.0004015</td>
</tr>
<tr>
<td>7</td>
<td>0.6496897</td>
<td>0.0001259</td>
<td>0.5433251</td>
<td>0.0008812</td>
<td>0.5479536</td>
<td>0.0003563</td>
</tr>
<tr>
<td>8</td>
<td>0.6495633</td>
<td>0.0001263</td>
<td>0.5424358</td>
<td>0.0008893</td>
<td>0.5476110</td>
<td>0.0003426</td>
</tr>
<tr>
<td>9</td>
<td>0.6494386</td>
<td>0.0001267</td>
<td>0.5415382</td>
<td>0.0008876</td>
<td>0.5472733</td>
<td>0.0003377</td>
</tr>
<tr>
<td>10</td>
<td>0.6493096</td>
<td>0.0001270</td>
<td>0.5406322</td>
<td>0.0009060</td>
<td>0.5469382</td>
<td>0.0003351</td>
</tr>
<tr>
<td>11</td>
<td>0.6491821</td>
<td>0.0001275</td>
<td>0.5397175</td>
<td>0.0009147</td>
<td>0.5466053</td>
<td>0.0003330</td>
</tr>
<tr>
<td>12</td>
<td>0.6490541</td>
<td>0.0001280</td>
<td>0.5387940</td>
<td>0.0009235</td>
<td>0.5462743</td>
<td>0.0003309</td>
</tr>
<tr>
<td>13</td>
<td>0.6489259</td>
<td>0.0001282</td>
<td>0.5378614</td>
<td>0.0009326</td>
<td>0.5459454</td>
<td>0.0003289</td>
</tr>
<tr>
<td>14</td>
<td>0.6487971</td>
<td>0.0001288</td>
<td>0.5369196</td>
<td>0.0009419</td>
<td>0.5456186</td>
<td>0.0003268</td>
</tr>
<tr>
<td>15</td>
<td>0.6486679</td>
<td>0.0001291</td>
<td>0.5359682</td>
<td>0.0009514</td>
<td>0.5452938</td>
<td>0.0003248</td>
</tr>
<tr>
<td>16</td>
<td>0.6485386</td>
<td>0.0001294</td>
<td>0.5350071</td>
<td>0.0009611</td>
<td>0.5449711</td>
<td>0.0003227</td>
</tr>
<tr>
<td>17</td>
<td>0.6484085</td>
<td>0.0001300</td>
<td>0.5340360</td>
<td>0.0009711</td>
<td>0.5446505</td>
<td>0.0003206</td>
</tr>
<tr>
<td>18</td>
<td>0.6482783</td>
<td>0.0001302</td>
<td>0.5330546</td>
<td>0.0009814</td>
<td>0.5443319</td>
<td>0.0003186</td>
</tr>
<tr>
<td>19</td>
<td>0.6481476</td>
<td>0.0001307</td>
<td>0.5320627</td>
<td>0.0009919</td>
<td>0.5440153</td>
<td>0.0003166</td>
</tr>
<tr>
<td>20</td>
<td>0.6480164</td>
<td>0.0001312</td>
<td>0.5310600</td>
<td>0.0010027</td>
<td>0.5437007</td>
<td>0.0003146</td>
</tr>
</tbody>
</table>

Table 9.1: Iteration history of $RSS$ and $\Delta RSS$ values for different semi-landmark methods.
Fig 9.6 plots the original/initial (all landmarks fixed) and final sets of GPA registered configurations after using each of the three semi-landmark criteria. Table 9.2 details the summary measures obtained for each method based on each set of $4\times(n=19)$ configurations.

![Fig 9.6: Procrustes registered configurations. (Top) Original/initial superimposition (all landmarks fixed). (Bottom) After running Semi-landmark procedure using different criteria.](image)

<table>
<thead>
<tr>
<th>None (all fixed)</th>
<th>Bending energy</th>
<th>Full Procrustes</th>
<th>Nearest point</th>
</tr>
</thead>
<tbody>
<tr>
<td>EucSS (cases)</td>
<td>0.564</td>
<td>0.493</td>
<td>0.412</td>
</tr>
<tr>
<td>EucSS (within)</td>
<td>0.359</td>
<td>0.157</td>
<td>0.135</td>
</tr>
<tr>
<td>EucSS (ops)</td>
<td>0.150</td>
<td>0.047</td>
<td>0.038</td>
</tr>
<tr>
<td>EucSS (errors)</td>
<td>0.209</td>
<td>0.109</td>
<td>0.096</td>
</tr>
<tr>
<td>EucSS (total)=RSS</td>
<td>0.923</td>
<td>0.650</td>
<td>0.547</td>
</tr>
<tr>
<td>Overall reliability</td>
<td>0.522</td>
<td>0.698</td>
<td>0.690</td>
</tr>
<tr>
<td>$d_F(\hat{\mu}_x, \hat{\mu}_y)$</td>
<td>0.004</td>
<td>0.006</td>
<td>0.006</td>
</tr>
</tbody>
</table>

Table 9.2: Summary measures based on final Procrustes fits.

In comparison with the original GPA registration of the data, all three methods are successful in reducing the variation in the MD and corner landmarks in directions around the outline. For the FP and NP methods all remaining variation in these
positions is in directions perpendicular to the final directions of the escribed chords. The plots of the $X^{\text{fix}}_{im}$ for these methods appear almost identical, with only slight differences between the two sets of summary measures for these methods in table 9.2. On the basis of the argument in 5.5.6, the change in mean shape from the original Procrustes estimate is negligible, with all three methods ($d_{F}(\mu_{x}, \mu_{o}) < 0.006$), since this is of the same order as the change in a configuration's shape produced by a 1-pixel change to any one of its coordinates.

Notice in fig 9.6 however, that with each method there is a decrease in vertical variation at the gingival endpoint (top) of the LACC and increase at the incisal (bottom). There is also a tendency for the horizontal variation at each landmark to increase, albeit only slightly. We refer back to this in the discussion in 9.3.3.

Table 9.2 indicates similar reliability figures for all three of the semi-landmark methods, with an improvement of 0.18 compared to the figure of chapter 4 (i.e. in first column, obtained with all landmarks fixed). The reduction in within-case variation is slightly larger for the FP and NP methods, but this is accompanied by a larger decrease in the variation between cases (and overall) and so in the final Procrustes fits, the proportion of variation attributable to actual variation between cases is similar for all methods.

Fig 9.7 shows the original and final Procrustes fits obtained using each of the semi-landmark methods for operators' representations of three of the 19 cases. The three rows are plots for the three cases which had the highest total variance in component scores on the first two PC's of the within-case sums of squares and products (SSP) matrix, obtained from the original Procrustes fits, in 4.5.3. That is, the operators' representations of these three cases were found to have the largest within case variance along the first two PC's shown in the top row of fig 4.6 (along the directions which the semi-landmarks represent). Note that in each plot, each configuration is registered to the overall grand mean, not its case mean (since we are removing variation about the overall mean, not each case mean). Comparing the results of the semi-landmark methods with the original/initial GPA registration of each case, it is clear that the variance in the positions of the MD and corner landmarks on representations of the same case has been decreased in directions around the outline of each tooth as required,
with little to choose between the results of the different methods. Notice however, for
the case in the third row, this is always at the expense of an increase in variation in the
gingival landmark position at the top of the LACC, where the configurations matched to
the overall mean shape, although the within-case RSS for this case has decreased.

![Fig 9.7: Procrustes fits of different operators' representations of the buccal surfaces of four upper central incisors, obtained using ordinary GPA registration and each of the semi-landmark methods.](image)

### 9.3.1.2 Lower central incisor

Table 9.3 details the iteration history for each of the semi-landmark methods. Again, a
criterion of $\Delta RSS < 0.001$ stops each process before it enters its 'uninformative regime',
indicated by the bold/shaded values. Fig. 9.8 plots the original and final sets of GPA
registered configurations after using each of the semi-landmark methods and table 9.4
details the summary measures based on each set of $4 \times (n=19)$ configurations.

The resulting scatters of the final Procrustes fits in fig. 9.6 are again almost identical for
the FP and NP criteria, with all remaining variation in shape at the semi-landmarks (MD
endpoints) normal to the final directions of each configuration's escribed chords. The
results using the BE criterion are again also similar, although there is clearly some
remaining variation in the directions of the final escribed chords as well as normal to them, which we discuss in 9.3.3. Notice also that since the changes in shape produced by the semi-landmark methods are small here, any effect on the patterns of variance at the other fixed landmarks is less noticeable than in the previous example.

<table>
<thead>
<tr>
<th>Iteration</th>
<th>Bending energy</th>
<th>Full Procrustes</th>
<th>Nearest point</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RSS</td>
<td>ARSS</td>
<td>RSS</td>
</tr>
<tr>
<td>Original</td>
<td>0.831048939</td>
<td>0.831048939</td>
<td>0.831048939</td>
</tr>
<tr>
<td>1</td>
<td>0.683246295</td>
<td>0.147802644</td>
<td>0.655775752</td>
</tr>
<tr>
<td>2</td>
<td>0.683046499</td>
<td>0.001997966</td>
<td>0.655392965</td>
</tr>
<tr>
<td>3</td>
<td>0.683067860</td>
<td>-0.000021361</td>
<td>0.655025455</td>
</tr>
<tr>
<td>4</td>
<td>0.683090190</td>
<td>-0.000022331</td>
<td>0.654654197</td>
</tr>
<tr>
<td>5</td>
<td>0.683112556</td>
<td>-0.000022366</td>
<td>0.654279157</td>
</tr>
<tr>
<td>6</td>
<td>0.683134944</td>
<td>-0.000022389</td>
<td>0.653900303</td>
</tr>
<tr>
<td>7</td>
<td>0.683157358</td>
<td>-0.000022414</td>
<td>0.653517600</td>
</tr>
<tr>
<td>8</td>
<td>0.683179799</td>
<td>-0.000022440</td>
<td>0.653131016</td>
</tr>
<tr>
<td>9</td>
<td>0.683202263</td>
<td>-0.000022464</td>
<td>0.652740516</td>
</tr>
<tr>
<td>10</td>
<td>0.683224752</td>
<td>-0.000022489</td>
<td>0.652346067</td>
</tr>
<tr>
<td>11</td>
<td>0.683247266</td>
<td>-0.000022515</td>
<td>0.651947635</td>
</tr>
<tr>
<td>12</td>
<td>0.683269806</td>
<td>-0.000022540</td>
<td>0.651545186</td>
</tr>
<tr>
<td>13</td>
<td>0.683292371</td>
<td>-0.000022565</td>
<td>0.651138685</td>
</tr>
<tr>
<td>14</td>
<td>0.683314961</td>
<td>-0.000022590</td>
<td>0.650728098</td>
</tr>
<tr>
<td>15</td>
<td>0.683337577</td>
<td>-0.000022616</td>
<td>0.650313391</td>
</tr>
</tbody>
</table>

Table 9.3: Iteration history of $RSS$ and $ARSS$ values for different semi-landmark methods.

Fig 9.8: Procrustes registered configurations. (Top) Original/initial superimposition (all landmarks fixed). (Bottom) After running Semi-landmark procedure using different criteria.
The summary measures in table 9.4 are almost identical for each method, with an improvement in the reliability figures of 0.1, with each method used, indicating that of the small amount of variation removed variation removed (i.e. the decrease in RSS), most of this has been 'within-cases'. Also, note again that the change in mean shape from the initial/original registration of the data is negligible \( d_F(\mu_s, \mu_o) < 0.004 \).

Fig 9.9 shows the original and final Procrustes fits, obtained using each of the semi-landmark methods, for representations of the case with the highest variance in component scores on the first PC of the within-case SSP matrix obtained from the original Procrustes fits in 4.5.3, i.e. this case had the largest variance along the directions shown in the second row of fig 4.6. Clearly, the within-case variation in the positions of the MD endpoints is reduced for this case, with all three of the semi-landmark methods, although this is always at the expense of a slight increase in the variation of the gingival endpoint of the LACC.
9.3.2 Occlusal surfaces

For the occlusal surfaces of the upper central incisor and upper first pre-molar our aim was to remove differences in shape due to operator inconsistencies in the orientation of the surfaces prior to imaging. (For the latter we also wish to remove operator differences in the position of the MD endpoints). Recall that here certain landmarks have been constrained to move by the same (or a proportion of the) distances moved by other semi-landmarks in the same direction, as described in 9.1.3.

9.3.2.1 Upper central incisor

In this application, the semi-landmarks along the incisal edge were constrained to move by the same distance in the BL direction, using equation (9.2) to determine their new positions. Table 9.5 details the iteration history of the change in values of $\text{RSS}$, for each of the semi-landmark methods. Again, the values in bold indicate the final $\text{RSS}$ and $\Delta\text{RSS}$ when using a convergence criterion of $\Delta\text{RSS}<0.001$.

<table>
<thead>
<tr>
<th>Iteration</th>
<th>Bending energy</th>
<th>Full Procrustes</th>
<th>Nearest point</th>
</tr>
</thead>
<tbody>
<tr>
<td>RSS</td>
<td>ARSS</td>
<td>RSS</td>
<td>ARSS</td>
</tr>
<tr>
<td>Original</td>
<td>0.676043331</td>
<td>0.000000000</td>
<td>0.676043331</td>
</tr>
<tr>
<td>1</td>
<td>0.314026993</td>
<td>0.362016338</td>
<td>0.297910933</td>
</tr>
<tr>
<td>2</td>
<td>0.314018439</td>
<td>0.000008554</td>
<td>0.297886902</td>
</tr>
<tr>
<td>3</td>
<td>0.314013049</td>
<td>0.000005390</td>
<td>0.297862689</td>
</tr>
<tr>
<td>4</td>
<td>0.314007655</td>
<td>0.000005394</td>
<td>0.297838293</td>
</tr>
<tr>
<td>5</td>
<td>0.314002259</td>
<td>0.000005396</td>
<td>0.297813712</td>
</tr>
<tr>
<td>6</td>
<td>0.313996862</td>
<td>0.000005397</td>
<td>0.297789944</td>
</tr>
<tr>
<td>7</td>
<td>0.313991463</td>
<td>0.000005399</td>
<td>0.297763988</td>
</tr>
<tr>
<td>8</td>
<td>0.313986062</td>
<td>0.000005401</td>
<td>0.297738842</td>
</tr>
<tr>
<td>9</td>
<td>0.313980660</td>
<td>0.000005402</td>
<td>0.297713505</td>
</tr>
<tr>
<td>10</td>
<td>0.313975256</td>
<td>0.000005404</td>
<td>0.297687976</td>
</tr>
<tr>
<td>11</td>
<td>0.313969851</td>
<td>0.000005406</td>
<td>0.297662253</td>
</tr>
<tr>
<td>12</td>
<td>0.313964444</td>
<td>0.000005407</td>
<td>0.297636333</td>
</tr>
<tr>
<td>13</td>
<td>0.313959034</td>
<td>0.000005409</td>
<td>0.297610220</td>
</tr>
<tr>
<td>14</td>
<td>0.313953624</td>
<td>0.000005410</td>
<td>0.297583907</td>
</tr>
<tr>
<td>15</td>
<td>0.313948213</td>
<td>0.000005412</td>
<td>0.297557394</td>
</tr>
<tr>
<td>16</td>
<td>0.313942798</td>
<td>0.000005414</td>
<td>0.297530679</td>
</tr>
<tr>
<td>17</td>
<td>0.313937383</td>
<td>0.000005415</td>
<td>0.297503762</td>
</tr>
<tr>
<td>18</td>
<td>0.313931966</td>
<td>0.000005417</td>
<td>0.297476640</td>
</tr>
<tr>
<td>19</td>
<td>0.313926548</td>
<td>0.000005418</td>
<td>0.297449313</td>
</tr>
<tr>
<td>20</td>
<td>0.313921128</td>
<td>0.000005420</td>
<td>0.297417788</td>
</tr>
</tbody>
</table>

Table 9.5: Iteration history of $\text{RSS}$ and $\Delta\text{RSS}$ values for different semi-landmark methods

Fig 9.11 plots the original and final sets of Procrustes registered configurations after using each of the semi-landmark methods. The scatters of the final Procrustes fits are almost identical for the different methods, with each showing a reduction in variance at
all landmark positions. In each set of final configurations, the position of the incisal edge along the BL dimension has been standardised, whilst retaining the shape of the configuration of points along the edge and angle between and relative dimensions of the BL and MD widths. The only visible difference between the methods is a slightly smaller/larger scatter of points at the buccal/lingual ends of the BL width for the BE method, due to slight differences in the final versions of the configurations being registered (see 9.3.3), although this is hardly noticeable.

Fig 9.11: Procrustes registered configurations. (Top) Original/initial superimposition (all landmarks fixed). (Bottom) After running Semi-landmark procedure using different criteria.

Table 9.6: Summary measures based on final Procrustes fits.
Table 9.6 details the summary measures obtained for each method from the final sets of 4×(n=19) configurations. Here there is essentially no difference between the measures and so interpretation is the same for each method. With over 50% of the variation in shape removed, each column of table 9.6 indicates that most of this was within cases (a reduction from 0.40 to 0.11 or 0.12) with the remaining variation between cases now accounting for over 50% of the variation in shape, rather than 30%. Note also from table 9.6 that the change in mean shape from the original/initial estimate is again negligible, with each \( d_F(\hat{\mu}'_I, \hat{\mu}_0) < 0.001 \).

Fig. 9.12 shows the original and final Procrustes configurations obtained using each of the semi-landmark methods for each operator's representations of the three cases with the highest total variance in component scores on the first two PC's of the within-case SSP matrix, obtained from the original Procrustes fits in 4.5.3 (the three cases with the largest variance along the directions shown in the first row of fig. 4.7). Clearly the within-case variation in Procrustes fits has been reduced for each of the cases at all landmarks (not just the semi-landmarks), using each of the methods.

![Fig 9.12: Procrustes fits of different operators representations of the occlusal surfaces of three upper central incisors, obtained using ordinary GPA registration and each of the semi-landmark methods.](image-url)
Note that better results (in terms of the reliability figures) can be obtained if the semi-landmarks are unconstrained, since this allows greater freedom for where they are able to move to when reducing the variation along each direction. However, one should not be swayed by this. It still makes more sense to ensure that the shape of the landmarks along the incisal edge is always retained since this is what happens in reality.

9.3.2.2 Upper first pre-molar

In this application, a series of weighted proportions were used to constrain the movement of some of the semi-landmarks in the BL direction, with the MD landmarks free to move independently along this direction.

Table 9.7 shows the iteration history for each method, with bold/shaded values denoting convergence at \( \Delta RSS < 0.001 \) and when each process begins to 'slow'. For the BE method, the process was stopped on the second iteration when a negative value of \( \Delta RSS \) occurred (as in the gingival simulation study).

<table>
<thead>
<tr>
<th>Iteration</th>
<th>Bending energy</th>
<th>Full Procrustes</th>
<th>Nearest point</th>
</tr>
</thead>
<tbody>
<tr>
<td>RSS</td>
<td>( \Delta RSS )</td>
<td>RSS</td>
<td>RSS</td>
</tr>
<tr>
<td>Original</td>
<td>0.91375520</td>
<td>0.91375520</td>
<td>0.00000000</td>
</tr>
<tr>
<td>1</td>
<td>0.67696355 -0.00020834</td>
<td>0.574870961</td>
<td>0.000205886</td>
</tr>
<tr>
<td>2</td>
<td>0.67696308</td>
<td>0.574662031</td>
<td>0.000208930</td>
</tr>
<tr>
<td>3</td>
<td>0.67696180</td>
<td>0.574450007</td>
<td>0.00121204</td>
</tr>
<tr>
<td>4</td>
<td>0.67696048</td>
<td>0.574234846</td>
<td>0.00215161</td>
</tr>
<tr>
<td>5</td>
<td>0.67695906</td>
<td>0.57394936</td>
<td>0.00215165</td>
</tr>
<tr>
<td>6</td>
<td>0.67695620</td>
<td>0.573570998</td>
<td>0.00224828</td>
</tr>
<tr>
<td>7</td>
<td>0.67695570</td>
<td>0.573349534</td>
<td>0.00228154</td>
</tr>
<tr>
<td>8</td>
<td>0.67695311</td>
<td>0.57310428</td>
<td>0.00231516</td>
</tr>
<tr>
<td>9</td>
<td>0.67695150</td>
<td>0.572875504</td>
<td>0.00234924</td>
</tr>
<tr>
<td>10</td>
<td>0.67694985</td>
<td>0.572637124</td>
<td>0.00238380</td>
</tr>
<tr>
<td>11</td>
<td>0.67694821</td>
<td>0.572395241</td>
<td>0.00241883</td>
</tr>
<tr>
<td>12</td>
<td>0.67694643</td>
<td>0.572149078</td>
<td>0.00245434</td>
</tr>
<tr>
<td>13</td>
<td>0.67694457</td>
<td>0.571907727</td>
<td>0.00249035</td>
</tr>
<tr>
<td>14</td>
<td>0.67694270</td>
<td>0.571648088</td>
<td>0.00252684</td>
</tr>
<tr>
<td>15</td>
<td>0.67694080</td>
<td>0.571391704</td>
<td>0.00256334</td>
</tr>
<tr>
<td>16</td>
<td>0.67693883</td>
<td>0.571135700</td>
<td>0.00260134</td>
</tr>
<tr>
<td>17</td>
<td>0.67693679</td>
<td>0.570867635</td>
<td>0.00263935</td>
</tr>
<tr>
<td>18</td>
<td>0.67693476</td>
<td>0.570599847</td>
<td>0.00267788</td>
</tr>
</tbody>
</table>

Table 9.7: Iteration history of RSS and \( \Delta RSS \) values for different semi-landmark methods.

Fig. 9.14 plots the original and final sets of Procrustes registered configurations after using each of the semi-landmark methods and table 9.7 details the summary measures based on each set of \( 4 \times (n=19) \) final Procrustes fits.
Compared to the original/initial superimposition of the data, use of the FP or NP method removes all variation at the MD landmarks in the BL direction and reduces the variance all other landmarks in this direction too. However, in table 9.7 the results are all the same, with no significant improvement in reliability offered by the use of either method. Of the within-case variation examined in 4.5.3, only 19% of this was found to be along directions consistent with orientation effects which we have attempted to represent here and so the lack of a real improvement to the figures is unsurprising.
9.3.3 Further examination of results

In this section we consider the results of the applications above in more detail and examine some of the similarities and differences between the final sets of configurations produced by the different methods. We explain why, in contrast to the gingival simulation study, in these applications the BE method produces more comparable results to those obtained by the FP or NP methods without the problem of unrealistic shapes being produced.

9.3.3.1 Changes in variance at fixed landmarks

As well as a reduction in variance at the positions of the semi-landmarks, in each of the applications it was found that after running each method changes also occurred in the patterns of variance at the positions of the other, fixed landmarks. This was most noticeable for the upper central incisor, where with each method a decrease in vertical variation at the gingival endpoint of the LACC was observed along with an increase in variation at the incisal endpoint and slight increase in the horizontal variation at all fixed landmarks (see fig. 9.6).

By removing the variance at the semi-landmarks, this unwanted variation is no longer distributed about the rest of the configuration by GPA, allowing the actual variance at these positions to be represented more effectively. Sections 7.4 and 8.3.3.3 described how, when variation at the semi-landmark positions is reduced and the configurations re-registered to an (essentially) unchanged mean, then up until convergence at a suitably chosen level, GPA distributes the reduction in variance at the semi-landmarks around the rest of the landmarks, resulting in an overall reduction in the contribution to $RSS$ for each case.

However, how the variance at each individual landmark changes from how it was previously affected, will depend on the choice of semi-landmarks, chord directions and distribution of the landmarks in the configurations in question. (In the gingival simulation study, a reduction in variance was noted at all fixed landmarks, after using both the FP and NP methods). Here for example, in fig 9.6 (top), the initial GPA registration of each configuration to the initial estimated mean $\tilde{\mu_0}$, means that the 5
landmarks below (0,0) are usually matched more closely to those in \( \hat{\mu}_o \) than the 3 gingival landmarks above (0,0). As each configuration is centred (to (0,0)), rotated and scaled (in all directions from (0,0)), optimisation of the OLS distances between corresponding landmarks is usually achieved by concentrating the registration at the 5 non-gingival landmarks. Consequently the variation in fig 9.6 (top) is initially greater at the three gingival landmarks than the others, particularly in the occlusal-gingival (vertical) direction, since the non-gingival landmarks do not vary as much in this direction. When each new semi-landmark method successfully reduces the variation at the four semi-landmark positions, at the MD positions and either side of the incisal edge, the GPA registration at the end of each iteration is able to register each new version of a configuration to an (almost unchanged) mean with a reduction in residual sums of squares between all corresponding landmarks, as described above. Here however, having removed some of the variation in these semi-landmarks, the gingival landmarks can now be matched more closely than before (especially in the \( y \)-direction), but this is at the expense of an increase in variation at the (fixed) incisal landmark at the bottom of the LACC and a slight increase in variation in the \( x \)-direction of all landmarks of the Procrustes fits.

9.3.3.2 Similarity of results under different criteria

In contrast to the gingival simulation study, in each of the applications of this chapter, the BE method produces more similar results to those obtained using the NP or FP methods. In this section we look at the reasons why.

Using the BE method, recall how the new positions of the semi-landmarks in 
\[
y_{new} = x_{new} = \text{vec}^{-1}(\text{vec}(X^f) - U\lambda)
\]
are determined as those which produce the PTPS mapping from mean \( T = \hat{\mu} \) which gives the closest possible 'affine fit', 
\[
Q\Gamma^{21}\text{vec}^{-1}(\text{vec}(X^f) - U\lambda),
\]
to the fixed landmarks and positions along the semi-landmark's chords. (Matrices \( Q \), and \( \Gamma^{21} \) are as defined in equations (5.31) and (5.32)). In other words, the semi-landmarks move so as to minimise the sum of squared corresponding non-affine components of the mapping, added to the 'affine fit' to ensure that \( \hat{\mu} \) is mapped to \( \text{vec}^{-1}(\text{vec}(X^f) - U\lambda) \) exactly. They can also be thought of as the positions which produce the smallest possible variation in the shape of the grid cells of a
deformation grid, representing the PTPS transformation from $T=\hat{\mu}$ to $\mathcal{V}^{-1}(\mathcal{V}(X') - U\lambda)$. As explained in 5.6.3, large movements of the semi-landmarks will occur when a notable change in the affine mapping of $\hat{\mu}$ (from that in the original transformation to $X'$) is able to occur in the directions of the semi-landmarks' chords, determined by the configuration of landmarks effectively fixed in these directions. This requires that there are no nearby fixed landmarks, or other semi-landmarks whose movement is restricted to more perpendicular directions, to stop them moving in accordance with such a mapping.

In each of the applications here, there are fixed landmarks in the vicinity of the semi-landmarks, on either side of their chord directions, which must be matched to exactly by the PTPS transformation from $\hat{\mu}$ to $\mathcal{V}^{-1}(\mathcal{V}(X') - U\lambda)$. This means that the affine component of the mapping and hence shape of the configuration cannot change too much, whereas in the gingival simulation study there were no fixed landmarks in such positions or differences in chord directions to constrain the semi-landmarks' movement.

For example, with the lower central incisors (section 9.3.1.2) the semi-landmarks (the MD endpoints) will always remain between the incisal corners and papillae landmarks as they move to positions in accordance with the vertical affine component of the mapping between the fixed landmarks, as illustrated in fig 9.10. The top row displays the PTPS mapping from $\hat{\mu}$ to initial Procrustes fit $X'$ of one of the lower central incisor configurations (buccal surface), as a deformation grid, indicating how a square grid placed over $\hat{\mu}$ is deformed so that the landmarks are mapped exactly to those of $X'$. The right side panel shows the affine mapping of $\hat{\mu}$ to $X'$ as a deformation grid, as described in 5.3.3, with diagonal crosses indicating the fitted points $Q^{-1}X'$ (to which residual, non affine components must be added, producing the variation in the shape of the grid cells in the middle panel, so that $\hat{\mu}$ is mapped to $X'$ exactly). The bottom row displays the PTPS mapping from $\hat{\mu}$ to $X''$, after the semi-landmarks have been allowed to move along their chords. The right side panel shows the affine fit of $\hat{\mu}$ to $X''$, here given by $Q^{-1}X''$, which differs from that from $\hat{\mu}$ to $X'$, in the panel above by just a slight increase in the scale of the vertical component where the transformation is now able to achieve an improved affine fit to the landmarks and
chords of $\text{vec}^{-1}(\text{vec}(X^P) - U\lambda)$ (see landmarks around the gum and along the incisal edge).

Similarly, on the upper central incisor (section 9.3.1.1), the fixed landmarks at the ends of the LACC ensure that this dimension is retained relative to the fixed landmarks at the papilla locations in the transformation from $\hat{\mu}$ to $\text{vec}^{-1}(\text{vec}(X^P) - U\lambda)$. In addition there is typically an angle of around 90 to 135 degrees between each of the two semi-landmarks’ chord directions on each side of the tooth (see fig. 9.1, left), which the landmarks in $\hat{\mu}$ must be mapped onto exactly. This also restricts the possibility of large or unrealistic movements occurring along these directions.

With both the FP and NP methods however, the semi-landmarks are unable to move large distances since, when using the FP criterion, it is required that the fit of the entire
configuration to \( \hat{\mu} \) is optimised and with the NP method, prior GPA registration ensures that the semi-landmarks need not move too far in order to find positions along their chords at nearest Euclidean distance to corresponding landmarks in the mean.

Even though the presence of nearby fixed landmarks and/or differences in chord directions restricts the possibility of large unrealistic movements occurring when using the BE method, differences will still remain between the results of the individual steps and in the final semi-landmark positions, compared to the FP and NP techniques. For example, fig 9.11 illustrates how on the first iteration, the BE criterion does not quite result in the same new semi-landmark positions on the first movement step as the FP method. Here we describe conditions affecting the degree of dissimilarity in the results.

![Fig 9.11: New semi-landmark positions for a lower central incisor (buccal surface) configuration using (left) bending energy and (right) full Procrustes criteria. (Filled circles, solid lines) New version of configuration. (Empty circles) Nominal semi-landmark positions. (Dotted lines) chord directions. (Plusses, dashed lines) Means shape.](image)

In each of the applications so far in this chapter, the chord directions do not change between iterations as these are defined by the fixed landmarks. As there is also very little change in \( \hat{\mu} \) between iterations the optimal positions of the semi-landmarks determined on the first movement step using the BE or FP criteria hardly change. Therefore differences in the results of any single step for these methods, are likely to be the similar to those observed in the final sets of Procrustes fits from each method. Over the course of the iteration, the final semi-landmark positions of the NP technique are usually identical to those obtained using the Full Procrustes criterion, as previously noted in 7.3 and 8.3.3.1, so here we concentrate on comparing the BE and FP methods.
Recall from equations (5.61) and (5.62) that with the BE method, the new semi-landmark positions are given by:

$$\min_{\lambda, \mu} \text{tr}(\text{vec}^{-1}(\text{vec}(X^p) - U\lambda) - (1_k : \hat{\mu})B)^T S^{-1}(\text{vec}^{-1}(\text{vec}(X^p) - U\lambda) - (1_k : \hat{\mu})B)$$  (9.4)

where $B$ is a $k \times 2$ matrix of parameters and $S$ is as defined in (5.31). For the FP criterion, the new semi-landmark positions at each movement stage are instead given by finding $\lambda$ minimising:

$$\min_{\lambda} \|SG(\text{vec}^{-1}(\text{vec}(X^p) - U\lambda)) - \hat{\mu}\|^2 \text{ or } \min_{\lambda} \|\text{vec}^{-1}(\text{vec}(X^p) - U\lambda) - SG(\hat{\mu})\|^2$$

$$= \min_{\lambda} \text{tr}(\text{vec}^{-1}(\text{vec}(X^p) - U\lambda) - SG(\hat{\mu}))^T (\text{vec}^{-1}(\text{vec}(X^p) - U\lambda) - SG(\hat{\mu}))$$  (9.5)

With the NP method, there is no transformation of $\hat{\mu}$ involved; $\text{vec}^{-1}(\text{vec}(X^p) - U\lambda)$ is matched to $\hat{\mu}$ (or vice-versa) by finding $\lambda$ minimising:

$$\min_{\lambda} \text{tr}(\text{vec}^{-1}(\text{vec}(X^p) - U\lambda) - \hat{\mu})^T (\text{vec}^{-1}(\text{vec}(X^p) - U\lambda) - \hat{\mu})$$

which, in contrast to (9.4) and (9.5), depends on the nominal positions of $X^p$ and $\hat{\mu}$.

By comparison of (9.4) and (9.5) above, the BE criterion in (9.4) allows separate scaling in either the $x$ or $y$ direction and shearing, in addition to similarity transformations when matching $\hat{\mu}$ to $\text{vec}^{-1}(\text{vec}(X^p) - U\lambda)$, whereas in (9.5) the transformation of $\hat{\mu}$ is restricted to rigid transformations of location, scale and rotation only. In addition (9.4) is a minimisation of a sum of generalised squared residuals, i.e. the correlated non-affine components, with weighting matrix $S$, whereas (9.5) is a minimisation of an ordinary sum of squared residuals with no weighting matrix.

Based on the first point above, the new positions of the semi-landmarks will always be similar for the BE and FP methods, when the affine component resembles a similarity transformation, as was seen in fig 9.10 (bottom right). However, even when this is the case, differences in the new semi-landmark positions will still exist, due to the fact that the non-affine components, completing the PTPS mapping onto the fixed landmarks and
chords of $\text{vec}^{-1}(\text{vec}(X^p) - U\lambda)$ are correlated, weighted displacements from the affine fit, and not OLS residuals. i.e. due to the difference in how the 'residuals' of the Procrustes and affine fits of $\mu$ to $\text{vec}^{-1}(\text{vec}(X^p) - U\lambda)$ are defined. For example, fig 9.10 (bottom left) shows how with a similarity-like affine transformation of $\mu$, the semi-landmarks move to positions on their chords which give the smallest set of non-affine components between the fitted affine points, $\Omega \Gamma^{21} \text{vec}^{-1}(\text{vec}(X^p) - U\lambda)$ and $\text{vec}^{-1}(\text{vec}(X^p) - U\lambda)$. Despite their appearance however, these chord positions are not those at least Euclidean distance to those in $\Omega \Gamma^{21} \text{vec}^{-1}(\text{vec}(X^p) - U\lambda)$. On the other hand, with the FP method, the semi-landmarks would move precisely to positions at least Euclidean distances to the rotated, scaled and translated version of $\mu$.

This also explains why, in each of the examples considered here and in the simulation study of chapter 8, when using the FP and NP methods with unconstrained semi-landmarks, any remaining variation in shape at the final positions of the semi-landmarks is entirely in directions perpendicular to the final chords directions. When the BE method is successful in removing variation along the specified directions, what is left appears more isotropic than with the new methods, with some variation still remaining along the final chord directions, rather than only perpendicular to them.

9.4 Results: Inclusion of gum effects

9.4.1 Buccal surface of upper central incisor

In addition to the semi-landmarks at the MD endpoints and incisal corners, here we re-run the analysis of 9.3.1.1 to also include the three gingival landmarks as semi-landmarks, with chord directions as defined in fig. 9.4. In contrast to the gingival simulation study, here there is very little or no variation in the position of the gingival landmarks 'within-cases' since the data were obtained from stone casts and their positions were found to be consistent between different operators' representations. However we still want remove any variation 'between cases' due to differences in the position of the patient's gum, as this will be of no interest in any subsequent analysis. Additionally, in chapter 8, the MD endpoints and incisal corners were simulated at the
same position on the same case (and so did not vary within cases, only between). They
were also treated as fixed landmarks during the simulation study as our only interest
was the performance of each method in removing variation in the positions of the
gingival landmarks. In practice however, variation exists in these positions due to
operator inconsistencies in their placement around the lower outline.

9.4.1.1 Main findings using reliability data

Table 9.8 details the iteration history of the change in values of $RSS$, for each of the
semi-landmark methods. For the FP and NP methods, similar final values of $RSS$
were obtained using the usual criterion of $\Delta RSS < 0.001$. For the BE method however,
the process soon produces unwanted results. A large increase in $RSS$ occurs on the
first (and second) iterations, when most movement in the semi-landmarks occur, the
reasons for which, we discuss in detail in 9.4.3. Following this $RSS$ does decrease but
it was not until the 28th iteration that the change in $RSS$ was less than 0.01. By the 60th
iteration, $\Delta RSS$ was still decreasing but had still not reached the 0.001 level.

<table>
<thead>
<tr>
<th>Iteration</th>
<th>Bending energy</th>
<th>Full Procrustes</th>
<th>Nearest point</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$RSS$</td>
<td>$\Delta RSS$</td>
<td>$RSS$</td>
</tr>
<tr>
<td>Original</td>
<td>0.923110</td>
<td>-</td>
<td>0.923110</td>
</tr>
<tr>
<td>1</td>
<td>1.943434</td>
<td>-1.020325</td>
<td>0.069321</td>
</tr>
<tr>
<td>2</td>
<td>2.400833</td>
<td>-0.457399</td>
<td>0.068593</td>
</tr>
<tr>
<td>3</td>
<td>2.001942</td>
<td>0.398891</td>
<td>0.068363</td>
</tr>
<tr>
<td>4</td>
<td>1.664677</td>
<td>0.337304</td>
<td>0.068136</td>
</tr>
<tr>
<td>5</td>
<td>1.414340</td>
<td>0.250297</td>
<td>0.067912</td>
</tr>
<tr>
<td>6</td>
<td>1.255849</td>
<td>0.178492</td>
<td>0.067689</td>
</tr>
<tr>
<td>7</td>
<td>1.094800</td>
<td>0.140868</td>
<td>0.067469</td>
</tr>
<tr>
<td>8</td>
<td>0.950557</td>
<td>0.144424</td>
<td>0.067251</td>
</tr>
<tr>
<td>9</td>
<td>0.843384</td>
<td>0.107172</td>
<td>0.067035</td>
</tr>
<tr>
<td>10</td>
<td>0.742467</td>
<td>0.100917</td>
<td>0.066821</td>
</tr>
<tr>
<td>11</td>
<td>0.677628</td>
<td>0.064839</td>
<td>0.066609</td>
</tr>
<tr>
<td>12</td>
<td>0.611467</td>
<td>0.061616</td>
<td>0.066399</td>
</tr>
<tr>
<td>13</td>
<td>0.550927</td>
<td>0.060540</td>
<td>0.066190</td>
</tr>
<tr>
<td>14</td>
<td>0.507788</td>
<td>0.043139</td>
<td>0.065984</td>
</tr>
<tr>
<td>15</td>
<td>0.459007</td>
<td>0.048780</td>
<td>0.065780</td>
</tr>
<tr>
<td>16</td>
<td>0.418182</td>
<td>0.040825</td>
<td>0.065578</td>
</tr>
<tr>
<td>17</td>
<td>0.380096</td>
<td>0.038086</td>
<td>0.065377</td>
</tr>
<tr>
<td>18</td>
<td>0.349298</td>
<td>0.030798</td>
<td>0.065179</td>
</tr>
<tr>
<td>19</td>
<td>0.325050</td>
<td>0.024248</td>
<td>0.064982</td>
</tr>
<tr>
<td>20</td>
<td>0.299431</td>
<td>0.025619</td>
<td>0.064787</td>
</tr>
</tbody>
</table>

Table 9.8: Iteration history of $RSS$ and $\Delta RSS$ values for different semi-landmark methods.

Fig 9.12 plots the original (with all landmarks fixed) and final Procrustes registered
configurations after using each of the semi-landmark methods and table 9.9 details the
summary measures obtained from the final sets of $4 \times (n=19)$ configurations. For
comparison, the results of the BE method, based on running the process to the 28th iteration ($\Delta RSS < 0.01$) have been included (although it is questionable as to whether the process should have been run beyond the first iteration).

![Original / Initial](all landmarks fixed)

![Bending energy](all fixed)

![Full Procrustes](all fixed)

![Nearest point](all fixed)

Fig 9.12: Procrustes registered configurations. (Top) Original/initial superimposition (all landmarks fixed). (Bottom) After running semi-landmark procedure using different criteria.

<table>
<thead>
<tr>
<th>Upper central incisor</th>
<th>None (all fixed)</th>
<th>Bending energy*</th>
<th>Full Procrustes</th>
<th>Nearest point</th>
</tr>
</thead>
<tbody>
<tr>
<td>EucSS (cases)</td>
<td>0.564</td>
<td>0.113</td>
<td>0.047</td>
<td>0.049</td>
</tr>
<tr>
<td>EucSS (within)</td>
<td>0.359</td>
<td>0.077</td>
<td>0.022</td>
<td>0.021</td>
</tr>
<tr>
<td>EucSS (ops)</td>
<td>0.150</td>
<td>0.041</td>
<td>0.004</td>
<td>0.004</td>
</tr>
<tr>
<td>EucSS (errors)</td>
<td>0.209</td>
<td>0.037</td>
<td>0.017</td>
<td>0.017</td>
</tr>
<tr>
<td>EucSS (total)=RSS</td>
<td>0.923</td>
<td>0.190</td>
<td>0.069</td>
<td>0.070</td>
</tr>
<tr>
<td>Overall reliability</td>
<td>0.522</td>
<td>0.507</td>
<td>0.600</td>
<td>0.617</td>
</tr>
<tr>
<td>$d_F(\hat{\mu}_G, \hat{\mu}_0)$</td>
<td>0.581</td>
<td>0.006</td>
<td>0.014</td>
<td></td>
</tr>
</tbody>
</table>

Table 9.9: Summary measures based on final Procrustes fits. * $\Delta RSS < 0.01$ used for convergence.

As usual the FP and NP methods achieve almost identical results. Fig 9.12 shows that both methods are successful in reducing the variance of the chosen landmarks along the specified directions, with all remaining variation at the semi-landmarks perpendicular to their final chord directions. Only the incisal end of the LACC was a fixed landmark.
here and the variation in this position is reduced as a result of the variation at all other landmarks being reduced. For the BE method however, it is clearly evident that something has gone wrong, with all configurations collapsing to unrealistic but similar shapes. The large change in mean shape in table 9.9, is consistent with the observation that the configurations have all notably changed in some systematic way. For the FP and NP methods the change in mean is again negligible (although slightly larger for the nearest point method here).

Note that since we are allowing the gingival landmarks to move, in order to reduce variation between cases, the reliability measures in table 9.9 may not be particularly informative here (as in the gum simulation) since this will naturally decrease reliability values. Despite this however, an increase in the values was found with use of both the FP and NP methods, when compared to the original GPA registration of the data. With both methods the total variation in shape (RSS) has been reduced from 0.92 to 0.07 and that 'between cases' from 0.56 to 0.05. This leaves less than 5% of the original variation between cases on which to base any subsequent analysis. (With just the MD endpoints and incisal corners as semi-landmarks in section 9.4.1.1, over 70% of the original variation between cases remained). It is clear from these figures that a large proportion of what is originally observed 'between cases' and regarded as actual variation in shape is due to differences in the positions of the patients gingival profiles. However, as the example in 9.4.1.2 below illustrates, important differences in shape between populations are still able to be detected.

9.4.1.2 Analysis example: Comparison of two populations

Two samples of \( n=20 \) landmark configurations were obtained from the same images of buccal surfaces of upper left central incisors, used as the example data in 3.4.2. The first set of configurations were obtained from images of study casts of 20 'control' patients. Here, all eight landmarks were identified on each image, as defined in fig. 1.3 (left). The second sample comprised 20 corresponding configurations from patients with moderate/severe hypodontia (three or more congenitally missing teeth). In 3.4.2, all corresponding landmarks except for the mesio-distal (MD) endpoints were identified on each image, as these are generally difficult to locate precisely along the sides of the teeth in this population. Here however, approximate positions were identified
corresponding to the operator’s best guess of where landmarks corresponding to the MD endpoints in the normal sample should be. It is hoped that use of the new semi-landmark methods, with semi-landmarks and chord directions as defined in fig. 9.4 and used in the application above, will remove any differences due to the location of these positions along the sides of the teeth, while allowing information on the relative dimensions of the sides of the hypodontia teeth to be incorporated into the registration procedure and subsequent comparison of mean shapes. In addition, we also wish that differences in the locations of the three gingival landmarks due to differences in the position of patients' gingival profiles be accounted for and removed as well as any unwanted variation which may result from the poor operator reliability in locating the landmarks at the MD endpoints and corners of the incisal edge.

Fig 9.13 (top) shows the Procrustes fits of both samples to an overall estimated pooled mean shape, before and after using the semi-landmark method with the FP criterion determining the new positions of the semi-landmarks at each step and a convergence criterion of $\Delta RSS < 0.001$. Almost identical results were found using the NP method. Fig 9.13 (bottom) shows the (arithmetic) mean shape obtained from the control configurations Procrustes matched to the (arithmetic) mean shape of the hypodontia sample, both before and after using the FP method. In the bottom left panel, differences in the mean locations of the MD endpoints in each sample, result in the appearance of a large difference in mean shape. In the hypodontia population, there is a tendency to locate the endpoints of the maximal buccal more gingivally (towards the top) of the contact region, rather than at positions corresponding to where the teeth would contact with neighbouring teeth, if they had normal shape. As the right panels show, the semi-landmark procedure accounts for such differences, removing this variation (along with that due to differences in the position of patients' gingival tissue and along directions in which errors in the locations of landmarks at the corners of the incisal edge may occur) allowing a more sensible comparison of mean shape to be made. Although the difference in mean shape is smaller (as measured by the Euclidean sums of squares between the configuration in the bottom right panel), use of Hotelling's two-sample $T^2$ test, as described in (3.29), gives a p-value of 0.002, providing strong evidence of a difference between the hypodontia and control mean incisor shapes. Fig. 9.13 (bottom right) suggests that the mean shapes differ in the shape of the sides of the teeth, with the hypodontia cases being more 'tapered' in shape.
9.4.2 Occlusal surface of upper central incisor

In this section we re-run the analysis of 9.3.2.1, to also allow for differences between patients due to the position of their lingual gingival tissue, in addition to any variation attributable to orientation differences at the imaging stage. As well as the three constrained semi-landmarks along the incisal edge, we now include the lingual landmark at the end of the BL width as an additional semi-landmark. This is also free to move in the BL direction but independent of the positions of the semi-landmarks along the incisal edge. Consequently, two parameters are determined at each semi-landmark stage, using the modification of equation (9.3) described in 9.2.3. As in the previous example, there will be little or no variation in the position of this additional

Fig. 9.13: (Top) Procrustes fits using a pooled sample (Δ = control, + = hypodontia). (Left) Original/Initial GPA registration. (Right) Following iterative semi-landmark procedure using Full Procrustes criterion. (Bottom) Overlaid estimated mean shapes of control (solid) and hypodontia (dashed) upper left central incisors.
semi-landmark to remove 'within-cases', only 'between', since the data were obtained from the same stone casts from each patient and the landmark itself is easy to locate.

### 9.4.2.1 Main findings using reliability data

Table 9.10 details the iteration history of the change in values of $RSS$ for each of the semi-landmark methods. For the BE method, there are again problems, with a ten-fold increase in $RSS$ occurring on the first iteration, and (with the exception of the second iteration) additional, variable increases in $RSS$ occurring from then on.

<table>
<thead>
<tr>
<th>Iteration</th>
<th>Bentin energy</th>
<th>Full Procrustes</th>
<th>Nearest point</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original</td>
<td>0.6760433</td>
<td>0.6760433</td>
<td>0.6760433</td>
</tr>
<tr>
<td>1</td>
<td>6.9252550</td>
<td>-6.2492117</td>
<td>0.1303294</td>
</tr>
<tr>
<td>2</td>
<td>6.9193269</td>
<td>0.0059282</td>
<td>0.1301726</td>
</tr>
<tr>
<td>3</td>
<td>6.9209825</td>
<td>-0.0016556</td>
<td>0.1300151</td>
</tr>
<tr>
<td>4</td>
<td>6.9219948</td>
<td>-0.0010123</td>
<td>0.1298570</td>
</tr>
<tr>
<td>5</td>
<td>6.9223860</td>
<td>-0.0012912</td>
<td>0.1296982</td>
</tr>
<tr>
<td>6</td>
<td>6.9243556</td>
<td>-0.0010696</td>
<td>0.1295386</td>
</tr>
<tr>
<td>7</td>
<td>6.9202141</td>
<td>-0.0016658</td>
<td>0.1293784</td>
</tr>
<tr>
<td>8</td>
<td>6.9267609</td>
<td>-0.0007395</td>
<td>0.1292175</td>
</tr>
<tr>
<td>9</td>
<td>6.9286234</td>
<td>-0.0014824</td>
<td>0.1290559</td>
</tr>
<tr>
<td>10</td>
<td>6.9293100</td>
<td>-0.0010667</td>
<td>0.1288936</td>
</tr>
<tr>
<td>11</td>
<td>6.9305978</td>
<td>-0.0012878</td>
<td>0.1287306</td>
</tr>
<tr>
<td>12</td>
<td>6.9316735</td>
<td>-0.0010756</td>
<td>0.1285669</td>
</tr>
<tr>
<td>13</td>
<td>6.9333517</td>
<td>-0.0016782</td>
<td>0.1284024</td>
</tr>
<tr>
<td>14</td>
<td>6.9399099</td>
<td>-0.0005492</td>
<td>0.1282373</td>
</tr>
<tr>
<td>15</td>
<td>6.9255990</td>
<td>-0.0016981</td>
<td>0.1280715</td>
</tr>
<tr>
<td>16</td>
<td>6.9363314</td>
<td>-0.0007324</td>
<td>0.1279049</td>
</tr>
<tr>
<td>17</td>
<td>6.9374837</td>
<td>-0.0011524</td>
<td>0.1277737</td>
</tr>
<tr>
<td>18</td>
<td>6.9385888</td>
<td>-0.0011051</td>
<td>0.1275697</td>
</tr>
<tr>
<td>19</td>
<td>6.9401798</td>
<td>-0.0015909</td>
<td>0.1274010</td>
</tr>
<tr>
<td>20</td>
<td>6.9408795</td>
<td>-0.0006998</td>
<td>0.1272316</td>
</tr>
</tbody>
</table>

Table 9.10: Iteration history of $RSS$ and $\Delta RSS$ values for different semi-landmark methods.

Fig. 9.14 plots the original (all landmarks fixed) and final Procrustes registered configurations after using each of the semi-landmark methods. Table 9.11 details the usual summary measures obtained from the final sets of 4x(n=19) configurations. For comparison, results of running the BE method to the second iteration have been included (although, as in 9.4.3.1, it is questionable as to whether the process should have been run beyond the first iteration). On this occasion slightly different final values of $RSS$ were obtained using a convergence of $\Delta RSS<0.001$ with the FP and NP criteria. However, any visual difference between the plots of the final sets of configurations is barely noticeable and had a stricter criterion of $\Delta RSS<0.0001$ been used, the results would have been even more similar (see table 9.10).
Fig 9.14: Procrustes registered configurations. (Top) Original/initial superimposition (all landmarks fixed). (Bottom) After running semi-landmark procedure using different criteria.

Table 9.11: Summary measures based on final Procrustes fits (landmarks along incisal edge and lingual endpoint of BL width as semi-landmarks). *ΔRSS < 0.006 used for convergence.

9.4.2.2 Subsequent analysis

Using either the Full Procrustes or nearest point methods any variation in the position of the labial endpoint in the BL direction is eliminated. This means that information on the relative dimensions of the MD and BL dimensions is lost and the remaining variation in shape reduced to just the shape of the three landmarks along the incisal edge.
and its angle to the BL direction. This begs the question as to whether it is still more efficient to perform any subsequent analysis of shape on the positions of the five Procrustes coordinates after using either of the new semi-landmark methods (10 variables, with dimension 7), or to the two angular and one ratio variables shown in fig. 9.15 below, which may be used to represent the same remaining variation in shape.

However, as table 9.11 shows, the final variation in shape within cases is still much larger than that between them. Of the variation that does remain, most is due to operator inconsistency, rather than actual differences between patients. Although the reliability measures will be reduced by the fact that we set out to remove variation between patients, the overall value of 0.14 for the FP and NP methods, represents a substantial decrease from the value of 0.52 in table 9.6, achieved when just the landmarks along the incisal edge were allowed to move in section 9.3.2.1.

Many previous studies (for example, Peck & Peck, 1972) have shown the ratio of the BL and MD dimensions to be an important variable for comparing the shape of teeth between populations, despite the effect of any variation on the lingual BL endpoint. Here however, this information is lost as soon we allow the variation in this landmark, in the BL direction, to be removed. Since there is no documented material on the extent of variation in the lingual gingival tissue and its effect on the proportion of the occlusal surface which may be obscured, we have no way of knowing exactly how important this issue may be; only that it has some potential to affect any measures of shape involving the BL dimension. Given the success with which the MD/BL ratio has been used in the past, perhaps the best way to proceed would be as in 9.4.2.1, where just the orientation inconsistencies in the position of the incisal edge along the BL width are removed. The BL endpoint would then still be regarded as fixed and the MD to BL ratio retained.
This leaves the configurations with a reasonable amount of reliability and in addition to the MD/BL ratio, information such as the triangulation of landmarks along the incisal edge and the angle between the MD and BL dimensions would also be represented.

### 9.4.3 Further examination of results using bending energy method

As in the gingival simulation study, with the data sets and applications in 9.4.1 and 9.4.2, use of the BE method again results in unrealistic shapes being produced on the first iteration, causing a large, unwanted increase in the value of $RSS$. Here we again explore these results in more detail.

In 9.4.1, the gingival and the MD landmarks were free to move in a predominantly vertical direction and those at the incisal corners in a more horizontal or diagonal direction. In 9.4.2 the landmarks along the incisal edge and at the lingual endpoint of the BL width were free to move along chords in the BL direction, subject to the constraint that the triangulation of landmarks along the incisal edge is retained. Figs. 9.16 and 9.17 consider what happens to two of the configurations from each data set in each application, on the first iteration.

Recall from 5.6.3 or 9.3.3.2.1 that the semi-landmarks in $\text{vec}^{-1}(\text{vec}(X^p) - U\lambda)$ move to positions which produce the PTPS mapping from mean $\hat{\mu}$ with closest possible 'affine fit', to the fixed landmarks and positions along the semi-landmark's chords. The 'fit' is measured by the generalised sum of squared residual non-affine components or BE, so that there is the smallest possible variation in the shape of the grid cells of the deformation grid representing the PTPS mapping. In each of figures 9.16 and 9.17, the first and third columns display the transformation from $\hat{\mu}$ to the initial Procrustes fit $X^p$ of each configuration, as a deformation grid. The bottom panel shows the affine mapping of $\hat{\mu}$ to $X^p$ with diagonal crosses indicating the fitted points (to which residual, non affine components must be added, so that $\hat{\mu}$ is mapped to $X^p$ exactly).

The second and fourth columns display the PTPS mapping from $\hat{\mu}$ to $X^{\text{new}} = \text{vec}^{-1}(\text{vec}(X^p) - U\lambda)$, after the semi-landmarks have been allowed to move along their chords, with the bottom panels showing the affine map of $\hat{\mu}$ to $X^{\text{new}}$. 405
Fig 9.16: First movement step of min. BE method for two configurations in application of 9.4.1.

Fig 9.17: First movement step of min. BE method for two configurations in application of 9.4.2.

Key for both figs: (Top row) (1st and 3rd cols.) Procrustes fit $X^P$ (filled circles, solid lines) to $\hat{\mu}$ (plusses, dashed lines), (2nd and 4th cols.) new configuration $X^{new}$ (filled circles, solid lines) after semi-landmarks move from nominal positions (empty circles) along escribed chords according to minimum bending energy criterion. (Bottom row) (1st and 3rd cols.) Affine mapping of $\hat{\mu}$ to $X^P$ and (2nd and 4th rows) $X^{new}$ (filled circles), with fitted values shown as diagonal crosses.
In fig. 9.16, the optimal positions for each semi-landmark to adopt are again in accordance with the PTPS transformation from \( \mu \) in the direction of each chord, determined by the mapping between landmarks effectively ‘fixed’ in each direction. Since the chords of the gingival and MD semi-landmarks are in roughly vertical directions, the positions determining the vertical mapping and therefore any movement of the semi-landmarks, are the two corner semi-landmarks at the ends of the incisal edge (effectively constrained in the vertical direction) and the fixed landmark at the incisal end of the LACC. Similarly, a change in the positions of the two corner landmarks, only results if the new horizontal affine component of the PTPS transformation provides an improved fit in this direction to the (vertical) chords of the gingival and MD semi-landmarks and the other fixed landmark.

For configuration \( A \) in fig. 9.16, a ‘better fitting’ vertical affine component (lower BE PTPS mapping from \( \mu \)) is able to be produced by the MD and gingival semi-landmarks adopting positions in accordance with the mapping to just the three landmarks along the incisal edge in \( \text{vec}^{-1}(\text{vec}(X^p) - U\lambda) \). Here the vertical distance between the central (incisal end of the LACC) landmark and the two corner landmarks is relatively smaller in \( \mu \) (when considered alongside the other vertical distances between landmarks), than in \( X^p \). This would require that the PTPS transformation (and in particular it’s affine component) ‘stretch’ \( \mu \) in the vertical direction to map between these positions. Since there are no nearby fixed landmarks or other semi-landmarks with different chord directions, the gingival and MD semi-landmarks are able to move cervically (upward), so that a similar mapping may be used to map all landmarks in \( \mu \) to \( \text{vec}^{-1}(\text{vec}(X^p) - U\lambda) \) (as this would require less bending). If there were such constraining features, the affine component would need to be different in this region, thereby requiring more BE in the mapping, i.e. more variation in the ‘affine derivative’ or shape of the grids cells in a corresponding deformation grid. In other words, applying the transformation required for the landmarks along the incisal edge to \( \mu \), would map the gingival and MD landmarks to chord positions cervical (above) their nominal positions in \( \text{vec}^{-1}(\text{vec}(X^p) - U\lambda) \) and so these semi-landmarks move upwards in order to minimise the BE of the mapping (GLS residuals of the affine fit). Conversely in configuration \( B \) in fig.9.16, the vertical distances between the central and
corner landmarks on the incisal edge are larger (relative the other vertical distances between landmarks) in $\hat{X}$, compared to $X^p$ and so the MD and gingival semi-landmarks move downwards to give the 'least bending' PTPS mapping from $\hat{X}$.

In contrast to the gum simulation, where the configurations of each set of non-gingival landmarks were always the same within representations of each case, here there are differences in the positions of these landmarks. Consequently, the resulting new positions for the semi-landmarks can also differ considerably between representations of the same case. In fact, the two configurations in fig. 9.16 were different operators' representations of the same case.

For the application of 9.4.2, fig. 9.17 shows how with the BE method, the large increase in $RSS$ on the first iteration occurs because of the differences in the triangulation of landmarks along the incisal edge. Because the four semi-landmarks are all free to move along chords in the (vertical) BL direction, relative to the one fixed landmark at the labial end of the BL width, the only constraint on where the semi-landmarks move to is that the triangulation of landmarks along the incisal edge is retained. This means that there are effectively only three landmarks to be matched in the vertical (BL) direction, and so the vertical affine component of the PTPS transformation from $\hat{X}$ is able to map to the $y$-coordinates in $\text{vec}^{-1}(\text{vec}(X^p) - U\lambda)$ exactly. In the horizontal direction, there are five positions to be matched, the horizontal coordinates along the four chords and that of the fixed landmark, but these are hardly able to change due to the chord directions all being roughly vertical and so the horizontal component is essentially unchanged. Consequently, those configurations where the central angle formed by the three landmarks along the incisal edge is smaller/larger compared to the configuration of these landmarks in $\hat{X}$ (with a larger/smaller vertical distance between the central landmark and those at the MD endpoints, relative to the MD width), require that $\hat{X}$ be stretched/shrunk in the vertical (BL) direction in order to match between these positions exactly. The semi-landmark at the labial end of the BL width is then free to move along its chord to where the corresponding landmark in $\hat{X}$ is sent to by this transformation.

In configuration $A$ in fig. 9.17, the incisal edge is more curved, compared to the mean, and so the PTPS transformation of $\hat{X}$ must stretch $\hat{X}$ vertically in order to map to the
vertical positions of these landmarks in $\text{vec}^{-1}(\text{vec}(X^p) - U\lambda)$ (see third row). The semi-landmark at the end of the BL width moves accordingly, here away from the incisal edge, so that there is no variation in the affine component of this transformation required and to ensure that the non-affine/residual components of the mapping of $\hat{\mu}$ is minimised. Conversely, in configuration B the incisal edge is almost flat and so the PTPS transformation squashes $\hat{\mu}$ vertically instead in order to map the incisal edge landmarks to these positions. As can be seen in the second row of fig 9.17, in the optimal PTPS transformation to the new versions of both configurations, no non-affine (bending) terms are required between the fitted affine part and $\text{vec}^{-1}(\text{vec}(X^p) - U\lambda)$ in the vertical direction and hardly any in the horizontal direction.

**9.4.4 Inclusion of gum effects as two-stage registration procedure**

Instead of running the procedures as above, with one set of semi-landmarks representing gingival variation and operator inconsistency, the iterative processes could have instead been run in two stages, using two sets of semi-landmarks.

1) with just the landmarks affected by operator inconsistencies as semi-landmarks
2) on the final configurations from 1) with the gingival landmarks as semi-landmarks or *vice versa*.

On the occlusal surface of the upper central incisor, this would first allow the orientation inconsistencies to be filtered out by standardising the position of the incisal edge along the BL dimension, while retaining the relative dimensions of MD and BL widths as in 9.3.2.1. Variation in the lingual (gum) endpoint of the BL dimension could then be removed while leaving the relative positions of the incisal edge and buccal (labial) endpoint of the BL dimension unchanged. When considering all semi-landmarks at once, this information is lost.

Intuitively, ordering the stages in which the variation in each set of landmarks is removed as described above would make sense. Variation in the position of the lingual endpoint of the BL width should not affect orientation, since this requires that the most prominent part of the crown be visible and so the landmarks along the incisal edge will not be influenced by the position of this landmark. However, treating this landmark as
fixed in stage 1, as above, means that any unwanted variation between patients in this position, will influence the new positions of the semi-landmarks along the incisal edge, since the BE and FP criteria are dependent on the locations of all landmarks, in each configuration and the NP method on the prior registration of the reference and target configurations (which also depends on all landmarks). Conversely, if we removed the variation in BL endpoint (gum position) first, the new positions would by influenced by the positions of the landmarks along the incisal edge, which while being treated as fixed, would still contain errors due to orientation inconsistencies.

For the buccal surface of the upper central incisor, a similar two-stage procedure on the gingival, MD and incisal corner landmarks would also be affected in this way. Since the placement of the landmarks around the lower outline will not be affected by the position of the gum, and vice versa, a two stage registration procedure would appear sensible. However, as was seen in chapter 8 and 9.4.1, the locations to which the gingival landmarks move will be influenced by the configuration of landmarks around the lower outline, either at the movement stage (BE and FP methods) or during GPA registration (NP method) and here these landmark are unreliable. Conversely, where the MD and incisal corner landmarks move to would be influenced by the differences between patients in the position of their gingival landmarks.

In the majority of situations, it is therefore always likely to be preferable to consider all semi-landmarks together as a single set and determine their new positions simultaneously, allowing for the uncertainty at all semi-landmarks at the same time.

**9.5 Summary and discussion**

In this chapter we have investigated how well the original and new semi-landmark methods perform in addressing some of the main reliability problems identified in section 4.5.3, when using a standard Procrustes analysis, for the study of tooth shape. Applications involved making use of the data obtained by different operators from the buccal and/or the occlusal surfaces of upper and lower central incisors and upper first pre-molars, from which the reliability figures were produced in chapter 4. For the buccal surfaces, operator inconsistencies in the locations of landmarks along the sides of
the teeth and at the corners of their incisal edges were found to be a common problem. For the occlusal surfaces, unwanted variation in the location of landmarks along the incisal edge and cusps tips of teeth appeared to result from orientation differences in the bucco-lingual (BL) direction, at the imaging stage of data collection and (on the pre-molars) from operator inconsistencies in locating the MD endpoints. Having defined suitable chord directions to represent the directions along which lack of landmark homology occurs, our aim in each application was to filter out any differences in shape due to these inconsistencies, by allowing the affected landmarks to move iteratively along their chords during the semi-landmark procedure, with new positions determined by either the BE, FP, or NP criteria. For the occlusal surface applications, we also introduced the idea of constraining a subset of the semi-landmarks to always move by inter-dependent proportions along their chords, representing the effect of tilting the three dimensional surface in the BL direction. For both surfaces of the upper central incisor, semi-landmarks representing differences between patients in the positions of their gingival tissue were then also included and the analysis repeated. However, an assessment of reliability measures was regarded as misleading here since the variation to be removed occurs between representations of different cases rather than within.

For the reliability investigations, all three methods were successful in reducing the variation at the semi-landmark positions along the chosen chords directions. For both surfaces of the upper central incisor, a marked improvement on the original reliability figures of chapter 4 was produced by each method, indicating that most of the variation removed was 'within-cases' (due to operator inconsistencies) rather than between. However, for the upper first pre-molar, no real improvement to the reliability figures was found, although variation due to orientation inconsistencies and in the positions of the MD landmarks, accounted for only a small proportion of the within case variation previously observed in section 4.5.3.

As was found in chapter 8, with the FP and NP methods, the resulting final scatters of Procrustes fits were almost identical in each application (including when gingival semi-landmarks were added). All remaining variation in shape at the semi-landmarks was normal to the final chord directions of each configuration and almost identical summary measures were produced. Note again however, that despite taking more iterations, the NP method was always found to be notably faster in terms of processing time.
As also noted in chapter 8, with both new methods, reducing the unwanted variation at the semi-landmark positions means that this is no longer distributed around the rest of the configuration by GPA, allowing the actual variation at the fixed landmarks to be represented more accurately. By reducing the variance at the semi-landmark positions on each movement step, this always results in a decrease in the residual sums of squares of each configuration to the overall mean on the next GPA step. (GPA similarly distributes any reduction in variance at the semi-landmarks about the rest of the configuration). However, how the variance at each landmark is affected, depends on the configurations in question and the combination of semi-landmarks, chord directions and fixed landmarks being used. For example, in the gingival simulation study (with only gingival landmarks as semi-landmarks), a reduction in variance was observed at all landmarks of the upper central incisor configurations, whereas when the MD landmarks and those at the corners of the incisal edge are free to move, the reduction in variance at these positions was found to be at the expense of a slight increase and change in pattern of variance at some of the fixed landmarks.

In contrast to the gingival simulation study, in each of the reliability applications, use of the original BE criterion was found to produce more comparable results to the NP and FP methods, without the problem of unrealistic shapes being produced. This is because there are fixed landmarks in the vicinity of the semi-landmarks or the directions along which other semi-landmarks may move are non-parallel. Since the mean shape must be mapped to these positions exactly, the semi-landmarks are unable to move large distances, as the PTPS transformation from the mean cannot change too much from that to the nominal landmark positions of a configuration. In many such situations, the affine component of the PTPS mapping resembles a similarity transformation, with little stretching or sheering and so the new positions of the semi-landmarks are very similar to those determined by FP criteria. However, in these instances, some variation always remains along the directions of the escribed chords, as well as normal to them, due to the fact that the BE method uses a generalised least squares criterion, with correlated residual or non-affine components to determine where the landmarks move to (in relation to the affine component), rather than an ordinary least square criterion, as is used for the residuals of a full Procrustes superimposition.
When additional semi-landmarks were included, to represent differences between patients in the position of their gum as well as operator inconsistencies, the BE method produced unrealistic shapes on the first iteration, as in the gingival simulation study. In each application, a lower bending energy PTPS transformation is able to be produced by semi-landmarks adopting chord positions, in accordance with the mapping to those landmarks effectively fixed (by definition or as a result of their chord directions) in the direction of their chords. For some semi-landmarks this results in large movements occurring, so as to minimise the change in affine derivative or change in affine component (BE) in these directions, where in contrast to the reliability applications, there are no nearby fixed landmarks or semi-landmarks with different chord directions that neighbouring landmarks must be mapped to, to stop this occurring.

With use of the FP and NP methods in these applications, however, more promising results were produced, with both methods successfully reducing the variation at each of the semi-landmarks, leaving only that perpendicular to their final chord directions, as described above. For the buccal surface configurations, with semi-landmarks representing both operator inconsistencies and differences between patients in the position of their gum, a significant and more meaningful difference in mean shape was demonstrated between upper central incisor configurations obtained from hypodontia and control patients (despite the variation between cases being reduced to around 5% of its value when using an standard GPA). When using these methods on the occlusal surface configurations of the same teeth (with a gingival semi-landmark included in addition to those along the incisal edge, representing orientation inconsistencies), all variation in the BL direction is eliminated, but this means that important information on the relative dimensions of the MD and BL dimensions (frequently used in previous studies) is lost. Therefore, perhaps the best strategy for the analysis of such data, may be to ignore the effect of gingival variation and proceed using only constrained semi-landmarks representing orientation inconsistencies, as illustrated in 9.4.2.1.

In the following, penultimate chapter, we consider how the different semi-landmark methods perform in filtering out simulated patterns of variation on configurations generated from the simple geometric forms. In contrast to the applications considered so far, the configurations in each dataset are manufactured distortions of the same known shape, thereby providing an 'absolute' baseline, by which to assess the performance of each method.
Chapter 10
Simulated distortions of simple geometric shapes

10.1 Introduction

In this chapter we investigate use of the new and original semi-landmark methods with configurations generated from simple geometric shapes. By simulating both the fixed and semi-landmarks to vary in specific controlled ways, we are able to monitor and assess more effectively how the different methods perform when trying to remove particular patterns of variation. Here the simulated shapes are distortions of the same 'true' shape, which we would hope the various methods would be able to recognise and recover.

In the first investigation, eight equally spaced landmarks around the circumference of a unit radius circle were used as the base shape from which to generate different simulations. In the second, a unit sided square was used with landmarks at each of the corners and four others placed exactly half way along each of the sides. Simulated configurations were then generated as perturbations of all (in the case of the circle) or some (in the case of the square) of the base shape landmarks around the perimeter of the circle/square, according to some probability distribution. Since their landmarks still all lay on the outline of the circle/square, the configurations were still regarded as representations of the same base shape. Noise might then also be added to the positions of these landmarks based on a second probability distribution, so that they no longer lay exactly on the outline.

The nearest point, full Procrustes and bending energy methods were then investigated to see whether the simulated variation between the configurations, around the perimeter of the base shapes can be removed, so that they end up being regarded as the same shape.
(the shape of the base configuration from which they were generated). Different parameter values, producing different ranges and patterns of variation in the positions around the perimeter and when adding noise, were considered to investigate the possible effect on the success of the different semi-landmark methods.

10.2 Materials and methods

10.2.1 Simulations on a circle

The base configuration from which the samples of configurations were produced corresponds to eight equally spaced landmarks around the circumference of a unit radius circle (the base shape) centred on (0,0). The positions were at angles 0, 45, 90, ..., 315°, from the positive x-axis as shown in fig 10.1.

Fig 10.1: Unit radius circle, centre (0,0) with landmarks at 45° intervals from x-axis.

10.2.1.1 Simulation procedure

Perturbations of these landmarks were produced by sampling sets of eight independent angular values from a Uniform distribution with range (-w, w) and adding these to each of the angular positions of the landmarks in the base configuration. Positions around the circumference of a unit radius circle, centred on (0,0) and measured in terms of degrees from the positive x-axis, may then be converted to Cartesian (x,y) coordinates by using:

$$(\cos(2\pi\theta/360), \sin(2\pi\theta/360))$$  \hspace{1cm} (10.1)
where multiplication by $2\pi/360$ first converts $\theta$ from degrees into radians. One hundred configurations of coordinates were generated in this way. Noise was then added to each set of landmarks, by generating pairs of values $(e_{jx}, e_{jy})$ from a bivariate normal distribution with mean $(0,0)$ common standard deviation $\sigma$ and zero correlation.

10.2.1.2 Values of $w$ and $\sigma$ to be investigated

In determining suitable values of $w$ and $\sigma$, the main consideration was that the order of the landmarks as they appear around the outline should not change. One thing this prevents is 'folding' when using PTPS transformations. Consequently, if landmark $j$ in the base configuration is originally $45^\circ$ anti-clockwise (say) to landmark $j'$, then the clockwise perturbation of landmark $j$ around the outline, plus 'noise', should not exceed the maximum possible anti-clockwise displacement of landmark $j'$, including noise, in the clockwise direction. This required that the displacement of any of the base landmarks around the outline, from their original positions plus any additional noise, did not exceed $22.5^\circ$.

By trial and error, a maximum value of $\sigma = 0.04$ was chosen for the standard deviations of the bivariate normal distributions. The value was regarded as large enough to allow a large range of angular displacements, produced by the uniform sampling, to be considered (without the problem described above occurring) yet still allow a sizeable scatter of noise around each point to be produced (while also ensuring that the configurations still resemble circles). For every value $e_{jx}$ (or $e_{jy}$) sampled, we would expect 99.7% of these will be within 3 standard deviations of zero. This means that in 100 values of $e_{jx}$ (or $e_{jy}$), the most that a point would be displaced along the circumference of the circle would be unlikely to exceed 0.12 units. (A check was made on each sampled pair, with the instruction that new values be sampled if this happened, but this proved to be unnecessary). By using simple trigonometry, a displacement of this magnitude in a direction around the outline of a circle of unit radius, corresponds approximately to an angular displacement of $7^\circ$. Therefore, in order that the base landmarks be displaced no more than $22.5^\circ$ in either direction around the outline, a
(rounded down) maximum range of \((-w, w)\)=(-15,15) was used for the uniform sampling of the angular displacements. See fig 10.2.

In order to investigate a variety of different values and combinations of \(w\) and \(\sigma\) (within the ranges chosen above), the following eight sets of 100 simulations each were produced using the procedures described above. In fig 10.3(left) overleaf, the simulated configurations are shown in the space of the original base shape, around the outline of a circle of unit radius, centred on \((0,0)\). In fig 10.3(right) each set of 100 configurations has been registered by GPA to their estimated mean shape. We again use the iterative technique, so that the Procrustes estimate of mean shape is the arithmetic mean of the Procrustes fits, with residual sums of squares equal to the minimised value of \((3.6)\). The three semi-landmark methods were then run on each of the eight datasets in fig. 10.3. Each landmark was allowed to move along the escribed chord between its two neighbouring landmarks, approximating the directions of variation around the circumference of the circle, as shown in fig 10.4 below.
Fig 10.3(left): Sets of 100 configurations, simulated from eight equally spaced points on a unit radius circle (top left), centred on (0,0), using different values of $\omega$ and $\sigma$.

Fig 10.3(right): Procrustes fits following GPA of each set of simulated configurations in fig. 10.3(left), for each combination of values of $\omega$ and $\sigma$. 
10.2.2 Simulations on a square

The base configuration, from which the samples of configurations were generated, comprised four landmarks located at each of the corners of a unit sided square, centred on (0,0), at positions (-0.5,0.5), (0.5,0.5), (0.5,-0.5) and (-0.5,-0.5) and four others exactly half-way along each of the sides of the square at positions (-0.5,0), (0,0.5), (0.5,0) and (0,-0.5). See fig 10.5.

Fig 10.5: Unit sided square, centre (0,0) with landmarks at corners and mid-way along each side.

10.2.2.1 Simulation procedure

Perturbations of the four landmarks along the sides of the square were produced by again randomly sampling sets of values from a Uniform distribution with range (-w,w). These values were added to either the x or y coordinate of the side landmarks in the base configuration, depending on whether the landmark was on the top/bottom side of the square or left/right side respectively. Again \( n=100 \) configurations were generated. Noise was then added to all landmarks in each simulated configuration by again sampling sets of eight pairs of values \((e_x, e_y)\) from a bivariate normal distribution with mean \((0,0)\) common standard deviation \(\sigma\) and zero correlation.

10.2.2.2 Values of \( w \) and \( \sigma \) to be investigated

In determining suitable values of \( w \) and \( \sigma \), our main consideration was again to produce a wide range of different positions for the generated landmarks while ensuring that the order of the landmarks around the outline was maintained. For example, consider the
base configuration landmark half way along the right side of the square. The perturbation of this landmark by adding a value sampled from a Uniform (-w,w) distribution to the y-coordinate, plus any additional bivariate 'noise' should not result in a y-direction displacement that exceeds the maximum possible displacement of the corner landmarks towards it by noise.

By trial and error, a maximum value of $\sigma = 0.025$ was chosen for the standard deviations of the bivariate normal distribution from which noise values were sampled. Again this value was regarded as large enough to allow wide range of perturbations along the sides of the square to be produced by the uniform sampling at the same time as a sizeable scatter of noise around each point, while also ensuring that the configurations still resemble squares. Consider again the base landmark half way along the right side of the square, after already being displaced by a uniform value. For every noise value $e_y$ sampled, we would expect 99.7% of these to be within 3 standard deviations of zero. This means that in 100 values of $e_y$, the most we would expect the side or corner landmarks of the base configuration to be displaced by noise in the y-direction would be unlikely to exceed 0.075 units. (Again, during simulation a check confirmed that the $e_y$ (or $e_x$) sampled did not exceed this value). Therefore in order for the side landmarks not to be displaced to a position that would change the order of the landmarks around the outline, a maximum range of (-w,w), with $w=0.5-2\times0.075$, rounded down to 0.3, was used for the uniform sampling distribution. See fig. 10.6.

![Fig 10.6: Choice of maximum range and standard deviation parameters w and $\sigma$ to be used for Uniform and Bivariate Normal sampling.](image)
In order to investigate a range of possible combinations of values of \( w \) and \( \sigma \) (within the maximum values chosen above) the following eight sets of 100 simulations each were produced using the procedures described above. In fig 10.7(left) overleaf, the simulated configurations are shown in the space of the original base shape, around the outline of a unit side square, centred on \((0,0)\). In fig 10.7(right) below, each set of 100 configurations has been registered by GPA to their estimated mean shape (again using the iterative GPA technique, for the reasons described in 10.2.1.2). As with the simulations from a circle, each of the three semi-landmark methods was run on each of the eight datasets above. However, here only the landmarks generated along the sides of the base shape are allowed to move, along chords between their adjacent corners, approximating the sides of the square. See fig 10.8 below.

![Fig. 10.8: (Left) Semi-landmarks and escribed chord with no uniform perturbations or added noise (Right) Example with uniform perturbations and simulated bivariate normal noise.](image)

**10.2.3 Choice of summary measures**

The simulations on a circle are perturbations of the landmarks of a regular octagon to which circular disturbances and isotropic noise have been applied. By setting all landmarks as semi-landmarks, with escribed chord directions approximating the outline of a circle, a successful implementation of any semi-landmark methods would result in the variance along these directions (and possibly in others) being reduced as much as possible. Conversely, the simulations on a square are linear perturbations of the four landmarks at each of the midpoints along its sides and (of all landmarks) by isotropic noise. In contrast to the above, only the landmarks along the sides of the configurations are allowed to move, along escribed chords approximating the sides of a square.
Fig 10.7(left): Sets of 100 configurations, simulated from eight points on a unit sided square, centred on (0,0), using different values of \( w \) and \( \sigma \)

Fig 10.7(right): Procrustes fits following GPA of each set of simulated configurations in fig. 10.7(left), for each combination of values of \( w \) and \( \sigma \).
A successful implementation of each semi-landmark method would again result in the variance along these directions (and possibly at the fixed landmarks and normal to the chords) being reduced as much as possible. With both sets of data, we would ideally hope that all configurations end up the same shape, with

$$RSS(\hat{\mu}_{SL}) = \sum_{i=1}^{100} \| X_i^{P_k} - \hat{\mu}_{SL} \|^2 = \sum_{i=1}^{100} d^2_f (X_i^{P_k}, \hat{\mu}_{SL})$$  \hspace{1cm} (10.1)$$

as small as possible and final estimated mean the same shape as that of the base configuration. However, the extent to which this is possible may be affected by the level of noise. Since the corner landmarks on the simulations from a square are treated as fixed and noise had been added in directions perpendicular to the semi-landmarks' chords, it may not be possible to eliminate the variance at these positions entirely.

Equation (10.1) is the same value with both GPA methods, however, in keeping with these previous investigations, we again use the iterative approach, with $\hat{\mu}_{SL} = \bar{X}^{P_k}$ and base summary measures on $RSS (= RSS(\hat{\mu}_{SL}))$. In contrast to the applications in chapters 8 and 9, however, there is no grouping structure within each simulated dataset and so a partitioning of $RSS$ into separate sums of Euclidean norms will not be required.

In examining whether or not an elimination or reduction in variance has been achieved with each of the methods, each final $RSS$ value must be considered in relation to the original starting value for each dataset, obtained following GPA with all landmarks treated as fixed. As can be seen in figs 10.3(right) and 10.7(right), with larger disturbances and amounts of noise used to simulate the different datasets, the original values of $RSS$ will all be different. As $w$ or $\sigma$ is increased, so is the initial value of $RSS$. As well as differences in the values of $RSS$, it may therefore also be beneficial to examine the percentage change in $RSS$ from these starting values.

Also considered are the sum of squared Full Procrustes distances of the final configurations to the base configuration $B$ from which they were generated. If $B$ is first centred and scaled to unit size, then:

$$\sum_{n=1}^{100} d^2_f (X_i^{P_k}, B) = \sum_{i=1}^{100} \min_{SG_i} \| B - SG_i (X_i^{P_k}) \|^2 = RSS_B$$ \hspace{1cm} (10.2)$$
where $SG$ denotes the similarity group of transformations of scale, location and rotation. Note also that

$$\sum_{n=1}^{100} d^2_F(X^n_{P^L}, B) = RSS_B \geq RSS = \sum_{n=1}^{100} d^2_F(X^n_{P^L}, \mu_{SL}),$$

with equality only when the Full Procrustes mean shape of the fits, $\mu_{SL}$, is identical to the base configuration $B$. This is because $\mu_{SL}$ is determined (by GPA) as the configuration for which the sum of squared full Procrustes distances from the $X^n_{P^L}$ is minimised, whereas in (10.2) each $X^n_{P^L}$ is simply superimposed to pre-specified, unit sized $B$, by OPA. Again, as well as the differences in the actual values of $RSS_B$, we also examine the percentage change from their initial starting values.

As well as reducing the values of $RSS$ and $RSS_B$, each procedure must also produce a final estimate of mean shape $\mu_{SL}$ as close as possible to that of the base configuration from which they were simulated. Therefore, the full Procrustes distance $d_F(\mu_{SL}, B)$ will also be examined, along with the change from the initial value $d_F(\mu_o, B)$, obtained with all landmarks fixed. However, because of the way the configurations were simulated (using zero mean, symmetrical distributions), the initial estimates of mean shape, $\mu_o$, should very nearly have exactly the same shape as the base configuration from which they were simulated, with $d_F(\mu_o, B) \approx 0$, providing the number of simulations is sufficiently large. To allow for instances where $d_F(\mu_o, B) > 0$, the change in shape between values of $d_F(\mu_{SL}, \mu_o)$ will also be noted.

In order to establish what size of change in the shape of the base configuration is still likely to be unimportant in practice, a similar investigation to that in 5.5.6 was performed. Firstly each base configuration was scaled up to have radius=250 pixels or side length=500 pixels, roughly the size each would be when located in the centre of a $1000 \times 1000$ pixel digital image. For each configuration, one landmark was then selected at random and after applying a random disturbance of either (-1,0), (1,0), (0,1) or (0,-1) to its coordinates, the full Procrustes distance between the new and original version of each configuration calculated. After repeating the process over a hundred times, the largest change in shape produced by a 1-pixel change in any one landmark coordinate was found to be no more than to 0.001 in both cases. The same process was then
repeated by randomly disturbing all 8 landmarks of each scaled base configuration by one of the 4 coordinate vectors above. The largest change in shape produced by doing so was found to be 0.004 units for the regular octagon and 0.003 units for the 8-landmark square. Consequently any values of \( d_F(\mu_{SL}, \mu_o) \) or \( d_F(\mu_{SL}, B) \) of these magnitudes, produced by the semi-landmark methods, are unlikely to be important.

10.3 Results

For each of the semi-landmark methods and datasets, a convergence criterion of \( \Delta RSS < 0.001 \) was used, as in the two preceding chapters. An examination of the iteration histories (omitted here) revealed that this allowed use of the same criterion with each method on each of the 8 combinations of \( w \) and \( \sigma \), allowing direct comparison of results, while stopping each process before entering its "slow manifold". This is also in agreement with the discussion of 5.5.6, which suggested an acceptable convergence criterion for \( \Delta RSS \) with 100 configurations (here also of eight landmarks), in the region of \( n \times 2 \times 10^{-5} = 0.002 \).

10.3.1 Simulations from a circle

Fig. 10.9 displays the scatters of final Procrustes registered configurations, \( X_i^{PSL} \), \( i=1,\ldots,100 \), about their estimated mean shape \( \mu_{SL} \), after running each of the full Procrustes (FP), nearest point (NP) and original bending energy (BE) semi-landmark methods, on each of the eight simulated datasets. Values of the original and final RSS values (corresponding to the variation in fig. 10.9) obtained using each technique can be seen in table 10.1(left). In table 10.1(right), are the values of \( RSS_B \), defined in section 10.2. The figures in brackets indicate the percentage reduction in RSS and \( RSS_B \), from their original values in the grey cell above. Fig. 10.10 presents the values of \( RSS_B \) and percentage change in \( RSS_B \) as interaction plots. The first and third rows show the effect of changes in simulated angular range \((-w,+w)\) on separate plots for each level of noise \( \sigma \), for each of the semi-landmark methods and the second and fourth rows show the effect of changes in \( \sigma \) at different levels of \( w \).
Fig 10.9: Final Procrustes fits after running each of the semi-landmark methods on each set of circle configurations, simulated with various combinations of angular variation $\omega$ and noise $\sigma$. 

<table>
<thead>
<tr>
<th>$\omega$</th>
<th>$\sigma=0.00$</th>
<th>$\sigma=0.02$</th>
<th>$\sigma=0.04$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0^\circ$</td>
<td><img src="image1" alt="Bending energy" /></td>
<td><img src="image2" alt="Bending energy" /></td>
<td><img src="image3" alt="Bending energy" /></td>
</tr>
<tr>
<td></td>
<td><img src="image4" alt="Full Procrustes" /></td>
<td><img src="image5" alt="Full Procrustes" /></td>
<td><img src="image6" alt="Full Procrustes" /></td>
</tr>
<tr>
<td></td>
<td><img src="image7" alt="Nearest point" /></td>
<td><img src="image8" alt="Nearest point" /></td>
<td><img src="image9" alt="Nearest point" /></td>
</tr>
<tr>
<td>$7.5^\circ$</td>
<td><img src="image10" alt="Bending energy" /></td>
<td><img src="image11" alt="Bending energy" /></td>
<td><img src="image12" alt="Bending energy" /></td>
</tr>
<tr>
<td></td>
<td><img src="image13" alt="Full Procrustes" /></td>
<td><img src="image14" alt="Full Procrustes" /></td>
<td><img src="image15" alt="Full Procrustes" /></td>
</tr>
<tr>
<td></td>
<td><img src="image16" alt="Nearest point" /></td>
<td><img src="image17" alt="Nearest point" /></td>
<td><img src="image18" alt="Nearest point" /></td>
</tr>
<tr>
<td>$15^\circ$</td>
<td><img src="image19" alt="Bending energy" /></td>
<td><img src="image20" alt="Bending energy" /></td>
<td><img src="image21" alt="Bending energy" /></td>
</tr>
<tr>
<td></td>
<td><img src="image22" alt="Full Procrustes" /></td>
<td><img src="image23" alt="Full Procrustes" /></td>
<td><img src="image24" alt="Full Procrustes" /></td>
</tr>
<tr>
<td></td>
<td><img src="image25" alt="Nearest point" /></td>
<td><img src="image26" alt="Nearest point" /></td>
<td><img src="image27" alt="Nearest point" /></td>
</tr>
</tbody>
</table>
### Table 10.1: Final values of $\text{RSS}$ and $\text{RSS}_b$ for configurations simulated from a circle using various $w$ and $\sigma$.

<table>
<thead>
<tr>
<th>Semi-landmark criterion</th>
<th>$\text{RSS}$ (% of original in grey)</th>
<th>$\text{RSS}_b$ (% of original in grey)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\sigma=0.00$</td>
<td>$\sigma=0.02$</td>
</tr>
<tr>
<td>None (All fixed)</td>
<td>0.005 (23%)</td>
<td>0.012 (41%)</td>
</tr>
<tr>
<td>Bending energy</td>
<td>0.01 (95%)</td>
<td>0.02 (98%)</td>
</tr>
<tr>
<td>Full Procrustes</td>
<td>0.001 (98%)</td>
<td>0.002 (98%)</td>
</tr>
<tr>
<td>Nearest point</td>
<td>0.024 (58%)</td>
<td>0.025 (59%)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>$\sigma=0.02$</th>
<th>$\sigma=0.04$</th>
</tr>
</thead>
<tbody>
<tr>
<td>None (All fixed)</td>
<td>0.012 (43%)</td>
<td>0.019 (50%)</td>
</tr>
<tr>
<td>Bending energy</td>
<td>0.014 (99%)</td>
<td>0.017 (99%)</td>
</tr>
<tr>
<td>Full Procrustes</td>
<td>0.016 (99%)</td>
<td>0.02 (98%)</td>
</tr>
<tr>
<td>Nearest point</td>
<td>0.032 (98%)</td>
<td>0.034 (98%)</td>
</tr>
</tbody>
</table>

| $w=7.5$ |                         | $\sigma=0.00$                       | $\sigma=0.02$                        | $\sigma=0.04$                        |
|---------|-------------------------|-------------------------------------|----------------------------------------|
| None (All fixed)        | 0.014 (92%)                         | 0.017 (93%)                         | 0.019 (90%)                           |
| Bending energy          | 0.016 (93%)                         | 0.018 (92%)                         | 0.02 (94%)                            |
| Full Procrustes         | 0.018 (92%)                         | 0.02 (98%)                          | 0.022 (98%)                           |
| Nearest point           | 0.034 (99%)                         | 0.036 (99%)                         | 0.038 (99%)                           |

| $w=15$  |                         | $\sigma=0.00$                       | $\sigma=0.02$                        | $\sigma=0.04$                        |
|---------|-------------------------|-------------------------------------|----------------------------------------|
| None (All fixed)        | 0.016 (91%)                         | 0.018 (92%)                         | 0.02 (94%)                            |
| Bending energy          | 0.018 (92%)                         | 0.02 (95%)                          | 0.022 (96%)                           |
| Full Procrustes         | 0.02 (95%)                          | 0.022 (96%)                         | 0.024 (97%)                           |
| Nearest point           | 0.036 (98%)                         | 0.038 (99%)                         | 0.04 (97%)                            |

Fig 10.10 (top two rows): Final values of $\text{RSS}_b$ for configurations simulated from a circle using various $w$ and $\sigma$. (Bottom two rows): Percentage change in $\text{RSS}_b$ from original value (all landmarks fixed).
10.3.1.1 Main observations

As was found in all previous applications, an examination of the final Procrustes fits (fig. 10.9), after running each of the semi-landmark methods, shows that when the FP or NP criteria are used, all remaining variation at the semi-landmark positions is perpendicular to their final chord directions. The BE method was also successful in reducing the variation along these directions, but again that which remains appears more isotropic. In contrast to the results of previous chapters however, here the variance in the final semi-landmark positions can be seen to be always notably larger for the NP method, compared to the FP method. This is most evident for the datasets simulated with greater noise $\sigma$ (and to a lesser extent is also true for larger $w$). Even when a lower level of convergence (0.0001) was used, the visual differences in the scatters of points and in values in table 10.1 remained and so this result is not due to differences in the actual level of convergence reached. In addition, the NP method took far fewer iterations to converge compared to previous applications (see table 10.2 below).

<table>
<thead>
<tr>
<th>Semi-landmark criterion</th>
<th>$\sigma=0.00$</th>
<th>$\sigma=0.02$</th>
<th>$\sigma=0.04$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$w=0$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bending energy</td>
<td>6</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>Full Procrustes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nearest point</td>
<td>4</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>$w=7.5$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bending energy</td>
<td>2</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>Full Procrustes</td>
<td>2</td>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td>Nearest point</td>
<td>4</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>$w=15$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bending energy</td>
<td>3</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>Full Procrustes</td>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>Nearest point</td>
<td>5</td>
<td>5</td>
<td>6</td>
</tr>
</tbody>
</table>

Table 10.2: Number of iterations required for convergence at $\Delta RSS<0.001$.

In table 10.1, values of $RSS$ (and $RSS_B$) are always of the same magnitude, and follow similar patterns with $w$ and $\sigma$ for each method. Differences between $RSS$ and $RSS_B$ do however, increase slightly with $w$ and $\sigma$, suggesting an increasing difference in shape between $\tilde{\mu}_{SL}$ and base configuration $B$ with each method, which we examine in section 10.3.1.4. For each combination of $w$ and $\sigma$, the BE criterion always performed worst (in terms of values of $RSS$ or $RSS_B$), whereas the FP method always performed best, confirming the observations in fig 10.9. Note also that the difference in values between the BE and FP methods also increases slightly with $\sigma$. We consider the results for different combinations of $w$ and $\sigma$ in more detail in section 10.3.1.3.
10.3.1.2 Differences between semi-landmark methods.

Fig. 10.11 shows what happens on the first one or two iterations when using each of the semi-landmark methods, for one of the configurations simulated with maximum amount of noise ($\sigma =0.04$), but zero angular disturbances ($w=0$) at each of its landmark positions. Fig. 10.12 shows the first iteration of each of the methods for one of the configurations simulated with maximum angular variation ($w =15$) but no noise ($\sigma =0$).

In the usual notation, let $X^p_{(r-1)}$ denote the nominal positions of a configuration at the start of iteration $r$ following GPA registration to estimated mean shape $\hat{\mu}_{(r-1)}$, 

$$\text{vec}^{-1}(\text{vec}(X^p_{(r-1)}) - U_{(r)} \lambda_{(r)}) = X^{new}_{(r)}$$

the new positions of the landmarks of $X^p_{(r-1)}$, following movement of the semi-landmarks, by distances given by vector $\lambda_{(r)}$ along unit chord directions defined by matrix $U_{(r)}$. $X^p_{(r)}$ is then the Procrustes registered fit of $X^{new}_{(r)}$ to the new estimate of mean shape $\hat{\mu}_{(r)}$, obtained at the end of the $r$th iteration.

For configurations simulated with $\sigma =0.04$, $w=0$, GPA registration to the initial estimate of mean shape $\hat{\mu}_0$ (obtained with all landmarks fixed), results in isotropic variation at the residuals of each landmark as was seen in fig. 10.3(right) top right. Isotropic noise at the original landmark locations, results in isotropic errors in the Procrustes coordinates (Dryden & Mardia, 1998). For $\sigma =0$, $w=15$ however, GPA registration to $\hat{\mu}_0$ results in this variation being distributed more around the outline of the circle, rather than only isotropically, as in fig. 10.3(right) bottom left. For large $\sigma$, there is also greater variation in the first set of chords approximating tangent directions to a circle at each landmark. See for example, the configuration in fig 10.11, 2nd panels of part a, b and c. This will also be true (but to a lesser extent) for configurations simulated with $\sigma =0$, $w=15$, as can be seen in the example in fig. 10.11, 2nd panels of parts a, b and c.

For the FP method, the sum of squared distances between the corresponding landmarks of $\text{vec}^{-1}(\text{vec}(X^p_{(r-1)}) - U_{(r)} \lambda_{(r)})$ and $\hat{\mu}_{(r-1)}$ is minimised, by allowing the semi-landmarks to move along their chords while $\text{vec}^{-1}(\text{vec}(X^p_{(r-1)}) - U_{(r)} \lambda_{(r)})$ is superimposed to $\hat{\mu}_{(r-1)}$ over similarity transformations. Since here the chord directions are always approximately around the outline of a circle, this mainly allows an improved rotational fit to the landmarks of $\hat{\mu}_{(r-1)}$, most notably on the first iteration. In addition, some of the variation perpendicular to the circle outline is also able to be removed by varying
the scaling factor, which acts in all directions from the centre the configuration being superimposed, as the semi-landmarks move along their chords. At the end of the iteration, GPA registration to an essentially unchanged mean, with $\hat{\mu}_{(r)} \approx \hat{\mu}_{(r-1)}$ will then give a very similar result to the OPA superimposition optimised when determining the new positions of the semi-landmarks. The results are very similar, regardless of $w$ and $\sigma$, as can be seen in figs. 10.11(b) and 10.12(b), although slightly larger values of $RSS$ (and $RSS_b$), with increasing $\sigma$ and $w$ result, as the approximation by the chord directions, to the outline of a circle becomes worse (see section 10.3.1.3).

In fig 10.11, the fourth panel of the top row of (b) illustrates how use of the FP criterion on such configurations often produces large movements in the semi-landmarks along their chords in order to optimise the OLS superimposition to $\hat{\mu}$, shown in the panel below. Despite moving large distances (and further away from the landmarks of $\hat{\mu}_{(i)}$), the combined movement of the landmarks hardly affects the actual shape of the configuration, with the fit to $\hat{\mu}_{(i)}$ being only marginally improved.

Using the NP criterion, the distances between corresponding landmarks are minimised on each movement step without allowing the registration of the configuration to the mean to change. An improved rotational fit results since the chords approximate the outline of a circle; on the first iteration, the semi-landmarks move to positions along their chords at equally spaced angles around the outline (as in $\hat{\mu}_{(r-1)}$), to points at nearest Euclidean distance to their corresponding positions in $\hat{\mu}_{(r-1)}$. However, since the new positions have not been determined to optimise the superimposition of $vec^{-1}(vec(X_{(r-1)}^T) - U(r)\lambda_{(r)})$ to $\hat{\mu}_{(r-1)}$ over scale and location as well, more variation will remain in directions perpendicular to the outline of $\hat{\mu}_{(r-1)}$. This is particularly true on the first iteration when the chord directions are most subject to the effects of noise, as shown in fig 10.11(c) as some chords will then not pass as near to the corresponding landmarks in the mean shape as they would if $\sigma$ were smaller. To a lesser extent, this is also true for larger $w$ (see for example, fig 10.12(c)). Here however, the chords approximate the outline of a circle more closely than when there is noise and pass nearer to the corresponding landmarks in $\hat{\mu}_{(r-1)}$ following the initial GPA registration. Consequently, so for larger $w$, less variation will remain normal to the circle outline, compared to with larger $\sigma$. 
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Initial GPA registration of config. to $\hat{\mu}(0)$ to give $X^P(0)$.

First row of parts (a-c):

1st iteration ($r=1$): Movement of semi-landmarks to give $X^P_{(1)}$.

GPA registration to new mean $\hat{\mu}_{(1)}$ to give $X^P_{(1)}$.

2nd iteration ($r=2$): Movement of semi-landmarks to give $X^P_{(2)}$.

GPA registration to new mean $\hat{\mu}_{(2)}$ to give $X^P_{(2)}$.

Fig 10.11: First one or two iterations of semi-landmark methods for a single circle configuration generated with $\omega=0$, $\sigma=0.04$, using (a) Bending energy (BE), (b) Full Procrustes (FP), (c) Nearest point (NP) criteria.

Key for all panels: (Plusses) current mean $\hat{\mu}_{(r)}$, (filled circles) $X^P_{(r)}$ (odd cols) and $X^P_{(r)}$ (even cols), (empty circles) nominal semi-landmark positions $X^P_{(r-1)}$. First row of (a-c): As described at top of page.

Additional rows: (a) (2nd row) Deformation grid for PTPS mapping from $\hat{\mu}_{(r)}$ to $X^P_{(r-1)}$ (odd cols) or $X^P_{(r)}$ (even cols). (a) (3rd row) Deformation grid for affine component of PTPS mapping in panel above, (diag. crosses=fitted affine coordinates).
<table>
<thead>
<tr>
<th>First row of parts (a-c):</th>
<th>Initial GPA registration to $\hat{\mu}^{(0)}$ to give $X^{p}_{(0)}$</th>
<th>1\textsuperscript{st} iteration ($m=1$): Movement of semi-landmarks to give $X_{(l)}^{\text{new}}$</th>
<th>GPA registration to new mean $\hat{\mu}^{(l)}$ to give $X^{p}_{(l)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) BE</td>
<td><img src="image1" alt="Be Diagram" /></td>
<td><img src="image2" alt="Be Diagram" /></td>
<td><img src="image3" alt="Be Diagram" /></td>
</tr>
<tr>
<td>(b) FP</td>
<td><img src="image4" alt="FP Diagram" /></td>
<td><img src="image5" alt="FP Diagram" /></td>
<td><img src="image6" alt="FP Diagram" /></td>
</tr>
<tr>
<td>(c) NP</td>
<td><img src="image7" alt="NP Diagram" /></td>
<td><img src="image8" alt="NP Diagram" /></td>
<td><img src="image9" alt="NP Diagram" /></td>
</tr>
</tbody>
</table>

Deformation grid for PTPS mapping from $\hat{\mu}^{(r)}$ to $X^{p}_{(r)}$ (odd cols) and $X_{(l)}^{\text{new}}$ (even cols).

Deformation grid for affine component of PTPS mapping in panel above, (diag. crosses=fitted affine coordinates).

Minimisation of FP criterion shown as superimposition of $X^{\text{new}}_{(l)}$ to $\hat{\mu}^{(0)}$.

Fig 10.12: First iteration of semi-landmark methods for a single circle configuration generated with $w=15$, $\sigma=0$, using (a) Bending energy (BE), (b) Full Procrustes (FP), (c) Nearest point (NP) criteria. Key for all panels: (Plusses) current mean $\hat{\mu}^{(r)}$, (filled circles) $X^{p}_{(r)}$, (odd cols) and $X_{(l)}^{\text{new}}$ (even cols), (empty circles) nominal semi-landmark positions $X^{p}_{(0)}$.  
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When the configuration is registered to a new (although practically unchanged) mean at the end of the first iteration, the fit in the rotational directions of the chords has essentially been optimised already, but variation will remain perpendicular to the circle outline from the previous movement step, as the new GPA scaling is are only able to remove some of this (as noted above). From the second movement step onwards however, the semi-landmarks then hardly move. Despite any changes in the optimal scale of the superimposition, for the next movement step the semi-landmarks are almost already at their "nearest points" to those in $\mu_{(1)}$ because of the rotational fit achieved by moving to points at equally spaced angles around the outline, on the previous iteration. Therefore, unlike in other applications, here it is difficult to remove variation normal to the chord directions by iterating between the movement and GPA steps. Usually the choice of semi-landmarks and chord directions involved and/or presence of fixed landmarks, results in the GPA fit, following each movement step always being improved, as the reduction in variance achieved at the by moving the semi-landmarks is distributed around the rest of the configuration. Here however, most of the variance perpendicular to the circle outline from the end of the first iteration, remains.

For the BE method no large changes in shape occur because the chord directions are non-parallel, lying roughly around the outline of a circle, which as explained in 9.3.3.2, restricts the possibility of any large changes in the mapping of $\hat{\mu}_{(r-1)}$ to $\vec{e}c^{-1}(vec(X_{(r-1)}^p) - U(\tau)\lambda_{(r)})$ being produced (other than in terms of size and/or a rotation). Even though the choice of semi-landmarks and chord directions constrains the affine component of the PTPS transformation to be nearly a similarity transformation, variation still remains in the directions of the semi-landmarks' chords, rather than entirely perpendicular to them, as with the FP method. As described in 9.3.3.2, the new semi-landmark positions are determined by a sum of generalised, rather than ordinary, least squares between the fitted values of the affine/similarity transformation of $\hat{\mu}_{(r-1)}$ and $\vec{e}c^{-1}(vec(X_{(r-1)}^p) - U(\tau)\lambda_{(r)})$. Therefore, in contrast to the FP method, the semi-landmarks do not move to positions which minimise Euclidean distances between the chords in $\vec{e}c^{-1}(vec(X_{(r-1)}^p) - U(\tau)\lambda_{(r)})$ and the corresponding landmarks in $SG(\hat{\mu}_{(r-1)})$ (or equivalently between $SG(\vec{e}c^{-1}(vec(X_{(r-1)}^p) - U(\tau)\lambda_{(r)})$ and $\hat{\mu}_{(r-1)})$, leaving some variation in their positions along the chords, as well as normal to
them. Figs 10.11(a) and 10.12(a) illustrate how on the first iteration an affine transformation of $\bar{\mu}_{(r-1)}$ comprising a rotation (and increase in scale on the second iteration in fig. 10.11(a)), enables the BE or GLS residuals between the affine mapping and $\text{vec}^{-1}(\text{vec}(X_{(r-1)}^P) - U(\tau)\lambda(\tau))$ to be minimised. As with the FP method, slightly larger values of $\text{RSS}$ (and $\text{RSS}_B$), result with increasing $\sigma$ and $w$, as the approximation by the chords, to the outline of a circle becomes worse (see section 10.3.1.3 below).

10.3.1.3 Differences with $\sigma$ and $w$

With each method, the remaining variation in shape in fig 10.9 clearly appears to be greater when the standard deviation of simulated noise $\sigma$ is larger (at each level of $w$). Although less apparent, a larger scatter of variation in the Procrustes fits also appears to result when the range $(-w,w)$ of angular displacements sampled from a Uniform distribution is larger (at each level of $\sigma$). Both these observations are confirmed by examining the values of $\text{RSS}$ and $\text{RSS}_B$ in table 10.1.

Since the chosen chord directions (are intended to) approximate the directions along which the angular variation was simulated, each of the methods is more able to remove this variation than noise (which was simulated isotropically and so occurs perpendicular to the outline, as well as along it). As the range of angular variation $(-w,+w)$ is increased, this has only a small effect on the different methods' ability to remove this variation as it is still roughly along the chord directions. Increasing $w$ does result in a poorer approximation to the circumference of a circle by the chord directions, which explains the slightly larger $\text{RSS}$ (remaining variation) with larger $w$, in fig. 10.9. As $\sigma$ is increased, we then have the problem described in 10.3.1.2 above, where any variation perpendicular to the chord directions is more difficult to remove, particularly for the NP method, although the FP and (to a lesser extent) BE methods are able to have some success, since we allow the superimposition of $\bar{\mu}$ to change as we minimise the OLS (or GLS) distances between landmarks.

Differences between how the methods perform at different levels of $w$ and $\sigma$ can be seen in fig 10.10, which plots values of $\text{RSS}_B$ (top two rows) and the percentage change
in $RSS_b$ from the initial value obtained with all landmarks fixed (bottom two rows). Aside from the effects of increasing $w$ and $\sigma$ already mentioned above, it can be seen that as $\sigma$ is increased, the difference between the values of $RSS_b$ obtained by the three different methods is increased, regardless of the level of $w$ (fig 10.10 top row). In other words, with increased noise the BE method is affected most, then the NP and FP methods. Reasons why the NP method is affected more than the FP with increasing noise were explained above. The difference between the remaining variance of the BE and other two methods increases as $\sigma$ is increased is because more variation is simulated in directions which cannot be removed by the PTPS mapping of $\hat{\mu}$ to $vec^{-1}(vec(X^p) - UA.)$. The FP and NP method are able to remove the increased variation along the directions of the chords, whereas the BE method always leaves some proportion of the simulated variation along the chord directions, due to its use of a GLS criterion, as described in 10.3.1.1. As the noise is increased in all directions, the amount of variance not removed by the BE method along the chords will also increase. A similar effect on the value of $RSS_b$ obtained by each method, also occurs as $w$ is increased at each level of $\sigma$ although this is less noticeable since less variation in the directions of the chords is produced, compared to when $\sigma$ is increased.

The percentage reduction in $RSS$ (or $RSS_b$) in table 10.1 allows us to account for the fact that the initial values of $RSS$ (or $RSS_b$) will be higher with larger $w$ and $\sigma$. In this respect, the FP criterion once again clearly performs best. At all levels of $w$ and $\sigma$, the percentage reduction exceeds 98.5%, coping equally well with both increased noise and angular variation. Of note is how well the FP criterion performs when there is only noise added to the base positions compared to the NP and BE criteria (see table 10.1 or fig 10.9 for $w=0$). For $w>0$, the patterns in the percentage reduction in $RSS_b$ are quite similar for the BE and NP methods, decreasing (performing worse) as $\sigma$ is increased as we would expect from the discussion above (see fig 10.10 3rd row), but increasing (performing better) as $w$ is increased (see fig 10.10 bottom row). The latter observation is explained by the fact that angular variation is much more easily removed by these methods than noise. After simulating a wider range of angular variation, producing larger initial values of $RSS_b$ or $RSS$, the percentage reduction in $RSS_b$ or $RSS$ is greater since the additional angular variation is better approximated by the semi-
landmarks chords, along which variation is removed. Conversely, increasing \( \sigma \)
increases the variation at each landmark in every direction, which is more difficult to
remove (with the FP method having most success).

10.3.1.4 Changes in estimated mean shapes

As well as a reduction in variance between configurations, we also hope that the mean
of the final fits (\( \hat{\mu}_{SL} \)) is the same shape as the base configuration from which the
datasets were generated. Table 10.3 (left) details the full Procrustes distances between
\( \hat{\mu}_{SL} \) and \( B \) and between the initial estimated mean \( \hat{\mu}_0 \) and \( B \). As we would expect,
values of \( d_F(\hat{\mu}_0, B) \), indicated by shaded boxes, increase slightly with both \( w \) and \( \sigma \) as
the effects of the larger variation in shape influence the estimate of \( \hat{\mu} \). Therefore in
brackets we also quote the change in \( d_F(\hat{\mu}_{SL}, B) \) from \( d_F(\hat{\mu}_0, B) \). Table 10.3 (right)
also details the change in mean shape from the initial estimated mean, i.e. \( d_F(\hat{\mu}_{SL}, \hat{\mu}_0) \).

The smallest values of \( d_F(\hat{\mu}_{SL}, B) \) at each combination of \( w \) and \( \sigma \) were always found
for the NP method, where there is a slight increase in the dissimilarity of \( \hat{\mu}_{SL} \) from \( B \) as
\( \sigma \) is increased and a more notable increase for larger \( w \). However, each of these values
represent no change from the initial dissimilarity measure \( d_F(\hat{\mu}_0, B) \), obtained for each
combination of \( w \) and \( \sigma \), since \( \hat{\mu}_{SL} \) is always practically unchanged from the initial
estimated mean shape \( (d_F(\hat{\mu}_{SL}, \hat{\mu}_0) < 0.001 \text{ always}) \). The largest values of \( d_F(\hat{\mu}_{SL}, B) \)
occur when using the BE criterion, with table 10.3 suggesting that the dissimilarity
between \( \hat{\mu}_{SL} \) and \( B \) generally increases with \( \sigma \), but hardly changes with \( w \). In addition,
the change from \( d_F(\hat{\mu}_0, B) \) also tends to be greater for larger \( \sigma \), reflecting the fact that
the change in estimated mean, \( d_F(\hat{\mu}_{SL}, \hat{\mu}_0) \) also increases with \( \sigma \). For the FP method
\( d_F(\hat{\mu}_{SL}, B) \) increases with both \( w \) and \( \sigma \) and as with the BE method, the change from
\( d_F(\hat{\mu}_0, B) \) increases slightly with \( \sigma \), since \( d_F(\hat{\mu}_{SL}, \hat{\mu}_0) \), also increases with \( \sigma \).

Overall the figures suggest that in contrast to the NP technique, the FP and (more
notably) BE methods, produce final estimates of mean shape that change slightly from
their original estimates when there is increased noise. This is also true (although to a lesser extent) when $\hat{\mu}_{sl}$ is compared to base shape $B$. However, even when $\sigma = 0.04$, the difference between $\hat{\mu}_{sl}$ and $B$ was never more than 0.007 (FP method) or 0.016 (BE method) greater than the original difference in shape between $\hat{\mu}_o$ and $B$. Recall from section 10.2.3 that a change in shape of order 0.004 could result from just a one pixel change at each of the landmarks of $B$ (when scaled to have radius=250 pixels). In view of this, the sizes of changes observed are of no real practical concern for both the new semi-landmark methods and (by a slightly weaker argument) original technique.

$$d_F(\hat{\mu}_{sl}, B) \quad \text{(change from } d_F(\hat{\mu}_o, B)) \quad d_F(\hat{\mu}_{sl}, \hat{\mu}_o)$$

<table>
<thead>
<tr>
<th>Semi-landmark criterion</th>
<th>$\sigma=0.00$</th>
<th>$\sigma=0.02$</th>
<th>$\sigma=0.04$</th>
<th>$\sigma=0.00$</th>
<th>$\sigma=0.02$</th>
<th>$\sigma=0.04$</th>
</tr>
</thead>
<tbody>
<tr>
<td>None (All fixed)</td>
<td>0.000</td>
<td>0.003</td>
<td>0.004</td>
<td>0.000</td>
<td>0.009</td>
<td>0.017</td>
</tr>
<tr>
<td>Bending energy</td>
<td>0.005 (0.000)</td>
<td>0.009 (0.003)</td>
<td>0.010 (0.010)</td>
<td>0.000</td>
<td>0.005</td>
<td>0.013</td>
</tr>
<tr>
<td>Full Procrustes</td>
<td>0.005 (0.000)</td>
<td>0.009 (0.003)</td>
<td>0.010 (0.010)</td>
<td>0.000</td>
<td>0.009</td>
<td>0.013</td>
</tr>
<tr>
<td>Nearest point</td>
<td>0.005 (0.000)</td>
<td>0.006 (0.000)</td>
<td>0.007 (0.007)</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>

| $w=7.5$                 |               |               |               |               |               |               |
| None (All fixed)        | 0.011         | 0.010         | 0.013         | 0.000         | 0.005         | 0.015         |
| Bending energy          | 0.011 (0.000)| 0.012 (0.002)| 0.013 (0.007)| 0.002         | 0.005         | 0.016         |
| Full Procrustes         | 0.012 (0.001)| 0.012 (0.002)| 0.018 (0.005)| 0.004         | 0.007         | 0.001         |
| Nearest point           | 0.011 (0.000)| 0.010 (0.000)| 0.013 (0.000)| 0.001         | 0.001         | 0.001         |

| $w=15$                  |               |               |               |               |               |               |
| None (All fixed)        | 0.011         | 0.010         | 0.013         | 0.000         | 0.005         | 0.016         |
| Bending energy          | 0.011 (0.000)| 0.012 (0.002)| 0.013 (0.007)| 0.002         | 0.005         | 0.016         |
| Full Procrustes         | 0.012 (0.001)| 0.012 (0.002)| 0.018 (0.005)| 0.004         | 0.007         | 0.001         |
| Nearest point           | 0.011 (0.000)| 0.010 (0.000)| 0.013 (0.000)| 0.001         | 0.001         | 0.001         |

Table 10.3: Full Procrustes distances of final mean shapes to base and initial mean configuration estimates from circle simulations.

10.3.2 Simulations from a square

In contrast to the samples generated from a circle, here only the landmarks along the sides of the configurations are allowed to move along escribed chords. Again, we aim to reduce the variation in shape between the simulations and hope that their mean shape is the same shape as the base configuration from which they were generated.

Fig. 10.13 displays the scatters of final Procrustes registered configurations, $X_i^{\mu_{sl}}$, $i=1,\ldots,100$, about their estimated mean shape $\hat{\mu}_{sl}$, after running each of the semi-landmark methods, on each of the eight simulated datasets. Values of the original and final RSS values (corresponding to the variation in fig. 10.13) obtained using each technique can be seen in table 10.4(left). In table 10.4 (right), are the values of $RSS_B$. As in table 10.1, the figures in brackets indicate the percentage reduction in $RSS$. 437
and $RSS_b$, from their original values in the grey cell above. Fig. 10.14 presents the values of $RSS_b$ and percentage change in $RSS_b$ as interaction plots. For each of the semi-landmark methods, the first and third rows show the effect of changes in the simulated linear displacement range (-$w$,+$w$), on separate plots for each level of noise $\sigma$, and the second and fourth rows show the effect of changes in $\sigma$ at different levels of $w$.

### 10.3.2.1 Main observations

An examination of the remaining variation in shape after running each of the semi-landmark methods (fig. 10.13) shows that all three methods give very similar results. For the FP and NP. methods, any remaining variation in the semi-landmark positions is again perpendicular to the final directions of the chords (where here the chord directions do not change between iterations). However, in contrast to the circle simulations the scatters appear identical with no difference in the extent of variation in these directions between these two methods, as confirmed by the values of $RSS$ and $RSS_b$ in table 10.4. For the BE method, a slight amount of variation remains along these directions again, which we discuss further below. With all methods, a reduction in variance also occurs at the fixed landmarks where the reduction in variance achieved at the semi-landmarks, allows the GPA fits of the configurations to be improved at all other positions. Table 10.5 shows that the BE and FP methods took the same number of iterations for each combination of $w$ and $\sigma$, with the NP method always taking an increasing number of iterations as $w$ is increased.

<table>
<thead>
<tr>
<th>$w$</th>
<th>Semi-landmark criterion</th>
<th>Number of iterations</th>
<th>$\sigma=0.000$</th>
<th>$\sigma=0.0125$</th>
<th>$\sigma=0.0250$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Bending energy</td>
<td>2</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Full Procrustes</td>
<td>2</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Nearest point</td>
<td>2</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.15</td>
<td>Bending energy</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Full Procrustes</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Nearest point</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>0.30</td>
<td>Bending energy</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Full Procrustes</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Nearest point</td>
<td>5</td>
<td>5</td>
<td>6</td>
<td></td>
</tr>
</tbody>
</table>

Table 10.5: Number of iterations required for convergence at $\Delta RSS<0.001$. 
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Fig 10.13: Final Procrustes fits after running each of the semi-landmark methods on each set of square configurations, simulated with various combinations linear variation $w$ and noise $\sigma$. 
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<table>
<thead>
<tr>
<th>w=0</th>
<th>None (All fixed)</th>
<th>Bending energy</th>
<th>Full Procrustes</th>
<th>Nearest point</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.061</td>
<td>0.044 (27.7%)</td>
<td>0.041 (33.1%)</td>
<td>0.041 (32.9%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.180 (30.6%)</td>
<td>0.168 (35.3%)</td>
<td>0.168 (35.3%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.045 (27.4%)</td>
<td>0.041 (33.9%)</td>
<td>0.042 (32.3%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.181 (30.7%)</td>
<td>0.169 (35.2%)</td>
<td>0.169 (35.2%)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>w=0.15</th>
<th>None (All fixed)</th>
<th>Bending energy</th>
<th>Full Procrustes</th>
<th>Nearest point</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.741</td>
<td>0.000 (100%)</td>
<td>0.000 (100%)</td>
<td>0.000 (100%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.781</td>
<td>0.175 (82.0%)</td>
<td>0.175 (82.0%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.749</td>
<td>0.008 (98.9%)</td>
<td>0.008 (98.9%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.054 (93.5%)</td>
<td>0.054 (93.5%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.192 (81.4%)</td>
<td>0.192 (81.4%)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>w=0.3</th>
<th>None (All fixed)</th>
<th>Bending energy</th>
<th>Full Procrustes</th>
<th>Nearest point</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2.852</td>
<td>0.000 (100%)</td>
<td>0.000 (100%)</td>
<td>0.000 (100%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.892</td>
<td>0.198 (93.5%)</td>
<td>0.198 (93.5%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.026 (99.1%)</td>
<td>0.026 (99.1%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.225 (92.7%)</td>
<td>0.225 (92.7%)</td>
</tr>
</tbody>
</table>

Table 10.4: Final values of \( \text{RSS} \) and \( \text{RSS}_B \) for configurations simulated from a square using various \( w \) and \( \sigma \).

Fig 10.14 (top two rows): Final values of \( \text{RSS}_B \) for configurations simulated from a square using various \( w \) and \( \sigma \). (Bottom two rows): Percentage change in \( \text{RSS}_B \) from original value (all landmarks fixed).
In table 10.4, values of $RSS$ and $RSS_B$ are always of the same magnitude, and follow similar patterns with $w$ and $\sigma$ for each method. Differences between $RSS$ and $RSS_B$ do however, increase slightly with $w$ for each method (but not $\sigma$), suggesting an increasing difference in shape between $\mu_{st}$ and base configuration $B$ (with $w$) which we examine in section 10.3.2.4. For each combination of $w$ and $\sigma$, the BE criterion always performed slightly worse (in terms of $RSS$ or $RSS_B$) than the FP and NP methods, confirming the observations in fig 10.13. Notice also that the difference in values between the BE and other methods also increases slightly with $\sigma$.

10.3.2.2 Differences between semi-landmark methods

Fig. 10.15 shows the results of the first iteration, using each of the BE, FP and NP methods, for one of configurations simulated with only maximum noise ($\sigma=0.025$, $w=0$) at each of its landmark positions. Fig. 10.16 shows the first one or two iterations of each of the methods for one of the configurations simulated with maximum variation along its sides, but no noise ($w=0.3$, $\sigma=0$).

As before, for configurations simulated with isotropic noise at each of the landmark positions ($\sigma=0.025$, $w=0$), GPA registration to the initial estimate of mean shape $\mu_0$ (obtained with all landmarks treated as fixed), results in isotropic variation at the residuals of each landmark as seen in fig 10.7(right) top right. For larger $\sigma$, this again leads to greater variation in how well the first set of chords approximate the sides of the square along which the four semi-landmarks may move, as for example in the 2nd panels of parts (a), (b) and (c) in fig. 10.15. Here however, on subsequent iterations the chord directions do not change. For configurations simulated with only variation along the sides of the base shape, there is no variation in the chord directions as the four corner landmarks (which determine the directions of the semi-landmarks chords), are always in identical positions on each configuration. For $w=0.3$, $\sigma=0$, GPA registration to $\mu_0$ results in isotropic residuals at each of the fixed corner landmarks, as can be seen in the 2nd panels of parts (a), (b) and (c) of fig. 10.16, but greater variation in those between them, along the sides of the square (as seen in fig.10.7(right) bottom left).
Fig 10.15: First iteration of semi-landmark methods for a single square configuration generated with $w=0$, $\sigma=0.025$, using (a) Bending energy (BE), (b) Full Procrustes (FP), (c) Nearest point (NP) criteria.

Key for all panels: (Plusses) current mean $\hat{\mu}(r)$, (filled circles) $X_r^{(r)}$, (odd cols) and $X_r^{\text{new}}$ (even cols), (empty circles) nominal semi-landmark positions $X_{(0)}$.
Fig 10.16: First one or two iterations of semi-landmark methods for a single square configuration generated with \( w=0.3, \sigma=0 \), using (a) Bending energy (BE), (b) Full Procrustes (FP), (c) Nearest point (NP) criteria. Key for all panels: (Plusses) current mean \( \hat{\mu}_r \), (filled circles) \( X^P_r \) (odd cols) and \( X^\text{new}_r \) (even cols), (empty circles) nominal semi-landmark positions \( X^P_{(r-1)} \).
The similarity of results on the first iteration, when using different criteria can be clearly seen in figs. 10.15 and 10.16. Recall from sections 9.3.3.2.1 and 10.3.1.2 how on any iteration, the BE method produces more similar results to those obtained using the FP method when the affine component of the PTPS transformation is close to a similarity transformation. As can be seen in fig. 10.15(a), even with large $\sigma$, due to the mapping required to the fixed corner landmarks, the affine transformation of $\hat{\mu}$ to $\text{vec}^{-1}(\text{vec}(X_{(0)}^p) - U_{(1)}\lambda_{(1)})$ is almost an identity, with the semi-landmarks moving along their chords to minimise the sum of squared non-affine components between the fitted affine values and $\text{vec}^{-1}(\text{vec}(X_{(0)}^p) - U_{(1)}\lambda_{(1)})$. The slight shearing is required because of the simulated noise at the landmarks of the target configuration and its effect on the semi-landmarks’ chord directions (see fig 10.15(a), third row). Consequently the new semi-landmark positions are almost the same as those determined by the FP criterion, allowing only similarity transformations of $\hat{\mu}$ to $\text{vec}^{-1}(\text{vec}(X_{(0)}^p) - U_{(1)}\lambda_{(1)})$, with the slight difference in new semi-landmark positions being due to an ordinary, rather than generalised least squares criterion being optimised (see 2nd panels in the first rows of fig. 10.15(a) and (b)). However, when there is no added noise and only variation in the four landmarks along the sides of the square, the BE and FP methods give identical results, as can be seen in fig 10.16 (parts a and b). For the BE criterion, the optimal affine component in the PTPS mapping is the full Procrustes superimposition of $\hat{\mu}$ to $\text{vec}^{-1}(\text{vec}(X_{(0)}^p) - U_{(1)}\lambda_{(1)})$. Since the configuration of the four fixed corner landmarks is always identical in $\hat{\mu}$ and $\text{vec}^{-1}(\text{vec}(X_{(0)}^p) - U_{(1)}\lambda_{(1)})$ and any difference in shape occurs only along lines joining them, along which the semi-landmark may move, both the affine mapping and FP superimposition is able to map the landmarks of $\hat{\mu}$ onto the corner landmarks and semi-landmarks chords exactly. No non-affine (bending) components are required since the optimal positions for the semi-landmarks to adopt along their chords are at positions corresponding precisely to where the affine (similarity) transformation of these landmarks in $\hat{\mu}$ maps them to; half way between each pair of corner landmarks, along each chord.

For the same two configurations, figs. 10.15(c) and 10.16(c) show the corresponding results using the NP method. For $w=0.3$, $\sigma = 0$ and $w=0$, $\sigma = 0.025$, the end results are practically identical to the FP method, although more iterations are required with larger $w$ (see table 10.5). In contrast to the circle simulations, here it is possible to remove the
same variation as the FP method by iterating between the movement and GPA steps. Recall that for the circle configurations, the choice of semi-landmarks and chord directions meant that following GPA at the end of the first iteration, the semi-landmarks were then already at their 'nearest points' relative to $\hat{\mu}_{(r)}$ for the second movement stage and so hardly move again, leaving any variation in directions normal to the outline unable to be removed on the first iteration. Here however, when variation at the semi-landmarks is removed, the presence of fixed landmarks means that the improved GPA fit of each configuration, at all landmarks, allows the updated chord directions to pass closer to the corresponding landmarks in $\hat{\mu}_{(r)}$. This means that over the course of the iterations, the procedure is able to be more successful in removing variation perpendicular to, as well as along the chords, as with the FP method.

10.3.2.3 Differences with $\sigma$ and $w$

Fig 10.13 shows that when no noise is added ($\sigma=0$) to the corner or side landmarks, each method is successful in removing all variation in shape along the sides of each square, regardless of the value of $w$ used, since the chords are defined precisely in the directions along which the variation was simulated. This is confirmed by the first column of RSS values in table 10.4, which are all zero. As $\sigma$ is increased however, the final remaining variation in shape is clearly larger at each level of $w$ for all of the methods. Variation in the corner landmarks defining the chord directions means that the chords are no longer in consistent directions on the configurations. In addition, noise at the simulated positions of the side landmarks also means that the relative positions of the chords are different and, for the NP method, following GPA registration, the chords will not always pass through identical positions in the vicinity of these landmarks in the mean shape $\hat{\mu}_{(r-1)}$. As a result, the optimal OLS or GLS criteria between positions on these chords and the corresponding landmarks in $\hat{\mu}_{(r-1)}$, $SG(\hat{\mu}_{(r-1)})$ or the affine fit of $\hat{\mu}_{(r-1)}$ to $vec^{-1}(vec(X_{(r-1)}^P) - U_{(r)}^T \lambda_{(r)})$, will also be affected and thereby the ability of the different methods to reduce the variation in shape in directions perpendicular to the chords. Fig. 10.13 and table 10.4 show that once again, at each combination of $w$ and $\sigma$, the uniform variation simulated along the outline (here sides) of the configurations is more easily removed than the simulated noise. For any
method and given amount of noise \( \sigma \), there appears to be little difference between the scatters of final fits at different levels of \( w \). As \( w \) is increased, this has only a very small or (for \( \sigma=0 \)) no effect, on the ability of the different methods to remove this variation, as it is still in the directions in which the semi-landmarks are (approximately) allowed to move. Despite this lack of a visual difference however, table 10.4 shows that with larger values of \( \sigma \), the values of \( RSS \) (or \( RSS_B \)) differ more as \( w \) is increased, as the effects of noise on the initial directions and locations of the chords reduces the ability of each of the methods to remove variation normal to the sides of the squares.

Differences between how the methods perform at different levels of \( w \) and \( \sigma \) can also be seen in fig. 10.14 which plots values of \( RSS_B \) (top two rows) and the percentage change in \( RSS_B \) from the initial value with all landmarks fixed (bottom two rows). The more or less consistent effect of increasing \( \sigma \) at each level of \( w \) described above can be seen in the first row. The second row shows the slightly less noticeable effect of increasing \( w \) at each level of \( \sigma \) and the resulting increase in difference between the NP/FP methods and BE method. Using the BE criterion, a proportion of variation remains along the semi-landmarks' chords which the NP and FP methods are always able to remove. When the noise at all landmarks is increased in all directions, then, as was found with the circle simulations, the amount of variance not able to be removed by the BE method along the chords will also increase (although here only slightly).

In terms of the percentage reduction in \( RSS \) (or \( RSS_B \)) in table 10.4, the difference between the three methods is less apparent, except at \( w=0 \) where the simulated variation in shape is smaller and so differences in the final values of \( RSS_B \) between methods, result in a greater percentage differences in the values of \( \%\Delta RSS_B \). However, in general there is no superior performance by one of the methods in terms of these measures, as was found when using the FP criterion in 10.3.1. For \( w>0 \), the third row of fig 10.14 shows that for all three techniques the percentage reduction in \( RSS_B \) decreases when there is increased noise, although the decrease with \( \sigma \) is smaller with larger \( w \) and (in the fourth row) \( \%\Delta RSS_B \) increases when \( w \) is increased. Again this indicates how the increased variation simulated along the directions represented by the semi-landmarks' chords is removed more easily than noise. For larger \( w \), a greater initial
value of $RSS_B$ (or $RSS$ ) is produced and so when variation in the positions of the semilandmarks along their chord directions is reduced, a greater proportion of the variation originally simulated is removed, resulting in a greater percentage reduction in $RSS_B$.

10.3.2.4 Changes in estimated mean shapes

Table 10.6(left) details the full Procrustes distances between final estimates of mean shape $\hat{\mu}_{SL}$ and base configuration $B$ from which the samples of configurations were generated. In grey are the full Procrustes distances between each original estimated mean $\hat{\mu}_0$ and $B$. As before we would hope that the $\hat{\mu}_{SL}$ have the same shape as the base configuration and that there has been no increase in the difference in shape (between $\hat{\mu}_{SL}$ and $B$), compared to the initial value of $d_F(\hat{\mu}_0, B)$. As in table 10.4, the values of $d_F(\hat{\mu}_0, B)$, indicated by shaded boxes, increase slightly with $w$, as the effects of larger variation in shape influences the estimate of $\hat{\mu}_0$, but here the increase with $\sigma$ is less noticeable. Table 10.6(right) details the change in mean shape from the initial estimate, i.e. $d_F(\hat{\mu}_{SL}, \hat{\mu}_0)$.

Note that at each combination of $w$ and $\sigma$, the values of $d_F(\hat{\mu}_{SL}, B)$ and $d_F(\hat{\mu}_{SL}, \hat{\mu}_0)$ for each method are identical to 3 decimal places, indicating that the change in shape produced by each technique is always of the same magnitude. Table 10.6(left), shows that $d_F(\hat{\mu}_{SL}, B)$ increases with $w$ and only very slightly with $\sigma$ (in fact for the largest values of $w$, differences in $d_F(\hat{\mu}_{SL}, B)$ across $\sigma$ are zero to 3 decimal places). This also ties in with the slight differences observed between $RSS$ and $RSS_B$ with increasing $w$, in table 10.4. However, for each method and combination of $w$ and $\sigma$, the values of $d_F(\hat{\mu}_{SL}, B)$ represent no change from the initial dissimilarity measures $d_F(\hat{\mu}_0, B)$, obtained with all landmarks fixed, with $d_F(\hat{\mu}_{SL}, B) \approx d_F(\hat{\mu}_0, B)$ to 3 decimal places for all $w$ and $\sigma$. i.e. the final estimates of mean shape $\hat{\mu}_{SL}$ are no more different to $B$ than each initial estimate, $\hat{\mu}_0$ was originally. Table 10 (right) indicates that $d_F(\hat{\mu}_{SL}, \hat{\mu}_0)$ increases slightly with $w$ but not $\sigma$, although $d_F(\hat{\mu}_{SL}, \hat{\mu}_0) < 0.004$ always. Recall from the discussion of 10.2.3 that a change in shape of order 0.003 could result from just a 1-pixel change at each of the landmarks of the base shape (when scaled to have side
length=500 pixels). Therefore, these figures produced by each of the methods, are again of no real practical concern.

<table>
<thead>
<tr>
<th>Semi-landmark criterion</th>
<th>$d_F(\hat{\mu}_{2l}, B)$ (change from $d_F(\hat{\mu}_o, B)$)</th>
<th>$d_F(\hat{\mu}_{2l}, \hat{\mu}_o)$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\sigma=0.0000$</td>
<td>$\sigma=0.0125$</td>
</tr>
<tr>
<td>$w=0$</td>
<td>None (All fixed)</td>
<td>0.002</td>
</tr>
<tr>
<td></td>
<td>Bending energy</td>
<td>0.002 (0.000)</td>
</tr>
<tr>
<td></td>
<td>Full Procrustes</td>
<td>0.002 (0.000)</td>
</tr>
<tr>
<td></td>
<td>Nearest point</td>
<td>0.002 (0.000)</td>
</tr>
<tr>
<td>$w=0.15$</td>
<td>None (All fixed)</td>
<td>0.009</td>
</tr>
<tr>
<td></td>
<td>Bending energy</td>
<td>0.009 (0.000)</td>
</tr>
<tr>
<td></td>
<td>Full Procrustes</td>
<td>0.009 (0.000)</td>
</tr>
<tr>
<td></td>
<td>Nearest point</td>
<td>0.009 (0.000)</td>
</tr>
<tr>
<td>$w=0.3$</td>
<td>None (All fixed)</td>
<td>0.016</td>
</tr>
<tr>
<td></td>
<td>Bending energy</td>
<td>0.016 (0.000)</td>
</tr>
<tr>
<td></td>
<td>Full Procrustes</td>
<td>0.016 (0.000)</td>
</tr>
<tr>
<td></td>
<td>Nearest point</td>
<td>0.016 (0.000)</td>
</tr>
</tbody>
</table>

Table 10.6: Full Procrustes distances of final mean shapes to base and initial mean configuration estimates from square simulations.

10.4 Summary and discussion

In this chapter we have investigated use of the new and original semi-landmark methods with sets of configurations generated from two simple geometric shapes. In the first investigation, configurations were produced from eight equally spaced landmarks, located around the circumference of a unit radius circle. Samples of 100 configurations were generated by displacing each landmark around the outline by an angular value, sampled from a uniform distribution and then adding isotropic noise, from a bivariate normal distribution. In the second investigation, a unit sided square was used with landmarks at each of the corners and four others placed exactly half way along each of the sides. Sets of 100 configurations were generated by producing perturbations of the four landmarks along each side, using displacements sampled from a uniform distribution and then adding isotropic noise to all landmarks, again from a bivariate normal distribution. Eight different sets of configurations were produced from each of the base shapes, by varying the range $w$ and common standard deviation $\sigma$ of the uniform and bivariate normal distributions respectively, allowing us to investigate the effect on the success of the different semi-landmark methods. Each set of simulated configurations were regarded as ‘distortions’ or representations of the same ‘true’ shapes, which we would hope the various methods would be able to recognise and
recover. For the simulations from a circle, all landmarks were set as semi-landmarks and allowed to move iteratively along escribed chords approximating the outline of a circle. For the simulations from a square, only the landmarks along the sides of each configuration were allowed to move, here along chords between the two adjacent corner landmarks, so as to approximate the sides of a square. Since the corner landmarks were not allowed to move, these directions were unable to change between iterations. A successful implementation of each method on any simulated dataset, would result in the variance in shape (RSS) being reduced to as small a value as possible, with the final estimated mean being the same shape as that from which the configurations were generated. The percentage reduction in RSS, compared to the value obtained for each dataset following an initial GPA with all landmarks fixed, was also considered since the initial value will be greater if larger simulation ranges were used.

In each investigation, differences in the final estimated means from the base configuration used to generate each dataset (and from the initial GPA estimates of mean shape), were found to be negligible, indicating no bias resulting from any of the methods. Since \( d_F(\bar{\mu}_0, B) = d_F(\bar{\mu}_{SL}, B) \), this meant that similar conclusions would also have been reached had we examined the variance of the final fits about their base configuration (\( RSS_B \)), rather than values of RSS.

For each method, the final values of RSS were seen to be larger with increased noise (\( \sigma \)) compared to increased angular/linear variation (\( \nu \)). This was because the latter is much easier to remove than noise, having been simulated along directions which the chords are then defined to represent, rather than in all directions. (On the squares when there was no noise, for any \( \nu \) the final RSS value was zero, since the semi-landmarks were allowed to move precisely in the directions in which the linear variation was simulated.) With increased noise, the amount of remaining variation perpendicular to the chord directions (which is more difficult to remove), was greater, as the effect in both applications was to produce more variation in how well the first set of chords (which did not change, in the case of the squares), approximate the circumference of a circle or sides of a square. Noise simulated at the positions determining the directions of the chords resulted in inconsistent directions on different configurations, whereas at the positions of the semi-landmarks, this affects the locations of the chords in relation to the
rest of the configuration. Conversely, with larger $w$, similar effects were produced (circle simulations only) but to a much lesser extent, since the increased variation at the locations of the semi-landmarks and those determining their chord directions, is in directions which the chords were then defined to represent.

In both sets of investigations, all three methods were found to be successful in reducing the variation in Procrustes fits along the specified chord directions. In each application, the FP method produced the best results (in terms of smallest remaining variation in shape) with each combination of $w$ and $\sigma$, although practically identical results were produced using the NP method when used on the square simulations, as in the applications of previous chapters. Despite producing slightly larger values of $RSS$, the BE method again gave comparable results to the FP method, as with several of the examples of chapter 9. As previously noted, if there are fixed landmarks in the vicinity of the semi-landmarks or if the semi-landmarks' chords are non-parallel, this restricts the possibility the their movement being in accordance with a large change in the affine component of the PTPS mapping from $\hat{\mu}_{(r-1)}$ (since $\text{vec}^{-1}(\text{vec}(X_{(r-1)}^{F})-U_{(r)}\lambda_{(r)})$ must be matched to by the affine fit from $\hat{\mu}_{(r-1)}$ with minimum sum of squared non-affine components). If the optimal affine transformation is close to similarity transformation (as in both sets of applications here), the new positions of the semi-landmarks are very similar to those determined by the FP method, with any difference in their final positions being due to a GLS rather than ordinary sum of squares being optimised. This typically means that some variation remains along the final chord directions (as well as normal to them) with the BE method (but not with the FP technique), leading to higher final $RSS$ values with the former. This difference in final $RSS$ values between the two methods was seen to be larger with increased noise, as this generates more variance in directions which cannot be removed by a GLS criterion, but can by minimising an ordinary sum of squared Euclidean distances, over similarity transformations.

With the exception of the NP method, when used on the circles, each technique also had some success in removing some of the variation perpendicular to the final chord directions and at the other fixed landmarks (in the case of the squares). The FP method again produced the best results (with similar results being produced by the NP method when used on the square, but not circle simulations). For the NP method, we have seen
how GPA distributes the reduction in variance, achieved at the movement stage along
the semi-landmarks' chords, around the rest of each configuration, when registering to
an updated mean $\hat{\mu}_{(r)}$, resulting in an improved GPA fit for each configuration. When
using the FP method, the OLS fit to $\hat{\mu}_{(r)}$ is optimised directly as the semi-landmarks
move along their chords and so if $\hat{\mu}_{(r)} \approx \hat{\mu}_{(r-1)}$, the subsequent GPA registration of the
new configuration is nearly always improved. Similar results were found using the BE
method, when the affine component of the optimal PTPS transformation from $\hat{\mu}_{(r-1)}$ to
each $\text{vec}^{-1}(\text{vec}(X_{(r-1)}^P) - U_{(r)}\hat{\lambda}_{(r)})$ was close to a similarity transformation (although less
variation is actually able to be removed due to the GLS criterion, as explained above).

As was found in the applications of the two previous chapters, with the FP and NP
methods, any remaining variation at each of the semi-landmark positions in the final
Procrustes fits was entirely perpendicular to the final chord directions on each
configuration. For the square configurations, the patterns of remaining variation in the
fits were visually identical for both new methods. Despite the NP technique taking a
greater number of iterations to converge, it was again notably faster in terms of
processing time, as seen in all previous applications. However, with the circle
configurations (and for the first time in any of our investigations), the variance in the
final semi-landmark positions (here all landmarks) was seen to be always greater for NP
method, compared to the FP. Usually, the NP method is able to give very similar
results by iterating between the movement and GPA steps. Providing the semi-
landmarks move, the subsequent GPA registration to $\hat{\mu}_{(r)}$ is always improved, which
typically allows the updated chord directions to pass successively closer to the
landmarks in $\hat{\mu}_{(r)}$ and thereby more variation to be removed. Here however, on the first
iteration, the landmarks move to position along their chords at equally spaced angles
around the outline since this gives the points at nearest Euclidean distance to their
Corresponding positions in $\hat{\mu}_{(r-1)}$. Following GPA at the end of the iteration, if
$\hat{\mu}_{(r)} \approx \hat{\mu}_{(r-1)}$, the semi-landmarks of the new fits are then almost already in their optimal
(NP) positions in the rotational directions of the chords, for the next movement step and
so hardly move again, leaving any variation perpendicular to the outline, unable to be
removed on the first iteration. With increased noise, more perpendicular variation was
found to remain, as the initial approximation to the outline by the chords became worse.
Chapter 11

Summary and future work

11.1 Introduction

In this, the final chapter, we bring together the main points and findings from this study and consider the benefits and implications of what has been achieved.

In section 11.2 we summarise the content of each chapter, recalling the key purpose of each main section and the major issues which needed to be addressed. Section 11.3 then reviews the results of our investigations of each of the new semi-landmark methods, comparing their main properties with those of the original bending energy technique. In the conclusions of 11.4, we return to review the aims set out at the start of this thesis and offer recommendations and advice as to when use of the new methods will be more beneficial than employing Bookstein's (1996a, d, e) approach to assigning landmark homologies, in order to remove unwanted patterns of variation in shape; not only for studies of tooth shape, but also in more general situations. Finally in section 11.5 we consider suggestions and ideas for further exploration and development of this work. We recall some of the alternative approaches, discussed in earlier sections, for addressing difficulties associated with the analysis of tooth shape and discuss new ideas and proposals for use in wider applications, where lack of landmark correspondence is to be accounted for or removed in some way.

11.2 Summary of thesis by chapter

Chapter 1 gave background details to the project, highlighting the need for this study. The overall aim is to improve the way the shape of teeth is analysed, and in terms of methodological development, to allow lack of exact correspondence between features on different objects to be addressed in a more comprehensive manner than is possible
using existing techniques. Details of the equipment and methods of data collection available were given, as well as a thesis outline, which briefly described the content of each chapter.

Here we first introduced the reader to the field of shape analysis, describing how methods for the study of the shape require that location, rotation and scale are removed or accounted for in some way, with the aim being to estimate average shapes and the structure of shape variability and to carry out inferences on population quantities. Having provided preliminary definitions of the different tooth types, crown surfaces and features, standard orthodontic measurements and formal definitions of terms such as 'landmarks', we noted how previous studies of tooth shape had typically been limited to taking traditional orthodontic measurements and performing standard univariate statistical analysis on quantities or 'indices' derived from them. For example, Peck & Peck's (1972) crown shape index. However, in recent years, improved techniques for the analysis of shape had emerged in the fields of mathematics and statistics, which, in contrast to the 'traditional' methods, capture the geometry of the objects involved and preserve this information throughout the analysis. Since we require that methods are suitable for use on un-extracted teeth, a key problem identified was that any such analysis must be based only on information from the visible edges and surfaces of a tooth. Methods must be able to recognise that teeth may have the same shape but differ in how they are represented for analysis, due to differences between patients in the position of their gingival tissue.

Chapter 2 reviewed and evaluated the most popular methods for the analysis of shape, in terms of their suitability as a starting point for our investigations. The techniques were separated by their associated data source into 'landmark' and 'outline' approaches. The former were further categorised as either 'distance', based on inter-landmark measurements' or 'geometric' techniques, where information on the relative locations of landmarks is always retained. For this study we had the option of using either type of data. Details of discussion forums, websites, mailing lists and an overview of the currently available software for performing the various methods were also described.

The advantages and disadvantages of the different techniques were considered, noting difficulties likely to arise when used for the study of tooth shape and identifying which
approaches offered the best scope for possible development and/or modification, in order to address issues such as unwanted differences in shape resulting from variation in the position of patients’ gingival tissue. The most logical starting point for our investigations was seen to be the Generalised Procrustes Analysis (GPA) technique. Along with the other tools of the ‘morphometric synthesis’, it was noted how, in recent years, this has become the standard protocol for investigations of shape when objects may be represented as configurations of landmark data, having advantages over both other landmark and outline methods, in terms of developed theory, statistical properties and the variety of descriptive and inferential techniques which may be utilised. A key clinical benefit over other methods noted, was that it allows interpretation of results as pictures in the original space of the objects being considered, since the geometry of the objects is retained throughout the analysis.

Chapter 3 provided a comprehensive description and demonstration of Procrustes analysis, introducing these ideas for the first time to the study of tooth shape. Using two sets of configurations of landmark coordinates, obtained from buccal images of central incisors from patients with hypodontia and a corresponding control group, we illustrated how, after optimally matching configurations to account for the unwanted effects of location, scale and rotation, we can then define ways of measuring dissimilarity (or distance) between shapes, estimate mean shapes, and examine shape variation. Several different methods for estimating the Procrustes mean shape and corresponding registered fits have been proposed and so a comparison of the different algorithms and solutions was presented, detailing differences between the scaling options used and the resulting summary measures. Details were also given of how landmark configurations can be regarded as single points in Kendall’s shape space (Bookstein, 1986, Kendall, 1984), with metric defined by the ‘Procrustes’ distance between shapes and how calculation of an appropriate tangent space, a linearised version of shape space in the vicinity of the estimated average, forms the fundamental geometric setting for further analytical investigations, allowing most conventional descriptive and inferential techniques to be adapted and applied successfully.

Despite being able to demonstrate a difference in mean buccal surface shape between our two groups, issues and caveats relating to the general suitability of Procrustes methods were noted. GPA (in its standard form) assumes that the landmarks are
reproducible and have good correspondence between cases, but in study of tooth shape there are several difficulties in meeting these requirements that need to be addressed.

The effect of operator inconsistencies in the positioning of landmarks, on the Procrustes analysis of shape was considered in chapter 4, where we investigated the importance of this problem with data obtained from the buccal and occlusal surfaces of various tooth types. Using different operators' images and landmark representations from a variety of patients, the consequences of location inconsistencies were evaluated by calculating its effect on the recorded variation in Procrustes fits obtained from each set of multiple representations. Two new methods were presented for establishing the proportion of variation in shape due to operator inconsistencies in obtaining landmarks relative to actual variation between patients, i.e. the inter-operator reliability. The first extended the work of Arnqvist & Martensson (1998), summing estimated components of variance from the principal component scores of each set of Procrustes fits. The second used analogous calculations based on a 2-way ANOVA partition of the sum of squared Euclidean distances (approximate sum of squared Procrustes distances) between the Procrustes registered configurations, eliminating the need to calculate principal components. For the latter, details of how to obtain a similar one-way (intra-operator) reliability measure, which may be of use for future shape reliability studies, were also given. Overall, it was found that operator inconsistencies in the location of landmarks are a particular problem if teeth are to be represented and analysed as landmark configurations. For the occlusal surfaces especially, reliability was found to be poor.

An examination of the 'within case (patient)' covariance structures in the Procrustes fits by principal components analysis and feedback from the operators helped to identify which particular patterns and directions of variation in shape had resulted from inconsistent representation of the same patient's tooth surface. For the buccal surfaces, positions around the outline, such as those at the ends of the mesio-distal width, the papilla endpoints and corners of the incisal edge were found to be more difficult to identify consistently than (say) the landmarks at the ends of the LACC or cusp tips. For the occlusal surfaces, a potential source of error was found to be in the subjective orientation of the tooth surface in the bucco-lingual direction prior to imaging. Such findings have implications in GPA where each landmark carries equal 'importance'. In addition to recording inconsistencies, it was also noted how 'nuisance' variation,
resulting from differences between patients in the position of their gingival margin and inter-dental papilla, also leads to variations in shape (between patients) which are of no interest, regardless of the reproducibility of landmarks in these regions. However, the reliability figures have no way of taking this into account. In terms of the aims of this thesis, methods of analysis will need to accommodate these problems, if landmark data are to be used to describe variations in tooth shape. Teeth which are identical in shape but have differences in Procrustes coordinates due to unreliable positioning of landmarks and differences in the position of landmarks due to a patient's gingival tissue need to be regarded as, or identified as, the same shape.

At the end of chapter 4, it was noted that the papilla and gingival landmarks are still useful, because they provide the best indication we have of the cemento-enamel junction and the mesio-distal dimensions of the teeth in these areas. Similarly, points which do not match exactly, but lie shifted (say) around the outline of a tooth (which would be of no interest), still describe differences in shape perpendicular to these directions, where we expect most of the between patient variation to be. In light of this, recent work on 'semi-landmarks' (Bookstein, 1996a,d,e) appeared to offer one way in which lack of precise landmark correspondence may be overcome and so the usefulness of this technique was considered in chapter 5. The method recognises that certain landmarks may be known to lie along particular lines or curves, but are difficult to locate precisely. Here we described how an additional standardisation step is introduced into the GPA procedure, allowing these landmarks to move along pre-specified directions, typically along 'escribed chords' (a line through the nominal position, parallel to the line joining the two neighbouring points). For each configuration, new locations along these chords are determined as those which minimise the bending energy (BE) of the pair of thin plate splines (PTPS) transformation from the current Procrustes mean shape. A new mean shape and Procrustes fits are then computed, along with new chord directions, and the process repeated until the semi-landmarks stop moving. The final resulting set of Procrustes fits may then be analysed in the same way as the results of an ordinary GPA.

Interpolating spline transformations and their use in shape analysis (using a pair of thin-plate splines) were described at the start of chapter 5. Details of how the PTPS formulation is then modified to allow certain landmarks to move along chords to assign
point-to-point correspondences was then described, as well as analogies of the PTPS and semi-landmark formulations with generalised least squares (GLS) affine fitting. Use of the semi-landmark method for the analysis of tooth shape was then considered, using information gained from the reliability datasets to specify appropriate directions in which the landmarks might be allowed to move. At the start of these investigations (in 2000), no readily available software existed to perform the computations and so specific S-plus routines had to be written. In addition, documentation of the practical use of the technique was limited; only papers with Bookstein as an author had used the method. One unexpected issue that did arise concerned the level of convergence that can be achieved when using the method. However, it was argued that in practical terms, with most datasets this matter will typically be unimportant. For addressing the issue of unwanted variation in landmarks due to the position of a patient’s gum, the semi-landmark method was seen to produce some undesirable results. Use of the BE criterion to determine the new positions of gingival landmarks, with chords representing directions of between patient variation, was found to produce large, unrealistic changes in their positions.

In chapter 6, we therefore considered ways in which the semi-landmark or Procrustes method could be modified in order to eliminate this problem and address the issue of unwanted variation in the positions of gingival landmarks. We examined other possible mappings and objective criteria that may be optimised (with reference to the current mean shape) when determining the new positions of the semi-landmarks along their chords and the use of existing variants of Procrustes and spline mappings, which aim to allow for lack of landmark correspondence during registration.

Use of pairs of smoothing splines to prohibit large movements of the semi-landmarks away from their original positions was first considered. We showed how the original semi-landmark method can be considered as a special case of an anisotropic smoothing spline and how its associated objective function may be used to restrict large movements of semi-landmarks by adjusting the relative weights used to penalise the BE and distances moved by the semi-landmarks. However, it proved difficult to find a common weighting parameter which gave a suitable balance between the gingival landmarks moving too far or not at all. We also considered the use of more general, higher order splines and described how along with PTPS and (pairs of) smoothing
splines, these are special cases of multiple kriging predictors. We showed how the formulae may be modified to include semi-landmarks, and how this could then allow a more general class of polynomial functions to be used in the 'global' part of the mapping and more generalised penalty functions to be investigated, again with the relative weights of the BE and movement components pre-specified. However, use of polynomials higher than first order was found to produce several unwanted results, including folding.

Use of affine mappings (polynomials of first order) had been noted as being central to the issue of gingival semi-landmarks moving large distances along their chords, and so ways of restricting or penalising the shape change produced by the affine component of a PTPS mapping, when determining the new positions of semi-landmarks, were considered. Various measures of affine shape change were investigated and penalised relative to the BE of any mapping. However, again it was found difficult to specify the relative weights of the two penalties in order to work equally well on all configurations.

We then turned our attention to transformations and optimisation criteria not based on spline mappings, for the determination of new semi-landmark positions. This included the minimisation of the full Procrustes (FP) distance between the mean and individual configurations or simply moving the semi-landmarks to the nearest point (NP) along their chords to the corresponding landmarks in the mean shape (following prior GPA registration). Of the new methods proposed and investigated, these appeared to offer the most promising results for removing unwanted variations in the gingival landmark positions and so were taken forward for further investigation.

For completeness, the final part of chapter 6 reviewed some of the other variants of Procrustes and spline mapping techniques that have been proposed for use when there is lack of precise correspondence between landmarks along particular directions or where one would wish account for certain unwanted differences in shape in some way. The ideas of weighted Procrustes analysis were presented, as well as Green's (1996) extension of the semi-landmark technique to include curves and outlines.

The remainder of this thesis comprised a detailed investigation and evaluation of the FP and NP techniques, both for the study of tooth shape and when used on configurations
generated from simple geometric shapes. Firstly in chapter 7, we considered some of the implementation issues arising with the use of the new methods, as we did for Bookstein's original BE method in chapter 5, such as convergence assessment and, for the NP criterion, the importance of the GPA method used. For future reference, details were also given of the specifically written S-plus function used for performing the investigations, including details of the various input and output arguments that may be specified and the algorithm used to optimise the FP criterion, since this does not have a straightforward analytical solution.

In chapter 8 we investigated how well the new semi-landmark methods performed, compared with the original BE technique, in addressing the gingival variation problem, using configurations representing the buccal surface of upper central incisors. As before, the key aim was that any variation in shape due to differences in the positions of the patient's gingival landmarks be removed in the same way as we filter out differences due to size, location and orientation, by allowing these landmarks to move iteratively along chords representing the directions of unwanted variation. In addition, it was also required that each method be able to identify that representations of the same tooth, but with the gingival margin and inter-dental papillae in different positions, are still the same shape. Since we had no way of investigating this using study casts (as the gum is always in one position), images of patients' teeth where the entire actual crown is visible were used and different possible landmark representations of the clinical crown (which would be visible in practice) generated by simulating different possible positions of a patient's gum. Use of probability models was made with parameters chosen to reflect what is known about gingival variation from both the dental literature and experience of periodontologists.

After giving careful consideration to the choice of summary measures to be used to compare the results of the different techniques, it was found that when using the NP and FP criteria, both methods gave very similar results and were successful in eliminating variation in the gingival landmark positions in the directions of the specified chords, both within and between cases, and also at the fixed (non-gingival) landmarks (see section 11.3.1). For all but 2 out of the 32 sets of simulations, the final positions of the semi-landmarks were within the ranges of 'feasible' variation, identified a priori. In contrast, despite eliminating variation within cases, use of the BE method was found to
produce an increase in variation between cases. For many of the sets of simulations, different representations of the same tooth all converged to the same unrealistic shapes. After categorising the outcome for each case into one of three groups, discriminant analysis was used to identify the shapes of the actual crowns they were simulated from that best distinguishes between results. This confirmed that the outcome of using the BE method with these particular configurations, semi-landmarks and chord directions, depends on the proximity of the fixed landmarks to each other (in the direction of the semi-landmarks chords), relative to their corresponding positions in the mean shape (as previously suggested in chapter 5).

In chapter 9 we compared how well the original BE and new FP and NP methods performed in other tooth shape applications, specifically in addressing some of the main reliability issues identified in chapter 4. Use was made of the same datasets obtained by multiple operators from the buccal and occlusal surfaces of a variety of tooth types, from which reliability figures had previously been obtained. From the buccal surfaces, operator inconsistencies in the locations of landmarks along the sides of the teeth and at the corners of their incisal edges were found to be a common problem and for the occlusal surfaces unwanted landmark variation along the incisal edge and cusps tips of teeth appeared to result from orientation differences in the bucco-lingual (BL) direction at the imaging stage. Suitable chord directions having been defined to represent the directions along which lack of landmark homology occurs, the effectiveness of each method was judged by how much of an improvement in the reliability figures was able to be achieved. For the occlusal surface applications, we also introduced the idea of constraining a subset of the semi-landmarks to always move by inter-dependent proportions along their chords, representing the effect of tilting each three dimensional surface in the BL direction. In each application, all three methods were found to be successful in reducing the variation at the semi-landmark positions along the chosen chords directions, when compared to the original GPA registration of the data. A marked improvement in the reliability figures indicated that most of the variation removed had been ‘within-cases’ (due to operator inconsistencies) rather than between. As was found in chapter 8, the results for the FP and NP methods were almost identical in each application, with all remaining variation in shape at the semi-landmarks normal to the final directions of each configuration’s chords. However, in contrast to chapter 8, here use of the BE criterion was found to produce more comparable results to the NP
and FP methods, although with some variation always remaining along the directions of the final escribed chords, as well as normal to them (see section 11.3.2).

We then also investigated how each of the methods perform when we also include semi-landmarks and chord directions representing variation due to differences in the position of patients' gingival tissue, again on the buccal surfaces of upper central incisors and now also on the corresponding occlusal surface with the landmark at the lingual endpoint of the BL width free to move along the BL direction. Here the BE method again produced unrealistic shapes, but both the FP and NP methods were successful in reducing the variation at each of the semi-landmarks, again leaving only that perpendicular to their final chord directions. An example was given of how the means of two populations of upper central incisors may be compared, having used the new semi-landmark methods to remove unwanted variation due to both operator inconsistencies and gingival variation, and a significant difference between the mean shapes of hypodontia and control patients was demonstrated.

In chapter 10, we compared how the semi-landmark methods performed in removing different patterns of variation from configurations generated from simple geometric 'base' shapes. In the first investigation, a circle with eight equally spaced landmarks around the circumference was used as the base shape and in the second, a square with landmarks at each of the corners and four others placed exactly half way along each of the sides. Samples of configurations were generated as perturbations of all (in the case of the circle) or some (in the case of the square) of the base shape landmarks around the circle/square perimeter, by sampling displacements from a uniform distribution and then adding isotropic (bivariate normal) noise to all positions, so that they no longer lie on the outline. Different parameter values were used to produce eight different sets of configurations from each base shape with various ranges and patterns of variation in order to investigate the effect on the success of the different semi-landmark methods. Each set of generated configurations were regarded as distortions of the same 'true' shape (their base shape), which we would hope the semi-landmark methods would be able to recognise and recover, with the variance in shape being reduced to as small a value as possible and the final estimated mean of each sample being the same shape as that from which the configurations were generated. For the simulations from a circle, all landmarks were set as semi-landmarks and allowed to move iteratively along
escribed chords approximating its circumference. For those from a square, only the landmarks along the sides of each configuration were allowed to move, along escribed chords between each two adjacent corner landmarks, so as to approximate the sides of a square. Since the corner landmarks were fixed, these chord directions were unable to change between iterations.

As was found in previous applications, for the FP and NP methods, any remaining variation at each of the semi-landmark positions in the final Procrustes fits was entirely perpendicular to the final chord directions on each configuration. For the square configurations, the patterns of remaining variation in the final Procrustes fits were visually identical for the FP and NP methods, but for the circles, this was seen to be always larger for NP method (see section 11.3.2). For all three methods, the remaining variation in shape was found to be larger when there is increased noise compared to increased angular/linear variation, as the former is much easier to remove, having been simulated along directions which the chords are meant to represent. The effect of increased noise in both applications was to produce greater variation in the directions and locations of the first set of chords on different configurations and therefore in how well they approximate the outline of a circle or square. Despite leaving some variation in the direction of the final chords, which became larger with increased noise (see section 11.3.2), the BE method again gave comparable results to the two new methods.

11.3 New semi-landmark methods: Overview and summary of key points

Following registration by GPA, we have seen how the new positions of semi-landmarks may be calculated as the nearest point (NP) along each chord to the corresponding landmark in the mean shape or as those which minimise the full Procrustes (FP) distance (or, equivalently, the ordinary sums of squares over similarity transformations) between all corresponding landmarks of the individual and mean configurations. The key findings from our investigations into the behaviour of these new methods are summarised below, noting differences and similarities between their properties, and when compared to the results of using the original BE method. The section ends with a look at recent developments of the ‘TPSrelw’ program by F.J. Rohlf, available on the
SUNY Stonybrook website. Following development of the new ideas presented here and the writing of S-plus routines to implement these and the original technique, a feature was added in 2003 for implementing Bookstein's original semi-landmark method (see section 5.5.4), and in summer 2004, a number of modifications were made.

11.3.1 Registration, biasness and processing

- Although ordinary least squares (OLS) and FP criteria do not produce the same minimum for their objective functions, the resulting configurations have the same shape (see 6.2.3). Note also that with the FP method, the resulting configuration is not the Procrustes fit to the mean; the fit to a new mean is obtained at the end of the iteration.

- With the FP (and BE) method, there is no dependency of where the semi-landmarks move to on the prior alignment of the mean and individual configuration, whereas with the NP method the new positions will be influenced by their registration. However, use of different GPA methods was found to have very little effect on the end results.

- With each new method the change in mean shape from the original estimate was found to be negligible in each application (with a full Procrustes distance of no more than 0.004 units between the initial and final means), indicating a lack of systematic bias. For the BE method however, there were several applications where large movements of semi-landmarks occurred, leading to more substantial changes (see 11.3.2).

- For the FP method, the final Procrustes fits are determined on more or less the first iteration, since rather than just minimising Euclidean distances between points on the chords and landmarks in mean shape on the movement step, the configuration may also be rotated, scaled or translated, with all new semi-landmark positions determined simultaneously. If the updated mean is practically unchanged, the semi-landmarks are almost already in their optimal positions for the next movement step. With the NP method, more iterations are required since on any movement step, the new positions of the semi-landmarks are determined without allowing the configuration to change its registration to the mean. This is done at the end of the iteration, with respect to a new (usually practically unchanged) mean. The GPA fit is always improved (see 11.3.3), which typically then allows the updated chord directions to pass successively closer to
the landmarks in the mean and thereby more variation to be removed. However, even with the mean hardly changing, several more iterations are required before similar results to the FP method are produced. By comparison, the BE method was found to usually take around the same number of iterations as the FP method.

- In terms of actual processing time, the FP method always took considerably longer than the NP (or BE) methods, despite the NP method requiring more iterations to reach the same level of convergence. This is because the NP and BE criteria have explicit analytical solutions for the determination of the semi-landmark positions, whereas the FP criterion requires the use of an optimisation algorithm.

11.3.2 Final results and potential for unrealistic shapes

- The FP and NP methods generally yield almost identical end results (see sections 7.3 and 8.3.3.1). Indeed they are usually visually identical. In all but one of our applications, the final values of $RSS(\hat{\mu})$ (the residual sums of squares of the landmarks of the Procrustes fits about those of the estimated mean, which is equal to the residual sums of squares about the arithmetic mean of the Procrustes fits ($RSS$) if the iterative, rather than explicit, GPA method is used) were always practically identical.

The exception was when the NP method was used on the simulations from circles, where the variance in final semi-landmark positions (here all landmarks) was seen to be larger. On the first movement step, the semi-landmarks moved to positions along their chords at equally spaced angles around the outline (to give points at least Euclidean distance to those in the mean). However, since the mean is practically unchanged, following GPA the semi-landmarks are then almost already at their NP positions for the next movement step, as the fit in the rotational directions of the chords has already been optimised. Consequently, the semi-landmarks hardly move again, leaving most of the variation perpendicular to the outline that remained from the first iteration.

- Both new methods were always successful in eliminating the variance along the specified chord directions, leaving any remaining variation in shape in the final Procrustes fits at these positions entirely perpendicular to their final chord directions.
Despite often also being successful in this regard (see next point), on several occasions the BE method was seen to produce large unrealistic movements of the semi-landmarks of some configurations, resulting in an increase, rather than decrease in $RSS(\bar{\mu})$.

In order to produce the minimum bending energy PTPS transformation of the mean, it was noted how the semi-landmarks of a configuration move to positions which result in the mapping which gives the closest possible 'affine fit' of the mean (in terms of the sum of squared 'non-affine' components) to the configuration's fixed landmarks and any positions along the semi-landmark's chords. That is, the PTPS mapping tries to represent the transformation as 'globally' as possible using the affine component, so that there is the smallest possible variation in the corresponding non-affine or 'local' components added to ensure that points are mapped exactly to their targets (the fixed landmarks and chord positions of the target configuration). When all the semi-landmarks are free to move in roughly the same direction and there are no nearby fixed landmarks, or other semi-landmarks whose movement is restricted to a different direction, large movements of the semi-landmarks will occur when a notable change in the optimal affine component of the PTPS transformation from the mean shape is able to occur in the direction of the chords, determined by the configuration of landmarks effectively fixed in these directions, relative to those in the mean shape. Unrealistic shapes are produced as there is nothing in the BE criterion to stop the semi-landmarks moving unrealistically large distances in accordance with this new mapping, as this reduces the size of the non-affine components (BE). However, when there are fixed landmarks near to the semi-landmarks or differences in the chord directions result in certain semi-landmarks being effectively constrained in the direction of other semi-landmarks chords, the affine component of the PTPS mapping is unable to chance considerably, restricting the possibility of large semi-landmark movements occurring.

For example, in section 5.5.6.2, it was seen that when the BE method was used with semi-landmarks and chords representing gingival landmark variation in the buccal view, the optimal positions for them to adopt were in accordance with the PTPS transformation of the fixed landmarks around the lower (incisal) outline in the direction of the roughly parallel chords (and in particular it's affine component), which resulted in the semi-landmarks moving large distances. If (say) the fixed landmarks were relatively closer together in the directions of the chords in the target configuration,
compared to the mean, this resulted in the semi-landmarks moving downwards in order to minimise the GLS residuals of the affine fit to the fixed landmarks and chord positions. There were no fixed landmarks or semi-landmarks with different chord directions nearby to the gum landmarks to stop large changes in the affine component occurring. In Bookstein's 1996a,d,e original application, large movements did not occur because the choice of chord directions, around a closed outline, constrained the semi-landmarks to stay around the outline, with the shape of the affine component not really able to change.

However, with the new methods the semi-landmarks are unable to move large distances since, when using the FP criterion, it is required that the fit of the entire configuration to the mean shape is optimised and with the NP method, the prior GPA registration ensures that the semi-landmarks need not move too far in order to find positions along their chords at nearest Euclidean distance to corresponding landmarks in the mean.

- When the BE method is successful in removing variation along the specified chord directions, producing more comparable results to those obtained by the FP and NP methods (see chapters 9 and 10), what variation is left appears more isotropic, with some still remaining along the direction of the final chords, as well as perpendicular to them (and hence producing a larger value of \( RSS(\mu) \)).

As noted above, for the BE method to produce similar results, this requires that there are fixed landmarks in the vicinity of the semi-landmarks, or that the chords are in non-parallel directions (which must be matched to exactly by the PTPS mapping from the mean), so that large changes in shape cannot occur. For the FP criterion, the new semi-landmark positions at each movement stage are determined by minimising an ordinary sums of squares between all landmarks of the target shape and mean over similarity transformations of either configuration (both approaches give the same answer, but for consistency with the BE and NP methods, we can think of this in terms of the former). When using the NP method, there is no transformation of the mean or individual configuration involved, just a minimisation of Euclidean distances (or equivalently, ordinary sums of squares) between the chords and corresponding landmarks in the mean. However, iterative re-alignment by GPA, ensures that when using that same convergence criterion, the FP and NP methods usually yield practically identical results.
With the BE method, new semi-landmarks positions are found by minimising a generalised sums of squares over affine superimpositions of the mean to the individual configuration as the semi-landmarks vary along their chords. In addition to similarity transformations, the affine mapping allows scaling of the mean in either the x or y direction and shearing, when superimposing to the target configuration, whereas with the FP method, transformation of the mean is restricted to rigid transformations of location, rotation and scale only. Consequently, the new positions of the BE, FP and, after several iterations, NP methods will be similar when the affine component of the PTPS mapping is close to being a similarity transformation. When this is true, at any movement step the remaining difference in the new positions, between the FP and BE methods, will be due to an ordinary, rather than generalised, least squares criterion being optimised. Variation in the semi-landmarks will still remain in directions along their final chord positions, rather than only perpendicular to them, as when using the new methods, since at each movement step, the semi-landmarks move to positions which minimise a weighted sum of correlated distances between the affine transformed version of the mean and the individual configuration, rather than ordinary Euclidean distances between corresponding landmarks, leading to larger contribution to \( RSS(\mu) \).

### 11.3.3 Effects of noise and variation at fixed landmarks

- With increased noise at all initial landmark positions, the amount of variation remaining perpendicular to the final chords, unable to be removed, increases. For the new methods, that which is along the chord directions is removed entirely by the movement of the semi-landmarks as described above, whereas perpendicular variation is only able to be removed at the GPA registration stage and, for the FP method, when allowing the superimposition of the mean and individual configuration to change during the movement step. Additionally, noise produces greater variation in the directions and locations of the first set of chords on different configurations, which also contributes to the variation unable to be removed.

As was seen in chapter 10, the difference in final \( RSS(\mu) \) between the FP and BE methods becomes larger with increased simulated noise, since more variance is generated in directions which cannot be removed by the landmarks moving in
accordance with a PTPS mapping of the mean and a GLS criterion, but can by minimising an OLS of Euclidean distances over similarity transformations.

- As well as reducing the variation at the positions of the semi-landmarks, it was also found that after running each new method (and between successive iterations), changes also occurred in the patterns of variance at the other, fixed landmarks, with a decrease in the contribution to \( RSS(\mu) \) always resulting for each configuration. By removing variance at the semi-landmarks, this is then no longer able to influence the variation at the other landmarks by being distributed around the configuration by GPA and so by using these methods, the true variation in shape at these positions is able to be represented more accurately.

Sections 7.4, 8.3.3.3 and 9.3.3 described how on each iteration, with the FP method, the fixed and semi-landmarks are matched simultaneously as the semi-landmarks move along their chords, resulting in an improved overall fit to the current mean (and new mean if this hardly changes). Similar results will also occur with BE method, if the affine component resembles a similarity transformation. With the NP method, the GPA registration step, gives equal weight to all pairs of corresponding landmarks in the new mean and each configuration and distributes the reduction in Euclidean distances achieved by moving the semi-landmarks, around the rest of the configuration. Until convergence, this always results in a decrease in the contribution to \( RSS(\mu) \) from each configuration. Typically therefore, each method has some success in removing some of the variation perpendicular to the final chord directions (with the exception of the NP method used on the circles). However, how the variance at each fixed landmark changes will depend on the choice of semi-landmarks, chord directions and configurations in question. For example, in chapter 8, a reduction in variance was noted at all fixed landmarks after using both new methods whereas in chapter 9, a reduction in variation at some landmarks was seen to be at the expense of an increase at others.

11.3.4 Convergence

For each of the new methods and with the original BE method, there is always a level of tolerance below which the change in \( RSS(\mu) \) (\( \Delta RSS(\mu) \)) between successive iterations
will not converge, with $\Delta RSS(\mu)$ remaining around the same magnitude once this level has been reached, regardless of the GPA method used. Once the process reaches a particular level of convergence, the semi-landmarks start to move in the same direction on each iteration, by very small but consistent amounts. This results in a systematic change in the mean shape, which requires that semi-landmarks move in a similar way on the following iteration and so on, resulting in a small, but consistent increase or decrease in $\Delta RSS(\mu)$ between iterations. These systematic changes in the mean are very small, but large in comparison to the continual changes in shape of some of the configurations relative to their mean, thereby offsetting any decreases in $RSS(\mu)$ produced, slowing convergence and stopping $\Delta RSS(\mu)$ falling below a certain level.

In practice however, this issue does not matter. For all of the datasets considered and with each of the semi-landmark methods, the changes in shape concerned were very small, with $\Delta RSS(\mu)$ no greater than $\varepsilon = 0.001 \times n$ where $n$ is the number of configurations involved. This guideline was suggested in 5.6.6, by examining how large a change in $\Delta RSS(\mu)$ is possible from a 1 pixel change at all 8 landmarks of 100 similar configurations and gives a level of convergence at least as stringent as the recommendations of Gower (1975) and Rohlf & Slice (1990), that a change in $RSS(\mu)$ of 0.001 or 0.01 is adequate for convergence of the iterative GPA method. A general approach, as we have used throughout our investigations, would be to identify the iteration where $\Delta RSS(\mu)$ slows (perhaps by plotting values against iteration number) and then to check whether or not an acceptable level of convergence for the number of configurations involved has been achieved. The semi-landmark process can then be re-run for this pre-specified level of convergence, without the danger of the configurations becoming unrealistic in shape, from running the routine too long.

11.3.5 Recent updates to TPSrelw

A very recent (2004) modification to the semi-landmark facility of Rohlf's TPSrelw program has been to include an option to update only the mean, rather than the set of configurations at the end of each iteration. Presumably, at the final iteration the semi-landmarks actually move to the new positions which result in no change in the mean shape, otherwise this does nothing to eliminate the variance in semi-landmark positions.
along their chords. In the accompanying 'help' file, Rohlf argues that iteratively updating the mean "may produce more stable computations, although this may depend on the data in question". We tried this by modifying the 'semi.it.new' function, but found that this still does not stop the problem of there always being some low level of tolerance, below which each process fails to converge.

Until summer 2004, Rolf's program used the BE criterion for the determination of new semi-landmark positions, but recently this has been updated to include an option to 'slide' the landmarks along their chords to minimise the squared Euclidean distances between corresponding landmarks (in the same way as the NP method introduced here). However, there is still some restriction on the direction of chords which may be used and ambiguity over the level of tolerance and assessment of convergence used, although results were comparable with those of our own when using the NP method.

11.4 Conclusions

This thesis presents new statistical methodology for both the analysis of tooth shape and for use in more general applications where objects are to be represented and analysed as homologous configurations of landmarks and one would wish to account for lack of precise correspondence between certain points in some way.

In contrast to previous studies, which have typically been based on linear measurements or quantities derived from them, we have shown how use of modern statistical techniques can enable dental researchers to work with the full geometry of the teeth, which has otherwise been lost or ignored. A key benefit is that this allows graphical representation of results in the original space of the objects and has many advantages over other, distance-based, methods in terms of various statistical properties such as power (Adams et al., 2004). In addition, the new semi-landmark methods introduced here offer ways which investigators can allow for unwanted differences in shape, resulting from differences between patients in the position of their gingival tissue, an important difficulty that has previously been neglected. Moreover, poor reliability in the recorded locations of landmarks along particular directions may be taken into account, which also enables more meaningful comparisons of tooth shape to be made.
In chapter 6 it was noted that Bookstein had recently observed that there had been very little documentation on the practical use of the semi-landmark technique and stated that he had hoped that someone would explore other possible ways to generate new semi-landmark positions. In this and the subsequent chapters of this thesis, we have proposed several methods for doing this and identified two particular choices of criteria which appear to offer improvements and advantages over the original approach. Although the bending energy (BE) technique will still be useful in situations where it is desirable to standardise configurations with respect to their non-affine dissimilarities from the mean shape, the modifications presented here appear to be much more useful for determining the new semi-landmark positions in more general applications.

Often there will be situations where the different methods produce similar results, typically if there are fixed landmarks in the vicinity of the semi-landmarks or differences in the chord directions of semi-landmarks, and so the PTPS transformation from the mean is unable to change substantially. However, as we have seen in some of the investigations in this thesis, when this is not the case (as will be likely in many situations), use of the BE criterion may lead to increased variation in shape, with the resulting configurations for some objects becoming very dissimilar from the shape they were intended to represent. For removing variation in shape due to differences in the positions of landmarks along particular directions, the BE method clearly fails in such situations, whereas use of the new FP or NP criteria was always been found to produce successful results. With these methods the movements of the semi-landmarks are unable to produce large changes in shape, since the fit of the entire configuration to the mean is being optimised (FP method) or because prior GPA registration ensures that the semi-landmarks need not move too far along their chords in order to find points at nearest Euclidean distance to their corresponding positions in the mean (NP method).

Over the course of the iterations the new methods will typically yield almost identical results, with all remaining variation in the final Procrustes fits, at the semi-landmarks, being entirely perpendicular to their final chord directions. However, one drawback found with larger samples, was that convergence of the FP method can be very slow, always taking considerably longer than the NP method, despite the latter requiring more iterations to reach the same level of convergence.
11.5 Future work

In this final section we consider ideas for further exploration and development. We recall some of the suggestions made in earlier sections of this thesis for modifying the original semi-landmark technique and discuss ways of extending the new methodology, for both the study of tooth shape and use in more general applications. In the usual notation, let $T=\bar{\mu}$ denote the current estimate of mean shape and $\text{vec}^{-1}(\text{vec}(Y^0) - U\lambda)$ the new version of a $k \times 2$ configuration $Y^0$, where $U$ is a $(2L \times 2$ matrix of zeroes and pre-specified unit chord directions for the $L$ semi-landmarks as defined in section 5.4.1, and $\lambda$ is a vector of $L$ scalars to be determined.

11.5.1 Alternative optimisation criteria

11.5.1.1 Combinations of penalties

In chapter 6, we saw how a weighted combination of more than one objective function may be used to determine the new locations of semi-landmarks along their chords. New positions were found as those which minimise the BE of the PTPS mapping from the mean to the fixed landmarks and chords positions of the target configuration, relative to either a weighted sum of squared distances moved by the semi-landmarks (with the resulting penalty function taking the form of an anistropic smoothing spline), or various measures of the shape change produced by the affine component of the mapping. We could therefore also consider other combinations of objective criteria, including ones involving the new FP or NP penalties for determining new locations of semi-landmarks. For example, if positions are still to be determined by a PTPS mapping from the current mean shape, we could use functions such as:

$$((\text{vec}(Y^0) - U\lambda)^T(I_2 \otimes \Gamma^{11})(\text{vec}(Y^0) - U\lambda)^T) + \alpha d^2_F(\text{vec}^{-1}(\text{vec}(Y^0) - U\lambda), \bar{\mu})$$

or

$$((\text{vec}(Y^0) - U\lambda)^T(I_2 \otimes \Gamma^{11})(\text{vec}(Y^0) - U\lambda)^T) + \alpha d^2_F(\text{vec}^{-1}(\text{vec}(Y^0) - U\lambda), Y^0)$$

in order to ensure that the shape of a configuration does not change too much from that of the mean or from itself, when using the original BE criterion. A cross-validation method could also be developed to determine $\alpha$ in some automatic way.
11.5.1.2 Incorporating information on the accuracy of semi-landmark locations

A further idea considered in chapter 6, was how the original BE technique may be considered as particular case of an anisotropic smoothing spline, where landmarks in the reference configuration are mapped to positions defined as bivariate error ellipses in the target configuration. Each semi-landmark’s chord may be considered as an ellipse with infinite variance in one direction and zero in the other. In section 6.2.1.4 we showed how penalties could be placed on the extent of movement allowed for each semi-landmark away from its nominal position, by specifying the variance of its associated ellipse in the direction of its chord. The objective function then penalises the BE of the mapping relative to the weighted sum of squared distances moved by the semi-landmarks. For the gingival variation problem, it was found difficult to identify weights that would work equally well on all configurations, however, there could well be other applications where this idea may be useful. One approach could be to specify variances along chords to represent the operator reliability or degree of uncertainty associated with each semi-landmark position.

In fact, the component of the objective function that penalises the movement of semi-landmarks, away from their nominal positions, could instead be used with the FP or NP criterion. For example, if $\sigma_1^2, ..., \sigma_{SL}^2$ are a series of weights, we could consider minimising:

$$(U\lambda)^T \text{diag}(\sigma_1^2, ..., \sigma_{SL}^2)^{-1}(U\lambda) + \alpha \|SG(vec^{-1}(vec(Y^0) - U\lambda) - \hat{\mu} \|^2$$

to determined the new positions of semi-landmarks. Such a method could be used when we wish to allow the shape of a configuration to change, but not if this involves the more reliable semi-landmarks moving large distances along their chords. Again, the weights $\sigma_1^2, ..., \sigma_{SL}^2$ could be pre-specified to reflect the relative certainty with which semi-landmarks are located (in the direction of their chords).

11.5.1.3 Weighted Procrustes criterion

Another way of representing error variance, here at both the fixed and semi-landmark locations, when determining the new positions of the semi-landmarks along their
chords, could be to use a weighted, rather than OLS, Procrustes criterion as described in section 6.4.1.1. For example, an objective function of the form:

\[
\text{vec}(SG(\text{vec}^{-1}(\text{vec}(Y^0) - U\lambda) - \mu)^T \Sigma_s^{-1} \text{vec}(SG(\text{vec}^{-1}(\text{vec}(Y^0) - U\lambda) - \mu))
\]

or

\[
\text{vec}(\text{vec}^{-1}(\text{vec}(Y^0) - U\lambda) - SG(\mu))^T \Sigma_s^{-1} \text{vec}(\text{vec}^{-1}(\text{vec}(Y^0) - U\lambda) - SG(\mu)))
\]

with error covariance matrix \(\Sigma_s^{-1}\), specified to reflect the certainty with which the fixed and semi-landmarks are identified, and in which directions, could be used to ensure that the superimposition matched the more reliable landmarks preferentially, when determining new locations for the semi-landmarks. For example, one option could be to determine the full Procrustes superimposition to the mean on only the fixed landmarks, since these are those about whose locations we are most certain. The new positions of the semi-landmarks would then effectively be determined by applying the same transformation to semi-landmarks chords and identifying positions which minimize the OLS or GLS from the corresponding landmarks in the mean.

11.5.1.4 Shape features and use of covariates

Several other ideas were also suggested in chapter 6 for other criteria which may be optimised when determining the new positions of semi-landmarks. For example, in some studies it may be useful to move the semi-landmarks to match some feature of the mean (or some reference shape), such as a ratio of inter-landmark distances or angle between a group of landmarks. Another option could be to determine new semi-landmark positions through values of other covariates, known to be related to shape.

11.5.2 Improvements to the semi-landmark methods

11.5.2.1 Better approximation of outlines and curves

In chapter 8, it was noted how the resulting positions of semi-landmarks sometimes did not lie on the actual outline of the object they were meant to represent. This will generally occur when the approximation to a curved set of possible positions by the straight lines of the chords is poor. One way to improve this would be to use the actual strings of pixel coordinates denoting the curve or outline of the object, which could
easily be extracted from a digital image using most modern image analysis packages. Use of the NP, FP or BE criterion would then involve a search along the strings of possible positions, to determine the new locations of the semi-landmarks. An alternative, for when such a detailed representation is not possible, but when plenty of landmarks are available, could be to represent the possible new semi-landmark positions by a polynomial curve, based on the nearest (say) 1, 2 or 3 landmarks either side of its nominal semi-landmark position. However, in this study, the use of such methods to represent possible new positions of gingival semi-landmarks, was not be possible, since complete outline information is nearly always obscured in one direction by gingival tissue. Perhaps one idea could be to fit a polynomial curve, extending beneath the gum, based on the visible part of the crown outline, as we did when using chord directions.

11.5.2.2 Speeding up the FP method

For the FP method, convergence was seen to be much slower than when using the BE or NP criteria, since there is no straightforward analytical solution for determining the new positions of semi-landmarks on each movement step. The investigations here used the 'nlmin' function of S-plus, but one could consider other algorithms or further ways in which this process could be speeded up.

11.5.2.3 Extension of new methods to three dimensions

A logical extension of the semi-landmark methods is to three dimensional (3D) surfaces. One deficiency of most morphometric analyses is that they are nearly always 2D representations of 3D objects, but with laser scanners becoming ever more affordable it is becoming increasingly easier to acquire 3D or pseudo-3D data. GPA algorithms are easily able to cope with data in \( m \) dimensions, as described in section 3.2 and the FP and NP criteria should be easily be transferable to three-dimensional data problems. However, as Adams et al. (2004) note when considering extensions of Bookstein’s original method to 3D applications, this requires that the semi-landmarks be able to move in directions approximating surfaces, rather than curves, which is a complex problem. Recent work by Bookstein and co-workers (see Mitterocker & Gunz, 2002), has involved an approach which starts by densely sampling a surface of three dimensional points on each individual object and triangulating these into a
'surface mesh'. On a reference object (e.g. the mean shape), a low resolution mesh is produced to reduce the number of vertices, while maintaining the surface information. Data from each object are then mapped by splines onto the reference and nearest surface points taken as homologous to those of the reduced mesh. These points are then allowed to slide in a plane tangential to the local curvature of the surface when determining their new minimum BE positions and as before the adjustments are repeated until the process converges.

In terms of using the NP method with this approach, determination of new semi-landmark positions would simply involve using the penultimate step described above (following prior GPA registration to the reference object). i.e. finding surface positions or points in a tangent plane, which minimised Euclidean distances to points on the reduced mesh. For the FP criterion, the more difficult task would be modifying the Procrustes technique to allow superimposition of landmarks and points which varied along surfaces rather than along chords. A computer intensive search could be used to identify surface positions which simultaneously minimised the sum of squared distances to points on the reduced mesh of the reference object and between pairs of corresponding landmarks, as the entire object varied over similarity transformations.

11.5.3 An alternative, Bayesian approach to semi-landmark problems

An alternative to using the techniques for inference described in section 3.2.3 or 3.2.4 would be to consider a Bayesian approach. Recall from section 6.4.1.2 that a $k \times m$ configuration $X$ is assumed to be a perturbation from a model with mean $\mu$ and covariance matrix $\Sigma$, which has then been translated, rotated and re-scaled, by vector $1_k \gamma^T$, matrix $\Gamma'$ and scalar $\beta'$ and observed as $X = \beta' (\mu + E) \Gamma' + 1_k \gamma^T$, where $\text{vec}(E)$ follows a distribution with zero mean and covariance matrix $\Sigma$. Assuming that a sample of configurations, $X_1, ..., X_n$, is observed without error, each observed $X$ is then a function of $\mu$, $\Sigma$, $\beta'$, $\Gamma'$ and $\gamma'$ with some joint probability density and likelihood function $L(X_1, ..., X_n | \mu, \Sigma, \gamma', \beta', \Gamma')$. If $\pi(\mu, \Sigma, \gamma', \beta', \Gamma')$ defines a joint prior distribution for $\mu$, $\Sigma$, $\beta'$, $\Gamma'$ and $\gamma'$, then by Bayes' rule, a joint posterior density for $\mu$, $\Sigma$, $\beta'$, $\Gamma'$ and $\gamma'$ is given by:
\[ p(\mu, \Sigma, \gamma', \beta', \Gamma' | X_1, \ldots, X_n) \propto \pi(\mu, \Sigma, \gamma', \beta', \Gamma') \times L(X_1, \ldots, X_n | \mu, \Sigma, \gamma', \beta', \Gamma'). \]

For analysis, interest would then lie in the marginal posterior distributions for \( \Sigma \) and \( \mu \), the mean and covariance of the \((\mu + E)\), or equivalently of the \( \beta \lambda \Gamma + 1_4 \gamma' \) where \( \beta \), \( \Gamma \) and \( l_4 \gamma' \) are the reverse similarity transformations of \( \beta', \Gamma' \) and \( \gamma' \), as described in section 6.4.1.2. Dryden & Mardia (1998) consider a Bayesian approach to inference in terms of distributions for points in shape or pre-shape space and discuss different choices of prior distribution for the mean and/or covariance parameters.

In order to include semi-landmarks, we would also need to define joint priors for the scalars \( \lambda_{(l)}, l=1, \ldots, L \), defining the distance moved by semi-landmarks along each unit chord direction, or alternatively for the error covariance \( \Sigma_e \) associated with the location of each configuration’s semi-landmarks. For the latter, this could be done in either the same space in which the biological or actual covariance \( \Sigma \) was defined or in the space of the observed configurations. The former would be difficult unless one was to work in terms of shape and size. For example, the \( X_1, \ldots, X_n \) could be assumed to be observed from a Binormal \((X_{\text{true}}, \Sigma_e)\) distribution where \( X_{\text{true}} \) is a function of \( \mu, \Sigma, \beta', \Gamma' \) and \( \gamma' \), as defined above and \( \Sigma_e \) determines the chord directions of the semi-landmarks. If \( \pi(\mu, \Sigma, \gamma', \beta', \Gamma', \Sigma_e) \) defines a joint prior distribution for \( \mu, \Sigma, \beta', \Gamma', \gamma' \) and \( \Sigma_e \) and \( L(X_1, \ldots, X_n | \mu, \Sigma, \gamma', \beta', \Gamma', \Sigma_e) \) is the new likelihood of the observed data, the posterior distribution for \( \mu, \Sigma, \beta', \Gamma', \gamma' \) and \( \Sigma_e \) would be given by:

\[ p(\mu, \Sigma, \gamma', \beta', \Gamma', \Sigma_e | X_1, \ldots, X_n) \propto \pi(\mu, \Sigma, \gamma', \beta', \Gamma', \Sigma_e) \times L(X_1, \ldots, X_n | \mu, \Sigma, \gamma', \beta', \Gamma', \Sigma_e). \]

Equivalently, a prior \( \pi(\mu, \Sigma, \gamma', \beta', \Gamma', \lambda) \) for \( \mu, \Sigma, \beta', \Gamma', \gamma' \) and \( \lambda=(\lambda_{(l)}, \ldots, \lambda_{(L)})^T \), could be defined in terms of size and shape or in the space of the observed configurations, along with a likelihood \( L(X_1, \ldots, X_n | \mu, \Sigma, \gamma', \beta', \Gamma, \lambda) \) for the observed \( X \) and a posterior distribution \( p(\mu, \Sigma, \gamma', \beta', \Gamma', \lambda | X_1, \ldots, X_n) \) determined by Bayes rule. Again, in practice, we would only be interested in the marginal distributions of \( \Sigma \) and \( \mu \), rather than those of the \( \lambda_{(l)} \) (or \( \Sigma_e \)) and other nuisance parameters \( \beta', \Gamma' \) and \( \gamma' \).
A key benefit of such an approach would be its potential to formally capture the expert opinion of dentists and periodontal researchers, in a less ad-hoc way than was used in the simulation study of Chapter 8, by means of prior probability distributions. The main difficulty, however, would be the likely problems with computation. Even with the introduction of artificial constraints on the problem, such as the use of convenient parametric forms for prior distributions, the form of the posterior distribution would be intractable and need to be integrated numerically rather than analytically in order to obtain posterior probabilities. This could be done, for example, by using MCMC methods, but would be computationally intensive.

11.5.4 Multivariate reliability measure

In chapter 4, new methods were presented for obtaining an overall reliability measure of different operators' landmark representations of the same set of objects, here teeth of a certain type, from different patients. The consequences of location inconsistencies were evaluated by calculating their effect on the recorded variation in Procrustes fits, quantifying the proportion of variance in shape attributable to systematic operator differences and random errors, relative to the actual variation between cases (patients). In section 4.4.2, we showed how the same figure may be obtained by summing components of variance from the principal component (PC) scores of the Procrustes fits, estimated in the same way as Arqvist & Martensson (1998), using mean squares from 2-way ANOVA partitions, or by the same calculations based on a single 2-way partition of the sum of squared Euclidean distances (approximate sum of squared Procrustes distances) between the fits.

In section 4.4.3, we noted how the variance assumptions of both methods, defined on each (independent) set of PC scores as \( \sigma^2_{C_i} + \sigma^2_{O_o} + \sigma^2_{E_r} \), correspond to a covariance matrix \( \Sigma \) for the residuals of the Procrustes fits of the form:

\[
\sum_{r=1}^{2k-4} (\sigma^2_{C_r} + \sigma^2_{O_r} + \sigma^2_{E_r}) \psi_r \psi_r^T
\]

where \( \sigma^2_{C_r}, \sigma^2_{O_r}, \) and \( \sigma^2_{E_r} \) are the variances in PC scores between cases, operators and due to random errors, along each of the \( r = 1, \ldots, 2k-4 \) principal components, \( \psi_r \), of \( \Sigma \).
and $k$ is the number of landmarks on each configuration. (The $\psi$, are estimated by the PC’s of the sample covariance matrix of the Procrustes fits and $\sigma^2_c$, $\sigma^2_o$, and $\sigma^2_e$ from the sample component scores). The appropriateness of the resulting form for $\Sigma$ is clearly one area for future exploration. In addition, it may be possible to produce other reliability measures for the Procrustes fits, based on multivariate random effects models, rather than univariate models along each PC.

### 11.5.5 Other applications and accessibility

Of course, there will be many other situations other than for the study of tooth shape where these new techniques may be beneficial, both in other areas Dentistry and in applications within a wider variety of different fields and disciplines. Some of the possible uses that have been suggested and discussed with other researchers have included; comparing facial profiles before and after surgery, where for example, landmarks around the mandibular jaw-line can be difficult to locate precisely, investigation of edge profiles of forensic bite marks from upper and lower anterior teeth and applications to fossil bone remains, which have become broken or altered in some way, making identification of homologous landmarks difficult.

As Adams et al. (2004) note, for landmark data, the standard protocol based on Procrustes methods is now widely accepted and, by using Bookstein’s (1996a,d,e) semi-landmark method, outlines or curves may also be analysed using these methods. What the new techniques presented here offer is an improved, more robust methodology for more general situations where use of the original BE approach may produce undesirable results and where assigning points of correspondence by Euclidean distances seems more appropriate than minimising the BE to a consensus shape. Future work would be to make the ‘semi.it.new’ S-plus routine, detailed in section 7.4 (and its associated subroutines) more accessible and user friendly. For those familiar with scrip files in S-plus, one option would be to make these and details of user supplied arguments available on-line, in a manner similar to Dryden’s ‘shapes’ package of routines. Further work could be to reproduce the routines in a windows based interface, similar Rohlf’s TPS series of programs, with drop-down menus for choosing the different options and the ability to define chord directions interactively, rather than as matrices.
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Appendix

On the enclosed CD is a text file containing the S-plus routines `semi.it' and `semi.it.new', as referred to in sections 5.5.3 and 7.5 respectively. Descriptions of the arguments which may be supplied (including default values) can be found in these sections, along with details of the various graphical and data output options which may be specified.

Both functions call on many other sub-routines, some of which have been adapted from I.L. Dryden's 'shape' package (see section 2.5). These are also included within the text file, along with several other functions which have been used within this thesis.

To install within S-plus (Windows version), simply cut and paste the contents of the text file into the package's command window.

Also included on the disc are several of the datasets used for this work.
THESIS CONTAINS CD ROM