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**Abstract**

Experimental diagnostic techniques have been utilised and developed to investigate the flame wall interaction for impinging flames of propane, methane, hydrogen and syngas. Thermal imaging has been used to evaluate the plate temperatures and radiation losses at steady state. A methodology has been developed for temperature dependent emissivity materials. Schlieren and direct imaging have been used to visualise flame shapes and flow structure. A methodology has been developed to quantify the relative effects of visual turbulent structures on the flame wall interaction. High speed schlieren has been used to assess the time dependent flame front propagation following ignition at various ignition locations.

The combination of these techniques has allowed the flame wall interaction to be analysed for fuel composition, thermal loading, equivalence ratio, nozzle-to-plate distance, Reynolds number, geometry and fuel exit velocity. It has been found that fuel composition significantly affects the wall temperature profiles even at similar nozzle conditions. Mixing in different regions of the impingement configuration caused significant differences in the wall temperature profiles for the different fuels due to differences in diffusivity and laminar flame speed. Syngas premixed flames produce similar wall temperature profiles near the lift-off limit but at different equivalence ratios and Reynolds numbers, due to the similar turbulence shown in the schlieren images. Plate material and nozzle-to-plate distance significantly affected the wall temperature profiles. Radiation losses from the plate helped to explain the differences in heat transfer for the different conditions.

Delays in the initial downwards propagation were observed for the hydrogen flames. The competing factors of the upstream propagation and heat production, causing decelerations and accelerations of the flame front respectively, differed significantly for different fuels and conditions. The propagation of the flame front immediately after ignition was observed to be very complex, changing significantly for relatively small changes in nozzle conditions.
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\text{p1, p2, p3} & \quad \text{Photons 1, 2 and 3} \\
\text{rad} & \quad \text{Radiative} \\
\text{s} & \quad \text{strain} \\
\text{st} & \quad \text{Stoichiometric} \\
\text{val} & \quad \text{Valence band} \\
\text{W} & \quad \text{Surface/wall} \\
\lambda & \quad \text{Spectral}
\end{align*}
\]

**Superscripts**

0 \quad \text{One-dimensional, unstretched}

d \quad \text{Directional}

**Acronyms**

1D \quad \text{One-dimensional}
2D \quad \text{Two-dimensional}
<table>
<thead>
<tr>
<th>Acronym</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>3D</td>
<td>Three-dimensional</td>
</tr>
<tr>
<td>CCD</td>
<td>Charge Coupled Device</td>
</tr>
<tr>
<td>CCGT</td>
<td>Combined-Cycle Gas Turbine</td>
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<td>Gas Research Institute</td>
</tr>
<tr>
<td>IGCC</td>
<td>Integrated Gasification Combined Cycle</td>
</tr>
<tr>
<td>IR</td>
<td>Infrared</td>
</tr>
<tr>
<td>ISO</td>
<td>International Standards Organisation</td>
</tr>
<tr>
<td>LDV</td>
<td>Laser Doppler Velocimetry</td>
</tr>
<tr>
<td>LES</td>
<td>Large Eddy Simulation</td>
</tr>
<tr>
<td>LPF</td>
<td>Lean premixed flame</td>
</tr>
<tr>
<td>LPG</td>
<td>Liquefied petroleum gas</td>
</tr>
<tr>
<td>LWIR</td>
<td>Long wave infrared</td>
</tr>
<tr>
<td>MP</td>
<td>Mega Pixel</td>
</tr>
<tr>
<td>MWIR</td>
<td>Medium wave infrared</td>
</tr>
<tr>
<td>NASA</td>
<td>The National Aeronautics and Space Administration</td>
</tr>
<tr>
<td>NTP</td>
<td>Normal temperature and pressure</td>
</tr>
<tr>
<td>PIV</td>
<td>Particle Image Velocimetry</td>
</tr>
<tr>
<td>PLIF</td>
<td>Planar Laser Induced Florescence</td>
</tr>
<tr>
<td>RPF</td>
<td>Rich premixed flame</td>
</tr>
<tr>
<td>QWIP</td>
<td>Quantum Well Infrared Photodetector</td>
</tr>
<tr>
<td>TCHR</td>
<td>Thermochemical heat release</td>
</tr>
</tbody>
</table>
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1. Introduction

1.1. Motivations

The first examples of combustion experienced by man originated from forest fires; the ignition source was provided by lightning storms and the forest wood acted as the fuel source [1]. Around 600,000 years ago, man pioneered the use of natural fire from forest fires or volcanic lava to light camp fires; using sticks with fire to ignite larger fuel supplies, determining that the heat produced by combustion is greater than the energy required to ignite the fuel [2, 3]. Since then, combustion has been used as a source of heat and light, and the use of combustion has developed into more complex systems and has been used for powering engines, pumping water and direct heating by flame jets.

Modern gas turbines have been used in aircraft as exhaust turbo chargers since 1918, for aircraft propulsion since the Whittle engine, which first ran in 1937 [4], and in power plants since 1939 [5]. Gas turbines are used in power plants, aeroplane jet engines, agricultural and industrial tractors and off-shore power plants, and are used with various fuels, such as natural gas, diesel, fuel oils and biomass gases [6]. Steam engines mainly used coal as their primary fuel source, and can be quite inefficient; coal has been used in power stations since Thomas Edison’s first coal burning generation station in 1882, which only had an efficiency of 2.5 % [7]. In 1997, around 50 % of the world’s coal usage was in large coal-fired power plants [8].

Much effort has been made to increase the efficiency of fossil fuelled power plants, and since the 1990s, Combined-Cycle Gas Turbine (CCGT) power plants have been used [6]. Due to the growing need for emission reductions and carbon capture, Integrated Gasification Combined Cycle (IGCC) power plants are in operation, which convert the solid fuel feedstock into syngas (a mixture of hydrogen and carbon dioxide) by partial oxidation with oxygen and steam, which is then purified and used as the fuel source for the gas turbines [9]. These power plants can be used for carbon capture and to create high hydrogen content syngas for use in the CCGTs [9, 10], which reduces carbon emissions compared to coal fuelled power plants. Industrial developments in combustion have been fuelled by the need to create more efficient heating, power generation and propulsion methods and more recently by the growing demand to keep emissions low. The development of cleaner fuels, such as hydrogen and syngas, is
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integral to the future advancement of combustion systems. However, the properties of hydrogen are vastly different to the properties of other fuels such as propane and methane, and the various compositions of syngas also differ greatly in their properties. Therefore, the continuing research on the properties of these fuels is integral to the design and maintenance of many industrial systems that may use syngas as a fuel. In addition, when flames impinge directly onto surfaces in gas turbine combustors or furnaces, the flame wall interaction can cause areas of high heat transfer, which can affect the combustor performance or cause damage to the combustor walls. Hydrogen has a very high thermal diffusivity and a high flame temperature compared to hydrocarbon fuels, and so the effects of the flame wall interaction for hydrogen and syngas can be very different than for hydrocarbon fuels. Laboratory scale experiments can provide much useful information into the interaction between the flame and wall, and can allow hydrogen and syngas to be studied meaningfully in terms of the flame wall interaction so that information and data can be provided for new combustor designs that may use these new cleaner fuels.

Impinging flames occur often in industry, for example in the heating of glass and metals and on combustor walls in furnaces and gas turbines. Direct flame impingement can cause advantages and disadvantages, due to the higher heat transfer rates and non-uniform heat flux respectively [11]. Impinging flames provide a simple geometric configuration for the study of flame wall interactions. The configurations allow optical access to the flame and allow various aspects of the flame wall interactions to be studied. They provide a controlled environment where different parameters may be compared. In addition, there is much literature concerning impinging flames and they are well understood. However, the principle focus of impinging flame studies has usually been hydrocarbon fuels rather than hydrogen and syngas fuels. Therefore, this thesis aims to look into the flame wall interactions for impinging flames of hydrogen and syngas fuels.

Although combustion has been economically and technically important throughout history, the scientific study of combustion is relatively recent [2]. This is due to the science behind combustion phenomena, including thermodynamics and fluid mechanics, and the more recent developments in chemical kinetics and transport processes, not being understood until recently, so that combustion science did not
properly develop until the early 20th Century [2]. More recently, advances in computational ability and power have led to combustion simulations being possible which has greatly improved scientific knowledge of combustion phenomena. Alongside this, increased experimental ability has led to advances in research at high pressure and high speed, allowing a greater range of experimental conditions to be explored. Therefore, this thesis will use advanced experimental techniques and some computations in order to look into the combustion of fuels that are being studied more and more due to their clean combustion nature, in an impinging flame configuration so that meaningful results can be obtained and compared.

Technological advances have made it possible for combustion to be studied in a wide variety of methods, and consequently, much is being discovered regarding flow structure, heat transfer and combustion characteristics of many types of flame. New fuels that are being developed for the purposes of cleaner combustion mean that various aspects of combustion must be studied for these fuels and this thesis is concerned with the particular interaction between jet flames and a flat impingement surface. Computational and experimental advances will be utilised in this thesis by using Gaseq and CHEMKIN to calculate the adiabatic temperatures and laminar flame speeds of the various mixtures for use with the experimental results. Advanced experimental techniques will be used to study the wall temperature, flame structure and propagation characteristics in order to better understand the flame wall interactions. Various fuel and flow conditions will be studied to test their effect on the flame wall interactions and experimental diagnostic techniques will be utilised and improved upon for this purpose.

1.2. Aims and Objectives

Advances in experimental methods and instrumentation mean that measurements of flame and surface temperature, flame structure, fluid velocity, particle size and species concentration can be performed with greater accuracy and efficiency and for a larger range of experimental conditions [12]. High speed cameras, lasers, thermal imaging and other diagnostic tools are constantly being developed, and along with the computational and theoretical combustion advances allow more and more combustion phenomena to be understood. It is the aim of this thesis to use and develop diagnostic and
visualisation techniques in order to evaluate flame wall interactions in the following ways:

- Use a simple geometric configuration to compare impinging flames of hydrogen, syngas, propane and methane.
- Combine the use of schlieren and thermal imaging to evaluate the heat transfer and flow characteristics.
- Develop these techniques for use with impinging flames; particularly to use the thermal imaging to evaluate the non-uniform temperature of the heated impingement plate, and to use schlieren to evaluate flow and turbulence characteristics.
- Vary flow conditions, fuel parameters and geometric properties in order to test the effect of the nozzle exit conditions on the flame wall interactions.
- Calculate the laminar flame speeds and adiabatic temperatures of the syngas compositions in order to test their effects on the flame wall interactions.
- Evaluate the flame propagation characteristics of impinging flames using the advanced diagnostic tools.

The objective of this thesis is to develop the experimental diagnostic techniques so that the interaction between the flame and wall for hydrogen and hydrocarbon fuels can be meaningfully evaluated and compared. The results presented are specific to the configurations used; however, the techniques that have been developed can be applied to industry. The heat transfer and flame wall interactions in many industrial setups can be evaluated and monitored, including measuring the temperature and flame wall interaction in furnace walls and gas turbine combustors. The next section will give a brief outline of the thesis.

### 1.3. Thesis Outline

Following this introduction, a detailed literature review will be given in Chapter 2. This will consist of background information, a review of experimental techniques and a review of literature pertaining to impinging flames, heat transfer and flame propagation. Chapter 3 will discuss the rig setup and the experimental techniques and methodologies, along with error analyses. Chapter 4 will discuss the adiabatic flame temperature and laminar flame speed calculations for the various compositions. Chapters 5 and 6 will
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ccontain all of the results and discussions; Chapter 5 will look into the wall temperature comparisons, comparing flames of propane, hydrogen and syngas at various experimental conditions using thermal imaging, schlieren and direct imaging and Chapter 6 will look into the flame propagation of hydrogen mixtures and methane, using the high speed schlieren imaging. Chapter 7 will give a brief conclusion to the results and outline the major findings of the thesis, which will be followed by the scope for future work in Chapter 8, where improvements on the methods used and possibilities for further research will be discussed.
2. Literature Review

2.1. Introduction

Combustion is a very complex phenomenon, with various factors and parameters affecting flames of many kinds. Therefore, it is necessary to define in clear terms the combustion and flow properties of certain types of flames, and present a review of the literature. The review will begin with an outline of the basic properties of combustion, heat transfer and impinging flames. A review of experimental diagnostic techniques used in combustion studies will then be given, followed by a comprehensive review of impinging flame studies; in particular the configurations, heat transfer and flow properties thereof, including a review of how the various experimental techniques may be utilised and improved in an impinging flame configuration, as these are the main focus of this thesis. Following that, a review of ignition and flame propagation phenomena will be given, as the flame propagation in impinging flames is also a focus of this thesis. In this way, a clear overview of combustion characteristics and ways in which these can be measured, along with a review of the literature pertaining to combustion and impinging flames will be given in this chapter.

2.2. Combustion Theory

This section will give a comprehensive discussion of the background theory of combustion in order to define various terms, look into the specific properties of jet flames and impinging flames, including flow structure and heat transfer mechanisms and to compare properties of various fuels.

2.2.1. Flames

2.2.1.1. Flame Definition

A flame, by definition, is an exothermic chemical reaction, whereby reactants (or fuel) react with an oxidant, usually air or oxygen, to form products of a different chemical composition. The reaction is demonstrated mathematically by the stoichiometric chemical equation. For a reaction to be stoichiometric, the oxygen content must be of the exact amount to convert all of the reactants into products. For stoichiometric hydrocarbon reactions, the reactants will contain elements of carbon (C) and hydrogen (H), and perhaps other elements such as nitrogen (N). The oxidiser will contain oxygen
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(O) and, if reacting in air, 79 % nitrogen. The products will contain carbon dioxide (CO$_2$), water (H$_2$O) and possibly nitrogen. An example for propane (C$_3$H$_8$) reacting in pure oxygen is shown in Fig. 2.1. C$_3$H$_8$ requires 5 times the (molar) amount of oxygen (O$_2$) than reactant to burn stoichiometrically. The reaction rate is defined as the rate of decrease of the concentration of a reactant or equally as the rate of increase of a reaction product [13].

\[
\begin{align*}
\text{Reactant} & \quad \text{Oxidiser} & \quad \text{Products} \\
C_3H_8 + 5O_2 & \rightarrow 3CO_2 + 4H_2O
\end{align*}
\]

Figure 2.1: Chemical equation for propane reacting in stoichiometric oxygen.

The reaction requires some initial stimulant to begin the process. This stimulant is normally the addition of heat, with a large enough thermal energy to kick-start the reaction. This is called the activation energy or ignition energy and often takes different values depending on the fuel. Table 2.1 shows the minimum ignition energies for the fuels used in this thesis. It can be seen that hydrogen requires much less energy to ignite than carbon monoxide and the hydrocarbon fuels.

<table>
<thead>
<tr>
<th>Fuel</th>
<th>Minimum Ignition Energy (mJ)</th>
<th>Flammability Limits in Air (% Fuel)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hydrogen</td>
<td>0.02</td>
<td>4 - 74</td>
</tr>
<tr>
<td>Carbon Monoxide</td>
<td>&lt; 0.3</td>
<td>10.9 - 76</td>
</tr>
<tr>
<td>Propane</td>
<td>0.25</td>
<td>1.7 - 10.9</td>
</tr>
<tr>
<td>Methane</td>
<td>0.28</td>
<td>4.4 - 17</td>
</tr>
</tbody>
</table>

Table 2.1: Ignition energy and flammability limits in air of the fuels used in this thesis [14-18].

The fire triangle (Fig. 2.2a) has often been used to demonstrate the requirements of a stable fire; in order for a fire to burn, three elements are needed; fuel, oxygen and heat [19]. If one or more of these factors are taken away, then the flame cannot burn. Moreover, the ratio of fuel to oxidiser must be sufficient to support combustion. The percentages of fuel in the fuel-air or fuel-oxygen mixture that will support combustion are called the flammability limits. The flammability limits in air of the fuels used in this thesis are given in Table 2.1. Hydrogen and carbon monoxide both have quite a large...
range of flammability limits in air, whereas the hydrocarbon fuels require more air in
the mixture for the fuel to ignite.

![Fire Triangle Diagram](image)

Figure 2.2: Diagrams to illustrate (a) The ‘fire triangle’ and (b) The ‘combustion
tetrahedron’.

The flame exists in the *reaction zone*, where the change of chemical composition takes
place and where high temperatures are produced. In the reaction zone, many complex
reactions occur, inducing other chain reactions. Many factors affect these complex
reactions. More recently, an element has been added to the fire triangle to make the
*combustion tetrahedron*, whereby, it is stated that a *reaction chain* is also required to
sustain combustion (Fig. 2.2b) [20]. The reaction chain occurs after initiation of the
flame and before the formation of the final products and the reaction processes are many
and complex. The process involves the formation of *free radicals*, such as C, O, H and
combinations of the form OH and CH for example, which facilitate other reactions in
the reaction zone [21]. The radicals eventually combine, after many reaction steps, to
form the final products. In addition to the requirements for a flame to ignite, there are
many classifications to describe the type of flame, which will be discussed in the next
section.

### 2.2.1.2. Flame Classifications

*Fire* is usually referred to as an uncontrolled combustion reaction, whereas a *flame* is a
controlled reaction, usually in a regulated environment. The latter is the subject of this
thesis, and in particular flames produced by gaseous fuels, which can be easily
controlled; parameters may be altered by simply changing the flow rate for example. In
this way many different parameters can be studied experimentally. Gaseous flames can
be classified according to their state before and during combustion. These classifications
can be split into combustion related properties and flow properties.
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2.2.1.2.1. Combustion Properties

The main combustion related property used to classify a gaseous flame is whether the fuel and oxidiser are initially mixed or separated. Combining the fuel and oxidiser before combustion is known as premixing. The flames can be classified into three categories; diffusion (or non-premixed), partially premixed and premixed flames.

**Diffusion Flames**

For a diffusion flame (Fig. 2.3a), the flame exists in a reaction zone located in between the reactants and the products, which mix by molecular and thermal diffusion. In this case, the mixing rate is lower than the chemical reaction rate [22], and so the reaction is controlled by the diffusion mixing process. A typical example of a diffusion flame is a candle flame, where the wax evaporates to form a zone containing reactants, which combust in the reaction zone; observed by a yellow flame. In the reaction zone, diffusion occurs between the reactants and the surrounding air. This process is slower than the reaction process causing a wide region where the gas composition and amount of products/reactants are variable [13].

![Figure 2.3: Schematics of Bunsen burner flames for (a) Diffusion flames and (b) Premixed flames (adapted from [22]).](image)

The Bunsen burner, invented by Robert Bunsen in 1855 [22], is able to produce gaseous flames of all three classifications by allowing the input of air to be adjusted. Figure 2.3a
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shows a schematic of a Bunsen burner with the air hole closed, producing a diffusion flame. The diffusion of the fuel and air are shown by the orange and green arrows respectively. The structure of diffusion flames has been investigated extensively [23-28], in particular, buoyancy; the rising of the hot gases due to gravitational forces, plays a large part in diffusion flame structure, causing the convection of vortical structures and flame flickering [29-31].

**Premixed Flames**

In a premixed flame, the reaction occurs within the fuel and air mixture, and the flame propagates through the mixture, for example, in a petrol engine. The flame propagates through the unburned mixture at the laminar flame speed \(S_L\); which is the flame propagation rate relative to the unburned gas [22], and depends on the fuel type and mixing ratio. Figure 2.3b shows the Bunsen burner with the air hole open, producing a premixed flame. In a Bunsen flame, the premixed flame propagation is stabilised by the fuel flow velocity in the opposite direction. In this case the flame exists between the unburned fuel-air mixture and the burned reaction products. The mixing rate is considered to be very fast and so it is the chemical reaction that dominates the reaction rate, in contrast to diffusion flames. Partially premixed flames are flames that do not contain enough oxidiser in the unburned mixture so that combustion is facilitated by the diffusion of the fuel-air mixture and the surrounding air. This creates a flame with premixed and diffusion flame characteristic features.

The laminar burning velocities; which are the rates of consumption of unburned fuel, of various gas mixtures have been calculated using CHEMKIN [32, 33], and the flame structure of premixed [34-37] and partially premixed flames [38-40] has been studied by many researchers.

**Equivalence Ratio**

The amount of mixing for premixed flames can be characterised by the equivalence ratio, \(\phi\), defined by Eq. 2.1 as the ratio of the actual fuel to air mass ratio, \(f\), to the stoichiometric fuel to air mass ratio, \(f_{st}\), which is calculated from Eq. 2.2:

\[
\phi = \frac{f}{f_{st}},
\]  

(2.1)
\[ f_{as} = \frac{m_f}{m_{as}} = \frac{M_f n_f}{M_a n_{as}} = \frac{M_f}{29.0(\alpha + \beta/4 - \gamma/2)(4.76)}, \] (2.2)

where \( m_f \) and \( m_{as} \) represent the mass of the fuel and the stoichiometric air respectively and \( M_f \) and \( M_a \) are the molecular weights of the fuel and air respectively (\( M_a = 29.0 \)). \( n_{as}/n_f \) is the number of moles of stoichiometric air per mole of fuel, calculated from the stoichiometric atom balance equation (Eq. 2.3), equal to 4.76 (\( \alpha + \beta/4 - \gamma/2 \)):

\[
C_{\alpha}H_{\beta}O_{\gamma} + (c + \beta/4 - \gamma/2)(O_2 + 3.76N_2) \rightarrow \\
\alpha CO_2 + (\beta/4)H_2O + 3.76(\alpha + \beta/4 - \gamma/2)N_2, \quad (2.3)
\]

where \( \alpha, \beta \) and \( \gamma \) are the number of carbon, hydrogen and oxygen atoms respectively in the fuel components. For propane (\( C_3H_8 \)) reacting in air, the stoichiometric atom balance equation (adapted from Fig. 2.1 for the addition of nitrogen) is given by Eq. 2.4, and the value of (\( \alpha + \beta/4 - \gamma/2 \)) is \( 3 + 8/4 - 0 = 5 \). This means that 5 moles of oxygen are needed to react 1 mole of propane stoichiometrically. For methane, the value of (\( \alpha + \beta/4 - \gamma/2 \)) is 2. For hydrogen and carbon monoxide the value of (\( \alpha + \beta/4 - \gamma/2 \)) is 0.5. This means that a much lower amount of air per fuel is required to burn these gases stoichiometrically than for propane and methane.

\[
C_3H_8 + 5(O_2 + 3.76N_2) \rightarrow 3CO_2 + 4H_2O + 18.8N_2, \quad (2.4)
\]

When the fuel to air ratio is changed, the value of the equivalence ratio (Eqs. 2.1 and 2.2) changes accordingly; a value of \( \phi = 1 \) indicates that the mixture is stoichiometric, whereas \( \phi < 1 \) indicates a fuel lean flame (there is more oxidiser than is needed to combust the fuel) and \( \phi > 1 \) indicates a fuel rich flame (there is not enough oxidiser to fully combust the reactants). The equivalence ratio characterises the initial premixing conditions, which have been described in the previous paragraphs.

There are many differences between diffusion (\( \phi = \infty \)), fuel rich (partially premixed), and fuel lean (premixed) flames. The temperature of diffusion flames is much lower due to the lack of oxygen and slow mixing rates. They experience incomplete combustion; where much of the carbon in the reactants takes the form of CO in the products, due to lack of available oxygen to form CO\(_2\). Diffusion hydrocarbon flames generally produce...
soot particles, which cause a bright yellow flame, whereas premixed flames are generally blue in colour due to the high temperature induced oxidation of the fuel and complete combustion, where the products are in the form of the stoichiometric reaction equation (Eq. 2.4 for propane). Partially premixed flames will produce some soot but will also exhibit a blue flame at the base, due to air entrainment at the base providing sufficient oxygen, and incomplete combustion towards the tip where the oxygen cannot mix fast enough with the reactants.

The equivalence ratio also affects the laminar flame speed and consequently the stability of the flame on the burner nozzle. If the flame speed is much higher than the nozzle exit velocity of the fuel then the flame will propagate into the nozzle, causing flashback. Flashback can also be caused by turbulence and acoustic instabilities and in swirl combustors [41-43]. If the nozzle is small and cold enough, the nozzle pipe will quench the flashback; the cool pipes will cause the flame to be extinguished, causing no damage, but flashback can be very dangerous if the flame is able to propagate further into the nozzle and fuel pipes. On the other hand, if the nozzle exit velocity is higher than the flame speed, the flame will lift off from the burner nozzle. In some cases the flame can be stabilised during lift-off so that it becomes a stable lifted flame. However, if the flow velocity becomes too high, then blow-out will be observed and the flame will be extinguished. For the cases where the flame does not lift off but becomes extinguished when the flow velocity is increased, this is called blow-off [44]. The laminar flame speed of hydrogen is much faster than that of propane and other hydrocarbon fuels, and so the risk of flashback is much higher for hydrogen and hydrogen enriched fuels. The laminar flame speeds for the fuels used in this thesis will be determined using CHEMKIN and will be discussed further in Chapter 4.

Heat Release

Other combustion properties of gaseous fuels are related to energy release in the form of heat. The local temperature of a flame depends on many factors such as equivalence ratio, soot formation, reactants, pressure and the complex reactions that take place within the flame. A property used to describe flame temperature is the adiabatic temperature. This is the maximum temperature that a flame will reach if all combustion processes are completed and there is no heat loss, and hence is an idealised temperature.
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The adiabatic temperatures of propane, methane, hydrogen and the syngas compositions will be determined by Gaseq and CHEMKIN and will be discussed further in Chapter 4.

A common parameter used to assess the energy that can be gained from a specific fuel is the *calorific value* of that fuel. The calorific value is a measure of the amount of potential energy per kg of fuel, i.e. the amount of heat energy that can be gained by combusting all reactants into products. The *gross calorific value* is that calculated when the water in the fuel is considered to be a liquid, whereas the *net calorific value* is used for when the water is assumed to be already vaporised, and so does not take into account the energy required to vaporise the water. From the calorific value, a term called the *Wobbe number* can be calculated (Eq. 2.5). The Wobbe number is a measure of the interchangeability of different fuels and takes into account the specific density (the denominator in Eq. 2.5) and calorific value of the fuel. However, the Wobbe number does not take into account factors such as adiabatic temperature, which may cause large differences in heat transfer effects and other factors that relate to the interchangeability of fuels.

\[
\text{Wobbe No.} = \frac{\text{Gross CV}}{\sqrt{\frac{\rho}{\rho_a}}},
\]

where Gross CV is the gross calorific value of the fuel, \(\rho\) is the fuel density and \(\rho_a\) is the density of air. It can be seen from Table 2.2 that the Wobbe numbers for propane, methane, hydrogen and carbon monoxide are vastly different and this implies that the fuels cannot be interchanged. However, when the fuels are mixed together, the Wobbe numbers will change quite quickly due to the changes in calorific value and specific density.

*Thermal loading* can also be used to characterise the heat energy in the fuel. It is a measure of the thermal power available in the flame and can be calculated from Eq. 2.6:

\[
\text{Thermal loading} = CV \times \text{mass flow rate},
\]

where \(CV\) is the calorific value of the fuel in kJ kg\(^{-1}\), the mass flow rate is in m\(^3\) s\(^{-1}\) and the thermal loading is calculated in kW. It can be used to compare fuels in specific burners, and for heat transfer studies with flame impingement [45-47]. The thermal
loading can be used to compare fuels in the same combustor as the same thermal power could be achieved by simply altering the flow rate although other factors relating to the flow properties must also be taken into consideration.

<table>
<thead>
<tr>
<th>Fuel</th>
<th>Gross CV (MJ kg(^{-1}))</th>
<th>Wobbe Number (MJ kg(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Methane</td>
<td>55.53</td>
<td>74.7</td>
</tr>
<tr>
<td>Propane</td>
<td>50.35</td>
<td>40.9</td>
</tr>
<tr>
<td>Hydrogen</td>
<td>141.79</td>
<td>537.8</td>
</tr>
<tr>
<td>Carbon Monoxide</td>
<td>10.11</td>
<td>10.3</td>
</tr>
</tbody>
</table>

Table 2.2: Calorific value and Wobbe number of various fuels at normal temperature and pressure (NTP) [48].

The next section deals with the properties related to the flow structure, and can be applied to cold flows as well as combusting gases. The flow properties may change the specific effects of the combustion related properties due to the fluid dynamics and aerodynamics of the fuel, and the effects of flow structure and flow properties on the heat transfer and flame wall interaction are a large focus of this thesis.

### 2.2.1.2.2. Flow Properties

**Turbulence**

The main flow related property used to describe gaseous flames is the degree of *turbulence* in the flow. *Laminar* flow is that which does not exhibit turbulence and can be characterised by a smooth flow without any fluctuations or disturbances. Turbulent flow contains eddies, which are small scale or large scale vortices, and other fluctuations within the flow. Turbulent structures increase the mixing rates of the fluid and so cause fluids that are initially separated to mix more quickly with one another. Increasing the flow velocity will cause the turbulence to increase and in nature most fluids will become turbulent as flow velocity is increased and obstacles are placed in the flow [49]. The simplest way to visualise turbulence is to observe flow within pipes. Figures 2.4a and b show examples of laminar and turbulent flow in a pipe respectively. Laminar flow will exhibit a parabolic profile due to resistance from the walls of the pipe. Turbulent flow will display vortices and disturbances within the flow. Turbulent [34, 36, 37, 40, 50-55] and laminar [23, 32, 56-61] flows in jet flames have been studied at length.
Reynolds Number

The Reynolds number (Re) is used to characterise the degree of turbulence and the effect of the viscous forces of the fluid, and is defined as the ratio of inertial forces to viscous forces [62]. This means that for low Re, the flow is dominated by viscous forces, but for higher Re, the flow is dominated by the inertial forces, causing more resistance to changes in motion. The higher the Reynolds number, the higher the turbulence degree. It was first introduced in 1883 by Osborn Reynolds, who observed that the laminar and turbulent characteristics of a stream of dye within a tube of flowing water were dependent upon the velocity of the water [49]. Figure 2.5 shows an example of this experiment; at low velocities, the stream of dye was distinctly separate from the water flow and followed a straight flow without mixing with the water. When the velocity was increased above a certain value, the dye would mix with the water due to the turbulent nature of the flow.
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The Reynolds number (Eq. 2.7 [62]) takes a dimensionless form, using a characteristic length scale, $L$, the fluid density, $\rho$, dynamic viscosity, $\mu$, and a characteristic velocity $V$:

$$Re = \frac{\text{Inertial forces}}{\text{Viscous forces}} = \frac{\rho V^2 L^2}{\mu V L} = \frac{\rho VL}{\mu}.$$  \hspace{1cm} (2.7)

For flow exiting a burner nozzle (Eq. 2.8), $L$ is taken as the nozzle diameter, $d$, and $V$ is taken as the nozzle exit flow velocity, $v$, so that:

$$Re = \frac{\rho vd}{\mu}.$$  \hspace{1cm} (2.8)

Values of density and viscosity of the pure fuels used in this thesis are given in Table 2.3. The densities and viscosities of the fuel mixtures were calculated using LabVIEW (see Appendix A). For a certain fuel and burner geometry, the flow velocity can be adjusted to vary the Reynolds number. For free circular jets, Reynolds numbers below 1000 are considered to be laminar, those between 1000 and 3000 in the turbulent transitional regime, or semi-turbulent, and those above 3000 to be turbulent [11]. The effects of Reynolds number in jet flames have been studied in depth [63-65]; in particular $Re$ significantly affects heat transfer characteristics of impinging jets [61, 66-68]. Impinging flames are the subject of Sections 2.2.2 (for background information) and 2.4 (for a detailed review) and heat transfer will be discussed in more detail there.

<table>
<thead>
<tr>
<th>Gas</th>
<th>Density (kg m$^{-3}$)</th>
<th>Viscosity (kg m$^{-1}$ s$^{-1}$ x 10$^{-5}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Air</td>
<td>1.19</td>
<td>1.84</td>
</tr>
<tr>
<td>C$_3$H$_8$</td>
<td>1.80</td>
<td>0.80</td>
</tr>
<tr>
<td>CO</td>
<td>1.15</td>
<td>1.74</td>
</tr>
<tr>
<td>CO$_2$</td>
<td>1.80</td>
<td>1.48</td>
</tr>
<tr>
<td>CH$_4$</td>
<td>0.66</td>
<td>1.03</td>
</tr>
<tr>
<td>H$_2$</td>
<td>0.08</td>
<td>0.87</td>
</tr>
<tr>
<td>N$_2$</td>
<td>1.15</td>
<td>1.75</td>
</tr>
</tbody>
</table>

Table 2.3: Viscosities and densities at NTP of the gases used in this Thesis [69].
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**Turbulent Length Scales**

For high Re flows, the turbulence scales can be represented by an energy cascade; where energy is transferred from larger scale eddies to form smaller scale eddies, driven by the large inertial forces present in high Re cases [70]. When Re (based on the size of the eddies) becomes of the order of unity, the smallest scale eddies are driven by viscous forces and dissipation of kinetic energy is significant at these length scales [70]. The smallest turbulence scales can be characterised by the *Kolmogorov length scale*, $\eta$:

$$
\eta \sim \left( \frac{\nu^3}{\varepsilon_d} \right)^{1/4} \sim L \text{Re}^{-\frac{3}{4}},
$$

(2.9)

where $\nu$ is the kinematic viscosity, $\varepsilon_d$ is the rate of energy dissipation and $L$ is the characteristic length scale of the largest eddies [70]. Other length scales include the *Integral scale*, $U_I$, and the *Taylor microscale*, $\lambda_T$, which characterise the largest turbulence scales and the smallest turbulence scales before dissipation comes into effect respectively, and are represented by Eq. 2.10 [71]:

$$
\varepsilon_d \sim \nu \frac{U_I^3}{\lambda_T^2}.
$$

(2.10)

Along with the turbulent properties such as Re and the premixing conditions, which are important for stable flame analysis, many important flame properties also relate to the ignition of the fuels, which, with the development of high speed cameras, has been studied more in recent years. The time dependent propagation of flames is also important when dealing with factors such as burning velocity. The next section deals with some important parameters related to the ignition and propagation of gaseous fuels.

**2.2.1.3. Ignition and Flame Propagation**

**2.2.1.3.1. Ignition Definition**

*Ignition* is the process by which unburned fuel begins to combust with the addition of a heat source. For a spark ignition, the process begins when the mixture reaches a high enough temperature, producing a *flame kernel* [72]. A flame kernel is the period between ignition and either a self-sustaining flame (growth of the kernel) or extinction (death of the kernel), and typically moves from a cylindrical shape to a spherical shape.
approximately 0.01 m in diameter [72, 73]. After ignition, the flame will either reach a state of steady combustion, where the flame can exist without an additional heat source, or become extinguished and may need a pilot flame to keep the flame ignited.

Ignition phenomena are very important in internal combustion engines, where design factors, such as ignition location with respect to fuel/air compositions, will influence how quickly the combustion processes are completed and how easily the mixture is ignited [39], and in gas turbine combustion the fuel mixture may need to be quickly re-ignited or a steady state flame established quickly. Design factors, ignition location and fuel composition can all affect the ability of the mixture to ignite and also the ignition time, which is related to the propagation of the flame immediately after ignition and before a stable flame is reached. The propagation of the flame kernel and subsequent flame are important in ignition studies, and flame propagation phenomena are essential to some analytical and computational models [74] and to the understanding of ignition processes. Some important parameters relating to flame propagation will now be discussed.

2.2.1.3.2. Flame Propagation Parameters

**Burning Velocity and Flame Speed**

The laminar flame speed ($S_L$) has been defined in Section 2.2.1.2.1 as the rate of flame propagation relative to the unburned gas. For example, fuel propagating along a tube at a velocity equal to the laminar flame speed will produce a stationary flame. If the fuel velocity is lower than the laminar flame speed then the flame will propagate into the unburned mixture, but if the fuel velocity is higher than $S_L$ then the flame will propagate away from the unburned fuel. The burning velocity ($S_U$) is a measure of how fast reactants are consumed into products, and the turbulent burning velocity ($S_T$) is for flames where there exists turbulence in the unburned gases, causing an increase in the flame surface area due to wrinkling and flame front distortions, and increasing the overall mass consumption rate (Fig. 2.6) [75].
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Figure 2.6: Diagram showing the increase in flame surface area due to turbulence (adapted from [75]).

**Lewis Number**
For gaseous fuels, the fuel must be within a certain range of conditions for ignition to be viable (see Section 2.2.1.1), but other factors such as turbulence, the interaction of the flame kernel with the flow field and the Lewis number (Eq. 2.11) may also affect the ignition process.

\[
Le = \frac{\text{Thermal Diffusivity}}{\text{Mass Diffusivity}} = \frac{Sc}{Pr}, \tag{2.11}
\]

where \( Le \) is the Lewis number, \( Sc \) is the Schmidt number and \( Pr \) is the Prandtl number (Eq. 2.12):

\[
Sc = \frac{\mu}{\rho D}, \quad Pr = \frac{c_p \mu}{k}, \tag{2.12}
\]

where \( \mu \) is the dynamic viscosity, \( \rho \) is the density, \( D \) is the mass diffusivity, \( c_p \) is the specific heat and \( k \) is the thermal conductivity. The Prandtl number is a relation of the relative thicknesses of the hydrodynamic and thermal boundary layers, and represents the ratio of momentum and heat diffusion within the fluid, connecting the velocity and temperature fields, whereas the Schmidt number is significant when both convection and mass transfer are important [76]. The Lewis number controls flame stability; premixed flames with \( Le < 1 \) tend to develop cellular structures and instabilities, which
cause turbulent flames to be more wrinkled for lower Le. This is because of the continuous distortion of the flow field due to inhomogeneities in the flow [77]. The Lewis number also affects local flame temperatures and reaction rates due to the effects of curvature and strain rates, or flame stretch, which affect the flame propagation and ignition phenomena [77].

**Flame Stretch**

For non-uniform flow fields, a propagating flame surface is subjected to effects of strain and curvature [22]. For fluids, the shear stress is proportional to the rate of angular deformation, or the strain rate, through Stokes’ law, and it is dependent on the specific fluid and the thermodynamic state of that fluid [22]. Flame curvature may be positive or negative depending on whether the flame is curved towards or away from the unburned mixture respectively, for example in expanding and collapsing spherical flames (Figs. 2.7a and b respectively) [78].

![Diagram of expanding and collapsing spherical flames](image)

Figure 2.7: (a) Positive curvature for expanding spherical flame and (b) Negative curvature for collapsing spherical flame.

For Le = 1, positive curvature reduces the flame speed and negative curvature increases the flame speed (due to the heat entering a control volume via a smaller/larger surface respectively), but does not affect the burning velocity [78]. The effects of strain and curvature lead to changes in the flame front area, and are characterized by the flame stretch factor \( \kappa \), defined as the relative rate of change of the flame surface area due to flame stretch [22]:
\[ \kappa = \frac{1}{A_j} \frac{d(\delta A_j)}{dt} = \frac{1}{A_j} \frac{dA_j}{dt}, \]  

where $\kappa$ is the flame stretch factor, $A_j$ is the flame surface area and $t$ is time.

Flame stretch reduces the thickness of the flame front and the flame speed, and influences the flame structure due to the effects of heat and mass diffusion [22]. The flame stretch factor is made up of contributions from the strain rate tensor, dilatation (volume expansion of the fluid) and curvature effects [22]. Taking stretch into account, the laminar flame speed ($S_L$) becomes:

\[ S_L = S_{L0} - L_M \kappa, \]  

where $S_{L0}$ is the unstretched laminar flame speed, $\kappa$ is the flame stretch factor and $L_M$ is the Markstein length, which characterises the hydrodynamic ‘size’ of the flame, taking the non-dimensional form of the Markstein number, Ma (Eq. 2.15):

\[ \text{Ma} = \frac{L_M}{\delta_L}, \]  

where $\delta_L$ characterises the thermal thickness of the flame. The Karlovitz number, $Ka$, (Eq. 2.16) is a non-dimensional stretch factor using the thickness of the unstretched flame, $\delta_{L0}$, and the unstretched laminar flame speed $S_{L0}$, and is made up of contributions from the strain and curvature (Eq. 2.17) [22]:

\[ Ka = Ka_s + Ka_c, \]

where $Ka_s$ and $Ka_c$ are the strain and curvature components respectively. Combining Eqs. 2.14 to 2.16, the apparent flame speed is related to Ma and $Ka$ by Eq. 2.18 [22]:

\[ \frac{S_{L0}}{S_L} = 1 + \text{Ma}Ka. \]
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The burning velocity is also affected by the flame stretch in a similar way (Eq. 2.19) [22]:

\[ S_U = S_U^0 - L_M \kappa, \]

(2.19)

where \( S_U \) is the burning velocity associated with the reference flame surface, \( S_U^0 \) is the one-dimensional (1D), unstretched burning velocity, \( L_M \) is the Markstein length and \( \kappa \) is the stretch factor.

Flame stretch is present in the stagnation region of opposed jets and impinging flames [79], and laminar flame speeds and burning velocities are affected by flame stretch due to strain and curvature of the flame front, and can have significant effects on flame propagation.

Background information for various properties of jet flames, including premixing, turbulence and ignition has been given. The flame propagation characteristics of impinging flames have not been widely studied and will be looked into in this thesis, along with other properties and flame wall interactions of impinging flames. The next section deals with the background information integral to any study of impinging flames and flame wall interactions. A detailed review of impinging flame studies will be given in Section 2.4.

### 2.2.2. Impinging Flames

An *impinging flame* is one in which part of the flame experiences direct contact with a surface or wall. Impinging flames exist in many areas of combustion, including inside combustor chambers, where the flame will impinge onto the combustor walls, or in heating processes where flame jets may be used to heat materials, melt glass or forge metals. Impinging flames may be desirable, for high heat transfer rates, or undesirable, where flame wall interactions may cause hot spots or flame quenching. Temperature gradients on wall surfaces may also cause uneven heating which can lead to damage.

#### 2.2.2.1. Structure

The structure of a jet flame impinging upon a surface will be different to the non-impinging (free) jet structure due to the obstruction of the flow. In addition, the combustion properties will change the structure when compared to a non-reacting jet.
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The effect of an impingement plate and combustion on the jet structure will be discussed here.

**Free Non-Reacting Jet**

The structure of a free, non-reacting jet is shown in Fig. 2.8. It consists of a *potential core zone*, which has a constant velocity, equal to the nozzle exit velocity, and the length of which depends on the turbulence in the nozzle exit and the initial velocity profile [11]. Downstream of that is the *developing zone*, in which air is entrained due to turbulence caused by large shear stresses at the jet boundary, and the axial velocity profile decays [11]. Following that is the *fully developed zone*, where linear jet broadening with axial velocity decay and also a Gaussian velocity distribution have been observed [11].

![Figure 2.8: Structure of a free non-reacting jet (adapted from [11]). The symbols \( d \) and \( u \) are the nozzle diameter and developed velocity profile respectively.](image)

**Impinging Non-Reacting Jet**

Impinging flame jet aerodynamics are very similar to those of impinging non-reacting jets [11]. Viskanta [11] has described the structure of impinging jets as follows: In an impinging jet, there are three distinct regions; the *free jet region*, *stagnation region* and *wall jet region* (Fig. 2.9). In the free jet region, the fuel initially exits the nozzle in a near-uniform velocity, \( v \), before mixing with the ambient air in the *shear layer*, causing entrainment of mass, momentum and energy. The amount of entrainment depends upon...
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the velocity and turbulence within the flow. This entrainment causes an increase in mass flow, due to the increase in air amount within the flow, non-uniform velocity distribution, a change in jet temperature and an increase in the width of the jet, as for the free jet [11]. The stagnation region is where the jet changes direction upon coming into contact with the plate, and at the stagnation point, the velocity is zero due to the gas flowing in opposite directions away from the stagnation point. Following this is the transition to the wall jet region, which is a bulk flow radially outward, away from the stagnation region (Fig. 2.9) [11].

Figure 2.9: Structure of impinging isothermal jet (adapted from [11]). The symbols $d$, $h$, and $v$ are the nozzle diameter, nozzle-to-plate distance and nozzle exit velocity respectively.

**Impinging Reacting Jet**

However, for impinging flame jets, the reaction zones and temperature gradients cause the structure to be different than for impinging isothermal jets [11]. In particular, there exists an intense reaction zone slightly away from the stagnation point, and for low enough nozzle-to-plate distances/nozzle diameters ($h/d$) there is a cool central core consisting of unburned gases, causing the stagnation point temperature to be lower than the temperature just away from the stagnation point (Fig. 2.10). Also, the air entrainment that causes jet widening in non-reacting jets causes the local equivalence ratio to become lower with widening jet diameter due to air entrainment.
In addition to the intense combustion zones, various impinging flame modes can be observed, being stabilised either on the nozzle rim or the plate, depending on the flow conditions, nozzle exit velocity, nozzle-to-plate distance and place of ignition [34, 80]. These include the ring flame, conic flame, disc flame, envelope flame and cool central core flame (Figs. 2.11a to e respectively) [80]. In addition, blown ring, detached conic and complex flames can be observed [34]. The ring flame, blown ring flame and disc flame are stabilised by the impingement plate and are detached from the nozzle, due to the high flow velocity. The ring flame has a core of unburned gases but the disc flame has burning at the stagnation point. The blown ring flame occurs at higher jet velocities than the ring flame and cannot be ignited in the centre, whereas the ring flame can be ignited at the centre to form a disc flame. The conical flame has a low axial velocity near the plate due to the large nozzle-to-plate distance, and the detached conic flame exists at fuel rich conditions, is lifted from the nozzle and can be formed from a disc flame. The cool central core flame has unburned fuel impinging on the stagnation point due to the low nozzle-to-plate distance, but the envelope flame, formed with less rich mixtures, has combustion occurring at the stagnation point. Both the envelope and cool central core flames have cellular structures that need high shutter speeds to be observed. The complex flame is made up of different types of flame and occurs in fuel rich mixtures and at large h/d.
The various flame modes and flow structures will greatly affect the heat transfer to the impingement plate, due to whether unburned fuel, flame or hot combustion products are impinging on the plate. The turbulence, gas velocity and flame temperature will also affect the heat transfer, along with the mechanisms by which heat is transferred to the plate. The heat transfer mechanisms relevant to impinging flame studies will be discussed in the next section.

2.2.2.2. Heat Transfer Mechanisms

An important area of study in impinging flames, along with the flame structure, is the heat transfer between the flame and the plate. This section deals with the mechanisms whereby heat can be transferred to and from the impingement surface and with the importance of each mechanism in heat transfer impingement studies. Heat can be transferred to and from impingement surfaces via conduction, forced or natural convection, radiation and thermochemical heat release (TCHR).

**Conduction**

Conduction heat transfer is the transfer of heat energy resulting from interaction between particles, and so occurs when substances of different temperatures are in contact with one another. For fluids, it is described by the net transfer of thermal energy by random molecular motion [81] and always moves from states of higher to lower energy, i.e. hotter to colder substances. *Heat flux* (which is the rate of heat energy transfer) due to conduction, $\dot{q}_{cd}$ (units W m$^{-2}$), is proportional to the temperature gradient, $\nabla T$, and the thermal conductivity, $k$, of the material, and can be represented by Eq. 2.20 [81]:

$$\dot{q}_{cd} \propto k \nabla T$$
In impinging flames, conductive heat transfer occurs when the flame is in direct contact with the surface, thereby heating the surface and also removing heat from the flame if the surface is cold. However, in general there exists a layer of hot gases between the flame and the plate, causing the heat conduction to the plate to be minimal. The main mechanism of conduction is generally through the impingement surface, whereas a large amount of heat may be transferred to the plate from the gases via convection.

**Convection**

Convection is the motion of fluid particles across a surface or within an enclosure. When fluid particles are heated up, they will become less dense and will rise above the surrounding particles, creating *convection currents*. Heat transfer by convection can be either forced or natural. Natural convection is caused by the heat/mass transfer itself. Natural convection will be present on the top side of a flame impinged plate, if it is not insulated, caused by the high temperature plate heating the ambient air and producing convection currents. Buoyancy induced natural convection on the underside of the plate may increase or decrease the heat transfer to the plate depending on plate location with respect to the flame structure [82]. Forced convection is that for which the motion of the fluid is caused by something other than the heat/mass transfer, for example by a fan or pump [81, 83]. So, for example, in an impinging flame configuration, there exists forced convection of the gas on the wall, due to the motion of the gas from the nozzle. *Mixed convection* occurs when both natural and forced convection are present, for example, a high temperature material cools by natural convection due to the temperature gradient between it and cooler surrounding air, but would also cool by forced convection if a fan was blowing cool air over the surface. Convective heat flux is given by Newton’s law of cooling (Eq. 2.21) [81]:

\[
\tilde{q}_{cv} = -h_c (T_w - T_\infty),
\]

where \( \tilde{q}_{cv} \) is the convective heat flux (units W m\(^{-2}\)), \( h_c \) is the convective heat transfer coefficient (units W m\(^{-2}\) K\(^{-1}\)), \( T_w \) is the temperature of the surface and \( T_\infty \) is the temperature of the surrounding fluid.
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For turbulent flow past a solid boundary, contained in the boundary layer (Fig. 2.9) and very close to the wall, there is a laminar sublayer; where the flow slows down due to resistance from the wall. In the laminar sublayer, macroscopic fluid motion no longer contributes to the heat transfer, and the heat is only transferred by molecular conduction [81]. The laminar boundary layer resists the heat transfer depending upon the fluid and the thickness; for thicker boundary layers, the heat transfer will be lower. The more turbulent the flow, the smaller the boundary layer, and so turbulence increases the conductive heat transfer to a solid surface [81]. Forced convection contributes to a large amount of the heat transfer from flames to impingement surfaces, particularly in relation to the radiation effects [59, 84-86], and in modern furnaces (with direct flame impingement) it can account for 70 - 90% of the total heat transferred [85, 87], and higher temperature flames will produce higher forced convection heat transfer rates [88].

**Nusselt Number**

The Nusselt number represents heat exchange between a fluid and surface, and is defined by Eq. 2.22, combining conductive and convective heat transfer (Eqs. 2.20 and 2.21 respectively):

\[
\text{Nu} = \frac{h_c L}{k},
\]

where \(\text{Nu}\) is the Nusselt number, \(h_c\) is the convective heat transfer coefficient, \(L\) is a characteristic length scale and \(k\) is the thermal conductivity of the fluid [76, 89]. However, Eq. 2.22 applies only if the surface temperature is constant, and so is often used for isothermal boundaries/flows [90-92]. The local Nusselt number can be applied to problems with constant surface heat flux [93-95] using Eq. 2.23:

\[
\text{Nu} = \frac{q L}{k(T_w - T_\infty)},
\]

where \(q\) is the surface heat flux, \(T_w\) is the surface temperature and \(T_\infty\) is the fluid temperature [76, 89]. For impinging jets, the stagnation point heat transfer is often characterised by the local Nusselt number at the stagnation point, using local radial velocity gradients or local heat flux measurements to calculate the Nusselt number [96-98]. The radial velocity in the stagnation region of low Re turbulent flames is significant.
to the stagnation point heat transfer [96, 98]. However, large uncertainties arise from heat flux measurements in impinging jets (up to 6%) and flame temperature measurements in impinging flames (up to 10%) [96-98]. The Nusselt number is more commonly used in impinging air jet studies [99, 100].

**Radiation**

Heat can also be transferred to the impingement surface via radiation from the flame. In particular, if the flame is luminous, i.e. a sooty, yellow flame, then heat will radiate from the soot particles via approximate *black body radiation* [101]. A black body is a perfect absorber/emitter of electromagnetic radiation. Black body radiation is an idealised concept but objects may be approximated as black bodies if they emit/absorb nearly all electromagnetic radiation. A common visualisation of a black body is a cavity with a small hole (Fig. 2.12). When light is shone on the hole, many internal reflections will take place, but the probability of the light escaping through the small hole is very low. Therefore, the object absorbs nearly all of the light that is incident upon it. In terms of thermal radiation, the radiation emitted by black bodies is dependent solely upon the temperature of the body, due to the electromagnetic radiation emitted from the charged particles in the object. The thermal *emissivity* of a material is defined as the ratio of thermal energy emitted by the material to that emitted by a black body at the same temperature.

![Figure 2.12: Visualisation of black body radiation using a cavity with a small hole.](image)

The soot in flames can be approximated as black body particles and therefore radiate heat from the flame dependent on their temperature. For non-luminous flames, such as hydrogen flames or premixed hydrocarbon flames, the radiation from the flame is minimal, due to the lack of soot particles, although radiation can still be transferred from CO₂ and H₂O particles in the products [101]. When the soot deposition on the
plate is small, due to the non-luminosity of the flames, the effects of heat transfer to the impingement surface due to radiation from the flame can generally be neglected [84]. However, thermal radiation may also be emitted from the plate to the flame and, if it reaches high enough temperatures, could possibly increase the temperature of the flame and facilitate combustion. The higher the emissivity of the plate, the more radiation will be emitted from it at a particular temperature. If the configuration is enclosed, for example in a furnace, then the radiation heat transfer to the flame from the surroundings will be significant.

In addition, heat may be radiated away from an impingement surface if not cooled. The radiative heat transfer from a solid circular surface can be calculated using Eq. 2.24. It is highly dependent on the surface temperature (\(T^4\) dependence) and so temperature measurements must be accurate in order to achieve accurate radiation calculations from Eq. 2.24.

\[
\dot{Q}_{\text{rad}} = \int_0^r 2\pi r \sigma \varepsilon(r) \left(T(r)_w^4 - T_{\infty}^4\right) dr ,
\]  

(2.24)

where \(\dot{Q}_{\text{rad}}\) is the radiative heat loss (units W), \(r_p\) is the total radius of the surface/plate, \(r\) is the variable radius of the plate, \(\sigma\) is the Stefan-Boltzmann constant, equal to 5.67 x 10^{-8} \text{ W m}^{-2} \text{ K}^{-4}, \varepsilon(r)\) is the emissivity at radius \(r\), \(T(r)_w\) is the temperature of the surface at radius \(r\) and \(T_{\infty}\) is the ambient temperature.

**Thermochemical Heat Release**

Heat can also be transferred to the plate by thermochemical heat release, otherwise known as *convection vive*. This occurs in high temperature flames when radicals in the flame, which have not been converted into final products due to chemical equilibrium, impinge on the cool surface of the wall and consequently recombine with other dissociated products to form more thermodynamically stable species [85, 102, 103]. The recombination process is exothermic and so the reactions heat the wall surface further. Above temperatures of 1600 K radicals (such as CO and H\(_2\)) are preferred but when the temperatures are below 1600 K products (such as CO\(_2\) and H\(_2\)O) are preferred [101]. TCHR is mainly significant to the heat transfer for those flames burned with oxygen or oxygen enriched air due to the high temperatures of these flames [102].
2.2.3. Conclusions

Various combustion properties have been defined and a background to combustion has been given, with particular regards to flame jet structure, premixing, turbulence, ignition and heat transfer characteristics. The conditions needed to support combustion, along with flow and combustion properties of jet flames have been described and the structure and heat transfer mechanisms relating to impinging flames have been discussed. It has been shown that flow and fuel properties are important in flame jet impingement studies. Premixing and turbulence are significant properties of jet flames and affect both flame structure and heat transfer characteristics. A more detailed review of impinging flame studies will be given in Section 2.4.

These characteristics are studied widely for combusting flows using various experimental diagnostic and visualisation techniques. The next section gives a comprehensive review of these techniques in order to highlight the advantages of each technique and how they can be utilised in combustion and impinging flame studies. Following this, a detailed review of the literature relevant to impinging flames, including a discussion of how the aforementioned techniques may be utilised and improved in impinging flame configurations, will be given, as this is the focus of this thesis.

2.3. Experimental Diagnostic Techniques

2.3.1. Introduction

The development of imaging techniques is integral to advances in combustion experimentation. In particular digital and high speed imaging, lasers and thermal imaging techniques have made it possible to study combustion in greater detail.

Digital Imaging

The use of digital cameras has led to increased experimental power, partly due to a reduction in the time it takes to process images. With digital cameras, the images can be viewed, stored and processed immediately, so that any mistakes can be quickly resolved and viewing angle, exposure and frame rate issues can be dealt with immediately. Camera quality is constantly increasing so that better spatial resolution is available. This allows smaller features to be studied with greater accuracy. The development of Charge
Coupled Device (CCD) chips has been important to the development of digital cameras, and are used for many scientific purposes due to the high sensitivity, good responsiveness, low noise and large dynamic range [104]. A CCD chip consists of an array of light-sensitive capacitors that store charge depending on the amount of light incident on each cell (or pixel), using electron-hole pairs (see Section 2.3.2.1.2) [104, 105]. A colour filter or prism is used to separate the red, green and blue signals in each cell so that colour images can be processed. The spatial resolution of the CCD device depends on the numbers of pixels, and high resolution digital cameras are widely in use [105].

*High Speed Imaging*

High speed cameras record images at a high frame rate so that the images can be played back in slow motion, giving a high temporal resolution and allowing detail to be seen that would otherwise happen too quickly. Early high speed imaging in the 1870s utilised a sequence of still frame cameras, which progressed to using film strips capturing up to 200 frames per second (fps) in the 1970s and up to 2000 fps in the 1980s [106]. Digital imaging devices with CCD chips and complementary metal–oxide–semiconductor (CMOS) sensors are used today, saving on materials such as film and offering advantages such as quick start up time, immediate playback and quick triggering capability [106]. CCD cameras can record frame rates up to 1000 fps and CMOS cameras over 650,000 fps at reduced resolution [107, 108]. High speed cameras are constantly being developed to record at higher and higher frame rates.

In combustion, high speed cameras can be used to visualise rapid fluid motion and flame structures [34, 109-112]. Flickering frequencies can be observed [113] and detailed information can be gained about flame structures. High speed cameras can be used with a triggering device that can record data before the trigger is pressed, so that spontaneous events can be recorded without using up lots of memory in anticipation of the event. This allows ignition and explosion characteristics to be recorded easily at high speed [112, 114-116]. (A more detailed review of ignition and flame propagation studies will be given in Sections 2.2.1.3 and 2.5). High speed cameras in combustion are often combined with other techniques such as schlieren and Particle Image Velocimetry (PIV) (which will be described in more detail in Section 2.3.3) to obtain better temporal resolution with these techniques.
Lasers
The use of lasers in combustion has been integral in determining velocity fields, turbulent structures, vorticity fields, species concentration and flame structure. Before lasers, probes were used in combustion studies for measuring velocity, temperature and species concentration [117]. Lasers and other flow visualisation techniques, unlike probing techniques, have made it possible to obtain quantitative information about two-dimensional (2D) flow fields in one set of images and without disturbing the flow [118], and the understanding of turbulent flows has greatly improved since the introduction of these techniques. In addition, laser based methods tend to have very good spatial and temporal resolution (~ 10-50 μm and < 10 ns respectively) [119]. Lasers are used for many applications in combustion, including using PIV to study turbulence and vorticity [120-123] and combustion flow velocity fields [51, 122, 124, 125]. Flame front positions can be studied using Planar Laser Induced Florescence (PLIF); where a laser is used to excite molecules, usually OH or CH radicals, in the flow into a higher energy state. These radicals will then re-emit the radiation, via fluorescence, which can be detected [119]. The radiation emitted depends on the species and in this way, the flame front position can be determined; OH radicals are prominent in the burned gas, showing the flame front, but for more turbulent flames, the flame front becomes distorted and so it is better to use CH radicals, which are produced in the flame front and represent the reaction zone [123]. PLIF is often combined with PIV studies to simultaneously measure flame characteristics, in particular the flame front position, and velocity fields [51, 54, 126].

Thermal Imaging
Advances in optics have also led to the use of thermal imaging cameras (which will be discussed in greater detail in Section 2.3.2.1) for surface temperature measurements. Surface temperature measurements are important for heat transfer and flame wall interaction studies, as well as for finding hot-spots or regions of low temperature to prevent damage and/or flame quenching. Previously, thermocouples were mainly used to measure wall temperature, requiring drilling into the surface to install the thermocouples and only giving single-point temperature measurements. Thermal imaging allows 2D, non-intrusive temperature measurements and can also be used to measure a material’s emissivity (discussed in Sections 2.2.2.2, 2.3.2.1.1 and 2.4.8) if the
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temperature is known. However, in general, thermal imaging cannot be used to investigate flame temperature due to the large spectral range of emissions from the flame, and has not been used widely in combustion studies. Thermal imaging techniques will be utilised and developed in this thesis to measure the temperature distributions of flame impinged walls.

A review of these techniques will be given in this section with particular relevance to impinging flames. The section will explore the main principles and science behind each technique. Firstly, the techniques used to measure heat transfer will be discussed. Following this, the techniques used to measure flow structure and flow properties will be looked into.

2.3.2. Heat Transfer

In order to evaluate flame wall interactions, the heat transfer to the wall must be studied. Heat transfer to and from a surface depends highly on the temperature of that surface. Therefore, this section deals with ways to accurately measure the temperature of flame impinged walls in order to evaluate the flame wall interactions.

2.3.2.1. Thermal Imaging

Thermal imaging takes advantage of the thermal radiation emitted by objects depending on their temperature. However, various factors affect the emission of radiation from these objects as will be examined in this section.

2.3.2.1.1. Thermal Radiation

**Electromagnetic spectrum**

All objects emit thermal radiation depending on their thermal energy. Thermal radiation is radiation in the infrared (IR) range of the electromagnetic spectrum, but can also include radiation from the visible and ultra-violet ranges, and lies in the intermediate range of the electromagnetic spectrum; 0.1 to 1000 µm [127]. Figure 2.13 shows the wavelength ranges for the IR section of the electromagnetic spectrum, displaying the short, medium and long wave bands [128] and the near and far infrared bands [127].

Thermal radiation is transmitted from objects, without requiring any intermediate matter, due to the temperature of the object [129]. The higher the temperature of the object, the shorter the wavelength of the radiation, with objects above the Draper point...
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of 798 K [127] emitting radiation in the visible spectrum, visualised as red, blue and then white light and known as *incandescence*. This means that the temperature of an object may be determined by the wavelength of radiation emitted from it. However, various factors affect thermal radiation from a surface, including temperature, emissivity, viewing angle and reflection and transmission properties of the surface. If these properties depend on the wavelength of the radiation then they are called *spectral* properties. In addition, the emissivity (defined in Section 2.2.2.2) of a particular surface may also depend on the surface temperature, viewing angle and radiation wavelength. Surface properties that affect the emission of thermal radiation will now be discussed.

![Figure 2.13: Thermal radiation part of the electromagnetic spectrum.](image)

**Temperature Dependent Emissivity**

Many surfaces have an emissivity that changes with temperature. For these surfaces, infrared absorption bands (*Reststrahlen bands*), which are narrow energy bands through which electromagnetic radiation cannot propagate, tend to increase in width and decrease in strength with an increase in temperature. Also, the wavelength of peak absorption shifts towards higher values. This generally increases the emissivity in the near infrared and decreases it for shorter wavelengths [130]. A method for dealing with the problems encountered in measuring the temperature of a surface whose emissivity depends on that temperature will be explored in this thesis, using a quartz plate, and more detail will be given in Chapter 3.

**Spectral Emissivity**

Surfaces with spectral emissivity have different emissivities depending on the wavelength being observed, and are called *selective emitters*. If these emissivities are averaged over all wavelengths, this is called *total emissivity*. A *grey body* is one whose
emissivity does not depend on wavelength, but is lower than that of a black body. Figure 2.14 shows examples of spectral emissivity curves for a black body, grey body and selective emitter.

Figure 2.14: Graph to show examples of spectral emissivity for a black body, grey body, and selective emitter (adapted from [128]).

**Directional Emissivity**

Surfaces may also have varying emissivity depending on the viewing angle. A *diffuse emitter* is one that emits radiation uniformly in all directions. *Directional* emissivity is the emissivity in a chosen direction, and emissivity averaged over all directions is called the *hemispherical emissivity* [127]. A black body is a diffuse emitter but, in general, real surfaces have emissivity depending on the viewing angle, $\theta$ (Fig. 2.15). For non-conductors, the directional emissivity is generally constant for angles up to 70° to the normal, and for conductors up to 40° (Fig. 2.16) [131, 132]. The hemispherical emissivity may also be represented by the emissivity normal to the surface ($\theta = 0$) [131].

Figure 2.15: Directional dependence of radiation emitted by a diffuse emitter (black body) and a real surface, (length of arrows represents radiation intensity and $\theta$ is the angle from the normal).
Chapter 2: Literature Review

Figure 2.16: Examples of emissivity dependence on viewing angle for a black body, non-conductor and conductor (adapted from [128, 131]).

Reflection, Absorption and Transmission
As well as emitting thermal radiation due to its temperature, an object will also reflect, absorb and/or transmit incident radiation (Fig. 2.17). Most solid objects are opaque to (do not transmit) thermal radiation. The absorptivity of a material is related to the emissivity by Kirchhoff’s law (Eq. 2.25) [127]:

$$\varepsilon_{A}^{d}(\lambda, \theta_{cone}, \theta_{circ}, T) = \alpha_{A}^{d}(\lambda, \theta_{cone}, \theta_{circ}, T),$$

(2.25)

where $\varepsilon_{A}^{d}$ and $\alpha_{A}^{d}$ are the spectral, directional emissivity and absorptivity respectively, $\lambda$ is the wavelength, $\theta_{cone}$ and $\theta_{circ}$ are the cone and circumference angles respectively and $T$ is the surface temperature. This means that the absorptivity of radiation at wavelength $\lambda$ from a particular direction from a black body at the same temperature will be the same as the emissivity of that surface.

Figure 2.17: Diagram showing the reflection, absorption and transmission of incident radiation through a semi-transparent, reflective object.
The reflectivity of a surface generally depends on the roughness of that surface. Smooth surfaces are called *specular*; they reflect incident radiation in one direction, at an angle equal to the angle of incidence, $\theta$ (Fig. 2.18a). For example a mirror is a specular reflector. Lambertian reflectors reflect radiation according to Lambert’s cosine law; the intensity of reflected radiation is proportional to the cosine of the viewing angle with the normal of the surface (Fig. 2.18c). Most surfaces exhibit a combination of both specular and diffuse reflection (Fig. 2.18b) [128].

The mechanisms and applications of thermal imaging cameras will now be discussed. Emissivity and reflection, and their spectral and directional dependence, of surfaces must be taken into consideration when using thermal imaging cameras to measure surface temperature and this will be discussed in more detail in Chapter 3.

### 2.3.2.1.2. Thermal Imaging Cameras

Thermal imaging cameras are able to detect portions of thermal radiation and convert the information into a *thermogram*; a visual image of the temperature distribution of the object based on the wavelength of the detected radiation. In principle, a thermal imaging
detector works much in the same way as a typical digital camera in that it consists of a number of cells that interact with incoming radiation, creating an electric current that is converted into an image relative to the wavelengths of the radiation at each pixel. There are different types of thermal imaging detectors; the main distinction being whether the detector is cooled or uncooled.

**Cooled Detectors**
Cooled detectors use *semiconductors*; materials that have very low conductivity and whose electrical resistivity falls with increasing temperature, to detect thermal radiation. The *internal photoelectric effect* occurs in semiconductors; incoming photons above the required threshold energy, \( \Delta E \), to excite an electron from the valence band (bound to the atoms) to the conduction band (free to move within the semi-conductor) are absorbed, creating electron and electron hole pairs (Fig. 2.19). This changes the free carrier concentration, that is the concentration of electrons free to move in the semi-conductor, which causes a change in the electronic energy distribution, which can be converted into the thermal image [128].

![Internal photoelectric effect](image)

**Figure 2.19: Internal photoelectric effect; photons (with energies \( E_{p1}, E_{p2} \) and \( E_{p3} > \Delta E \)) excite electrons from the valence band \( (E < E_{val}) \) to the conduction band \( (E > E_{con}) \) creating electron holes (adapted from [128]).**

Due to the quantum nature of the internal photoelectric effect, the detectors are only sensitive below a certain cut-off wavelength, proportional to the inverse of the threshold energy (Eq. 2.26) [128]:
where $\lambda_{cut}$ is the cut-off wavelength, $h_p$ is Planck’s constant, $c$ is the speed of light and $\Delta E$ is the threshold energy. This means that the detectors will not detect thermal radiation above the cut-off wavelength. $\Delta E$ can be altered by changing the semiconductor alloy material and can be varied by using an alloy with varying composition [133]. Atmospheric transmission of IR radiation is highest in the medium wave infrared (MWIR) and long wave infrared (LWIR) bands (3-5 $\mu$m and 8-14 $\mu$m respectively), with the maximum emissivity of objects at 300 K being at 10 $\mu$m [134].

The detectors must be cooled to avoid noise from the semiconductors themselves; the thermally excited free charge carrier concentration in semiconductors is much higher than the increased concentration caused by the radiation excitation. Therefore, the background noise from the semiconductor itself would drown out that of the thermal radiation being measured. However, cooling the semiconductor reduces the noise significantly. Detectors operating in LWIR bands are Stirling cooled to 77 K, but with increasing cut-off wavelengths, the cooling temperature needs to be lower [128]. This means that the cameras have a cooling down period before they can be operated.

The Forward Looking Infrared (FLIR) SC3000 thermal imaging camera used in this thesis has a self-cooling detector, with a cooling down time of less than 6 minutes [135]. It uses Quantum Well Infrared Photodetector (QWIP) technology, so that longer wavelength radiation can be detected with larger energy band gap materials, which are easier to produce than small band gap materials. Figure 2.20 shows the bands in a quantum well; ground state electrons ($E_{e1}$) or holes ($E_{h1}$) in the conduction or valence bands respectively are excited into higher energy states ($E_{e2}$ and $E_{h2}$ respectively) in the same band, without crossing the energy gap [133]. The QWIP can then be designed so that the charge carrier can escape from the quantum well and be detected. The quantum well allows the absorption spectrum to be altered and allows for easier production with high accuracy, large area and low cost arrays. The SC3000 also has very high thermal sensitivity along with accurate temperature measurements up to 2298 K in the 8-9 $\mu$m spectral range [136].
Uncooled Detectors

Microbolometer devices have been used in thermal imaging since the 1990s in order to avoid the bulky and expensive cooling systems required in the semiconductor device thermal imaging cameras [128]. A bolometer is a sensor that detects thermal radiation using the change in electrical conductivity that results from a temperature increase in the sensor [137]. A microbolometer consists of an IR absorbing plate with a thin film resistor. An electrical bias voltage is applied across the resistor so that as the incident IR radiation varies, so does the electric current [138]. Figure 2.21 shows a schematic of a typical microbolometer pixel. It consists of a square plate of electrically insulating silicon which is held above semiconducting silicon nitrate by thin silicon nitrate legs. The silicon nitrate contains electrical readout circuits. A thin conducting film is placed over the silicon nitrate plate and the legs to carry metal film conductors between the plate and substrate, while minimising the thermal contact. A thin reflecting metal film is placed on the substrate to enhance the IR absorption [138]. Although not as thermally sensitive as the QWIP devices discussed above, the microbolometer devices allow good sensitivity for practical applications without the need for expensive, bulky cooling systems, and the silicon technology allows for inexpensive production costs [138]. The FLIR SC640 used in this thesis uses an uncooled microbolometer array.

The next section will discuss typical applications of thermal imaging cameras and limitations faced in combustion and impinging flame studies.
Figure 2.21: Schematic of a silicon based microbolometer.

**2.3.2.1.3. Applications and Limitations**

Thermal imaging cameras have been used in many practices, including military use, medical systems, climatology, law enforcement and fire services [139-142]. They can be used for testing the thermal efficiency of heating/cooling devices, and for finding hot spots in electrical systems. Thermal imaging can also provide a way for constant monitoring of time dependent temperature in various systems so that changes or component failure can be tracked [143, 144]. Thermal imaging provides a non-intrusive temperature measurement system that can view 2D areas. It can also be used to test the emissivity of materials provided the temperature is known.

In combustion research, thermal imaging can be used to test the time dependent wall temperature on the outside of furnaces or ducts for example, at various sizes including mesoscale [145-147], and for finding hot spots or cool areas where damage or flame quenching respectively may occur, in order to increase efficiency and prevent damage. Thermal imaging has also been used to test the temperature of air jet impinged walls [148, 149] and of the impinged side of flame impinged walls [150]. However, thermal imaging cameras cannot be used to accurately measure flame temperature due to the high spectral range of emissions from flames, although thin filament pyrometry; where the radiation from a thin filament placed in the flame can be detected for temperature measurements, and flame structure can be visualised with thermal imaging cameras [151, 152].

Problems also occur due to the need for accurate emissivity input values and the problems related to the dependence of the emissivity on temperature and viewing angle. As such, thermal imaging cameras are not widely used in combustion systems due to the
large ranges and variable temperatures of surfaces, and the many types of surfaces involved. However, thermal imaging has been used to measure wall boundary conditions for validation with computer simulations [153].

Therefore, this thesis explores solutions to these problems in order that thermal imaging may be used more widely in impinging flame configurations, to allow plate temperature distributions to be more easily visualised and quantitatively analysed. This thesis deals with measuring the temperature of flame impinged walls using a flame switch off method, developed from [150]. Thermal imaging will be used to measure temperature distributions of flame impinged walls and to calculate radiation heat loss using Eq. 2.24 (p. 30). An iterative method is also proposed to deal with temperature measurements of surfaces with temperature dependent emissivity. The methodologies will be discussed further in Chapter 3. Many impinging flame studies use thermocouples to measure wall temperature, which will be described in the next section.

### 2.3.2.2. Thermocouples

**Principles**

Thermocouples have been used since early developments of thermodynamics in the 19th Century [154]. Thermocouples work on the basis that when junctions of two different conducting metals of different temperature are placed together, an electric current will flow between them, known as the Seebeck electromotive force (emf) [155]. In this way, thermal energy is converted to electrical energy. If the Seebeck coefficient of the conducting metals is known, and one of the junctions is kept at a reference temperature, then the temperature of the other junction may be calculated, using the voltage produced (Eq. 2.27) [154]:

$$dE_s = \alpha_{A,B} dT,$$  \hspace{1cm} (2.27)

where $E_s$ is the Seebeck voltage, $\alpha_{A,B}$ is the Seebeck coefficient (depending only on the materials used), and $T$ is the temperature. So the temperature difference between the two metals is directly proportional to the voltage produced. If the reference temperature is known, then the temperature of the ‘hot’ point can be calculated. Figure 2.22 shows a schematic of a thermocouple. An extension wire, usually copper, can be used at the reference temperature side as it is cheaper to use and as long as the temperatures at
either end of the copper wire are the same, it will not affect the emf produced by the temperature difference in the other metals. Common types of thermocouple materials are shown in Table 2.4. The K-type is the most commonly used in practical systems.

![Figure 2.22: Schematic of a typical thermocouple.](image)

<table>
<thead>
<tr>
<th>Thermocouple Type</th>
<th>Wire 1 (Positive Charge)</th>
<th>Wire 2 (Negative Charge)</th>
</tr>
</thead>
<tbody>
<tr>
<td>B</td>
<td>70% Platinum, 30 % rhodium.</td>
<td>94 % Platinum, 6 % rhodium.</td>
</tr>
<tr>
<td>E</td>
<td>90 % Nickel, 10 % chromium.</td>
<td>Constantan.</td>
</tr>
<tr>
<td>K</td>
<td>90 % Nickel, 10 % chromium.</td>
<td>95 % Nickel, 5 % silicon/aluminium.</td>
</tr>
<tr>
<td>R</td>
<td>87 % Platinum, 13 % rhodium.</td>
<td>Platinum.</td>
</tr>
<tr>
<td>S</td>
<td>90 % Platinum, 10 % rhodium.</td>
<td>Platinum.</td>
</tr>
<tr>
<td>T</td>
<td>Copper.</td>
<td>Constantan.</td>
</tr>
</tbody>
</table>

Table 2.4: Materials for various thermocouple types [154].

**Applications and Limitations**

Thermocouples need to be in direct contact with the material in order to measure its temperature. Therefore drilling holes in the materials, in order to have the thermocouple flush with the surface, is often necessary to get an accurate reading of the temperature. Also, the presence of the thermocouple may affect the surface temperature. If the wires are placed in hot air for example, this may also affect the emf and so it is necessary to have insulated wires. However, if the thermocouple has good contact with the surface and causes minimal effect to the surface temperature, then thermocouples can be a good
and accurate way to measure spot temperatures. Thermocouples will not be used in this thesis due to time restraints, the necessity for drilling and the problems associated with insulating the thermocouples against the high temperatures of the flames, and so that the thermocouples do not interfere with the thermal imaging measurements, which are a main focus of the thesis.

Thermal imaging will be used to measure the surface temperature of flame impinged walls in order to evaluate the flame wall interaction. In addition, flow visualisation techniques can significantly aid the understanding of the flame wall interaction and will be used alongside the wall temperature measurements. Flow visualisation techniques will now be discussed.

2.3.3. Flow Visualisation

In order to evaluate the physical mechanisms related to the heat transfer and flame wall interaction, the flow structure must be visualised. This section deals with various methods that may be used to visualise and diagnose flame and flow structures of impinging flames.

2.3.3.1. Schlieren

Schlieren (from the German for streaks) is an experimental technique used to visualise density gradients in inhomogeneous, transparent materials; that is materials that exhibit variable densities and allow light to pass through. It takes advantage of the process of light refraction in order to visualise the density gradients.

2.3.3.1.1. Light Refraction

When light passes through materials of variable density, the light will bend according to Snell’s Law of Refraction (Eq. 2.28):

\[ n_{ix} \sin \theta_i = n_{xj} \sin \theta_j, \]  

(2.28)

where \( n_{ix} \) and \( n_{xj} \) are the refractive indices of materials \( i \) and \( j \) respectively, and \( \theta_i \) and \( \theta_j \) are the angles of incidence of light in materials \( i \) and \( j \) with the normal between the materials respectively (shown in Fig. 2.23).
The density of a gas is proportional to its refractive index, as shown by the Gladstone-Dale relation (Eq. 2.29) [118]:

$$n_x - 1 = K\rho,$$

where \((n_x - 1)\) is called the refractivity of the gas, \(\rho\) is the density and \(K\) is the Gladstone-Dale coefficient, which depends on gas characteristics and the wavelength of light being used. In an inhomogeneous gas, the variation of refractive index, caused by variation in \(\rho\), will cause light to be refracted by various degrees throughout the fluid; the higher the change in density, the more the light will be refracted, and light will bend towards the normal when passing into a region of higher density (Fig. 2.23).

Optical visualisation of the change in refractive index with density can be applied to gaseous combustion, and in particular jet flames, due to mixing and high temperature flows [118]; when two or more gases mix with each other, the local concentration of gases will cause density variations in the mixing zone. Convection currents caused by temperature variations within the gas will also cause a density distribution proportional to the temperature gradients. The convective plumes of jet flames are often visualised using schlieren, along with flame front positions, and propagation rates and laminar flame speeds can also be measured. Shock waves may also be visualised due to rapid changes in velocity and density. The shadowgraph and schlieren optical techniques take advantage of this fact, creating a visual image of the density gradient distributions, and the principles of these techniques will now be discussed, followed by configurations, applications and limitations of the schlieren technique.
2.3.3.1.2. Principles

*Shadowgraphy*

*Shadowgraphy* is a simple experimental technique that can be best visualised using convection currents above a candle flame. Robert Hooke pointed out in the 17th Century that the convective plume of a candle can be seen simply by its shadow in sunlight, but the first published shadowgraph photographs (or *shadowgrams*) were by Boys in 1893 [156]. When the plume rises and sunlight is shining through the air, shadows can be seen on the wall behind the currents. This is due to the light refracting through the convection currents by different degrees, causing light and dark areas to be seen. The dark areas are due to the net amount of light being refracted away from those areas (causing a shadow), whereas the light areas are where more light has been refracted towards them.

Figure 2.24 shows a simple shadowgraph setup with a point light source and a disturbance. The disturbance causes light that would initially travel to point A to refract by an angle $\theta$ and hit the wall at point B, a distance $\delta z$ from point A. This would cause point B to be lighter and point A to be darker than if there were no disturbance. The shadowgraph technique is simply a recording of these shadows caused by density variations in inhomogeneous, transparent media that has been illuminated by a light source.

![Figure 2.24: Simple shadowgraph setup (adapted from [156]).](image)

*Schlieren*

The schlieren technique is a little more complex than shadowgraphy. While the shadowgraph technique is sensitive to changes in the second derivative of the density, the schlieren technique is sensitive to changes in the first derivative [118]. It utilises the
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cutting off of part of the light in order to make the density variations more distinct. The first demonstration of schlieren was shown by Hooke, using two candles and a lens (Fig. 2.25). Light from the first, distant candle illuminated the lens to the eye, observing from the other side. When a second candle was placed close to the lens, some of the light from the first candle was refracted strongly enough by the convective plume to fall outside of the range of the eye and the transparent convective plume of the candle could be seen [156].

Figure 2.25: Schematic of Hooke’s original schlieren experiment (adapted from [156]).

The principles for this phenomenon are illustrated in Fig. 2.26 using a modern schlieren system. A parallel beam of light is shone through the test area and focused towards a lens and camera. A knife edge is placed at the focal point and used as the cut-off device, similar to the edge of the eye in Hooke’s experiment. If there are no disturbances in the test area, the image will lose a uniform degree of intensity due to the knife edge (dotted lines in Fig. 2.26). However, when light is refracted towards the normal of the knife edge, it will be cut off by it, causing darks regions in the image (red lines in Fig. 2.26). Similarly, when light is bent away from the knife edge, it will not be cut off at all, and will appear brighter in the image (blue lines in Fig. 2.26). By removing the knife edge, shadowgrams may be recorded with the same setup as for the schlieren imaging.

Figure 2.26: Function of the knife edge in the schlieren technique.
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**Configurations**
A variety of setups for schlieren imaging can be used, depending on whether lenses or mirrors are used. When using lenses (Fig. 2.27a), the setup tends to require more space, whereas using parabolic mirrors allows a smaller space to be used. With mirrors, the most common types of setup are the Z-type alignment (Fig. 2.27b) and the double pass alignment, coincident or non-coincident (Figs. 2.27d and c respectively). For the lens arrangement (Fig. 2.27a), the light diverges from the light source onto the first lens, creating a parallel beam of light. The light then passes through the test region, where refraction occurs, and converges through the second lens onto the knife edge and to the camera. The principle is the same for the Z-type schlieren arrangement (Fig. 2.27b), with the exception that parabolic mirrors are implemented to converge the light beams. This means that less space needs to be used in the setup. Also, parabolic mirrors tend to have fewer irregularities and are less expensive than lenses of similar size and quality [157].

The double pass alignments (Figs. 2.27c and d) use only one parabolic mirror, so that the light diverges through the test area onto the mirror, where it converges back through the test area and onto the knife edge as before. There is no parallel beam of light, and so a smaller test area is required, although only one mirror needs to be used. The coincident double pass setup uses a beam splitter in order to allow the light to reach the mirror without obscuring the camera (Fig. 2.27d). In this setup the incident and refracted rays occupy the same space. In the non-coincident setup (Fig. 2.27c) the camera and light source are at an angle to one another, so that they overlap in the test area but not near the camera or light source.

Three dimensional (3D) shadowgraphy is also being developed whereby two sets of mirrors may be used to view the test area from different directions, and the image is reconstructed using stereoscopic reconstruction techniques, allowing depth information to be obtained [158]. Colour schlieren may also be applied; a colour filter is used in place of the knife edge. This gives a colour image of the density gradient distribution whereby different colours are observed instead of the light and dark regions as previously discussed [159].
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Figure 2.27: Schematics of (a) Lens, (b) Z-type, (c) Double pass and (d) Double pass coincident schlieren alignments.

The experiments in this thesis will use the Z-type alignment so that a large test area with a parallel beam may be used while conserving space and cost. The applications and limitations of the schlieren technique for combustion studies will now be discussed.

2.3.3.1.3. Applications and Limitations

Schlieren can be used to gain visual images of the integrated density distributions within transparent inhomogeneous materials. It is particularly useful in gaseous flows, where the local mixing dictates the density distribution, but can also be used to detect cracks and other imperfections in glass, and for liquid flows. It is often used for jet flames [24, 29, 55], where schlieren allows visualisation of hot combustion gases, flame structures and convective plumes of flames extending past the visual flame area, which digital photography cannot see alone. Flickering frequencies can also be observed with high speed schlieren [30, 160]. It can also depict unburned gases in the cool central core of flames since the density of these gases differs greatly from that of the combustion products. It can pick up the air entrainment in flame jets and can show a clear line between the flame edge and the surrounding air. Laminar and turbulent properties can
also be picked up due to the changes in density caused by turbulent structures and mixing of the burned and unburned gases [24].

Schlieren has been used to measure the laminar burning velocity, flame stretch and instabilities of mixtures using the spherical bomb method [161-163]. This is where mixtures are enclosed in a sphere and ignited at the centre (see Fig. 2.7, p. 20). The flame spreads through the mixture in a spherical shape and the laminar burning velocity can be calculated using the radius of the flame sphere and specific heats of the unburned gases. However, it is difficult to attain high accuracy in this method due to the variation of the unburned gases, temperature and burning velocity throughout the explosion [13]. Schlieren is good for visualising flame front positions and flame propagation characteristics [55], particularly when used with high speed cameras, and shock waves may also be visualised [164].

Good optical access is required for the schlieren method, therefore it cannot be used on enclosed areas, unless optical quality windows, of quartz for example, are used, which may disturb the experiment. Also, if obstacles were required in the flow, they would block the schlieren view. In addition, the image shows an integrated density gradient distribution, rather than a 2D ‘slice’ of the flow in question. Therefore, it is not particularly suited to thick areas with many density changes. In vertically impinging flames, the wall jet region and hot combustion products spread across the plate. Therefore, when viewed horizontally, wall jet region features will be obscured by the hot gases. However, some information can still be gained from the schlieren images, such as the free jet region and some features in the stagnation and wall jet regions.

In this thesis, schlieren will be used to visualise the flow structure in gaseous impinging flame jets. The thickness of hot gas regions below the plate will be evaluated for various fuels, and unburned fuel regions and mixing regions in the free jet and stagnation regions will be visualised. A quantitative method using schlieren to analyse turbulent structures within the impinging flames will be developed. The flame wall interactions will also be analysed by comparing the schlieren images with the thermograms in order to gain more understanding about flame wall interactions for propane, hydrogen and syngas. The laminar and turbulent nature of the flows at various Reynolds numbers, thermal loadings and equivalence ratios will be evaluated to test their effect on the
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flame wall interactions. Schlieren will also be used to evaluate flame propagation immediately after ignition at various locations of the impinging flame configuration for various fuel and flow conditions. The methodologies for these applications of the schlieren technique will be described in Chapter 3. The use of Particle Image Velocimetry (PIV) for flow visualisation will now be discussed.

2.3.3.2. Particle Image Velocimetry

Schlieren may be used for flow visualisation, but in order to gain more quantitative results regarding the structure of the flow within the flames, other methods need to be used. PIV is a technique that can gain information about the velocity flow field and local velocity distributions within the flow.

2.3.3.2.1. Principles

*Seeding the Flow*

PIV uses the principle of seeded flow to examine flow fields; when objects that are able to follow the fluid motion are introduced into a flow field, the movement of the objects represents the movement of the surrounding flow, for example leaves on the surface of a stream, or balloons in the air. If objects can be selected that follow the flow closely and can be observed individually, then the motion of the fluid can be visualised. An early example of using seeding particles is an experiment performed by Ludwig Prandtl in 1904. Prandtl used a suspension of mica particles on the surface of water in a tunnel, with disturbances in the water caused by obstacles, and tracked their streamlines [108, 165]. More recently, developments in laser and optical technology and computing and electronics have made it possible to obtain quantitative measurements of instantaneous velocity vector fields in a number of flows [165]. In modern PIV, a laser sheet is shone through a test area and scatters off the seeding particles so that the camera can pick up their position. The camera is positioned perpendicularly to the laser sheet so that a 2D slice of the flow field can be visualised (Fig. 2.28).
Particle Tracking
The camera and laser are synchronised so that the camera shutter will open at the same
time that the laser pulse fires. The laser pulse, fired twice in quick succession, is used,
giving two images; frames A and B respectively, $\delta t$ apart. The software can map groups
of particles in each image and correlate these groups to find the velocity distribution.
Each group of particles represents a ‘fingerprint’ which can be identified in both
images. Small interrogation regions are defined in frame A, where a fingerprint is
recorded. This interrogation region is then correlated with each area in frame B, pixel by
pixel, where the maximum correlation defines a match between frame A and B. The
displacement of this interrogation region can then be given a velocity vector depending
on the particle group displacement and time interval, $\delta t$, between frames A and B. A
velocity vector is then assigned (Fig. 2.29). This is repeated for each small interrogation
region in frame A until a 2D velocity field is achieved. In order that the correlation
values can be as high as possible, the interrogation area size can be adjusted so that each
interrogation area contains 5 – 15 particles and so that the maximum displacement is
approximately 25 % the size of the interrogation region [166]. The seeding density and
time between each laser pulse may also be adjusted prior to recording in order to satisfy
these values, however, it is not always possible to satisfy all of these required conditions
[166].
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Figure 2.29: Examples of interrogation region in Frame A and matched displaced region in Frame B, along with the corresponding displacement vector in the $y$ and $z$ directions.

2.3.3.2.2. Seeding

Seeding Conditions

The seeding used in PIV is very important as it must be small enough to follow the flow while still being large enough to scatter the laser light effectively. The ability of a particle to follow flow fluctuations depends on the aerodynamic diameter (Eq. 2.30):

$$d_{ae} = d_{ge} \sqrt{\rho},$$  \hspace{1cm} (2.30)

where $d_{ae}$ is the aerodynamic diameter, $d_{ge}$ is the particle diameter and $\rho$ is the density. The smaller the aerodynamic diameter the better the particle’s ability to follow rapid fluctuations, and the higher the frequency response [167]. The ability of a particle to scatter laser light depends on the refractive index and surface properties of the particles; particles with irregular or metallic surfaces tend to scatter light well [167]. The scattering of light occurs in the *Mie regime*; this means that the wavelength of the incident light is smaller than the particle diameter (typically $1 \mu m$ for gases and $10 \mu m$ for liquid flows) [168]. Other considerations are the particle lifetime in the flow, particularly the resistance to thermal breakdown in high temperature/reacting flows, and toxicity and disposal of the seeding particles [167]. Depending on the type of flow (for example, liquid, gaseous or reacting), various types of seeding may be used as outlined in Table 2.5.
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<table>
<thead>
<tr>
<th>Seeding Particle</th>
<th>Aerodynamic Diameter ($x 10^{-4}$ kg$^{1/2}$ m$^{3/2}$)</th>
<th>Scattering Ability</th>
<th>Type of Fluid</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vegetable/olive oil</td>
<td>Typically 0.3 to 0.9</td>
<td>Depends on droplet size.</td>
<td>Low temperature gases and liquids.</td>
</tr>
<tr>
<td>Aluminium oxide power</td>
<td>1.8</td>
<td>Irregular shapes =&gt; Good scattering in all directions.</td>
<td>Reacting/high temperature gases; melting point = 2288 K.</td>
</tr>
<tr>
<td>Titanium dioxide power</td>
<td>1.9 to 3.2</td>
<td>Irregular shapes =&gt; Good scattering in all directions, Refractive index = 2.6 – 2.9.</td>
<td>Reacting/high temperature gases; melting point = 1750 K.</td>
</tr>
<tr>
<td>Silicon carbide</td>
<td>0.85</td>
<td>Irregular shapes =&gt; Good scattering in all directions, Refractive index = 2.65.</td>
<td>Reacting/high temperature gases; melting point = 2700 K.</td>
</tr>
<tr>
<td>Hollow glass spheres</td>
<td>2.6 to 4.1</td>
<td>Large geometric diameter =&gt; High scattering intensity.</td>
<td>Liquids.</td>
</tr>
</tbody>
</table>

Table 2.5: Properties of various seeding particles used for PIV [167, 168].

Powder particles may typically be used for reacting gaseous flows due to their high scattering intensity produced by their irregular shapes and to their resistance to high temperatures. However problems arise when generating the seeding, due to coagulation caused by humidity in the air flow, moisture in the powder bed and the flow rate of air through the seeder, and so dry gas and powder must be used [168, 169]. Agglomeration also increases with the flow rate, causing the powder bed to become non-uniform, with bubbles or slugs of air disturbing it, leading to an erratic generation rate [169]. Oil droplets are more commonly used in lower temperature gaseous flows or liquid flows, as they are non-toxic, will remain in air for long periods of time and remain of constant
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size [108]. Hollow glass spheres and metallic coated particles are also used in liquid flows due to their high scattering ability.

**Seeding Generators**

A common type of seeding generator using powder is the cyclone aerosol generator, which utilises a powder bed with a cyclone of gas and an outlet for the aerosol (Fig. 2.30a). The cyclone disperses the powder and also separates the large from the small particles, depending on the size of the outlet tube [168], and also reduces the fluctuations in particle concentration [169]. Other seeders are the rotating brush seeder (Fig. 2.30b), which uses a rotating brush to take off the top layer of a column of power and introduce it into high speed flow, which breaks up coagulated particles [168]. Sonic jets may also be used to create high shear flow fields that break up powder while being dispensed in an outer chamber, reducing particle agglomeration [170] (Fig. 2.30c). However, measures must be taken to reduce the amount of coagulation in seeding powders, and other factors will also affect the ability to adequately seed the flow.

![Cyclone aerosol generator](image1)

![Rotating brush seeder](image2)

![Sonic air jet seeder](image3)

Figure 2.30: Images of solid particle seeders; (a) Cyclone aerosol generator [169], (b) Rotating brush seeder [168] and (c) Sonic air jet seeder.

Oil droplets can be generated by an *atomiser*, the most common type of which is the twin fluid or air assist atomiser [168]. Figure 2.31a shows a schematic of this type of atomiser; oil is drawn from a reservoir into a high speed gas jet, undergoing atomisation using *Laskin nozzles* (Fig. 2.31b). The Laskin nozzles cause small oil droplets to be carried inside air bubbles, due to the shear stress induced by the small sonic jets (Fig. 2.31b) [108]. An impactor plate or separator is used to separate larger droplets, allowing only the small droplets to get past the edges of the plate [108, 168]. A cascade of
nozzles can be used to vary the concentration at constant flow rates and bypass air can be used to dilute the seeded flow if necessary [168].

![Diagram](image)

Figure 2.31: (a) Air assist atomiser and (b) Laskin nozzle, adapted from [108, 168].

### 2.3.3.2.3. Applications and Limitations

PIV may be used for a variety of flows, including liquid and gaseous, reacting and non-reacting. The seeding method and particles used must be such that the particles follow the flow as closely as possible and can be illuminated enough by the laser to be picked up by the camera. In addition, the seeding density must be consistent and large enough to give good statistical evaluation of the flow while being small enough that the camera can pick up individual particles. PIV can be used for high temperature reacting flows as long as the seeding particles have a high enough resistance to thermal breakdown. PIV has been used for calculating vorticity and analysing turbulent flame structures [54, 120-123, 126, 171]. Flow velocity distributions can be obtained [51, 122] and flame vortex interactions can be analysed [120, 172]. PIV has been used for studying vortex structure in an impinging jet on a protruded surface [173], impinging jets on a planar surface using polyamide tracer particles [174] and oil droplets [175], and impinging water jets on a planar surface [176, 177].

For impinging flame jets; the flow characteristics of opposed propane-air [126] and opposed hydrogen-air [178] impinging jets have been studied. For a methane-air flame impinging on a flat plate (using alumina particles and a cyclone seeder), velocity maps and flame contours near the plate were recorded and many statistical parameters were
found [179]. However, there is a lack of research for hydrogen flames impinging upon a flat plate. In impinging flames, density variations and high values of acceleration in stagnation regions, for example, may cause the particles to not follow the flow properly. A sonic jet powder seeding generator was used in this thesis with aluminium oxide particles. However, problems such as particle coagulation, inconsistent seeding density, not being able to achieve certain flow conditions due to the air velocity required to adequately seed the flow, pipe blockage, leakage and high accelerations in the stagnation region caused the PIV to be unsuccessful. This will be discussed in more detail in Chapter 3.

2.3.4. Conclusions

Various diagnostic techniques used for impinging flame analysis have been reviewed. It has been shown that thermal imaging can be a useful tool for visualising temperature distributions of 2D solid surfaces. However, problems arise due to the surface emissivity, and its dependence on temperature and viewing angle. Also, the flame temperature cannot be measured due to the high spectral emissions from the flames. Thermal imaging will be used in this thesis to record the temperature distributions of flame impinged plates using a flame switch off method, and temperature dependent emissivity problems will be explored using an iterative methodology so that the wall temperature can be evaluated. Radiation losses from the plate will also be analysed using the thermal images and the flame wall interactions of various fuel and flow conditions will be examined and compared.

This will be used alongside schlieren and direct photography. Direct photography is often used in impinging flame studies and will be used in this thesis for analysing the flame shapes. It will also be used for comparisons with the schlieren technique. The schlieren technique is well known for its use in visualising flame structure and is extensively used for jet flames. However, when using it with impinging flames, the layer of hot gases that spread across the plate partly obscure the view. Nevertheless, useful information on the flow structure in the free jet region and features such as unburned fuel, where there is a very distinct density gradient, can still be gained. Turbulent structures can also be visualised, and the images can be compared to the
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direct images. Schlieren will be useful for analysing the flame wall interactions of various fuels and flow conditions when combined with the thermal imaging techniques.

Schlieren can also be used for flame edge visualisation, and when used with a high speed camera, can be useful for analysing ignition phenomena. The effect of an impingement plate on the ignition and propagation characteristics will be explored in this thesis. In addition, a quantitative method for analysing the turbulent structures in impinging flames will be developed using the schlieren technique.

Particle Image Velocimetry is a very useful tool for obtaining velocity distributions within fluids. However, very specific seeding and flow conditions need to be met. PIV was attempted in this thesis but was unsuccessful in the current setup. This will be discussed more in Chapter 3, along with the other experimental techniques and methodologies mentioned in the above paragraphs.

The techniques discussed will be used for analysing flame wall interactions of impinging jet flames of various fuels and flow conditions, and ignition and flame propagation phenomena in an impinging flame configuration. A detailed review of impinging flame studies is given in the next section, which will be followed by a review of ignition and flame propagation studies.

2.4. Impinging Flames

2.4.1. Introduction

Background information regarding the structure and heat transfer of impinging flames has been given in Section 2.2.2. This section will give a detailed review of the literature pertaining to impinging flames, including looking at different configurations used, common fuels and flow conditions studied. Common experimental techniques used to measure flame structure and flame wall interactions will be discussed including their relevance to the work in this thesis.

2.4.2. Impinging Flame Research

Many researchers look experimentally at the effects of impinging air jets [93, 95, 97, 99, 149, 157, 173-176, 180-184], or perform computational/analytical studies of impinging air jets [90, 92, 100, 173, 184] and flame jets [25, 58, 59, 68, 79, 98, 159,
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185-201]. However, this thesis concerns the experimental investigation of impinging flame jets, where the effects of fuel, flame structure, equivalence ratio, reactions and flame impingement affect the flame wall interactions, along with the factors that also affect impinging air jets. Limited information in the literature means that a complete understanding of impinging jet flames and their heat transfer characteristics is not yet possible and due to the complex nature of impinging flames a lot more work needs to be done [84] (and references therein). In addition, the detailed coupling effects between fuel and flow configuration have not been investigated thoroughly. This chapter deals with the research concerned with impinging flame jets of various configurations, fuels and flow parameters, and the flame wall interactions thereof.

Various review papers have been written with regards to impinging flames [11, 84, 101, 202]. In general it is concluded that the effects of Reynolds number, equivalence ratio and nozzle-to-plate distance have been studied extensively. Chander and Ray [84] concluded in 2005 that some aspects of combustion that still needed attention included testing: H\textsubscript{2}/air and CO/air flames impinging normal to a plane surface and multi-component mixtures of fuels, particularly with hydrogen addition, which will be explored in this thesis.

Table 2.6 gives a summary of experimental impinging flame studies, including configurations, parameters studied, fuels and measurement techniques. These will be discussed in Sections 2.4.3 to 2.4.8.
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<table>
<thead>
<tr>
<th>Authors</th>
<th>Fuels</th>
<th>Configurations</th>
<th>Re</th>
<th>$\phi$</th>
<th>Parameters Varied</th>
<th>Techniques Used</th>
<th>$\Rightarrow$ Parameters Measured</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Polished, untreated, and blackened surfaces.</td>
<td>$\Rightarrow$ Emissivity effects.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Alumina-coated, untreated, and platinum-coated surfaces.</td>
<td>$\Rightarrow$ Catalytic effects.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Thermocouples.</td>
<td>$\Rightarrow$ Temperature.</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Authors</th>
<th>Fuels</th>
<th>Configurations</th>
<th>Re</th>
<th>$\phi$</th>
<th>Parameters Varied</th>
<th>Techniques Used</th>
<th>$\Rightarrow$ Parameters Measured</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chander and Ray, 2007 [57].</td>
<td>Methane-air.</td>
<td>Impinging normally to cylindrical, water cooled brass surface.</td>
<td>Laminar.</td>
<td>0.8-1.3</td>
<td>Re, $\phi$ and $h/d$.</td>
<td>Calorimeter with heat flux micro-sensor.</td>
<td>$\Rightarrow$ Heat flux and surface temperature.</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Authors</th>
<th>Fuels</th>
<th>Configurations</th>
<th>Re</th>
<th>$\phi$</th>
<th>Parameters Varied</th>
<th>Techniques Used</th>
<th>Parameters Measured</th>
</tr>
</thead>
<tbody>
<tr>
<td>[98]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[186]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[205]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[66]</td>
<td></td>
<td></td>
<td>800-1700</td>
<td></td>
<td></td>
<td>Thermocouples.</td>
<td>Plate temperature (flame side) and flame temperature.</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Authors</th>
<th>Fuels</th>
<th>Configurations</th>
<th>Re</th>
<th>$\phi$</th>
<th>Parameters Varied</th>
<th>Techniques Used</th>
<th>$\Rightarrow$ Parameters Measured</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dong et al, 2004 [207].</td>
<td>Butane-air.</td>
<td>Twin jets impinging vertically on a square, water cooled copper plate.</td>
<td>800-1200</td>
<td></td>
<td>Re, $h/d$, jet-to-jet spacing.</td>
<td>- Calorimeter with ceramic heat flux transducer.</td>
<td>$\Rightarrow$ Heat flux.</td>
</tr>
<tr>
<td>Dong et al, 2007 [208].</td>
<td>Butane-air.</td>
<td>Inverse diffusion flame impinging vertically onto a rectangular, water cooled copper plate.</td>
<td>3,000-8,000</td>
<td>0.8-2.1</td>
<td>$h/d$ (air), Re (air) and $\phi$.</td>
<td>- Coated micro-sensor.</td>
<td>$\Rightarrow$ Local heat flux.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>- Pressure tap.</td>
<td>$\Rightarrow$ Wall pressure.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>- Direct imaging.</td>
<td>$\Rightarrow$ Flame shapes.</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Authors</th>
<th>Fuels</th>
<th>Configurations</th>
<th>Re</th>
<th>$\phi$</th>
<th>Parameters Varied</th>
<th>Techniques Used</th>
<th>$\Rightarrow$ Parameters Measured</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.95</td>
<td></td>
<td>• Laser Doppler Velocimetry (LDV).</td>
<td>$\Rightarrow$ Axial velocity.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Photomultiplier (CH$^*$ emission).</td>
<td>$\Rightarrow$ Global heat release.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Microphone.</td>
<td>$\Rightarrow$ Sound pressure.</td>
</tr>
<tr>
<td>[59]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Sodium D line reversal method.</td>
<td>$\Rightarrow$ Flame temperature.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Pitot tube.</td>
<td>$\Rightarrow$ Velocity.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Direct imaging.</td>
<td>$\Rightarrow$ Flame diameter.</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Authors</th>
<th>Fuels</th>
<th>Configurations</th>
<th>Re</th>
<th>$\phi$</th>
<th>Parameters Varied</th>
<th>Techniques Used</th>
<th>Parameters Measured</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Colour video camera at high shutter speed.</td>
<td>Flame structure.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>High speed digital imaging.</td>
<td>Time resolved consecutive images.</td>
</tr>
<tr>
<td>Hargrave et al, 1987 [188].</td>
<td>Methane-air.</td>
<td>Impinging onto a hemispherical-nosed body and a cylindrical body.</td>
<td>2,000-12,000</td>
<td>0.8-1.2</td>
<td>Re, $\phi$ and heat receiving body type.</td>
<td>Calorimeter with conductivity type heat flow meter.</td>
<td>Stagnation point heat flux for hemi-nosed body.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Transient slug-type calorimeter.</td>
<td>Stagnation point heat flux for cylindrical body.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Thermal input to cooling water.</td>
<td>Efficiency.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(Not stated).</td>
<td>Flame appearance.</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Authors</th>
<th>Fuels</th>
<th>Configurations</th>
<th>Re</th>
<th>$\phi$</th>
<th>Parameters Varied</th>
<th>Techniques Used</th>
</tr>
</thead>
</table>
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<table>
<thead>
<tr>
<th>Authors</th>
<th>Fuels</th>
<th>Configurations</th>
<th>Re</th>
<th>Parameters Varied</th>
<th>Techniques Used</th>
<th>Parameters Measured</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kim et al, 2013 [215].</td>
<td>High pressure hydrogen.</td>
<td>Extension tubes of different lengths and burst pressures interacting with a wall.</td>
<td>Wall height, distance from wall and burst pressure.</td>
<td>• High speed imaging.</td>
<td>⇒ Ignition and flame propagation characteristics.</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Pressure transducers and photodiodes.</td>
<td>⇒ Burst pressure and flame generation inside the tube.</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Authors</th>
<th>Fuels</th>
<th>Configurations</th>
<th>Re</th>
<th>$\phi$</th>
<th>Parameters Varied</th>
<th>Techniques Used</th>
<th>Parameters Measured</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kwok et al, 2003 [216].</td>
<td>Butane-air.</td>
<td>Round and slot jets impinging vertically onto a flat, water cooled copper plate.</td>
<td>1,000-1,700</td>
<td>0.5-1.3</td>
<td>Round/slot jet, Re and $\phi$.</td>
<td>• Heat flux transducer. ⇒ Heat flux.</td>
<td></td>
</tr>
<tr>
<td>Li et al, 2010 [218].</td>
<td>Liquid Petroleum Gas (LPG) (70 % butane, 30 % propane)-air.</td>
<td>Circular jet impinging vertically onto a flat, water cooled rectangular plate.</td>
<td>Laminar. Premixed.</td>
<td>Plate temperature, Re, $h/d$ and $\phi$.</td>
<td>• Cooling water. ⇒ Plate temperature control.</td>
<td>• Heat flux sensor. ⇒ Heat flux and flame side plate temperature.</td>
<td>• CO/CO₂ and NOₓ analyser. ⇒ CO/CO₂ and NOₓ emissions.</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Authors</th>
<th>Fuels</th>
<th>Configurations</th>
<th>Re</th>
<th>$\phi$</th>
<th>Parameters Varied</th>
<th>Techniques Used</th>
<th>Parameters Measured</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• OH-PLIF.</td>
<td>⇒ OH radicals.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Suction pyrometer and thermocouples.</td>
<td>⇒ Gas temperature.</td>
</tr>
<tr>
<td>Milson and Chigier, 1973 [87]</td>
<td>Methane-air</td>
<td>Impinging vertically onto a cold steel square plate with the upper surface coated in lamp black.</td>
<td>7,000-35,300</td>
<td>Premixed and diffusion.</td>
<td>Re, $h/d$ and $\phi$.</td>
<td>• Thermocouples.</td>
<td>⇒ Surface and flame temperature.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Direct imaging.</td>
<td>⇒ Flame structure.</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Authors</th>
<th>Fuels</th>
<th>Configurations</th>
<th>Re</th>
<th>$\phi$</th>
<th>Parameters Varied</th>
<th>Techniques Used</th>
<th>Parameters Measured</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mohr et al., 1996 [220].</td>
<td>Natural gas-air.</td>
<td>Radial Jet Reattachment and coaxial jet flames impinging on a water cooled copper plate.</td>
<td>7,000</td>
<td>Partially premixed.</td>
<td>Burner type and $\phi$.</td>
<td>• Thermocouples.</td>
<td>⇒ Surface temperature.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Pressure tap.</td>
<td>⇒ Pressure distribution.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Gas analyser.</td>
<td>⇒ CO, CO$_2$ and O$_2$ concentrations in exhaust gases.</td>
</tr>
<tr>
<td>Ng et al, 2007 [67].</td>
<td>LPG (70 % butane and 30 % propane)-air.</td>
<td>Inverse diffusion and circular premixed flames impinging vertically onto a water cooled copper plate.</td>
<td>2,000-3,000</td>
<td>0.8-1.8</td>
<td>Re, $\phi$ and h/d.</td>
<td>• Heat flux sensor.</td>
<td>⇒ Local heat flux.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Direct imaging.</td>
<td>⇒ Flame shapes.</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Authors</th>
<th>Fuels</th>
<th>Configurations</th>
<th>Re</th>
<th>$\phi$</th>
<th>Parameters Varied</th>
<th>Techniques Used</th>
<th>Parameters Measured</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Flame image detector.</td>
<td>Flame shapes.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Thermocouple.</td>
<td>Combustor wall temperature.</td>
</tr>
<tr>
<td>Singh et al, 2012 [223].</td>
<td>Natural gas-air.</td>
<td>Swirling flames impinging on a flat water cooled surface.</td>
<td>3,500-6,000</td>
<td>1-1.5</td>
<td>Re, $\phi$, $h/d$ and swirling angle.</td>
<td>Calorimeter with a heat flux sensor.</td>
<td>Heat flux and plate temperature distribution.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Thermocouples.</td>
<td>Flame temperature.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Direct imaging.</td>
<td>Flame shapes.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Schlieren and direct imaging.</td>
<td>Flame shapes.</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Authors</th>
<th>Fuels</th>
<th>Configurations</th>
<th>Re</th>
<th>$\phi$</th>
<th>Parameters Varied</th>
<th>Techniques Used</th>
<th>Parameters Measured</th>
</tr>
</thead>
<tbody>
<tr>
<td>2000 [159].</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Thermocouples.</td>
<td>⇒  Surface temperature.</td>
<td></td>
</tr>
<tr>
<td>Takagi et al,</td>
<td>Hydrogen-nitrogen-air.</td>
<td>Counterflow flames strained by impinging micro fuel or air jet.</td>
<td>Laminar.</td>
<td>Diffusion.</td>
<td>Micro fuel or air jet.</td>
<td>• Laser Rayleigh scattering.</td>
<td>⇒  2D temperature fields.</td>
</tr>
<tr>
<td>Tuttle et al,</td>
<td>Methane-air.</td>
<td>Enclosed jet flames impinging normal to a water cooled polished aluminium plate.</td>
<td>1,500-5,600</td>
<td>Stoichiometric to fuel rich.</td>
<td>• Heat flux sensor.</td>
<td>⇒  Local heat flux and plate temperature.</td>
<td></td>
</tr>
<tr>
<td>2005 [224].</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Thermocouples.</td>
<td>⇒  Water and flame temperature.</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Direct imaging.</td>
<td>⇒  Flame shapes.</td>
<td></td>
</tr>
<tr>
<td>Tuttle et al,</td>
<td>Methane-air.</td>
<td>Enclosed jet flames impinging normal to a water cooled polished aluminium plate.</td>
<td>1,500-5,600</td>
<td>Stoichiometric to fuel rich.</td>
<td>• Heat flux sensor.</td>
<td>⇒  Local heat flux and plate temperature.</td>
<td></td>
</tr>
<tr>
<td>2005 [225].</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Thermocouples.</td>
<td>⇒  Water and flame temperature.</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Direct imaging.</td>
<td>⇒  Flame shapes.</td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Authors</th>
<th>Fuels</th>
<th>Configurations</th>
<th>Re</th>
<th>$\phi$</th>
<th>Parameters Varied</th>
<th>Techniques Used</th>
<th>$\Rightarrow$ Parameters Measured</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zhao et al, 2004 [61].</td>
<td>Butane-air.</td>
<td>Circular flame jet impinging on flat, square, water cooled brass and stainless steel plates.</td>
<td>500-1,800</td>
<td>0.9-1.2</td>
<td>Re, $h/d$, $\phi$, surface emissivity, roughness and conductivity.</td>
<td>Minolta spot infrared thermometer and thermocouples.</td>
<td>Surface emissivity.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Calorimeter with heat flux transducer.</td>
<td>Local heat flux.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Thermocouple.</td>
<td>Plate temperature.</td>
</tr>
<tr>
<td>Authors</td>
<td>Fuels</td>
<td>Configurations</td>
<td>Re</td>
<td>$\phi$</td>
<td>Parameters Varied</td>
<td>Techniques Used</td>
<td>Parameters Measured</td>
</tr>
<tr>
<td>------------------</td>
<td>------------------------</td>
<td>-----------------------------------------------------</td>
<td>------</td>
<td>-------</td>
<td>-----------------------------------------------------------------------------------</td>
<td>------------------------------------------------------</td>
<td>------------------------------</td>
</tr>
<tr>
<td>Zhao et al.,</td>
<td>Butane-air.</td>
<td>Impinging vertically upwards onto a flat, water</td>
<td>1,200</td>
<td></td>
<td>Plate material (brass, bronze and stainless steel) and surface emissivity for the</td>
<td>Minolta spot infrared thermometer and thermocouples.</td>
<td>Surface emissivity.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Calorimeter with heat flux transducer.</td>
<td>Local heat flux.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Thermocouple.</td>
<td>Plate temperature.</td>
</tr>
<tr>
<td>Zhao et al.,</td>
<td>Butane-air.</td>
<td>Array of three jets with/without swirl impinging</td>
<td>500-</td>
<td>1-1.8</td>
<td>With/without swirl, Re, $h/d$ and $\phi$.</td>
<td>High speed digital imaging.</td>
<td>Flame shapes.</td>
</tr>
<tr>
<td>2009 [228]</td>
<td></td>
<td>onto the base of a water tank.</td>
<td>2,500</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Thermocouple.</td>
<td>Water temperature.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Heating the water to a fixed temperature rise.</td>
<td>Heating efficiency.</td>
</tr>
<tr>
<td>Zhen et al.,</td>
<td>LPG (70 % butane, 30</td>
<td>Swirling inverse diffusion flame impinging on a flat</td>
<td>6,000</td>
<td>1-2</td>
<td>Swirl number, Re, $h/d$ and $\phi$.</td>
<td>Heat flux sensor.</td>
<td>Heat flux distributions.</td>
</tr>
<tr>
<td>2009 [229]</td>
<td>% propane)-air.</td>
<td>water cooled copper plate.</td>
<td>10,000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Direct imaging.</td>
<td>Flame shapes.</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Authors</th>
<th>Fuels</th>
<th>Configurations</th>
<th>Re</th>
<th>$\phi$</th>
<th>Parameters Varied</th>
<th>Techniques Used</th>
<th>$\Rightarrow$ Parameters Measured</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zhen et al., 2012 [230].</td>
<td>LPG (70 % butane, 30 % propane)-air.</td>
<td>Annular and round flame jets impinging vertically on a flat, water cooled copper plate.</td>
<td>1,300-1,700</td>
<td>1-1.5</td>
<td>With/without swirl, Re, $h/d$ and $\phi$.</td>
<td>• Heat flux transducer.</td>
<td>$\Rightarrow$ Local heat flux.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Re, $h/d$ and $\phi$.</td>
<td>• Direct imaging.</td>
<td>$\Rightarrow$ Flame shapes.</td>
</tr>
</tbody>
</table>

Table 2.6: Summary of impinging flame studies.
2.4.3. Impinging Flame Configurations

In combustion research, simple configurations are used to perform controlled experiments. For closed configurations, furnaces are usually used [85, 231, 232], but the most common configuration for open impinging flames is to have a flame jet impinge vertically onto a flat plate (Fig. 2.32a) [34, 61, 66, 67, 80, 87, 98, 103, 186, 195, 196, 203, 204, 208, 210, 211, 216, 218, 221, 227, 229, 230]. This allows for simple setup and data acquisition and symmetry. Other configurations are to change the angle of incidence of the flame on the plate or the orientation of the burner nozzle (Figs. 2.32b and d respectively) [85, 102, 185, 205, 211]. This allows buoyancy effects to be studied due to the unsymmetrical nature of the setup. Configurations may also use a hemispherical or cylindrical impingement surfaces (Fig. 2.32c) [57, 59, 188], or use an opposing jet of flame or air to create impinging flames without an impingement surface (Fig. 2.32e) [197, 201, 213, 214, 226]. In this case, the stagnation point is the point where the flow velocity is zero, due to the change in direction on either side caused by the flame impingement (Fig. 2.32e).

Figure 2.32: Diagrams of impinging flame configurations for flame jets impinging vertically upwards onto (a) A horizontal flat plate, (b) An angled flat plate and (c) A hemispherical plate, (d) At an angle upwards onto a vertical flat plate and (e) Opposing flame jets.

For vertically impinging symmetrical flames, the stagnation point is directly above the nozzle, but for other configurations, such as with an angled plate, it can be off-centre to the jet axis (Fig. 2.32b) [205]. For an angled plate, the heat flux in the uphill part (left side of Fig. 2.32b) is higher than the downhill part, and for the downhill part, the heat flux increases with inclination angle [185]. Different nozzle shapes, such as annular and flat, and multiple interacting jets may also be used [66, 159, 204, 206, 207, 216, 217,
228, 230]. Dong et al looked at the heat transfer of round jet flames on an inclined plate [205], slot jet flames on a flat plate [66] and a row of three jets on a flat plate [206] for butane-air flames, and Chander and Ray looked at the heat flux distributions for methane-air flames impinging normal to a flat surface [98] and a cylindrical surface [57] and in a triangular three-jet configuration on a flat surface [204]. It was found that the heat transfer characteristics were very closely related to the flame shapes and whether or not the reaction zone impinged on the target.

This thesis concerns only singular round nozzles impinging vertically onto a flat plate (Fig. 2.32a), since this configuration gives a symmetrical setup for the thermal imaging and schlieren techniques and it is the flame wall interaction that is of interest rather than the burner-plate geometry. The next section deals with flame wall interaction effects specific to the impingement plates.

2.4.4. Plate Effects

Plate Cooling
Water cooled plates cause both the hot and cold sides of the plate to be approximately constant at steady state, causing linear conduction through the plate, whereas uncooled plates experience a non-linear temperature gradient [233]. Water cooling takes heat from the non-impinged side of the plate and the flow rate and temperature rise of the coolant can be used to measure the total heat flux (called a heat flux calorimeter) due to the energy gained by the water. They are commonly applied in impinging flame studies, using the water temperature rise to obtain a steady state condition, and using a heat flux sensor to measure the local heat flux; moving the burner position relative to a single heat flux sensor attached to the plate [57, 61, 66, 98, 103, 186, 204-207, 223, 233]. Water cooled plates can also be used to approximate the plate as isothermal; cooling the plate evenly over the surface, reducing the temperature gradients within the plate [86, 204]. If the plate is not insulated or cooled, then heat will be radiated away from the other side of the plate, along with convection heat transfer to the surroundings [87].

A flame impinged plate has high radiation loss if not cooled and so far the radiation loss from a flame impinged plate has rarely been investigated. In addition, an uncooled plate represents a higher, more realistic temperature, and temperature distributions of uncooled plates have not commonly been investigated. The real temperature distribution
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along the plate can be measured in this way, as the plate temperature will not be reduced due to the forced cooling. Uncooled impingement surfaces have been used to measure flame structures and corresponding temperature distributions for methane-air flames [87] and propane-air flames [34], heat transfer from buoyant diffusion flames to an unconfined ceiling [199], flame temperature and heat transfer coefficients [234], heat transfer to furnace walls [85] and stagnation point heat transfer [59]. However, uncooled plates have not been extensively studied, as for water cooled plates. The plate temperature for uncooled plates will be higher, which will also change the flame properties near the plate when compared to cooled plates. In addition, large temperature variations across the plate radius will occur, which will affect the radiation losses. Uncooled plates will be used in this thesis to study the wall temperature distributions across the plate for impinging flames. The variable temperatures across the plate surface will affect the radiation losses, which will also be evaluated and compared.

Surface Material

Various surface materials have been used in impinging flame studies. In order for the surface to be close to isothermal in the water cooled configurations, materials with high conductivity are used. Surface properties such as roughness, emissivity and conductivity will affect the flame wall interaction. Many researchers use copper plates [65-67, 98, 186, 204-209, 216, 217, 220, 229, 230] due to its high thermal conductivity, and steel [61, 79, 87, 210, 211, 221, 227], aluminium [224, 225], brass [59, 61, 227], bronze [227] and quartz [196] surfaces have also been used, but not as extensively.

Some studies have focused on the effects of surface roughness on the flame wall interaction, using surfaces with brass and stainless steel with different roughness properties [61], or using protrusions or dimples in the impingement target for air jets [99, 173], but mostly smooth flat surfaces are used for flame wall interaction studies.

In order to study emissivity effects for flame radiation heat transfer, polished, untreated and blackened surfaces have been used, as these give very different emissivities [103]. Catalytic effects were also studied by the same authors [103] by using alumina and platinum coated and untreated surfaces. It was found that the polished and blackened surfaces gave a maximum difference in heat flux of 9.8 % and the alumina and platinum coated surfaces gave a maximum difference of 12 %, showing that the non-luminous
radiation from the flame and TCHR were relatively small fractions of the total heat flux. Brass and stainless steel surfaces have also been used to compare emissivity and conductivity effects [61] and it was found that the plate material significantly affected the heat flux in the stagnation region, but not in the wall jet region. However, no studies so far have looked at the effects of temperature dependent emissivity in impingement surfaces, which will be a focus of this thesis, using a quartz plate for the impingement surface.

Oxidised steel has the property of high thermal inertia [150], and constant emissivity (of 0.79) with respect to temperature [235, 236]. Therefore, it makes for an excellent surface for measuring the wall temperature of flame impinged walls using a ‘flame switch off’ method, which will be discussed in Chapter 3. In addition, surfaces covered in soot produced by hydrocarbon flames generally have a constant emissivity of 0.96 [237, 238] and so the method can be applied to the surfaces heated by propane diffusion flames. Quartz has the property of temperature dependent emissivity, where the emissivity of the material changes depending on its temperature. This allows for a methodology to be developed for use with the thermal imaging cameras, which will also be discussed in Chapter 3. The differences in the properties of steel and quartz will also allow for comparison of flame wall interactions depending on plate material since they have significantly different emissivity and conductivity properties.

**Nozzle-to-Plate Distance**

The distance between the burner nozzle and the impingement plate has large effects on the flame wall interactions. The nozzle-to-plate distance normalised by the nozzle diameter ($h/d$) has been studied extensively for various impinging flame fuels and configurations [34, 57, 61, 65-67, 80, 87, 204, 206-208, 217, 218, 223-225, 228-230]. These studies mainly use methane, butane and LPG. In general, the flame wall interaction and heat transfer to the plate is greatly affected by the flame shape, and depends on whether or not the inner reaction zone or unburned fuel impinges on the plate at the stagnation region. In addition, the flame modes are affected by the nozzle-to-plate distance [80]. At smaller $h/d$, the plate has a greater influence on the stagnation point velocity and heat flux, and also, for smaller $h/d$, the dip in the heat flux at the stagnation region is more pronounced. The average heat flux tends to increase with increasing $h/d$ up to a point and then decreases, due to the section of the flame that
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impinges on the plate. The plate temperature follows the same pattern as the heat flux; a dip in the stagnation region when the cool central core impinges on the plate [87].

The effect of nozzle-to-plate distance on the wall temperature for propane impinging flames and on the ignition characteristics for hydrogen impinging flames will be studied in this thesis, since these aspects of the effect of nozzle-to-plate distance have not yet been studied in detail. However, the majority of the results will be at a constant \( h/d \). The next section deals with parameters that are commonly studied for impinging flames and that, along with the plate effects, have large effects on the flame wall interactions.

2.4.5. Parameters Affecting Flame Wall Interactions

**Reynolds Number**

Impinging flames of varying Reynolds number have been studied with focus on the heat transfer characteristics and heat flux. Many studies do not vary the Reynolds number, but choose either laminar [59, 79, 196, 204, 206, 209-211, 217], transitional [205, 227] or turbulent [220, 221] flames. However, the effects of varying the Reynolds number on the heat flux and flow characteristics of laminar [57, 61, 65, 66, 98, 207, 216, 218, 228], transitional [61, 65-67, 216, 224, 225, 228, 230] and turbulent [85, 87, 188, 208, 223-225, 229] impinging flames has also been studied at length.

The effect of Re on the heat transfer of impinging flames is significant. For laminar flames, increasing Re tends to increase the heat flux to the plate while making it less uniform [65, 228], and for transitional flames, the enhancement of the heat flux with Re is more evident in the impinging and early wall jet regions [66]. For turbulent flames, an increase in Re causes the dip in the heat flux at the stagnation region to be more pronounced and increases the zone of influence of the cool central core [87, 223]. However, the effect of Re on the wall temperature profiles has not been studied in as much depth as the effect on the heat flux to the wall.

Foat et al [34] concluded that the nozzle exit Reynolds number was a less useful variable in describing the flame structure of reacting impinging flows than ignition location, stoichiometry, heat transfer, global stretch rate and turbulence scales. This thesis will look at both laminar and turbulent flames of various fuels and flow properties, focusing on the flame impinged wall temperature rather than the heat flux to
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the wall and the effect of Re along with other properties such as equivalence ratio, thermal loading, ignition location, fuel and flame structure.

**Equivalence Ratio**

Most impinging flame studies are performed with premixed flames at a stoichiometric equivalence ratio \([65, 66, 186, 196, 204-207, 217, 227]\), or varying between fuel rich and fuel lean flames \([57, 61, 79, 98, 188, 208, 216, 239]\) or stoichiometric and fuel rich flames \([223-225, 228-230]\). Some studies have been performed for diffusion flames \([28, 213, 214, 221]\) and comparing diffusion and premixed flames \([87, 210, 211]\) but these are much fewer in number since most processes in industry use premixed flames, and diffusion flames tend to be sooty which can interfere with heat flux measurements. For the premixed studies, when moving from stoichiometric to lean or rich flames, the combustion efficiency decreased \([239]\) and the maximum rate of heat transfer decreased with a shift of the maximum heat flux downstream \([188]\). When moving from stoichiometric to rich flames, the wall jet region increased in size but the free jet and stagnation zone remained unchanged \([224]\) and the effect of the equivalence ratio on the heat flux for rich swirling flames was less than the effect of the Reynolds number \([223]\).

This thesis will look at diffusion flames and fuel rich flames, since these types of flames are not as widely studied and experimental constraints such as blow-out mean that stoichiometric and fuel lean flames could not be studied. The diffusion and premixed flames of propane, hydrogen and syngas will be compared in terms of the flame wall interaction of these flames, and the effects of soot on the wall temperature of propane diffusion flames will be explored. The ignition characteristics of hydrogen diffusion and rich impinging flames, hydrogen plus carbon dioxide impinging flames and methane diffusion impinging flames will also be studied and compared.

**Thermal Loading/Burner Firing Rate**

Most studies do not consider the burner firing rate (or thermal loading) in impinging flame studies. Studies that have used the firing rate as a parameter to vary have used a flame working torch burner \([203]\), a large size industrial Direct Flame Impingement furnace \([189]\) and jet flames impinging on flat plates \([186, 240, 241]\). For the torch burner study, the wall temperature increased by 35 % - 59 % when the firing rate was increased from 5 to 25 kW. The effects of thermal loading on the flame wall interaction
of impinging jet flames has generally not been studied, however the firing rate is an important property of industrial burners. When using new fuels and designing new burners, the thermal loading is an important parameter for consideration. This thesis is concerned with testing the flame wall interaction of various fuel compositions, and the effects of thermal loading will be looked into, along with the effects of Re, φ, h/d and fuel composition.

2.4.6. Fuel Effects

Most impinging flame studies use only one fuel type and compare the Reynolds number, h/d, configuration and φ as discussed in Sections 2.4.3 to 2.4.5. Many studies use methane [57, 59, 68, 79, 98, 159, 186, 188, 204, 209-211, 224, 225, 241], butane [61, 65, 66, 205-208, 216, 217, 227, 228] or natural gas [103, 189, 203, 220, 223], and other studies use propane [34, 221], LPG [67, 218, 219, 229, 230], hydrogen [215] and hydrogen-nitrogen mixtures [197, 201, 213, 214], methane-nitrogen mixtures [28], coke oven gas [85] and diesel oil for syngas production [222]. However, experimental papers rarely compare the effect of different fuels on the flame wall interaction of impinging flames. Remie et al [196] compared temperatures of a quartz plate heated by methane-oxygen and hydrogen-oxygen flames for validation of numerical results. However, the fuels were not compared to each other; rather the experimentation was compared to the numerical results separately for the different fuels. Huang et al [212] compared the ignition characteristics of propane and methane impinging diffusion flames, which is related to the work in this thesis and will be discussed in Section 2.5. Saha et al [242] explored the effects of methane and ethylene impinging flames and found that the flame luminosity for the different fuels affected the heat transfer to the plate. Some numerical studies have been performed that compare the effects of fuel variability in impinging flames [190, 194]. Other studies compare the effects of oxidiser composition experimentally [59, 203] and numerically [58, 59, 192].

The effect of fuel variability on the heat transfer and flame wall interaction of impinging flames is lacking. The majority of research of impinging jet flames has concerned methane and butane, but with the increasing use of hydrogen and hydrogen based fuels such as syngas, a growing need for research on these fuels has come about, particularly because hydrogen is vastly different from these mainstream fuels in its combustion and
flow properties. These differences will greatly affect the flame wall interaction of impinging flames. The adiabatic flame temperature and thermal diffusivity of hydrogen are much higher than for propane or methane, which will cause heat transfer rates to be higher. In addition, the molecular diffusivity of hydrogen is higher than for hydrocarbon fuels, which will cause faster mixing rates between the unburned fuel and ambient air. The composition of syngas often varies between sources and so the effect of syngas composition on impinging flame heat transfer should be studied. This thesis will look at four different compositions of syngas and will compare the flame wall interaction experimentally for these fuels. This work has been performed in conjunction with the University of Lancaster [190, 191, 193, 194] who have performed Direct Numerical Simulations (DNS) and Large Eddy Simulations (LES) of the syngas impinging flames of the same compositions.

In addition to the above mentioned differences between hydrogen and hydrocarbon fuels, the laminar flame speed is also much larger for hydrogen, and flame curvature effects are much different due to the differences in density between the burned and unburned gases. When experimenting with hydrogen it was noticed that the ignition propagation characteristics were very different to those of methane and propane (studied by Huang et al [212]) and so the flame propagation after ignition, along with the heat transfer characteristics, of hydrogen impinging flames at various ignition locations will also be reported in this thesis, and will be discussed further in Section 2.5.

2.4.7. Flame Structure

The heat flux to an impingement surface depends heavily on the flame shapes and the section of flames that impinge on the wall, and the flame shapes and flow fields can be visualised and measured in different ways. This section deals with the literature pertaining to the interaction of the flame shapes and flow fields with impingement surfaces, and will be followed by heat transfer and wall temperature studies.

Flame Shape Visualisation

Many researchers use direct imaging for visualisation of impinging flame shapes [34, 59, 67, 79, 80, 87, 197, 204, 206-208, 210, 211, 215, 217, 221, 223-225, 228-230]. With direct imaging, the visual flame edge and inner reaction zone can be observed, along with the flame colour and flame modes. Foat et al [34] and Zhang and Bray [80] used
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direct imaging to visualise flame modes ignited at various locations of an impinging flame configuration, and Ng and Zhang [221] used a novel stereoscopic technique with one camera to visualise the 3D structure of impinging flames.

Direct imaging has often been used with heat flux and wall temperature measurements. Chander and Ray [204] found that the heat transfer characteristics depended heavily on whether the inner reaction zone was impinging on the target surface. Milson and Chigier [87] used direct imaging to show the effect of the cool central core of premixed and diffusion methane impinging flames, which caused the stagnation region temperature to be lower. Taufiq et al [239] showed that the heating efficiency is maximised when the tip of the inner reaction cone is slightly higher than the heating height. Tuttle et al [224] used direct imaging to show the diffusion and premixed flame structure and vortices in the wall jet and free jet regions and their effect on the heat transfer. In this way, direct imaging can provide information about the flame wall interaction when used with other techniques such as heat flux and wall temperature measurements.

Schlieren imaging is not used as often as direct imaging in impinging flame studies. Schlieren has been used to visualise the structure of free jets [88] and schlieren showed that the presence of a hemispherical nosed cylinder probe in the second part of the study did not significantly affect the visible flame appearance [188]. Huang et al [212] used schlieren along with DFCD to visualise the ignition and flame propagation characteristics in flames impinging on a flat plate, and schlieren has been used for flow visualisation of methane flames impinging on a rotating cylinder [159].

When using schlieren in impinging flames the view can be obscured by the layer of hot gases in the impingement region, however many aspects can still be observed when there is a large variation in the density field, such as unburned fuel impinging on the plate, turbulent structures and the flame edge position. These features can give information into the flame wall interaction, particularly when used with wall temperature measurements. Therefore, schlieren will be used in this thesis, along with direct imaging, combined with wall temperature measurements to examine the flame wall interaction of impinging flames.
Flow Field Measurements
In addition to visualising flame and flow structure, techniques are used to measure the velocity and temperature profiles within impinging flames. Impact tubes [85], pitot tubes [59], hot wire anemometry [34], Laser Doppler Velocimetry (LDV) [209] and PIV [219] have been used to measure the velocity profiles in impinging flames. Thermocouples [79, 210, 211, 223-225], suction pyrometers [85, 189], laser Rayleigh scattering [197, 201], Rayman spectroscopy [226] and a sodium D line reversal method [59] have been used to measure the temperature profiles within impinging flames. PLIF has also been used to measure the flame front position in impinging flames [213, 214, 219].

These techniques have advantages over visualisation techniques due to the quantitative nature of the measurements. Velocity fields can provide information about flow vorticity and the flow structure in the presence of an obstacle or impingement plate. Flame temperature measurements can provide information regarding high temperature regions and temperature distributions to be compared to computational studies. PIV was attempted in this thesis but was unsuccessful and will be discussed in more detail in Chapter 3. The schlieren technique will be used to develop a quantitative method for analysing turbulent structures within impinging flames and thermal imaging will be used for quantitative measurements of the impingement wall temperature. The next section deals with the literature relevant to the use of thermal imaging in impinging flames.

2.4.8. Thermal Imaging
Surface Temperature Measurements
Most studies look at the convective heat transfer to an impingement plate using water cooled plates and heat flux sensors as discussed in Section 2.4.4. However, wall temperature measurements can provide an alternative to heat flux measurements, and can aid in realistic computational investigations by providing measured boundary conditions. The temperature of a wall can be important in industry in order to find hot spots and cool regions where damage or flame quenching may occur. Wall temperature measurements can also provide much information about flame wall interactions. Many researchers use thermocouples to measure the wall temperature in impinging flames [61, 66, 85, 87, 159, 204-206, 209, 220, 222, 227], and have thermocouples drilled into the
impingement surfaces at various positions to give spot readings. A thermal imaging camera can give a non-intrusive, 2D image of a temperature field of a flat surface, provided the emissivity is known. However, thermal imaging is not often used in impinging flame studies. The principles of thermal imaging cameras have been discussed in Section 2.3.2.1 along with applications and limitations. This section will discuss the use of thermal imaging cameras with particular regards to impinging flames and to the work in this thesis that deals with the limitations of thermal imaging cameras and the solutions to the problems.

Air Jets
Thermal imaging has been used to test the heat transfer from air jets to thin stainless steel foil sheets, using the thermal imaging camera on the back of the foil [149, 181-184]. Matt finish paint was used on the back surfaces in order to gain an emissivity of 0.99 for accurate temperature measurements. The foil sheets were thin enough (~ 0.05 mm thick) so that lateral conduction was negligible and so that a constant heat flux was assumed. The temperature difference across the plate was shown to be negligible so that the thermal images taken on the back of the plate were the same as on the impinged side [181]. The thermal images were used to calculate the local Nusselt numbers, with heat loss estimated experimentally. The uncertainties in the measurements of heat transfer coefficients were stated to be between 3.4 and 7% [181]. However, thermal imaging has not been extensively used in combustion systems or impinging jet flames where high heat transfer rates occur.

Impinging Flames
For impinging flames, high temperatures are attained, which also causes high radiation loss (Eq. 2.24, p. 30). Thermal imaging can be used to evaluate the radiation loss from a flame impinged plate, which has not been studied in depth. This thesis will look at the radiation loss from uncooled flame impinged plates. It will also deal with problems faced when measuring the temperature of surfaces whose emissivity depends on the temperature of that surface, which will vary across the surface when impinged upon by a flame.

Emissivity Problems
It has been discussed in Section 2.3.2.1 that thermal radiation detected by thermal imaging cameras depends on viewing angle, reflection, and the wavelength of emitted
Chapter 2: Literature Review

radiation. The resolution of these factors will be discussed in more detail in Chapter 3. It has also been discussed that for accurate temperature measurements with thermal imaging cameras the emissivity must be known and the emissivity can depend on the temperature of the surface. Therefore, an iterative methodology has been developed to deal with this problem, using a quartz plate, whose emissivity depends on temperature. This will be discussed in more detail in Chapter 3.

**Flame Emission**

The wavelength of radiation to be detected is limited by the thermal imaging camera. Therefore, the flame temperature cannot be measured by the cameras used in this thesis due to the high spectral emissions from the flames, and so a ‘flame switch off’ method has been developed from [150], in which the flame is switched off after reaching a steady state. The image recorded by the thermal imaging camera represents a ‘thermal footprint’ of the flame impinged wall. The high thermal inertia of the impingement surfaces means that the wall temperature can be measured in this way to analyse the flame wall interaction and heat transfer to the plate. In addition, the thermal imaging camera can be used to monitor when a steady state is reached.

Thermal imaging can be used to measure the thermal footprints of flame impinged walls provided the surface emissivity is known, even if the emissivity depends on the temperature being measured. This can allow non-intrusive, 2D measurements of the wall temperatures, from which radiation losses can be calculated and flame wall interactions analysed, particularly when used with other techniques such as schlieren and direct imaging. These methods will be utilised and developed in this thesis.

### 2.4.9. Conclusions

Many aspects of combustion and flame wall interactions of impinging flames have been discussed. It has been shown that combustion, and in particular impinging flames, is a very complex and extensive topic.

Experimentally, measuring heat transfer to and from impingement surfaces requires known temperature gradients, which can be difficult to measure. Also, parameters such as emissivity, thermal conductivity and convection heat transfer coefficients must be known to calculate heat flux. However, temperature distributions across the plate combined with information regarding the flame structure and flow properties can give
insight into flame wall interactions, and how these interactions differ for different flame and flow properties. Simple burner geometry and controlled flow conditions can give bases for meaningful comparisons between different fuels in order to compare the effect of fuel and flow properties on flame-wall interactions. In addition, computational studies often approximate impingement surfaces as isothermal, whereas wall temperature distributions may provide more realistic boundary conditions for impinging flame studies. This thesis will deal with the flame wall interactions of impinging flames using wall temperature distributions obtained by thermal imaging, using a flame switch off technique, and flame structure measurements using schlieren and direct imaging.

In addition, an iterative methodology has been developed in order to deal with measuring the temperature of surfaces whose emissivity depends on that temperature with thermal imaging techniques. This will be discussed in Chapter 3. The radiation losses from the plates will also be calculated using the temperature profiles. The schlieren method will be utilised for quantitative analysis of the turbulent structures within impinging flames.

Many properties affect the flame wall interaction of impinging flames. The properties that will be compared in this thesis will be Reynolds number, equivalence ratio, nozzle-to-plate distance, thermal loading, fuel composition and ignition location. In addition, two plate materials, namely fused quartz and heavily oxidised steel, will be used in order to compare the effect of plate material on the flame wall interaction, and the effects of oxidisation and soot will be discussed.

An aspect of combustion that has not been widely studied in relation to impinging flames is the ignition and flame propagation characteristics in impinging jet flames. Ignition location in impinging flames can determine flame modes, and flame propagation characteristics can be very important in hydrogen mixtures due to the high laminar burning velocity. The ignition properties of hydrogen are very different to those of hydrocarbon fuels and an impinging flame configuration can allow simple geometry and optical access to ignition and flame propagation mechanisms and the effect of fuel and flow conditions on these phenomena. The next section deals with the literature pertaining to ignition and flame propagation phenomena.
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2.5. Ignition and Flame Propagation

2.5.1. Introduction
This thesis will explore an interesting phenomenon noticed with hydrogen impinging flames; when ignited near the plate and propagating towards the nozzle, a non-linear acceleration was observed. This was not observed for methane flames. The properties of hydrogen differ greatly to those of methane and the effect will be looked at. This section deals with the literature pertaining to ignition and flame propagation characteristics in combustion studies and in impinging flames.

2.5.2. Flame Propagation Configurations
The principles of ignition and flame propagation have been discussed in Section 2.2.1.3. Various experimental configurations can be used to study flame propagation and these will be discussed in this section. Following that, flame propagation in jet flames and impinging flames will be discussed.

Spherical Bomb
The constant volume or constant pressure bomb method; where a flame is ignited at the centre of a spherical/cuboid chamber (see Fig. 2.7a, p. 20) and the flame propagation is recorded, is often used to experimentally find unstretched burning velocities. This is done by calculating the flame propagation speed with respect to burned gases and calculating the effects of stretch and Markstein lengths by extrapolating to zero stretch using the linear relationship between stretch and burning velocity (Eq. 2.19, p. 22) [22, 243-245]. It has been shown that the stretched burning velocity for hydrogen/methane mixtures increases exponentially with hydrogen content and can reach up to 18 m s\(^{-1}\) for hydrogen-air flames, and that the Markstein length increases with hydrogen content, increasing the diffusion-thermal instability of the flame front [244, 246].

Deflagration to Detonation
The flame front can also be considered to be a reaction wave propagating through a combustible mixture, and for premixed flames the reaction can be categorised into explosive reactions; where a combustion wave is not required and heat generation is extremely fast, deflagration reactions; where the combustion wave propagates at subsonic speed, and detonation reactions; where the combustion wave propagates at
supersonic speed [22]. A 1D stationary combustion wave (from the reference frame of the wave) can be visualised by Fig. 2.33, where the unburned and burned gases are represented by subscripts 1 and 2 respectively and \( u, p, T \) and \( \rho \) are the velocity, pressure, temperature and density of the gases respectively. A combustion wave in a duct may undergo a deflagration to detonation transition (DDT) if the turbulent burning velocity is high enough to cause a shock wave ahead of the flame, increasing the pressure and temperature and further increasing the maximum turbulent burning velocity and accelerating the flame [247]. For channels with non-slip walls, the DDT is determined by the flow ahead of the flame front [248]. Flame propagation and the propagation of shock waves are integral in studying the effects and causes of DDT.

![Figure 2.33: Stationary 1D combustion wave (adapted from [22]).](image)

**Triple Flames**
Flame propagation has also been studied in triple (or tribrachial) flames; consisting of a lean premixed branch, a rich premixed branch and a diffusion tail trailing from the triple point, propagating along a stoichiometric contour (Fig. 2.34). In partially or non-premixed flames, triple flames are responsible for flame propagation and stabilisation [249], and are important in lifted flame jets, autoignition fronts and for flame propagation in mixing layers (commonly found in flame jets), boundary layers and opposed flame spread [250]. The effects of CO addition on the propagation of CH\(_4\) triple flames after ignition has been studied [249], and it was found that the normalized global flame speed was (as theoretically predicted) proportional to the square root of the density ratio between the reactants and the products (Eq. 2.31 [251]) for flames with low CO content but not for the higher CO content as the flame was still in the developing stage.

\[
\frac{\text{Maximum propagation speed}}{\text{Stoichiometric burning velocity}} = \sqrt{\frac{\rho_{\text{unburned}}}{\rho_{\text{burned}}}}. \tag{2.31}
\]
Figure 2.34: Triple flames; (a) In a tube configuration (adapted from [249]) and (b) Lifted jet flame (adapted from [250]). DF, LPF and RPF are diffusion flame, lean premixed flame and rich premixed flame respectively.

The propagation speed of triple edge flames with respect to the unburned gas depends strongly on the mixture concentration gradient in front of the edge, since the concentration gradient affects the local laminar burning velocity and the effective thickness of the flammable region [250]. The propagation of laminar propane jets ignited downstream and propagating towards the nozzle has been studied and it was found that the displacement speed varied non-linearly with axial distance due to the flow velocity being similar to the propagation speed of the triple flame, and significant buoyancy effects were observed when compared to the flame in microgravity [251]. Other propagation properties specific to jet flames will now be discussed.

### 2.5.3. Flame Propagation in Jet Flames

**Lifted flames**

Flame propagation in lifted flames is important for studies of lift-off height and flame stabilisation [252]. Changing the flow conditions can cause a change in lift-off height; the flame may propagate upstream/downstream, changing the lift-off height, and then stabilise. The interaction between large scale turbulent structures and a lifted flame are responsible for lift-off height fluctuations of the order of nozzle jet diameters. This is due to excessive stretch causing local flame extinction which allows vortices to carry the stabilisation point downstream, with turbulent flame propagation carrying the flame upstream again [252].

Turbulence can affect the flame propagation in lifted and non-lifted jet flames because of the interaction between the flame chemistry and the flow fields, due to local flame extinction and strain rates caused by the turbulence. The interaction of vortices and flame propagation will now be discussed.
**Vortex Flame Interactions**

The structure of premixed turbulent flames and the mechanisms controlling their propagation is important for accurate modelling, and the interaction between a laminar flame and turbulent flow can provide a better understanding of the turbulent flame propagation [77]. Straight flow disrupted by a vortex can produce mixtures that experience a range of strain rates [253]. The vortices can affect the flame propagation in three ways, depending on the values of the vortex maximum rotational velocity normalised by the laminar flame speed \( U/\delta_L \) and the vortex core diameter normalised by the flame thickness \( \delta_V/\delta_L \) [77]:

a) Small \( U/\delta_L \) and \( \delta_V/\delta_L \): There is little or no effect from the vortex – the flame is faster than the vortex and propagates through it with only a small amount of wrinkling.

b) Intermediate \( U/\delta_L \) and \( \delta_V/\delta_L \): The flame is significantly wrinkled – pockets of hot gases may be entrained into the burnt products.

c) High \( U/\delta_L \): Flame quenching may occur.

The vortices can also affect the regions of autoignition, depending on the scale of chemistry relative to the vortex [253]. The flame base of a lifted turbulent jet can be affected by vortex interactions which cause the flame base to move radially inward, subjecting it to larger gas velocities and moving the position of the flame base downstream [254].

Turbulence and vortex interactions in jet flames affect the turbulent flame propagation, depending on the size of the turbulent structures, owing to effects caused by strain due to the turbulence. This may also be affected by the fuel type used and the next section deals with the effects of hydrogen on flame propagation in jet flames.

**Hydrogen**

In turbulent jets, the mixture sensitivity can cause the turbulence in the jet to either promote flame propagation, leading to flame acceleration, or to cause flame quenching. In well-developed turbulence, this effect can be characterised by the expansion coefficient (the ratio of the density of the unburned to burned gases), which is more significant in hydrogen mixtures [55]. In turbulent hydrogen jets ignited at different locations from the nozzle, two regimes can be observed: fast combustion; where the
flame can propagate upstream and downstream even if the flow velocity is more than 100 m s\(^{-1}\), and slow unstable combustion; where the flame can only propagate upstream \[55\]. For the fast regimes observed in \[55\] the upstream velocity reached 18 m s\(^{-1}\) and the downstream velocity reached up to 70 m s\(^{-1}\), and this regime could only be observed for mixtures with > 11 \% hydrogen. In addition, upstream propagation was more difficult when ignited further downstream \[55\].

For non-premixed lifted jets, where the lift is caused by coaxial air, the stabilisation is due to edge flame propagation \[255\]. However, the addition of nitrogen in non-premixed hydrogen lifted flames can cause the flame structure to become more premixed, due to the destruction of weak edge flames by turbulent structures, changing the stabilisation mechanism to premixed flame propagation \[255\]. Another non-premixed configuration using hydrogen to study edge flame propagation is the counter-flow regime, where local extinction causes thinning of the reaction zone, establishing an edge flame \[256\]. This edge flame interacts with an autoignition kernel, and the interaction is more significant with NO addition due to the catalytic effect, and the concentrations of H\(_2\) and NO are significant to the sensitivity of ignition \[256\].

For ignition and flame propagation mechanisms, the concentration of hydrogen and the ignition location are significant, and fast propagation velocities can be observed. The next section deals with ignition and flame propagation in impinging flames.

### 2.5.4. Ignition and Flame Propagation in Impinging Flames

Flame propagation in impinging flames has not been widely studied. For flame propagation of jet flames near an impingement plate, the ignition location may affect the stable flame modes \[34\], including whether the flame is lifted or attached, and whether unburned fuel impinges on the plate at the stagnation region. Local re-ignition of areas extinguished due to a cold impingement plate may also occur due to the propagation from hot products, and the propagation of flames near solid surfaces is a very complex phenomenon \[257\].

**Flame Stretch in Impinging Flames**

Many studies focus on the effects of flame curvature and strain rate and it has been observed that flame curvature changes with respect to the location in the turbulent flame zone of an impinging methane air flame \[258\]. Also, transient flame propagation in
areas of high stretch rate, caused by impingement of a microjet on counterflow flames of H₂ and N₂, can exist (whereas the steady flame cannot), allowing reignition of the flame [201].

The ignition location is important in determining the combustion mode in impinging flames [34, 80]. The global stretch rate (the ratio of mean nozzle exit velocity to nozzle-to-plate distance) has been identified as a cause for preventing ignition in the centre of a blown ring flame (see Section 2.2.2.1), whereas a normal ring flame can be ignited in the stagnation region, causing transformation into a disc flame [34]. The global stretch rate, ignition location, equivalence ratio and turbulent structures all affect the final flame structure in impinging flame jets [34].

**Propagation after Ignition**

The propagation from ignition to combustion for methane and propane impinging jets has also been studied using digital flame colour discrimination (DFCD) and schlieren, focusing on the propagation of the flame from the point of ignition to a stable flame [212]. That work is similar in configuration to the work in this thesis; however different experimental techniques and fuels will be used. There is a lack of research concerning the propagation of hydrogen impinging jets, which will be a focus of this thesis. The propagation of hydrogen is very different to that of methane and propane and so the propagation of hydrogen flames after ignition in an impinging flame configuration will be compared to methane, and the effect of CO₂ addition to hydrogen will also be explored. Varying nozzle-to-plate distances and fuel exit velocities will also be explored.

**2.5.5. Conclusions**

Some important parameters, including flame stretch, and some common configurations concerned with ignition and flame propagation have been discussed. It has been identified that hydrogen content is significant in flame propagation studies due to the density difference between the burned and unburned gases, and that flame stretch is present in the stagnation region of impinging jet flames. However, there is a lack of research concerned with the ignition and flame propagation of hydrogen impinging jet flames, and this will be studied in this thesis.
2.6. Literature Review Conclusions

Advances in computational ability, theoretical understanding and optical techniques have allowed combustion to be studied in more depth. Cleaner fuels such as hydrogen and syngas have received much attention in recent decades. However, the properties of hydrogen are very different to the properties of other mainstream fuels such as methane and propane. Therefore, the differences between hydrogen and these hydrocarbons must be properly understood for the development of combustion devices.

An impinging flame configuration gives a simple geometry, good optical access and a controllable experimental environment, which is excellent for the study of flame-wall interactions of jet flames. Research in impinging flames has been reviewed, and most researchers study methane or butane flames impinging onto water cooled plates to look at the heat flux distribution. This thesis will use uncooled plates and will look at the temperature profiles of the flame impinged plates, rather than the heat flux, as the wall temperature can give information into the flame wall interaction and radiation losses from the plate. In addition, hydrogen and syngas will be the main fuels studied in this thesis as these fuels are becoming more widely used but their properties differ greatly from hydrocarbon fuels. The fuels will also be compared to propane and methane.

The schlieren technique is excellent for visualising convective plumes and density gradients in jet flames, and with high speed imaging, can allow high spatial and temporal resolution of the density structure of the jet flames. The mixing regions, convective motion and turbulent structures can be visualised, and these will be applied in an impinging flame configuration, which has been studied in less depth with the schlieren technique than for free jet flames. A method for quantifying the turbulent structures from the schlieren images will be developed and schlieren will also be used for observing the flame front propagation following ignition in an impinging flame configuration.

PIV can give quantitative information about flow fields and velocity distributions in impinging flames. PIV was attempted in this thesis but was unsuccessful due to various limiting conditions. These will be discussed in the next chapter.
Chapter 2: Literature Review

Thermal imaging cameras are able to record 2D quantitative images of the temperature of the impingement plate. The experimental technique is non-intrusive and can give high spatial resolution when compared to thermocouples, which would give spot readings and require drilling. Thermal imaging can be a useful tool for monitoring combustion systems, for example spotting hot spots or low temperature regions where damage or flame quenching may occur. This thesis will develop the thermal imaging technique for use with impinging flames. A flame switch-off method will be developed in order to obtain thermal footprints of the flame impinged plate, and to give measurements of the high temperature, uncooled surface. The thermal footprints will also be used to calculate radiation losses from the plate, which so far have not been widely studied. An iterative emissivity correction method will be developed in order to deal with surfaces whose emissivity depends on the temperature being measured, using fused quartz as a basis. The effect of plate material will be studied by also using a heavily oxidised steel plate. The thermal footprints will be used with the schlieren technique to test the effects of flame-wall interactions of propane, hydrogen and syngas flames. The methodologies mentioned will be described in the next chapter.

The areas to be studied in this thesis will be in two parts; firstly, the effects of fuel and flow conditions on the flame wall interactions of hydrocarbon, hydrogen and syngas flames impinging normal to a flat, uncooled plate will be studied using two nozzle diameters and two plate materials. This will allow information to be gained regarding hydrogen and syngas impinging jets at a range of experimental conditions. The wall temperature measurements will give quantitative information about the wall temperature profiles, which can be compared to the schlieren and direct images. The results will also be compared to propane impinging jets, and the effects of nozzle-to-plate distance and plate material will be analysed. Secondly, the flame propagation of impinging hydrogen jets will be studied, focusing on the effect of ignition location and comparing to impinging methane jets, and hydrogen with carbon dioxide and air addition. This will add to the limited research concerning the ignition and flame propagation of hydrogen impinging jet flames.

Advanced optical techniques will be utilised and developed in order to study the flame wall interactions and flame propagation of impinging flames of hydrogen and syngas under various flow conditions. Comparisons will be made with flames of propane and
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methane and with varying syngas compositions. CHEMKIN and Gaseq will be utilised to calculate the 1D laminar flame speeds and adiabatic temperatures of the compositions used, which will aid in the physical understanding of the results obtained.

The theory and application of various experimental techniques has been discussed, along with a review of impinging flame studies. The next chapter deals with the specifics of the experimentation used in this thesis, including the burner, piping and impingement plate configuration, the gas control system, and the schlieren, direct imaging and thermal imaging setup. The methodologies for the flame switch off technique, thermal profiling, steady state determination, temperature dependent emissivity, radiation loss calculations, flame front propagation, and turbulent structure quantification will be described in the next chapter. Details of the PIV setup will also be discussed along with the problems faced with this technique for the aforementioned configuration. The computations using CHEMKIN and Gaseq will be discussed in the chapter following that.
3. Experimental Setup and Methodologies

3.1. Introduction

The main principles of various experimental techniques have been given in Chapter 2. This chapter focuses on the experimental setup and apparatus used in the remainder of the thesis. The specifications will be given, including for the flow control methods and imaging tools. The methodologies developed will be described, including an accuracy evaluation of each methodology.

3.2. Rig Setup

This section gives details of the rig used in the experiments. The details of the burners, plate holder and plate materials will be given, followed by a description of the mixing system, ignition methods, fuels and flow control.

3.2.1. Burners

There were two burners, with different nozzle sizes, used for the gaseous fuels in this thesis. Both burners had circular nozzles with pipes long enough to obtain fully developed flow. The nozzles and burner housing were made from stainless steel.

**Small Nozzle**

The first ‘small burner’ (Figs. 3.1a and b) had a nozzle inner diameter of 4.6 mm which was surrounded by a honeycomb mesh (37.8 mm diameter) that could allow the flow of air (coflow) around the nozzle. This burner was designed and built at the University of Manchester. The nozzle size allowed a range of flow conditions depending on the flow rates achievable for each individual flow controller, which will be discussed in Section 3.2.3. It also helped to prevent flashback due to the small interior piping, which would take heat away from the flashback flame before it could travel to the main fuel pipes. However, flashback was still a risk with the hydrogen flames, and so the hydrogen compositions were diluted with $1.67 \times 10^{-5}$ m$^3$ s$^{-1}$ nitrogen in order to prevent flashback. However, the nozzle size was too small to admit PIV measurements due to seeding particle clogging. The coflow section allowed a straight flow of air or inert gas to surround the main flame. Coflow air helps to stabilise flames and suppress flickering [113, 160]. The coflow was fed into a separate section whereby the air was fed through glass beads, which aided mixing and gave a uniform flow, and exited the burner through
the honeycomb which straightened the flow (Fig. 3.1a). Coflow was used in some of the experiments but was mostly not used. The burner housing was painted black in order to reduce thermal reflections from the burner to the plate for the thermal imaging measurements.

![Diagram](image)

Figure 3.1: (a) Cross section and (b) Outward image of the 4.6 mm nozzle, straight coflow burner and (c) Cross section and (d) Outward image of the 8.0 mm nozzle, swirl coflow burner.

**Large nozzle**
The second burner (Figs. 3.1c and d) had a larger nozzle size of 8.0 mm (inner diameter). This allowed larger flow rates to be used without blow-out occurring. This meant that the thermal loading could be tested to higher values with lower nozzle exit velocities. The larger nozzle presented a greater risk of flashback, since the inner diameter of the nozzle was larger and so would take more time to quench the flame. Adding nitrogen reduces the laminar flame speed as will be discussed in Chapter 4, and increases the nozzle exit velocity so that the risk of flashback is reduced. The larger nozzle burner was designed to allow PIV measurements of the fuel stream to be taken, since the nozzle size and flow velocity could be large enough for the seeding particles to pass through without getting stuck and clogging up the pipes. However, many problems occurred with the PIV measurements as will be described in Section 3.7.
This burner was designed by the author at the University of Sheffield. It had a section for coflowing air to exit in a swirling motion. It did this by having the air enter a small chamber at the base of the burner, via two pipes that were tangential to the cylindrical surface. This caused a turning motion before the air was fed into a conical chamber where it slowed down and mixed via diffusion before exiting the burner in a swirling motion. However, coflow was not used on the second burner due to time restraints, and is reserved for the scope for future work.

3.2.2. Impingement Plates and Device

This section gives details of the device used for holding the plate above the flame, and of the specifications of the two plates used in the experiments.

**Device**

A schematic diagram for the device that held the plate is shown in Fig. 3.2. It consisted of a heavy stand, capable of holding the plate in place without wobbling. A vertical knife edge and a screw system with a turning knob were installed to move the plate up and down accurately to 1 mm. The plate was supported by an upper ring, 0.39 m in diameter, with three small, evenly spaced spindles to hold the plate at the edges without causing disturbances in the flow. The device allowed the plate to be held horizontally without wobbling and the plate could be moved up to 0.8 m in the vertical direction.

![Diagram of the device](image)

**Figure 3.2:** Device for holding the plate (a) Side view and (b) Top view.

In all cases in this thesis, the plate was held horizontally above a vertical impinging jet flame. The device allowed viewing horizontally from the side, used for the schlieren, direct imaging and PIV measurements, and from the bottom (at a minimum angle of 40°
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to the plate normal) used for thermal imaging and direct imaging. The specific setups for these experimental techniques will be discussed in Sections 3.4 to 3.7.

Plate Materials
The experiments were performed using impinging flames of various fuels and flow conditions. In addition to this, two different impingement plates were used. The first was a heavily oxidised stainless steel plate, 0.3 m in diameter and 10 mm thick. The emissivity of oxidised steel is widely known to be insensitive to temperature, and its value was taken as 0.79 from [236] (between 473 K and 873 K) and [235] (between 293 K and 811 K). The temperature ranges in these sources are very close to the temperature range of the plate in the results and so a constant emissivity of 0.79 was assumed for all cases. This allowed the thermal imaging measurements to be made without emissivity corrections. However, for some of the experiments the plate had been polished, and became unevenly oxidised when heated. This allowed oxidisation effects to be explored and will be discussed in Section 5.2.5. In addition, for some cases the surface was coated with soot, and so a constant emissivity of 0.96 was assumed for these cases [237, 238].

The other plate was a fused quartz plate, 0.3 m in diameter and 6 mm thick. The emissivity of quartz varies with temperature, which allowed experiments to be performed regarding this emissivity-temperature dependence. This will be discussed in Section 3.6.4. Unfortunately, the quartz plate cracked when heated with the hydrogen flame, due to uneven thermal stresses, and so the results for the quartz plate are limited to propane flames.

3.2.3. Fuel and Flow Control
This section deals with the specifics of the fuel compositions, ignition methods, flow control and gas mixing systems.

3.2.3.1. Fuels
The fuels for both burners were supplied from gas cylinders, which were kept outside for safety reasons. The individual gases were propane (C\(_3\)H\(_8\)), methane (CH\(_4\)), hydrogen (H\(_2\)), carbon monoxide (CO), carbon dioxide (CO\(_2\)), nitrogen (N\(_2\)) and air. The air was supplied from an air compressor which was installed inside the lab. However, the air
from the compressor was more humid than from the cylinder, and so bottled air was substituted for the PIV experiments. This will be discussed in Section 3.7.

The propane and methane were not mixed with the other gases (except premixing air), but the gases for the syngas were mixed in order to achieve the required compositions. The mixing system will be described in Section 3.2.3.3. Compositions of syngas with the maximum values of H$_2$, CO, CO$_2$ and N$_2$ respectively were used based on data from various sources provided by Siemens, Lincoln (Table 3.1). In order for simpler experimentation at a laboratory scale, the compositions were changed by removing the minor constituents and keeping the H$_2$/CO volume ratio the same. In this way, syngas compositions named ‘high H$_2$’, ‘high CO’, ‘high CO$_2$’ and ‘high N$_2$’ were studied and the compositions are shown in Table 3.2.

| Composition | H$_2$/CO | % H$_2$ | % CO | % CO$_2$ | % N$_2$
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>High H$_2$</td>
<td>2.36</td>
<td>70.3</td>
<td>29.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High CO</td>
<td>0.50</td>
<td>33.4</td>
<td>66.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High CO$_2$</td>
<td>0.98</td>
<td>34.6</td>
<td>35.3</td>
<td>30.1</td>
<td></td>
</tr>
<tr>
<td>High N$_2$</td>
<td>0.37</td>
<td>11.4</td>
<td>31.1</td>
<td>57.5</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.1: Syngas properties taken from real syngas data.

Table 3.2: Constituents by volume of the syngas compositions with minor constituents removed.
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The propane and methane flames could become quite sooty and so an extraction system was put in place to remove the soot particles from the air. It also meant that any fuel that was leaked into the air was quickly removed. The extraction caused a slight draught in the air and so the burner was placed directly underneath the extraction system in all cases to stop the flow being distorted. However, the extraction was not strong enough to change the flow fields and the effect of the extraction on the flame was minimal in all cases.

3.2.3.2. Ignition

For the wall temperature measurements (Chapter 5), where the ignition mechanism did not significantly affect the results, the flames were ignited with a pilot flame. This was produced by a single pulse spark Cricket Firepower Lighter, which used a piezoelectric mechanism to generate voltages over very short time intervals and LPG fuel. The flame was held above the burner nozzle until a flame was established and then removed.

For the ignition experiments (Chapter 6), the flames were ignited with the same device but without the gas, so that only a spark was produced, hereafter named the ‘spark igniter’. In addition, for some of the results, an ignition device was designed in order that the ignition location could be fixed. This consisted of an electric spark generated between two steel electrodes with sharpened edges, hereafter named the ‘electrode igniter’. The spark was generated from a Kawasaki ignition-coil (TEC-KP02) and powered by a sealed lead acid battery (12 volts, 1.2 amp-hours). It produced a consistent spark voltage of approximately 1 kV. The flames were ignited at various locations between the plate and nozzle, which will be discussed, along with the accuracy of these methods, in Section 3.4.4.

3.2.3.3. Mixing System

A mixing system was designed in order that the gases for the compositions with/without premixed air were well mixed before entering the burner nozzle. The system, shown in Fig. 3.3, consisted of separate pipes for each fuel, 6mm in diameter. The flow rates were controlled by flow controllers, which will be discussed in Section 3.2.3.4, and LabVIEW, which will be discussed in Section 3.3. The gas lines were connected to a series of ‘tee’ junctions placed after the flow controllers, connecting them to the main fuel line. This pipe then led to a mixing cylinder, 500 cm³, where the fuels became well
mixed due to the diffusion of the gases from the small pipes into the large cylinder, and from vortices created in the corners of the cylinder. The mixed fuel then exited the cylinder into the second main fuel line, 6 mm in diameter, which was connected to the burner nozzle. The air for the premixing was fed into the mixing chamber in the same way as the other gases. However, the air for the coflow was separated from the premixing air before the flow controller, and fed into its own (larger) flow controller and directed to the coflow section of the burner (Fig. 3.3). The individual flow controllers will now be discussed.

Figure 3.3: Sketch of the piping system for the mixing of the gases for the fuel and separate coflow junction (not to scale).

### 3.2.3.4. Flow Controllers

The flow rates of the fuels were individually controlled by digital Gas Flow Control (GFC) Aalborg flow controllers and LabVIEW. The LabVIEW system will be discussed in Section 3.3. The flow controllers had individual maximum flow rates to allow a range of nozzle exit velocities. The maximum nozzle exit velocities, for the individual gases and for the syngas compositions are shown in Table 3.3. However, due to factors causing blow-out, flames could not be stabilised at the maximum flow rates for all fuels, and so the values in Table 3.3 are based on the flow controller capabilities and not for stable flames. The equivalence ratio and Re dependence on the blow-out and impingement plate stabilisation, and hence the actual ranges of flow conditions will be discussed in Chapter 6.
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<table>
<thead>
<tr>
<th>Gas</th>
<th>Maximum Flow Rate (m³ s⁻¹)</th>
<th>Maximum Nozzle Exit Velocity (m s⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Small Nozzle</td>
<td>Large Nozzle</td>
</tr>
<tr>
<td>H₂</td>
<td>1.0 x 10⁻³</td>
<td>60.2</td>
</tr>
<tr>
<td>CO</td>
<td>1.0 x 10⁻³</td>
<td>60.2</td>
</tr>
<tr>
<td>CO₂</td>
<td>1.0 x 10⁻³</td>
<td>60.2</td>
</tr>
<tr>
<td>High H₂</td>
<td>1.4 x 10⁻³</td>
<td>84.2</td>
</tr>
<tr>
<td>High CO</td>
<td>1.5 x 10⁻³</td>
<td>90.3</td>
</tr>
<tr>
<td>High CO₂</td>
<td>2.8 x 10⁻³</td>
<td>168.5</td>
</tr>
<tr>
<td>High N₂</td>
<td>1.4 x 10⁻³</td>
<td>84.2</td>
</tr>
<tr>
<td>C₃H₈</td>
<td>1.0 x 10⁻³</td>
<td>60.2</td>
</tr>
<tr>
<td>CH₄</td>
<td>1.0 x 10⁻³</td>
<td>60.2</td>
</tr>
<tr>
<td>N₂</td>
<td>8.3 x 10⁻⁴</td>
<td>50.1</td>
</tr>
<tr>
<td>Premix Air</td>
<td>8.3 x 10⁻⁴</td>
<td>50.1</td>
</tr>
<tr>
<td>Coflow Air</td>
<td>3.3 x 10⁻³</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.3: Maximum flow rates and corresponding nozzle exit velocities for each gas and nozzle size.

The flow controllers use a primary flow conduit and a capillary sensor tube, both at laminar flow so that the ratio of the flow rates is constant [259]. Temperature sensing windings on the sensor tube are then heated and the gas flow transports heat from the upstream to the downstream positions. This causes a temperature differential that is proportional to the change in resistance of the windings, which is in turn linearly proportional to the instantaneous flow rate [259]. Output voltage signals are then generated, which correspond to the gas flow rate.

The gases flow through a proportionating electromagnetic valve with an appropriately selected orifice in order to maintain the flow rate at the selected value [259], which is controlled by the LabVIEW system. Due to this method of controlling the flow rates, slight fluctuations occur, but these do not significantly affect the results. Therefore, all flow rates quoted in this thesis are the averaged flow rates produced by the flow controllers. The next section describes the LabVIEW system used for controlling the flow rates of the individual gases, including using LabVIEW to calculate various properties of the fuels depending on the flow rates used.
3.3. LabVIEW

LabVIEW is a computer program that allows the calculation of equations and the control of devices via an image based programming language. In order to control the individual flow rates of the gases, a LabVIEW Virtual Instrument (VI) was used. This VI allowed the user to input the desired flow rate and would send the signal to the flow controllers using a data acquisition (DAQ) card system. This meant that the gases could be accurately mixed to the correct proportions.

Modifications were made to the VI so that values of Reynolds number (Re), equivalence ratio ($\phi$), nozzle exit velocity ($v$), thermal loading, viscosity ($\mu$), density ($\rho$), molecular weight, Wobbe number and total flow rate could be seen on the screen. It also gave values of mass and volume percentages of the individual fuel components. However, due to the small fluctuations in the voltage readings of the DAQ card these values also fluctuated. Therefore, a separate VI was designed to calculate these values using a manual input of the individual flow rate values. The front panel (i.e. the user interface) of this VI is shown in Fig. 3.4. When CH$_4$ was used, the values for C$_3$H$_8$ were changed to those for CH$_4$, as these controllers shared one data cable.

An example of the use of the block diagram (i.e. the programming space) of the VI is shown in Fig. 3.5. This example is for the nozzle exit velocity calculations. More details of the other calculations and the whole block diagram are given in Appendix A. The nozzle exit velocity was calculated from Eq. 3.1:

$$v = \left( \frac{F}{\pi r^2} \right) \left( \frac{0.001}{60} \right), \quad (3.1)$$

where $v$ is the nozzle exit velocity (in m s$^{-1}$), $r$ is the nozzle radius, $F$ is the total flow rate (in litre/minute) and 0.001/60 is the conversion factor for changing litre/minute into m$^3$ s$^{-1}$.
Figure 3.4: Front Panel of the LabVIEW VI at an example flow mixture.
In the VI (Fig. 3.5) the flow rate values were used as the input commands and summed to give the total flow rate. The nozzle radius was added as an input and this was squared (multiplied by itself in the bottom middle of Fig. 3.5) and multiplied by \( \pi \) to give the nozzle area. The total flow rate was then divided by the nozzle area and multiplied by \( 0.001/60 \) to give the fuel exit velocity as in Eq. 3.1. This small block diagram is a section taken from a larger block diagram (see Appendix A) which includes the other calculations shown in the front panel in Fig. 3.4.

Figure 3.5: Nozzle exit velocity calculations using LabVIEW.

LabVIEW can be a very useful tool for quickly calculating the properties of given gas mixtures, and for electronically controlling the individual gas flow rates. It was used to find the flow rates of the mixtures at specified conditions, for example finding a mixture of a certain composition at a certain thermal loading and equivalence ratio. The VI (Fig. 3.4) was used prior to the experiments, adjusting the flow rates using a trial and error method until the desired conditions were met. The resulting flow rates were then inputted into the VI that was connected to the rig and was used to control the gas flow rates.

The experimental apparatus used for controlling the flow and igniting and mixing the fuel, and the rig have been described. The following sections deal with the specifications and methodologies for the various diagnostic techniques. Accuracy evaluations will also be given for each of the methodologies described.
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3.4. Schlieren

3.4.1. Experimental Setup

*Specifications and Configuration*

The schlieren technique (described in Section 2.3.3.1) was used for visualising the density distributions within the flame and surrounding gases. The Z-type arrangement was used (Fig. 3.6) as this was easier to accommodate in the lab since it requires less space. A monochrome Photron SA 1 high speed camera was used to capture the results. \( \lambda/10 \) grade parabolic mirrors were used to ensure high quality results. The light source was a 500 W Xenon lamp, which gave a high enough intensity of light for the schlieren technique.

![Figure 3.6: Z-type schlieren setup.](image)

*Procedure*

The mirrors had a focal length of 3.048 m and a diameter of 0.3048 m. When setting up the schlieren, lens 1 (Fig. 3.6) was used to focus the light onto mirror 1 and then the angle of mirror 1 was adjusted so that the beam fully covered the area of mirror 2. A screw was then placed on top of the burner nozzle, and lens 2 was used to focus the image onto the camera, using the screw thread as a visual aid. The knife edge was then positioned at the focal point of the beam from mirror 2 and adjusted until the darkness of the image was correct. The camera was turned on and connected to the Photron.
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FASTCAM Viewer software during the setup to help with the focusing of the image and the adjustment of the knife edge.

The analysis procedures for the various schlieren diagnostics will now be given, along with accuracy evaluations for each methodology.

3.4.2. Impinging Flame Structure

Methodology

The schlieren images were used to visualise the flow structure and turbulence. Structures such as the flame boundaries between the products and the ambient air, and the products and reactants, unburned fuel, position of the hot gases and heat convection can easily be seen with the schlieren technique (Fig. 3.7). However, the schlieren imaging gives an integrated view of the changes in density throughout the flow field, and is not a ‘2D slice’. Therefore, some obscuring is seen by the hot gases towards the front and back edges of the plate (Fig. 3.7), which bend downwards, due to flame bulging in the outward radial direction [11]. This causes the hot gas region to appear thicker than it actually is in the stagnation region.

Figure 3.7: Example schlieren image of a lifted propane flame showing the positions of the nozzle and plate, flame edge, hot gases, unburned fuel and convection currents off the top of the plate.

In addition, the 3D qualities of the flame might make the flame appear differently on the image than in reality, for example if the flame is lifted on one side the schlieren might not pick up this information depending on the viewing angle. However, much
information can be gained by using schlieren imaging, particularly when used with other techniques, as will be shown in Chapter 5.

**Accuracy**
The images captured in this work were all taken using the maximum shutter speed of 1 μs and a frame rate of 1000 fps. The high shutter speed allowed good temporal resolution and ensured that there was no blurring of the image even when the velocity of the fluid was high. The frame rate allowed high speed analysis to be performed on the schlieren images. The camera resolution of 1 Megapixel (MP) was high enough to allow visualisation of small features in the flow such as the unburned gases and small scale turbulent structures. A quantitative methodology was also developed to analyse the turbulent structures visible in the density fields of the impinging flames and this will be discussed now.

### 3.4.3. Wrinkle Scale Methodology

**Methodology**
A typical schlieren image of an impinging flame can clearly show two distinctive regions: the fuel/air mixing region and the flame/hot gas/air region, as these regions are visually different from one another and can be picked out by eye. Each region has characteristic scales. The wrinkling scale in the fuel/air region is small in comparison with the flame/hot gas/air region due to the much lower density in the latter. It is reasonable to say that more ambient air mixing with the hot combustion gases would reduce the average size of the turbulent structures, especially when the Reynolds number (based on the nozzle diameter) is the same or very close, due to the added mixing in this region. In addition, the flame edge and unburned fuel streams can also be seen. Analysis of turbulence wrinkling scales was performed using the schlieren images in the following way.

The schlieren images give a visual distribution of the integrated density gradients in the flame, unburned fuel and hot gas/flame impingement regions (Figs. 3.8a (i) to (iii) respectively). A methodology has been developed to quantify the size of these turbulent structures, whereby the lines in the image were detected using the MATLAB line detection tool (Fig. 3.8b). The percentage of space occupied by boundaries (white pixels/total pixels) was defined as the ‘wrinkle scale’. This gives an estimate of the
average number of the turbulent structures in each area and so the smaller the value of the wrinkle scale, the larger the average size of the structures and vice versa.

![Example schlieren image with (i) The flame region, (ii) The fuel region and (iii) The impinging region and (b) Corresponding line images.](image)

**Interrogation Areas**

From the image (Fig. 3.8a), it is clear that there are distinctive small scale and large scale ‘wrinkles’ in the flame, unburned fuel/air and hot gas/air zones (Fig. 3.8a (i to iii) respectively). Three interrogation areas were assigned to these zones and they are defined as ‘flame’, ‘fuel’ and ‘impinging’ respectively as shown in Fig. 3.8. The flame area was defined as an area starting 5 mm left of and 4 mm up from the nozzle and spanning an area of 5 mm to the left and 64 mm upwards (Fig. 3.8a (i)). The fuel area was defined as an area enclosed by 5 mm to either side of the nozzle and spanning upwards by 25 mm for the pure hydrogen flames and 67 mm for the syngas flames (Fig. 3.8a (ii)), due to the larger height of the unburned fuel for the syngas cases (Section 5.5). The impinging area was defined as an area from the centre line, 4 mm down from the plate and spanning an area of 0.1 m to the left and 33 mm downwards (Fig. 3.8a (iii)). In this way, different regions of the flame and different flame conditions could be compared in terms of the size of the turbulence scales.

**Accuracy**

The areas were chosen to ensure that the interrogation zones were of equal size and position for the various cases and so that they did not go outside of the flame area, which would give a larger amount of empty space and so would reduce the wrinkle scale value. The resolution of each image was kept the same so that the wrinkle scales
could be comparable between cases. The methodology was developed in order to compare the flame wall interaction of different flow conditions in the same setup, and not as a general methodology for quantifying turbulence in flames.

The wrinkle scales for ensemble averages of sequences of 26 images at time intervals of 1 ms were calculated for the three flame interrogation areas. The analysis was only performed on the cases with notable turbulent structures visible in the schlieren images, which were the hydrogen premixed cases and the syngas cases (Sections 5.4.4.2 and 5.5 respectively).

3.4.4. Flame Front Propagation

Methodology
Schlieren was also utilised for the analysis of the ignition and flame propagation characteristics of impinging flames. The flame edge position can be seen due to the large density variations between the burned and unburned gases. The propagation of the boundary between the hot products and the reactants/ambient air mixture will be studied and the results will be presented in Chapter 6.

Images from the points of ignition to attachment were captured using high speed schlieren imaging. The images were then analysed in the following way: The pixel information was used to calibrate the height per pixel from the nozzle to the plate. A sequence of images, starting with the ignition and ending with the flame attachment to the nozzle or contact with the plate, was used for the analysis, in which the height of the flame boundary at the centre line was plotted. Five ignition locations were studied; ignition at the centre of the plate, at radial plate locations of 50 mm and 100 mm from the centre, and axial locations of half way between the nozzle and the plate and at the nozzle itself. Example sequences of images for the ignition process for the plate centre, between the nozzle and the plate and the nozzle locations are shown in Figs. 3.9a to c respectively. The analysis was done for the lower flame boundary in the cases where the flame was ignited at the plate and in the middle, named ‘Plate’, ‘Plate, 50 mm’, ‘Plate, 100 mm’ and ‘Middle, Down’ respectively. It was done for the upper flame boundary for the cases where the flame was ignited at the nozzle and the middle locations, named ‘Nozzle’ and ‘Middle, Up’ respectively, since the flame propagated upwards and downwards when ignited in the middle (as shown in Fig. 3.9b).
Figure 3.9: Example of ignition sequences for hydrogen diffusion flames at 10 ms\(^{-1}\) when ignited at (a) The plate, (b) The middle and (c) The nozzle, with 0.04, 0.001 and 0.002 s between images respectively.
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The heights of the respective flame boundaries at the centre line were then plotted against time, with ignition at \( t = 0 \) s. In addition, for the cases ignited at 50 mm and 100 mm from the plate centre, the radial position of the flame was plotted as well. From these plots, best fit polynomials of the order of 3 to 6 were fitted to the data, and the derivatives were found and used to plot the velocity of the flame front at the centre line against time. Figures 3.10a and b show examples of the height and velocity plots respectively for hydrogen flames at 10 m s\(^{-1}\). The data points in Fig. 3.10b are for the velocity calculations using \( \Delta h/\Delta t = (h_2 - h_1)/(t_2 - t_1) \), whereas the lines are for the calculations using the gradients of the best fit polynomials as described above. It can be seen that the lines taken from the best fit polynomials fit the data quite well but they do not take into account the zero velocity condition at \( t = 0 \). However, these lines give much smoother curves and remove the disjointedness that arises from the data processing. In addition, the velocity at \( t = 0 \) will be equal to the fuel velocity rather than 0 m s\(^{-1}\). However, the fuel velocity cannot be subtracted from the propagation velocity since it differs between the nozzle and the plate due to air entrainment.

![Figure 3.10: Example of (a) Height and (b) Velocity plots for a hydrogen diffusion flame at 10 m s\(^{-1}\).](image)

Pixel information was also used to calculate the spreading rates, \( \theta \), of the unburned fuel for each of the cases, as shown in Fig. 3.11. Pixel values from corner points of the ‘triangle’ of unburned fuel (before ignition) were used to calculate Eq. 3.2, where the symbols are demonstrated in Fig. 3.11, with the coordinate in the top left corner of the image at (0, 0). The spreading rate was used to qualitatively represent the amount of mixing with the ambient air in the shear layer.
\[
\tan(\theta) = \frac{[(x_2 - x_1)/2] - [(x_{02} - x_{01})/2]}{y_0 - y_1}
\]  

(3.2)

Figure 3.11: Example of the co-ordinate locations for calculating the spreading rate.

**Accuracy**

The flames in Sections 6.3.3 and 6.4 were ignited with the spark from the Cricket Firepower Lighter, judging the positions by hand. Each spark was produced by pressing the button manually. There were slight changes in the position of the igniter for each separate case, but this did not affect the results significantly compared to the larger changes in ignition location that were the subject of the study, and it was attempted to get as close to the plate centre, middle and nozzle as possible for the plate, middle and nozzle locations respectively. The spark generated hot gas pocket was approximately 20 mm in diameter before ignition took place, and so small changes in axial/lateral position of the igniter did not affect the results due to the large size of the spark in contact with the fuel/air mixture at the point of ignition.

Figure 3.12 shows the differences for two attempts with a small change in lateral position for the case of pure hydrogen diffusion flames at 28 ms\(^{-1}\). Attempts 1 and 2 were with the igniter at 0.01 m and 0.002 m from the centre of the plate respectively. It can be seen that there is a difference in the height and velocity values, however, the trends are the same and of similar time scales (within 3 %). There are many uncontrollable factors that affect the repeatability of the results, such as fluctuations in the flow controllers that will affect the local flow velocity, fluctuations in ambient temperature and pressure, plate temperature and igniter power. In addition, the electrodes were not always a constant distance apart for the electrode igniter. The
differences in propagation time from the point of ignition to attachment were compared for two repetitions for most of the cases studied. On average, the difference between the propagation times, \( t_1 \) and \( t_2 \) (i.e. \(|t_1-t_2|/(t_1+t_2)/2\)), for two repeated cases is 18.8 %, with the differences for turbulent, transitional and laminar flames at 19.0 %, 29.4 % and 15.2 % respectively. This is because of changes in axial position of the igniter, fluctuations in the flow velocity caused by the flow controllers, unreliability of the igniter kernel size and power and that the fuel must be ignited as soon as possible and so the fuel composition may not be perfectly steady when ignited. Therefore small changes in the igniter position do not significantly affect the results when compared to other factors.

The igniter was attempted to be in contact with the plate/nozzle for the ‘Plate’ and ‘Nozzle’ cases and so the axial position of the igniter did not significantly affect the results in these cases. The axial position for the ‘Middle’ cases can be seen by the height of the marker points at ignition (\( t = 0 \)) on the graphs. Figure 3.9 shows that although the igniter was placed within the flow, and was quite large in size, the flow field is still symmetrical, indicating that the effect of the igniter to the flow field is minimal. The electrode igniter was used for the flames in Sections 6.2 and 6.3.2. This igniter was set to a fixed height using a screw thread and so was more accurate in terms of the ignition location, although could not be used as close to the plate or nozzle as the spark igniter. In addition, it had to be removed from the flame once ignited, causing small changes in location when replaced. No shock wave could be detected in the experiments. The sparks were relatively weak and may not have produced a shock wave and so in this study the shockwave did not play a role in the ignition process.

![Graph of change in results with small change in ignition position](image)

Figure 3.12: Graph of change in results with small change in ignition position for a hydrogen diffusion flame at 28 ms\(^{-1}\), ignited at the plate centre.
The exposure time used in the high speed imaging was $1 \mu s$ and the maximum velocity observed was less than $3 \text{ m s}^{-1}$ for the methane flames, and $90 \text{ ms}^{-1}$ for the hydrogen flames, which means that the flame front moved no more than $3 \mu m$ or $90 \mu m$ within 1 frame for the methane or hydrogen flames respectively. This means that the images were sharp enough to judge the height of the flame to an accuracy of 1 pixel. However, discrepancies occurred when judging the flame front position due to interferences from convection currents in the ambient air. These discrepancies were no more than 4 pixels. The largest distance per pixel observed was $0.46 \text{ mm}$ and so the height measurements are accurate to $1.8 \text{ mm}$, and the error bars are too small to add to the graphs.

The accuracy of the curve fitting depends on the number of data points in the height/time graphs. For some of the cases, the velocity was so fast that only 5 data points were recorded. The curve fitting was performed in MATLAB and the lowest degree polynomial was used to give the best fit for the data and to avoid over-fitting. This method is accurate enough for the velocity trend approximations (Fig. 3.10), but not for calculating acceleration values, as this would require differentiating twice.

The propagation of the flame front is three dimensional and the schlieren images do not pick up on the 3D motion of the flame front. However, the analysis was done for the centre line of the flame front, which still gives insightful information into the propagation with or against the fuel stream flow. The main focus of the flame propagation studies is the trends of the instantaneous, time dependant propagation of the flame front at different conditions. Therefore, the results were not averaged over different cases as this would remove the instantaneous behaviour. The schlieren will be used for the aforementioned diagnostic techniques, and will be compared with the thermal imaging results and with the direct imaging. The next section deals with the use of the direct imaging camera for the impinging flames.

### 3.5. Direct Imaging

#### 3.5.1. Experimental Setup

A Casio EX-F1 6 MP digital camera was used alongside the schlieren imaging so that visual images of the flames could be compared with the schlieren images. The camera has frame rate settings from 30 to 1200 fps for recording videos, with reduced image
size (336 x 96 Pixels) for the higher frame rate. It has International Standards Organisation (ISO) sensitivity settings ranging from 100 to 1600, and shutter speeds from 60 to 1/40000 s, with an ISO of 400 representing the slowest shutter speed and 1600 the fastest. The aperture size can be adjusted from \( f_{\text{ap}} = 2.7 \) to 7.5 [260]. The shutter speed and aperture size were varied when capturing images of the flames since the hydrogen flames have a much lower emission in the visible range and so a longer exposure time creates more visible images. The shutter speed for the propane flames was reduced due to the high emission from the yellow sooty flames. This was so that images could be captured showing the flame size and shape with the best temporal resolution and brightness for each flame. Since the images were only used for qualitative visualisation, the camera settings could be adjusted to suit the flame type without affecting the results. The camera was positioned horizontally to the plate so that the images could be compared to the schlieren images. In addition, for some cases, the camera was also positioned at an angle to the plate so that the flame distribution across the plate and the flame mode could be more easily visualised.

### 3.5.2. Comparison with Schlieren

The images showed vast differences in the position and size of the visual flame and the schlieren images; Fig. 3.13 shows an example of schlieren and direct images of the same flame. The position of the hot gas layer from the schlieren image (Fig. 3.13a) is represented by the white line in the direct image Fig. 3.13b). The flame also appears thicker in the schlieren images due to the mixing of the unburned and burned gases. This allows the flame wall interactions to be analysed in terms of the visual flame and of the density variations and hot gas layers.

![Figure 3.13: Examples of (a) A schlieren image, (b) A direct image from the side and (c) A direct image from below, for a lifted propane flame.](image)

Figure 3.13c was taken at a different angle to Fig. 3.13b and shows the flame distribution across the plate but not the shape of the jet. Figure 3.13b and c also
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illustrate the differences in camera shutter speed; for the higher shutter speed (Fig. 3.13c) the temporal details of the flame can be seen but the lower shutter speed (Fig. 3.13b) shows the flame colour and position. In addition to the flame visualisation, thermal imaging was used to measure the wall temperature. This will be discussed now.

3.6. Thermal Imaging

In addition to the flame structure visualisation techniques discussed, thermal imaging will be used to study the flame wall interaction in terms of the temperature distribution across the plate. Various methodologies have been developed in order to utilise thermal imaging as a tool for impinging flame analysis. These methods will be described in this section and the results will be presented in Chapter 5.

3.6.1. Experimental Setup

Camera Types
Two thermal imaging cameras were used; the FLIR SC3000 and the FLIR SC640. The mechanisms of these cameras have been described in Section 2.3.2.1.2. The SC3000 uses the self-cooling analysis system and the SC640 uses the uncooled microbolometer focal plane array. The specifications of each camera are outlined in Table 3.4.

The SC3000 was used for the experiments in this thesis due to the lower wait time and the higher frame rate. The SC640 has a higher spatial resolution and so was also used for some experiments. However, these results are not presented here as they were for comparison with the PIV measurements which were unsuccessful as will be discussed in Section 3.7. When balancing out the advantages of each camera, the SC3000 was more suited to the experiments, since portability and quick cool down times were not particularly required, whereas a high frame rate at a large picture size and a short wait time were very advantageous. In addition, the resolution of the SC3000 was sufficient.
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<table>
<thead>
<tr>
<th>Feature</th>
<th>FLIR SC3000</th>
<th>FLIR SC640</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mechanism</strong></td>
<td>Self-cooling analysis system.</td>
<td>Uncooled microbolometer focal plane array.</td>
</tr>
<tr>
<td><strong>Frame rate</strong></td>
<td>50 Hz with no reduction in viewing area, to 750 Hz with reduced viewing area size.</td>
<td>15 Hz with no reduction in viewing area, to 30 Hz with reduced viewing area size.</td>
</tr>
<tr>
<td><strong>Cool down time</strong></td>
<td>Approximately 6 minutes.</td>
<td>No cool down time.</td>
</tr>
<tr>
<td><strong>Size/Portability</strong></td>
<td>Large heavy camera and equipment not suitable for portable use with PC.</td>
<td>Smaller camera and equipment (weighing 1.7 kg) for portable use.</td>
</tr>
<tr>
<td><strong>Wait time/availability</strong></td>
<td>Needs to be booked 2-3 months in advance.</td>
<td>Needs to be booked &gt; 5 months in advance.</td>
</tr>
<tr>
<td><strong>Software</strong></td>
<td>ThermaCAM Researcher.</td>
<td>ThermaCAM Researcher.</td>
</tr>
<tr>
<td><strong>Temperature range</strong></td>
<td>253 K to 2273 K.</td>
<td>233 K to 2273 K.</td>
</tr>
<tr>
<td><strong>Accuracy</strong></td>
<td>± 1 % for temperatures up to 423 K and ± 2% for temperatures over 423 K.</td>
<td>Unspecified.</td>
</tr>
<tr>
<td><strong>Thermal sensitivity</strong></td>
<td>20 mK at 303 K.</td>
<td>60 mK at 303 K.</td>
</tr>
<tr>
<td><strong>Spectral range</strong></td>
<td>8 to 9 μ.</td>
<td>7 to 13 μ.</td>
</tr>
<tr>
<td><strong>Resolution</strong></td>
<td>320 x 240 pixels.</td>
<td>640 x 480 pixels.</td>
</tr>
</tbody>
</table>

Table 3.4: Properties of the SC3000 and SC640 thermal imaging cameras.

**Setup**

Figure 3.14 shows the setup used for the thermal imaging. The thermal imaging camera was positioned at an angle of 45° to the plate normal for the quartz plate and 40° for the steel plate, which was the smallest angle achievable in the setup while being able to observe enough of the plate. This was acceptable since the directional emissivity for non-conductors is generally constant for angles less than the grazing angle of 40° for conductors and 70° for non-conductors [132]. Also, diffuse emissivity is nearly always an acceptable approximation, even though glassy materials may display strong secular peaks [130]. Since the angles were kept the same for the same plate material, the results could be quantitatively compared meaningfully. The methodologies developed for the thermal imaging analysis of impinging flames will now be discussed.
3.6.2. ‘Flame Switch Off’ Method

Methodology
The spectral ranges of both cameras were too small to measure the flame temperature due to the high range of emissions from the flame. Therefore the thermal imaging was used to measure the plate temperature by obtaining a ‘thermal footprint’ of the flame on the plate. This was done by heating up the plate at the set flow conditions and waiting until a steady state was reached. The steady state was determined by watching the temperature readings at particular ‘spots’ on the image (SP01, SP02 and SP03 in Fig. 3.15) and waiting until the temperature was no longer rising. This means that the temperature has reached a steady state since the amount of heat being put into the system from the flame is equal to the amount of heat lost to the atmosphere and to the plate. The large fluctuations seen in the first part of the graph in Fig. 3.15b are due to the flame emissions and movement. Three spots were chosen at different radial positions, and hence different temperature regions, for higher accuracy.

Once a steady state was achieved the camera was set to record at 50 Hz for the SC3000 and 15 Hz for the SC640, so that a high frame rate could be reached without loss of viewing area. The temperature could not be monitored while recording due to the slow buffering rate. The flame was then switched off suddenly at the valve and the 1st image without a flame was used for the analysis (for example the last image in Fig. 3.16). The plate was then left to cool before the next case (negative gradient curves in Fig. 3.15b).
Figure 3.15: (a) Snap shot of thermal image with the flame impinging on it and three spot positions (b) Screen snap shot of the graph showing the temperatures of the spots against time, displaying the heating and cooling of the plate.

Figure 3.16: Example sequence of the flame switching off (each image is 0.02 s apart).

**Accuracy**
The SC3000 gave a greater accuracy in this method due to the higher frame rate of the camera. The maximum temperature variation for the quartz plate was less than 1% within the first 0.2 s and for the steel plate was < 1% in the first 1.5s, giving an accuracy of 1% for the quartz plate and 0.13% for the steel plate over 0.2 s between switching off and the flame becoming completely extinguished (Fig. 3.16). Due to the high thermal inertia of the plate, the temperature can be measured in this way to represent the temperature of the plate while the flame is impinging on it. Certain
analysis tools available in the software could then be applied to the image for image processing and analysis and these will be described now.

3.6.3. Thermal Profiling

**Methodology**

In order to profile the thermal footprint of the plate, the pixel information for the plate temperature values were extracted for a line taken across the centre of the plate (Fig. 3.17a) using the THERMACAM Researcher software. From this profile, the temperature along the centre line of the plate was plotted against radial distance and defined as the ‘temperature profile’ of the plate (Fig. 3.17b). Steep temperature gradients near the ends of the line demarcated the positions of the edges of the plate.

![Figure 3.17](image)

Figure 3.17: (a) Thermal image of the steel impingement plate heated by a premixed propane flame and (b) Corresponding thermal profile.

The heat transfer to the plate can occur via three different scenarios: heat transferred from the direct flame impingement (i.e. the combustion zone), hot gas impingement (i.e. the products) or the fuel and air mixture impingement (i.e. the reactants). The heat transferred from the flame will be higher than that of the products, which will in turn be higher than that of the cool reactants. The thermal footprints can be used to identify the most likely scenario at certain plate locations, and can aid the understanding of how the flame conditions can affect the heat transfer to the plate. A peak in the temperature
profile indicates that heat is flowing away from that location in both radial directions (Fig. 3.17b, point A), and so it is likely that the actual flame is impinging on the plate at this location. On the other hand, a dip near the stagnation region (Fig. 3.17b, point B) indicates that heat is flowing inwards towards the centre of the plate, showing that unburned fuel or fuel/air mixture reaches the plate at this region. The schlieren and direct images can help to verify this information.

In addition, radiation losses from the plate were calculated using a trapezoidal numerical integration of the radiation heat loss equation (Eq. 2.24, p. 30) in MATLAB. For the steel plate, the pixel temperature information was used for $T(r)$, and $\varepsilon(r)$ was set at 0.79, or 0.96 for the plates covered in soot. The method for the quartz plate will be discussed in Section 3.6.4.

**Accuracy**

The average distance per pixel was 150 mm per 150 pixels, giving a maximum error of 0.7 % in the radius distance measurements. The error in the temperature measurements as discussed in Section 3.6.2 is maximum 1 % for the quartz plate and 0.13 % for the steel plate, for the switch off method. However, differences in temperature will occur depending on the determination of steady state. Since the temperature increase when being heated is exponential, and due to the variations in temperature due to the flame, it can be difficult to assess when a steady state has been reached (Fig. 3.15). This will produce less repeatable results. Figure 3.18 shows two attempts for propane flames impinging on the steel plate at various equivalence ratios. It can be seen that there are quite large differences for the diffusion and $\phi = 15.8$ cases (around 10 %), but not much difference for the other premixed cases (around 1 %). The average change between two cases taken at positions of 0, 0.05, 0.1 and 0.15 m from the stagnation point is 5.1 %.

The emissivity must be inputted into the software and if the incorrect emissivity is entered then the error will be significant. Using a typical temperature value of 688 K from a thermogram of the steel impingement plate; when the emissivity was changed from 0.79 to 0.80 or 0.78 the temperature changed by 0.4 %. However, when the emissivity was changed to 0.7 or 0.9, the difference was 4 %, and for 0.6 it was 17 %. For a lower temperature reading of 457 K, the values are 0.3 %, 3 % and 6 % respectively. Therefore the error in the temperature reading with respect to the
emissivity for the steel plate is around 0.4 %, since the emissivity is accurate to 1 decimal place. The emissivity for the quartz plate will be discussed in Section 3.6.4. The temperature values were not compared to thermocouple readings due to the need for drilling and also since the thermocouples could not withstand the high temperatures produced by the direct flame impingement. This is reserved for the scope for future work.

The angular dependence of emissivity and infrared radiation was tested for the plates by taking images of the plate at angles of 30°, 45°, 60° and 75° when heated by a premixed propane flame and plotting the change in viewed temperature. The 30° angle could not be used for the experiments as the whole radius of the plate could not be seen. The differences in temperature for various radial positions results are given in Table 3.5. For the quartz plate, there is a minimal difference of less than 2 % between the temperatures for angles between 30° and 60°. However, the temperatures changed dramatically for the 75° angle, agreeing with the theory regarding the angular dependence of emissivity. For the steel plate, the temperature difference was less than 8 % between angles of 30° and 75°, but reduced to 3 % between 30° and 45° (Table 3.5). This shows that the angular dependence of the thermal radiation plays no significant role in the temperature determination, but that the angular dependence of the emissivity of the materials used in this thesis matches the theory for conductors and non-conductors [130, 132]. The next section deals with the methodology to deal with the temperature dependent emissivity properties of the quartz plate.

Figure 3.18: Differences between two attempts for propane premixed flames using the flame switch off method.

The angular dependence of emissivity and infrared radiation was tested for the plates by taking images of the plate at angles of 30°, 45°, 60° and 75° when heated by a premixed propane flame and plotting the change in viewed temperature. The 30° angle could not be used for the experiments as the whole radius of the plate could not be seen. The differences in temperature for various radial positions results are given in Table 3.5. For the quartz plate, there is a minimal difference of less than 2 % between the temperatures for angles between 30° and 60°. However, the temperatures changed dramatically for the 75° angle, agreeing with the theory regarding the angular dependence of emissivity. For the steel plate, the temperature difference was less than 8 % between angles of 30° and 75°, but reduced to 3 % between 30° and 45° (Table 3.5). This shows that the angular dependence of the thermal radiation plays no significant role in the temperature determination, but that the angular dependence of the emissivity of the materials used in this thesis matches the theory for conductors and non-conductors [130, 132]. The next section deals with the methodology to deal with the temperature dependent emissivity properties of the quartz plate.
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<table>
<thead>
<tr>
<th>Radial Position (m)</th>
<th>Quartz Plate - Maximum Difference Between 30° and 60° (%)</th>
<th>Steel Plate - Maximum Difference Between 30° and 45° (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05</td>
<td>0.97</td>
<td>1.36</td>
</tr>
<tr>
<td>0.075</td>
<td>1.86</td>
<td>3.01</td>
</tr>
<tr>
<td>0.1</td>
<td>0.37</td>
<td>2.04</td>
</tr>
<tr>
<td>0.125</td>
<td>1.69</td>
<td>2.74</td>
</tr>
</tbody>
</table>

Table 3.5: The maximum temperature changes at various radial positions with change in viewing angle for the quartz and steel plates heated by a premixed propane flame.

3.6.4. Temperature Dependent Emissivity

Some materials, for example fused quartz, have emissivities that depend on temperature. This can cause problems with thermal imaging cameras, as the emissivity determines the output temperature value. This section deals with an iterative methodology used with the thermal imaging software to resolve this issue.

Emissivity of Fused Quartz

The temperature-dependent values of emissivity for fused quartz were taken from [261] for $873 \, K < T < 1329 \, K$ and from [130] for $T = 294 \, K$ (with emissivity equal to 0.93 for the room temperature value). These values are shown in Fig. 3.19 and lines of best fit for polynomial and exponential equations have been plotted, with the lines and equations shown on the graph. These best fit lines will be compared for various cases. It can be seen that the polynomial fits the data more closely. However, the turning point of the polynomial will cause problems for temperatures higher than those shown on the graphs. In addition, the two curves will grow further apart for higher temperatures. However, any temperatures higher than 1329 K calculated using this methodology should be discarded since the curve fitting only takes into account temperatures between 293 and 1329 K. In addition, since there is a large gap between 293 K and 873 K, care should also be taken for these temperatures values. However, most temperatures studied in this thesis are within the range of 873 to 1329 K.

The spectral diapasons used in [261] were 3.6 - 5.0 μm, although it is not specified whether the emissivity measurements were limited to this range or whether these were total emissivity values, and in [130] total emissivity was used. This thesis will assume that the emissivity-temperature curve will behave in the same way for the camera using
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a spectral range of 8 - 9 μm, as most surfaces, except for highly conductive metals, can be approximated as grey bodies [262].

Figure 3.19: Emissivity values for various temperatures from sources [130, 261] with the best fit polynomial and exponential curves.

**Methodology**

For the thermal profiling, the emissivity along the line had to be inputted as a constant value, giving incorrect temperature profiles. To overcome this difficulty, a series of ‘spots’ were taken along each centre-line, 8 pixels apart (crosses on the line in Fig. 3.20), whereby the emissivity of each spot could be inputted individually. An iterative procedure was then performed on these series of spots for each case in question. In order to obtain an accurate approximation, the emissivity at each spot should be determined. Initially, the emissivity can be set to any value, and in this thesis it was set to the default value of 0.98. The initial temperatures at each spot were then extracted and the first iterations of the emissivities were calculated from Eqs. 3.3 and 3.4:

\[
\varepsilon = 4 \times 10^{-7} T^2 - 0.0013T + 1.2601, \quad (3.3)
\]

\[
\varepsilon = 1.1752 e^{-9 \times 10^4 T}, \quad (3.4)
\]

where \( \varepsilon \) is the emissivity of the plate at each point and \( T \) is the temperature of the plate (in K) at the corresponding point. The emissivities were then separately inputted into the spots in the image and the first iterations of the temperatures extracted. This procedure was repeated until the emissivities had converged to two decimal places, usually requiring four or five iterations.
An example of the iterations in the temperature profiles for the polynomial and exponential curves are given in Figs. 3.21a and b respectively. The initial temperatures were taken from the data extracted from the line and the iterations were performed on the spots (Fig. 3.20), giving fewer data points. This example is for the quartz plate having been heated by a propane premixed flame and with a normalized nozzle-to-plate distance \((h/d)\) of 21.7 and an equivalence ratio of 7.9. It can be seen that the exponential and polynomial curves give different results, due to the differences in the curve fittings (Fig. 3.19). This will be discussed in more detail in Chapter 5. When the diffusion flames were used, the plate was covered in soot and so the methodology was not used for these cases. Instead the temperatures from the initial line were used with an emissivity of 0.96 as for the soot-covered steel plate.

The radiation losses for the plate were calculated in the same way as for the steel plates (Section 3.6.3), except that instead of using the pixel information from the line, the iterated spot values were used, along with the emissivities for each individual spot, giving values for \(T(r)\) and \(\varepsilon(r)\) for use in Eq. 2.24 (p. 30).
Figure 3.21: An example of the iterations for the emissivity correction method using (a) The polynomial and (b) The exponential fits.

**Accuracy**
The initial spot temperatures were matched with the temperatures from the points in the line (at each 8 pixel mark) to give distances accurate to 1 pixel, which was typically equal to 0.001 m in distance. The emissivity values are converged to 2 decimal places. Therefore, the main error from this technique is in the accuracy of the emissivity-temperature curves and of the emissivity values. The curve fittings will be discussed and compared in Chapter 5. The improvement of the accuracy of this technique is reserved for the scope for future work. For this thesis, the emissivity values from the sources and the curve fits in Fig. 3.19 will be used for the purposes of assessing the methodology and the effects of the temperature dependent emissivity of the quartz plate with respect to impinging flames. The use of PIV for the impinging flames will now be discussed.

### 3.7. Particle Image Velocimetry

In addition to the thermal imaging and visualisation techniques, Particle Image Velocimetry (PIV) was attempted in order to obtain quantitative measurements of the flow velocity near the wall. This will be discussed in this section.
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3.7.1. Experimental Setup

Particle Image Velocimetry (PIV) was attempted for mapping velocity distributions within the flow as discussed in Chapter 2. Figure 3.22 shows the schematic of the PIV setup. A double pulsed Nd:YAG laser sheet with a 532 nm wavelength, 10 mJ per pulse and a 15 Hz pulse rate was used to illuminate a cross section of the flame through the centre. A TSI POWERVIEW Plus camera was positioned perpendicularly to the laser sheet in order to capture the cross sectional image. Aluminium oxide ($\text{Al}_2\text{O}_3$) particles were introduced into the flow using a Dantec Dynamics (model 10F01) solid particle, sonic jet seeder. The $\text{Al}_2\text{O}_3$ particles were 3 $\mu$m in diameter with a density of 4000 $\text{kg m}^{-3}$.

![Figure 3.22: Schematic of PIV setup.](image)

The seeding particles were introduced into the air flow, which was connected to an 8 mm pipe to the burner. The fuel line was connected to the seeded air via a tee junction placed after the seeder to avoid risk of a fuel leak, as the seeder was not 100 % leak proof. This meant that diffusion flames could not be studied using PIV. In addition a one-way valve was installed to avoid the hydrogen leaking into the seeder via backflow.

The camera and laser were connected to a TSI LASERPULSE Synchroniser (model 610035) in order that the laser pulse, camera shutter and data acquisition could be operated simultaneously, to a 1 ns resolution. The synchroniser was controlled by Insight 3G software which was also used for data processing.

PIV can be used in this way to gain 2D velocity distributions of the particles within the flame. Information such as vorticity and velocity magnitude can also be computed. However, in order for the results to be meaningful, the particles must follow the flow accurately and must also scatter sufficient light from the laser to be picked up by the
camera. Therefore the seeding density must be large enough to scatter enough light while the particle density must be low enough to follow the flow. The seeding density must also be consistent if ensemble averages of the results are to be performed.

3.7.2. Problems

Many challenges arose when using PIV for the impinging flames in this thesis. Various solutions were put in place to deal with these problems and these will be discussed now.

Seeding Particle Agglomeration

Many problems arose when seeding the flow. The main problem was inconsistent seeding density caused by blockages in the piping system. A main cause of the blockages was the humidity in the air flow. This caused the powder particles to agglomerate. The following measures were put in place to resolve this issue. Firstly, compressed bottled air was used rather than air from the compressor inside the lab. This reduced the humidity of the air flow. In addition, the seeding particles were baked in an oven at 473 K for 10 minutes prior to the experiments. This dried the particles out before introducing them into the air flow. Figures 3.23 and 3.24 show sequences of images taken for air flow at a nozzle exit velocity of 6.5 m s$^{-1}$, with and without baking the particles respectively, for bottled air. The nozzle is located in the bottom left of the images and the plate is seen by the line at the top of the images. It can be seen that baking the particles helps to appease the particle flow through the pipes, giving nearly consistent seeding density over the sequence of images (Fig. 3.23). Whereas not baking the particles causes clogging and inconsistent seeding density as well as blocking the flow (shown by the straight flow out of the nozzle in the latter images in Fig. 3.24). This was followed by bursts of high seeding density flow (shown by the pink areas in Fig. 3.24).

![Figure 3.23: PIV sequence of air flow after baking the seeding particles.](image-url)
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Figure 3.24: PIV sequence of air flow without baking the seeding particles.

However, these images are for the flow of air, and since it is impinging flames that are the subject of this thesis, it is the near wall flow of the flames that is important. The hydrocarbon fuels could not be used due to the low air flow rates required to sustain premixed flames, whereas the hydrogen flames could exist with much higher air flow velocities. However, other problems arose when using the hydrogen flames, which will be discussed now.

**Hydrogen**

When using hydrogen, a one-way valve had to be used in order to stop the backflow of hydrogen into the seeder. The valve contained small parts and became totally blocked after each case, so that it did not stop the backflow and hydrogen leaked into the air through the seeder. Cleaning the valve between each case solved this problem, but the valve still caused the seeding particles to become stuck, and to be released in short bursts of high seeding density powder. Figure 3.25 shows a burst of high density seeding particles followed by a decline in seeding density for a typical case.

Figure 3.25: PIV sequence of hydrogen premixed flame.
In addition, when hydrogen was used, the seeding particles did not follow the flow along the plate. The drag force (Eq. 3.5) for the hydrogen premixed composition in Fig. 3.25 is 3.7 times larger than for the air composition in Fig. 3.23 (based on the nozzle exit velocities) due to the higher velocity of the former. Therefore, the high velocity change in the stagnation region caused the seeding particles to remain in the stagnation region when hydrogen was used. This was also observed by the seeding particles becoming stuck to the plate in the stagnation region in a cone shape after each case was completed.

\[ F_D = \frac{1}{2} \rho v^2 C_D A_D, \]  

(3.5)

where \( F_D \) is the drag force, \( \rho \) is the density, \( v \) is the fluid velocity, \( C_D \) is the drag coefficient, which depends on the geometry of the object, and \( A_D \) is a reference area.

**Light Scattering from the Plate**

If the seeding problems can be overcome, PIV can be a useful tool for obtaining local velocity information within the flow and can be combined with schlieren and thermal imaging to give a more complete description of the flame structure and heat transfer. However, information very close to the plate cannot be gained due to heavy scattering of light from the plate surface (shown by the pink lines at the plate location in Fig. 3.23). The height of the camera with respect to the plate can be adjusted so that the light does not scatter into the camera lens, but this reduces the amount of information regarding the flow near the wall. Lower laser intensity can also be used so that the laser does not damage the camera but this reduces the scattering intensity.

Unfortunately, the accumulation of the problems discussed and the combination of equipment and time constraints meant that PIV could not be used to analyse the flame wall interaction of impinging flames in this thesis. Therefore, the development of the PIV technique for use with the other techniques that are a main focus of the thesis is reserved for the scope for future work (Chapter 8).

### 3.8. Conclusions

Details of the experimental setup have been given, including the two burners, the plate holding device and the ignition and flow control methods. The fuels used in the remainder of the thesis have been discussed, including the syngas compositions, and the
plate materials, fuel control and mixing system have been described. LabVIEW has also been used to control the flow rates and to calculate various properties of the fuel compositions used. The setup is excellent for studying the flame wall interaction of various impinging flames due to the ability to visualise the flame and flow structures from various angles and to control the flow rates for adequate mixing of the individual fuels.

The imaging tools have been described, including direct imaging, high speed schlieren, thermal imaging and PIV. The setups of each diagnostic technique have been given in relation to the impinging flame setup. The methodologies that have been developed for these techniques have been discussed. These are the wrinkle scale technique and flame front propagation analysis for the schlieren technique, and the flame switch off method, thermal profiling and temperature dependent emissivity methodology for the thermal imaging. The comparison of the direct imaging with the schlieren imaging has also been discussed. An accuracy evaluation for each methodology has been given. It has also been discussed why PIV could not be used in the experiments in this thesis. The combined use of these experimental techniques and methodologies can allow meaningful comparison and discussion of the flame wall interaction of impinging flames.

The next chapter describes the details of CHEMKIN and Gaseq for the computational analysis of the laminar flame speeds and adiabatic flame temperatures of the mixtures used in the thesis. Following that will be the experimental results using the techniques and methodologies discussed in this chapter.
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4. Computations

4.1. Introduction

Thermodynamics and chemical kinetics have greatly increased the scientific knowledge regarding combustion and the mechanisms involved, which, along with advances in computational power, has allowed detailed simulations of complex combustion processes and a larger range of combustion phenomena to be investigated. The use of computational means allows processes to be simulated before experimentation which can save time and resources. Other uses of computation in combustion are seen in Computational Fluid Dynamics (CFD) with approaches such as LES and DNS [263]. Both methods are used for predicting unsteady features of flow fields, such as vortices, and for solving complex flow fields which can be used for turbulence and mixing modelling [264], and can be used alongside many experimental techniques, which have also developed greatly over the last few decades.

Chemical thermodynamics applies the laws of thermodynamics to non-equilibrium systems, in particular to systems which involve chemical reactions [22, 265], using thermochemical laws:

- *The heat change accompanying a chemical reaction in one direction is exactly equal in magnitude, but opposite in sign, to that associated with the same reaction in the reverse direction.*

- *The resultant heat change, at a constant pressure or constant volume, in a given chemical reaction is the same whether it takes place in one or in several stages* [22].

Chemical thermodynamics allows the prediction of the effects of a change in temperature, pressure or composition on an equilibrium reaction [265], which can be applied to programs such as the National Aeronautics and Space Administration (NASA) Chemical Equilibrium with Applications (CEA) and Gaseq to predict the adiabatic flame temperature and final equilibrium product species concentrations [22, 266]. Gaseq will be discussed in more detail in Section 4.2 and will be used to calculate the adiabatic flame temperature of the various compositions used in this Thesis.
Chemical kinetics, unlike chemical thermodynamics, is able to give information regarding the rates of the chemical processes involved [22]. Chemical kinetics is a study of the reaction rates and mechanisms in chemical reactions and of the factors that affect the reaction rates, including temperature, reactant concentration, pressure and radiative effects [13, 22]. Chemical kinetics has been applied to the computer program CHEMKIN, which can determine a wide range of thermodynamic properties and mechanisms, including adiabatic flame temperature, flame speed, autoignition time and detailed reaction mechanisms [267]. CHEMKIN will be discussed further in Section 4.3 and will be used to calculate the laminar flame speed and adiabatic temperature of the mixtures used in this thesis.

This chapter deals with the computations used to calculate the adiabatic flame temperature and laminar flame speeds of the fuels used in this thesis. The basics of Gaseq and CHEMKIN will be discussed along with the specific setups for the computations performed in this chapter. Graphs of adiabatic temperature and laminar flame speed against equivalence ratio will be given for the various fuel compositions.

4.2. Gaseq

4.2.1. Description

Gaseq is a chemical equilibrium program for Windows [266]. It can be used to calculate a variety of parameters for equilibrium processes. It uses chemical thermodynamics to calculate final product species, temperature, density and viscosity (among others) for equilibrium reactions. Figure 4.1 shows a screen shot of the calculations performed for a stoichiometric hydrogen-air flame. The initial reactant mole fractions, temperature and pressure can be specified, as can the product set (for example, H₂/O₂/N₂ or Hydrocarbon/N₂/O₂) and problem type (for example, adiabatic temperature at constant volume or pressure, or shock calculations). The product composition and final variables can then be calculated (Fig. 4.1).

Gaseq will be used in this chapter to calculate the adiabatic flame temperatures of the mixtures used for a range of equivalence ratios. The problem type will be set at adiabatic temperature at constant pressure, with initial temperature and pressure of 298 K and 1.0 atmosphere (atm) respectively. Gaseq can provide a larger range of
equivalence ratio results than CHEMKIN due to the constraints for CHEMKIN at lean and rich mixtures. In addition, Gaseq will be used to verify the CHEMKIN results.

Figure 4.1: Screen shot of Gaseq calculations.

4.3. CHEMKIN

4.3.1. Description

CHEMKIN, as the name suggests, uses chemical kinetics rather than just chemical thermodynamics. It utilises detailed reaction mechanisms and reaction rates to give information about thermodynamic processes.

1D Laminar Flame Structure

For this thesis, CHEMKIN will be used with PREMIX, which uses the 1D laminar flame structure to calculate the adiabatic temperatures, product species concentrations and laminar flame speeds at various positions along the flame length. Figure 4.2 shows
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an example of the 1D laminar flame structure for a stoichiometric hydrogen-air flame calculated using PREMIX.

Figure 4.2: 1D laminar flame structure showing the temperature and (a) The major species and (b) The major radicals for a stoichiometric hydrogen-air flame, calculated using CHEMKIN with PREMIX.

The major species (H$_2$, O$_2$ and H$_2$O) are shown in Fig. 4.2a and the major radicals in Fig. 4.2b. It is assumed that the unburned gases are moving from left to right through the reaction zone where they combust into the burned gases and where high temperatures are released (Fig. 4.2a) and radicals are produced (Fig. 4.2b). Left of the reaction zone is the preheat zone, which is composed of only reactants (H$_2$ and O$_2$). This zone is diffusion dominated and consists of heat and mass diffusion into the reactants [268]. To the right of the reaction zone is the final oxidation (or burnt out) zone, where there is a slow approach to the final equilibrium state, which is composed of only products species (Fig. 4.2). The graphs in Fig. 4.2 have been cut at 0.3 cm so that the profiles in the reaction zone can more easily be seen. Further to the right, the
temperature continues to rise slowly and the radical species fractions approach zero. Most hydrocarbon and hydrogen flames follow this structure [268]. The adiabatic flame temperature is calculated in the far right (at ~ 10 cm); where all of the reactants have combusted into products and all of the available heat has been released. The laminar flame speed is calculated at the left where the unburned mixture propagates into the burned mixture (Fig. 4.2a).

**Governing Equations and Boundary conditions**

PREMIX computes the temperature and species profiles (Fig. 4.2) in steady-state, premixed laminar flames [269]. Two configurations can be used; burner stabilised or freely propagating adiabatic flames [269]. It uses the governing equations (Eqs. 4.1 to 4.4) along with transport properties relating to the diffusion coefficients and thermal conductivities for multi component formulas or for a mixture averaged diffusion model [269]. The transport and thermodynamic properties and subroutines are stored in the CHEMKIN and TRANSPORT databases. In addition, boundary conditions are imposed for the two configurations. For the burner stabilised flames, the temperature and mass flux fractions are specified at the cold boundary and have vanishing gradients at the hot boundary [269]. For the freely propagating flames, the flame location is fixed by specifying the temperature at one point so that the temperature and species gradients nearly vanish at the cold boundary [269].

Continuity:

\[ F_M = \rho u A_c, \quad (4.1) \]

Energy:

\[ F_M \frac{dT}{dx_f} - \frac{1}{c_{pg}} \frac{d}{dx_f} k A_c \frac{dT}{dx_f} + \frac{A_c}{c_{pg}} \sum_{i=1}^{N} \rho Y_i V_i c_{pg} \frac{dT}{dx_f} + \frac{A_c}{c_{pg}} \sum_{i=1}^{N} \omega_i h_i M_i = 0, \quad (4.2) \]

Species:

\[ F_M \frac{dY_i}{dx_f} + \frac{d}{dx_f} \left( \rho A_c Y_i V_i \right) - A_c \omega_i M_i = 0 \quad (i = 1, ..., N), \quad (4.3) \]

Equation of State:

\[ \rho = \frac{p M}{RT}, \quad (4.4) \]

where \( x_f \) is the spatial coordinate, \( F_M \) is the mass flow rate (independent of \( x_f \)), \( \rho \) is the density, \( u \) is the velocity of the fluid mixture, \( A_c \) is the cross sectional area of the stream tube encompassing the flame, \( T \) is the temperature, \( c_{pg} \) is the constant pressure heat
capacity, $k$ is the thermal conductivity, $Y_i$ is the mass fraction of species $i$, $V_i$ is the diffusion velocity of species $i$, $N$ is the total number of species, $\omega_i$ is the molecular production rate of species $i$, $h_i$ is the specific enthalpy of species $i$, $M$ is the molecular weight, $p$ is the pressure and $R$ is the universal gas constant [269].

**Newton Method**

The PREMIX program uses the Newton iteration method to calculate the flame profiles for freely propagating flames, which will be the setup used for the computations in Section 4.4. The unreacted mole fractions are inputted into the program, and the initial estimated reactant, product and temperature profiles are specified in the reaction model, which will be discussed in Section 4.3.2. The Newton iteration is then implemented, which is followed by a time-step Newton iteration if this fails. These methods will be briefly described here. The initial estimate of the mole fractions takes the form of flat lines for the reactants in the preheat zone and for the products in the burnt zone, connected by straight lines through the reaction zone, as shown in Fig. 4.3. The intermediates, such as the radicals, take on a Gaussian peak at the centre of the reaction zone. The linear starting profiles do not affect the accuracy of the results due to the coarse starting mesh [269].

![Figure 4.3: Example of initial guess profile shape for the numerical approximation (adapted from [269]).](image)

The procedure begins by using finite difference approximations to reduce the boundary value problem (Eqs. 4.1 to 4.4) to a set of algebraic equations. A very coarse mesh is used to begin with which is then refined at the points where the solution or gradients change rapidly. This procedure is repeated until the solution is resolved to the degree
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specified by the user [269]. For the Newton method, initially the governing equations are discretised. The boundary conditions are then implemented and the iterations begin from the starting estimate (Fig. 4.3). A fixed temperature profile is used to converge the species distributions and then the energy equation is implemented in order to converge the temperature profiles [269].

A damped Newton’s method is used to solve the non-linear algebraic equations on each mesh, whereby a sequence of iterations are determined that approach the true solution to within the limits specified by the user. The user specifies the tolerance of the convergence, with a tolerance of $10^{-3}$ or $10^{-4}$ giving an accuracy of 3 - 4 significant figures respectively [269]. In order for an accurate solution, a fine mesh must be used. Therefore, the user begins the iterations on a coarse mesh and uses the solution as the starting point for the iterations on a finer mesh. This makes the starting guess more accurate for each finer mesh size used [269].

If a suitable convergence cannot be obtained, then the program proceeds to perform time steps. Time stepping takes a solution that is not in the convergence domain of the Newton method to one that is [269]. Time derivatives are added to Eqs. 4.1 and 4.3 to give a set of parabolic partial differential equations, and are approximated by finite differences at time levels $t$ and $t + 1$. The discretised transient problem is then a system of non-linear algebraic equations at time level $t + 1$ [269], which can be solved using the Newton method. If it fails to converge with the time steps then smaller time steps or a new starting estimate should be used [269]. The next section will look at the reaction mechanism that was used with the PREMIX program, which will be followed by the specifics of the setup for the computations performed in Section 4.4.

4.3.2. Reaction Mechanisms

Various reaction mechanisms are available to use with the CHEMKIN PREMIX program. For methane, the most common mechanism is the Gas Research Institute (GRI)-Mech, carried out at The University of California at Berkeley, Stanford University, The University of Texas at Austin, and SRI International [270]. However, this thesis deals with flames of methane, propane, hydrogen and syngas. Therefore, a mechanism was used that is able to cover all of these fuels. This is the University of Southern California (USC) Mechanism called the High-Temperature Combustion
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Reaction Model of H₂/CO/C₁-C₄ Compounds [271]. It was developed from the GRI-Mech, with additional reaction models of H₂/CO, ethylene and acetylene and C₃ fuel combustion [271]. The mechanisms, transport data and thermochemical data can be found in the source [271]. It can be applied to a wide range of combustion set-ups and incorporates thermodynamic, kinetic, and species transport updates relevant to high-temperature oxidation of hydrogen, carbon monoxide, and C₁-C₄ hydrocarbons [271].

It has been validated against experimental data for laminar flame speeds (and other tests including ignition delay and burner stabilized flames). For hydrogen-air and hydrogen-air equivalent (with nitrogen replaced by argon or helium), and for hydrogen with CO, the results match very well with experimental data (Figs. 4.4a and b respectively). However, for the methane and propane, the results are slightly off. Nevertheless, it was deemed more appropriate to use the same mechanism for all of the fuels for consistency. This makes it a suitable choice for using with hydrogen, syngas, propane and methane fuels and means that all of the computations can be performed with the same reaction mechanism.

4.3.3. Setup and Method

The USC reaction mechanism was used with the PREMIX program for all of the fuels used in this thesis. The input values were kept the same for the different fuels and these
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are outlined in Table 4.1. Where ‘initial’ is stated, the values were changed for the next iterations and those shown in the table are the initial values. Otherwise, the values were kept constant for all iterations. Following the first iteration, the values were changed in the order shown in Table 4.2. First the mesh size was refined by decreasing the GRAD and CURV values. Following this, the computational interval was increased to go beyond the reaction zone, so that the adiabatic flame temperature could be taken at \( x_f = 10 \text{ cm} \), and the laminar flame speed at \( x_f = -1 \text{ cm} \).

<table>
<thead>
<tr>
<th>Code</th>
<th>Definition</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>NPTS</td>
<td>Number of points to begin uniform mesh.</td>
<td>20</td>
</tr>
<tr>
<td>GRAD</td>
<td>Controls the number of points inserted in regions of high gradient.</td>
<td>1.0 (initial)</td>
</tr>
<tr>
<td>CURV</td>
<td>Controls the number of points inserted in regions of high curvature.</td>
<td>1.0 (initial)</td>
</tr>
<tr>
<td>XSTR</td>
<td>Defines the start position of the computational interval (cm).</td>
<td>0.0 (initial)</td>
</tr>
<tr>
<td>XEND</td>
<td>Defines the end position of the computational interval (cm).</td>
<td>0.3 (initial)</td>
</tr>
<tr>
<td>XCEN</td>
<td>Estimated value for the centre of the flame (cm).</td>
<td>0.2</td>
</tr>
<tr>
<td>WMIX</td>
<td>Estimate of the width of the flame zone (cm).</td>
<td>2.0</td>
</tr>
<tr>
<td>PRES</td>
<td>Pressure (atm).</td>
<td>1.0</td>
</tr>
<tr>
<td>TFIX</td>
<td>Temperature fixed for flame speed calculation.</td>
<td>350.0</td>
</tr>
<tr>
<td>FLRT</td>
<td>Initial estimate of mass flow rate (g cm(^{-2}) s(^{-1})).</td>
<td>0.04</td>
</tr>
<tr>
<td>RTOL</td>
<td>Relative tolerance (defines accuracy).</td>
<td>(1 \times 10^{-4})</td>
</tr>
<tr>
<td>TIME</td>
<td>Number of time steps of specified time interval (s).</td>
<td>200 of (2 \times 10^{-7})</td>
</tr>
</tbody>
</table>

Table 4.1: Values of the parameters used in the PREMIX program.

<table>
<thead>
<tr>
<th>Iteration</th>
<th>Parameter Varied</th>
<th>Previous Value</th>
<th>New Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>GRAD and CURV</td>
<td>1.0</td>
<td>0.5</td>
</tr>
<tr>
<td>2</td>
<td>GRAD and CURV</td>
<td>0.5</td>
<td>0.2</td>
</tr>
<tr>
<td>3</td>
<td>GRAD and CURV</td>
<td>0.2</td>
<td>0.1</td>
</tr>
<tr>
<td>4</td>
<td>XEND</td>
<td>0.3</td>
<td>2.0</td>
</tr>
<tr>
<td>5</td>
<td>XSTR</td>
<td>0.0</td>
<td>-1</td>
</tr>
<tr>
<td>6</td>
<td>XEND</td>
<td>2.0</td>
<td>10.0</td>
</tr>
</tbody>
</table>

Table 4.2: Values of the parameters that were varied for the iterations in CHEMKIN.

An example of the results from this process is given in Fig. 4.5 for a hydrogen-air flame. Figure 4.5a shows that the adiabatic flame temperature still increases past the
reaction zone, slowly increasing towards the adiabatic flame temperature. Between \( x = 2 \) and 10 cm, the temperature no longer increases and so this temperature can be used as the adiabatic flame temperature. Figure 4.5b is zoomed in to a section of the reaction zone from Fig. 4.5a, so that the iterations can be seen more clearly. It can be seen that, for each iteration, more points are added to the areas of higher gradient and curvature and even the second iteration has many more points than the initial one.

Figure 4.5: Graphs showing the iterations for a hydrogen-air flame for (a) Adiabatic flame temperature (with a zoomed in section shown in (b)) and (c) Laminar flame speed.

Figure 4.5c shows the flame speed profiles. Again this has been zoomed in so the iterations can be seen more clearly. It can be seen that the initial iteration is
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overestimated on both sides of the flame zone. However, the 5th and 6th iterations show the same velocity to the left of the reaction zone, where the laminar flame speed is calculated, and so this value can be used for the laminar flame speed. The process was repeated for various values of equivalence ratio until the program could no longer compute the values due to the mixtures being too lean or too rich. This will be discussed for the individual fuels in Section 4.4.

4.4. Results

This section presents the results of the final iterations of adiabatic temperature and laminar flame speed against equivalence ratio, calculated using CHEMKIN, for the fuel compositions used in Chapters 5 and 6. The adiabatic temperatures will also be compared to the results from Gaseq, described in Section 4.2. All of the results presented in this section are for fuels combusting in air.

4.4.1. Hydrocarbons

Figures 4.6a and b show the adiabatic temperatures calculated for propane and methane respectively using Gaseq and CHEMKIN. The laminar flame speeds calculated using CHEMKIN are shown in Fig. 4.7. Gaseq is able to calculate a higher range of equivalence ratios than CHEMKIN; CHEMKIN could not compute the values for \( \phi < 0.6 \) or \( \phi > 1.3 \) for methane, or \( \phi < 0.6 \) or \( \phi > 1.4 \) for propane as the mixtures are too lean and rich respectively. The \( \phi = 1.4 \) values could be computed from \( x = 0 \) to 2 (iteration 4, Fig. 4.5) for propane but not for lower values of \( x \). Therefore the values shown in Figs. 4.6 and 4.7 are less accurate for \( \phi = 1.4 \) than for the other equivalence ratios. It can be seen from Fig. 4.6a that for the lean mixtures, the Gaseq and CHEMKIN values correspond well for propane, but slightly less so for the richer/leaner mixtures (up to 2.4\% difference). For methane (Fig. 4.6b) the values correspond very well for all values of \( \phi \) (within 0.5\%).

The adiabatic temperature for propane (Fig. 4.6a) peaks at an equivalence ratio of 1 and drops more steeply on the lean side than the rich side, giving a peak value of 2270 K, dropping to 583 K at \( \phi = 0.1 \) and to 1068 K at \( \phi = 3 \) (from Gaseq). The laminar flame speed peaks at 0.398 m s\(^{-1}\) at an equivalence ratio of 1.1 and drops at similar rates on either side of the peak to 0.163 and 0.183 m s\(^{-1}\) at \( \phi = 0.6 \) and 1.4 respectively (Fig. 4.7).
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For methane the adiabatic temperatures and laminar flame speeds both peak at $\phi = 1$. The peak value of the adiabatic temperature is 2225 K, dropping to 577 K at $\phi = 0.1$ and 1012 K at $\phi = 3$, being slightly lower than for propane at the same equivalence ratios (Fig. 4.6). The laminar flame speed peaks at stoichiometry at 0.361 m s$^{-1}$, dropping to 0.118 and 0.237 m s$^{-1}$ at $\phi = 0.6$ and 1.3 respectively (Fig. 4.7). The laminar flame speed is consistently lower for methane than for propane.

Figure 4.6: Adiabatic temperatures calculated using CHEMKIN and Gaseq for (a) Propane and (b) Methane against equivalence ratio.

Figure 4.7: Laminar flames speeds against equivalence ratio for methane and propane calculated using CHEMKIN.
Propane and methane have very similar laminar flame speeds and adiabatic flame temperatures, with the laminar flame speed and adiabatic flame temperature of methane at stoichiometry being 9 and 2 % lower respectively than propane. However, it is well known that the laminar flame speed of hydrogen is much faster than that of hydrocarbon fuels. The next section will look at the results of the CHEMKIN and Gaseq calculations for hydrogen, and for the hydrogen compositions with small amounts of nitrogen and CO\textsubscript{2} corresponding to the fuels used in this thesis.

### 4.4.2. Hydrogen with Additions

Figure 4.8 shows the laminar flame speeds calculated for hydrogen, hydrogen with 10 % nitrogen (which is the highest percentage of nitrogen used for the dilution of the hydrogen to prevent flashback in this thesis), and hydrogen with 18 % carbon dioxide, which is the percentage of hydrogen used for the H\textsubscript{2} + CO\textsubscript{2} compositions in Chapter 6. The hydrogen and H\textsubscript{2} + N\textsubscript{2} compositions could be calculated between $\phi = 0.6$ and 4, and the H\textsubscript{2} + CO\textsubscript{2} between 0.6 and 3.

![Figure 4.8: Laminar flame speeds of hydrogen, hydrogen plus nitrogen and hydrogen plus CO\textsubscript{2} calculated using CHEMKIN.](image)

The laminar flame speed of hydrogen (red line in Fig. 4.8) is much higher than that of methane and propane, being 5.7 and 5.2 times that of methane and propane respectively at stoichiometry. In addition, the laminar flame speed peaks at a richer mixture composition of $\phi = 1.6$ compared to methane and propane which peak at $\phi = 1$ and 1.1 respectively. The laminar flame speed of hydrogen is 8.0 and 7.2 times that of methane and propane respectively at the peak values. The laminar flame speed of hydrogen reduces less steeply on the rich side than on the lean side of the peak value, in contrast to methane and propane.
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When Nitrogen or CO\textsubscript{2} are added to the hydrogen, the laminar flame speed reduces significantly (yellow and purple lines in Fig. 4.8 respectively). The change is very small for the lean mixtures, and increases as the mixture gets richer. Following the peak value, the reduction in laminar flame speed remains at approximately 0.3 m s\textsuperscript{-1} for hydrogen with 10 % N\textsubscript{2} (9 - 19 % reduction between $\phi = 1.6$ and 4), and 0.85 m s\textsuperscript{-1} for H\textsubscript{2} + 18 % CO\textsubscript{2} (28 to 39 % reduction between $\phi = 1.6$ and 3). The reduction in laminar flame speed is more significant for the H\textsubscript{2}/CO\textsubscript{2} composition, partly due to the increased concentration of the diluent.

Figure 4.9 shows the adiabatic temperatures of the H\textsubscript{2}, H\textsubscript{2}/N\textsubscript{2} and H\textsubscript{2}/CO\textsubscript{2} compositions calculated using CHEMKIN. It also shows the temperatures for hydrogen calculated using Gaseq (blue data points). The discrepancies between the Gaseq and CHEMKIN calculations for hydrogen are similar to the hydrocarbons at the rich mixtures (within 0.5 %), but move further apart for the lean mixtures, with a difference of 3.2 % at $\phi = 0.6$.

![Figure 4.9: Adiabatic flame temperatures of hydrogen, hydrogen plus nitrogen and hydrogen plus CO\textsubscript{2}, calculated using CHEMKIN, and of hydrogen calculated using Gaseq.](image)

Similar to the hydrocarbon flames, the adiabatic temperature of hydrogen peaks at stoichiometry. The peak hydrogen flame temperature is 7.3 and 5.2 % higher than that of methane and propane respectively (Fig. 4.6). When N\textsubscript{2} or CO\textsubscript{2} are added to the hydrogen, the adiabatic flame temperature reduces. For the H\textsubscript{2} + 10 % N\textsubscript{2} flame, the peak temperature reduces by 2.2 %, and for the H\textsubscript{2} + 18 % CO\textsubscript{2} flame, the temperature reduces by 8.2 %.
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Hydrogen has a much higher laminar flame speed than the hydrocarbon fuels (approximately 10 times higher), and also has a larger adiabatic flame temperature. This will cause higher heat transfer rates due to the higher flame temperature and faster propagation speeds due to the faster laminar flame speed. The effect of changing the fuel on the wall temperature will be studied in Chapter 5. Propane will be compared to hydrogen, which has a higher adiabatic flame temperature, and so higher expected wall temperatures. In addition, the propagation for hydrogen will be compared to that of methane, which has a much lower laminar flame speed and so a slower expected propagation of the flame front.

The effect of adding nitrogen or carbon dioxide to hydrogen flames is a significant reduction in adiabatic temperature and laminar flame speed. This effect is larger for the richer compositions. The effect of CO₂ addition on the propagation of hydrogen flames will be studied in Chapter 6. These will be compared to flames of hydrogen and nitrogen, which will be used throughout the thesis. The H₂ + CO₂ flames have lower adiabatic flame temperatures and laminar flame speeds than the H₂ + N₂ compositions used in the thesis. In addition, syngas compositions will be looked at. The laminar flame speeds and adiabatic temperatures of the syngas compositions will be discussed in the next section.

4.4.3. Syngas Compositions

The laminar flame speeds and adiabatic temperatures were calculated for the four compositions of syngas, namely, high H₂, high CO, high CO₂ and high N₂, and for pure hydrogen. Figures 4.10a and b show the adiabatic temperatures calculated using Gaseq and CHEMKIN respectively. It can be seen that the results agree well between the two computational methods. The adiabatic temperature of H₂, high H₂ and high CO are all very similar at stoichiometry, with differences of maximum 0.7 %. However, as the compositions become richer or leaner, the adiabatic temperature of high CO becomes higher than that of H₂, with the high H₂ composition lying in between. Even so, the differences between H₂ and high CO are 1.6 and 5.2 % at φ = 4 and 0.04 respectively (using Gaseq). For the high CO₂ and high N₂ compositions, the changes are a lot more drastic, with differences in adiabatic temperature of 11.1 and 18.4 % respectively from pure H₂ at stoichiometry. However, the trends still remain the same for all
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compositions, with a sharp peak at stoichiometry and reducing more slowly on the rich side than the lean side.

![Figure 4.10: Adiabatic temperatures of pure hydrogen and the syngas compositions using (a) Gaseq and (b) CHEMKIN.](image)

For the laminar flame speed (Fig. 4.11) the trends are different for the different compositions, due to the differences between hydrogen and carbon monoxide. It can be seen from Fig. 4.11 that as more CO is added to the hydrogen (blue dotted line, red line and yellow line represent CO/H\textsubscript{2} ratios of 0, 0.4, and 2.0 respectively), the laminar flame speed reduces drastically, particularly at stoichiometry. In addition, the peak moves into a richer part of the mixture, causing richer mixtures to have a higher laminar flame speed than the lean or stoichiometric mixtures. As more CO is added, the peak moves further and further to the rich side.

When CO\textsubscript{2} is added (purple line in Fig. 4.11, CO/H\textsubscript{2} = 1.0), the peak only moves a little away from stoichiometry although the CO/H\textsubscript{2} content is higher than for the High H\textsubscript{2} flame (CO/H\textsubscript{2} = 0.4). From Fig. 4.8, Section 4.4.2 it was shown that the addition of CO\textsubscript{2} to pure hydrogen causes the laminar flame speed to reduce but does not affect the position of the peak. However, for the syngas compositions, the addition of CO\textsubscript{2} seems
to move the peak closer to stoichiometry. The addition of CO\(_2\) causes the laminar flame speed to be lower than that of the High CO flame, even though it has a higher H\(_2\)/CO ratio. Again, the addition of nitrogen in the High N\(_2\) composition causes a larger reduction in laminar flame speed and adiabatic flame temperature than for the High CO\(_2\) flame.

Figure 4.11: Laminar flame speeds of pure hydrogen and the syngas compositions.

### 4.5. Conclusions

Gaseq and CHEMKIN have been used to calculate the laminar flame speeds and adiabatic temperatures of propane, methane, hydrogen, hydrogen with nitrogen and CO\(_2\) addition and the four syngas compositions against equivalence ratio. The adiabatic flame temperature results agree well for Gaseq and CHEMKIN, although Gaseq is able to calculate a larger range of equivalence ratios.

The adiabatic temperatures peak at stoichiometry for all of the cases studied, since at this value, more heat is available as all of the reactants will combust into products. The adiabatic temperature is slightly lower for methane than for propane. The adiabatic temperature is higher for hydrogen, and remains quite similar for the high H\(_2\) and high CO compositions. The temperature significantly reduces when CO\(_2\) or N\(_2\) are added to the hydrogen or syngas compositions.

Again the laminar flame speeds are lower for methane than propane, but significantly higher for hydrogen. In addition the laminar flame speed trends are different for the hydrocarbon fuels, hydrogen with additions compositions and again for the syngas compositions. There is a sharper decline on the lean side for the hydrogen compositions and a more distinct peak. When CO is added, the peak shifts towards the rich side, but
the addition of CO$_2$ causes the peak to move back towards stoichiometry. Again, the CO$_2$ or N$_2$ additions cause the laminar flame speed to reduce significantly.

The results for the computations can help to aid the understanding of the flame wall interaction and how it differs for different fuels. This will be explored alongside the experimental results in Chapters 5 and 6, which will explore the flame wall interactions for the wall temperature and flame propagation respectively.
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5. Results Part 1: Wall Temperature

5.1. Introduction

This chapter presents the results of the thermal profiling techniques. The thermal profiles will be compared to direct and schlieren images in order to assess the flame wall interaction of impinging flames at various fuel and flow conditions. The results of the temperature dependent emissivity methodology will be discussed. The differences between hydrogen and propane will be looked into, and the syngas fuel compositions will be explored. The relative effects of Reynolds number and thermal loading on the wall temperature profiles will be compared first.

The experimental conditions studied were limited by the constraints of the burner: that is the Reynolds number and thermal loading values were determined by the lift-off and blow out of the propane flames.

5.2. Effect of Reynolds Number and Thermal Loading

5.2.1. Introduction

Due to the complex properties of impinging flames, such as Reynolds number, thermal loading and equivalence ratio, it is impossible to compare the effects of one parameter while keeping the others the same. Therefore this section deals with the significance of Reynolds number and thermal loading by using two nozzle diameters with hydrogen diffusion and premixed flames. This allows one parameter to be kept the same while changing the other. In this way the importance of the thermal loading, Reynolds number and \( h/d \) were compared. As discussed in Chapter 3, \( 1.67 \times 10^5 \text{ m}^3\text{ s}^{-1} \text{ N}_2 \) was added to all compositions. These experiments were performed on a polished steel plate, which became oxidised during the experiments. Therefore the effects of the oxidisation will also be discussed.

5.2.2. Experimental Conditions

The experimental conditions are outlined in Table 5.1. Since the plate became slightly oxidised after the first experiment, an emissivity of 0.79 (for oxidised steel) was used for the thermal images, although this does not represent the actual emissivity. The specific effects of the plate oxidation will be discussed in Section 5.2.5. Base test cases
were chosen for the small nozzle burner for the diffusion and premixed flames. These were at typical values of thermal loading and Reynolds number for the hydrogen flames used in this thesis. For the diffusion flames, the base case was then compared to cases with the same thermal loadings, but different Reynolds numbers, using the second nozzle size. Following that, the same Reynolds numbers but different loadings were tested. In addition, for each case two nozzle-to-plate distances were used; the first corresponding to the same \( h \) and the other to the same \( h/d \) as the base case (Table 5.1).

<table>
<thead>
<tr>
<th>Case</th>
<th>Loading (kW)</th>
<th>Reynolds Number</th>
<th>( \phi )</th>
<th>Nozzle Diameter (m)</th>
<th>( h/d )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base (Diffusion)</td>
<td>1.8</td>
<td>403</td>
<td>Diffusion</td>
<td>0.0046</td>
<td>21.7</td>
</tr>
<tr>
<td>Same loading and ( h )</td>
<td>1.8</td>
<td>232</td>
<td>Diffusion</td>
<td>0.008</td>
<td>12.5</td>
</tr>
<tr>
<td>Same loading and ( h/d )</td>
<td>1.8</td>
<td>232</td>
<td>Diffusion</td>
<td>0.008</td>
<td>21.8</td>
</tr>
<tr>
<td>Same Re and ( h )</td>
<td>4.3</td>
<td>403</td>
<td>Diffusion</td>
<td>0.008</td>
<td>12.5</td>
</tr>
<tr>
<td>Same Re and ( h/d )</td>
<td>4.3</td>
<td>403</td>
<td>Diffusion</td>
<td>0.008</td>
<td>21.8</td>
</tr>
<tr>
<td>Base (Premixed)</td>
<td>1.8</td>
<td>2401</td>
<td>2.8</td>
<td>0.0046</td>
<td>21.7</td>
</tr>
<tr>
<td>Same Re and ( h )</td>
<td>3.2</td>
<td>2405</td>
<td>2.8</td>
<td>0.008</td>
<td>12.5</td>
</tr>
<tr>
<td>Same Re and ( h/d )</td>
<td>3.2</td>
<td>2405</td>
<td>2.8</td>
<td>0.008</td>
<td>21.7</td>
</tr>
</tbody>
</table>

Table 5.1: Experimental conditions for the Reynolds number and thermal loading comparisons.

A premixed flame at \( \phi = 2.8 \) was used for the premixed base case. This represents the richest premixed mixture used in the rest of this chapter. Unfortunately, this equivalence ratio could not be sustained at the thermal loading of 1.8 kW for the larger nozzle due to flashback associated with the low nozzle exit velocity. Therefore, only comparisons using the same Reynolds number but a different loading were performed.

### 5.2.3. Diffusion Flames

Figure 5.1 shows the temperature profiles for the diffusion cases outlined in Table 5.1. The trends were affected by the plate oxidation, which will be discussed in Section 5.2.5. It can be seen that when the thermal loading is kept the same but the Reynolds number is changed (red lines), the temperature profiles remain fairly similar to the base case (black line). The average deviations from the base case were 9 % and 2 % for the
Chapter 5: Results Part 1: Wall Temperature

same $h$ and $h/d$ values respectively. In contrast, when the Reynolds number was kept the same but the thermal loading changed, the plate temperatures were significantly increased (blue lines). The average deviations from the base case were 32 % and 34 % for the same $h/d$ and $h$ respectively, which is considerably larger than the Reynolds number effect. Therefore, changing the thermal loading has a much more significant effect on the diffusion flame temperature profiles than changing the Reynolds number or nozzle-to-plate distance. This is due to the higher thermal output of the case with the higher thermal loading. The effect on the premixed case will now be discussed.

Figure 5.1: Plate temperature profiles comparing the effects of Reynolds number and thermal loading for hydrogen diffusion flames.

### 5.2.4. Premixed Flames

Figure 5.2 shows the temperature profiles for the premixed cases shown in Table 5.1. Again, a large discrepancy can be seen between the base case (black line) and the cases with the same Reynolds number but different thermal loading (blue lines). It should be noted that the two blue lines have the same Re and loading but different $h/d$, showing that $h/d$ has only a small effect on the temperature profiles. The deviations from the base case are very comparable to the diffusion flames, with average deviations of 31 % and 39 % from the base case for the same $h/d$ and $h$ cases respectively.

Therefore, the effect on the wall temperature of changing the thermal loading at the same Reynolds number is similar to the diffusion flames. However, changing the Reynolds number has a larger effect on the flashback of the hydrogen flames, due to the lower nozzle exit velocity at the same thermal loading and larger nozzle diameter. The focus of this chapter is the effect of fuel and flow variations on the wall temperature profiles. For this reason, the comparisons made in the remainder of this chapter will be
made at a constant thermal loading and $h/d$ unless the aforementioned parameters are the subject of comparison. The effects of fuel composition and equivalence ratio can then be compared at selected values of thermal loading and nozzle-to-plate distance. However, it should be noted that other factors such as the Reynolds number and flow velocity will have a large effect on the temperature profiles, and care should be taken when making comparisons.

Figure 5.2: Plate temperature profiles comparing the effects of Reynolds number and thermal loading for hydrogen premixed flames.

**5.2.5. Plate Oxidisation**

The effects of the plate oxidation can be seen in Figs. 5.1 and 5.2. The base case for the diffusion case was performed with minimal oxidation on the plate. When the plate becomes slightly oxidised, its emissivity increases until it becomes oxidised enough that an emissivity of 0.79 could be used. Following the first test, the plate had become slightly oxidised over the whole area, with a larger amount of oxidation in the ring around the stagnation point, shown by the dip in the curve (black line in Fig. 5.1). This pattern was carried over to the premixed base case and the diffusion case at the same thermal loading and $h$ (black line in Fig. 5.2 and red dotted line in Fig. 5.1 respectively). This dip in the temperature profile was caused by the larger amount of oxidation around the stagnation region causing a higher actual emissivity and so a lower temperature output value. Following that were the blue dotted lines in Figs. 5.1 and 5.2, which had uneven oxidation around the stagnation region, shown by the bumpy profiles. After those cases, the plate became quite evenly oxidised, which is shown by the dashed lines in Figs. 5.1 and 5.2, which have smoother temperature profiles.
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The emissivity of the lightly oxidised steel was unknown, but for heavily oxidised steel it is 0.79 (Section 3.2.2). Therefore, the rest of the cases for the steel plate were performed on the plate having been heavily oxidised by repeated testing. This allowed a constant emissivity of 0.79 to be used with the thermal imaging software.

5.2.6. Conclusions

It has been shown that the thermal loading has a large effect on the impingement plate temperature, and so it will be used as a control variable in the rest of the wall temperature results in this chapter. This will allow comparisons to be made with regards to equivalence ratio, fuel composition, nozzle-to-plate distance and thermal loading. However, it should be noted that the Reynolds number has a significant effect on the heat transfer and should be carefully considered in the wall temperature analysis.

The steel impingement plate becomes oxidised after each test, and so a heavily oxidised steel plate will be used for the rest of the results in order to facilitate the thermal imaging measurements. Heavily oxidised steel has a constant emissivity, however many materials have emissivities that depend on temperature. The next section deals with the methodology dealing with this type of temperature dependence.

5.3. Quartz Plate

5.3.1. Introduction

This section looks at the wall temperature profiles of the quartz plate heated by propane flames at various conditions. It presents the results of the methodology described in Section 3.6.4. The method overcomes the issues faced when using thermal imaging to calculate temperatures of materials with temperature dependent emissivity. The heat transfer to quartz materials is important in industries such as the lighting industry [58], solar applications [272] and glass production [273], and quartz was used in this section as its emissivity is highly temperature dependent, making it a suitable choice for study. The methodology could be applied to other materials whose emissivity is a function of temperature, as long as the dependence is known.

Thermal radiation heat transfer is highly dependent on temperature and so the temperature profiles were used to calculate the radiation heat loss from the plate using
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Eq. 2.24 (p. 30). It will be shown that even a slight change in the temperature distribution can result in large variations in the radiation heat loss, and that complete temperature distributions should be considered in computational boundary conditions, for example, or instead of using isothermal approximations.

5.3.2. Experimental Conditions

The experimental conditions for this section are given in Table 5.2. Propane was used for each case, with a thermal loading of 1.6 kW, which corresponds to a fuel flow rate of $1.67 \times 10^{-5} \text{ m}^3 \text{ s}^{-1}$.

<table>
<thead>
<tr>
<th>Section</th>
<th>$h/d$</th>
<th>$\phi$</th>
<th>$v$ (m s$^{-1}$)</th>
<th>Re</th>
<th>Coflow (m$^3$ s$^{-1}$)</th>
<th>Coflow (m s$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.3.3</td>
<td>10.9</td>
<td>Diffusion</td>
<td>1.0</td>
<td>1039</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td></td>
<td>21.7</td>
<td>Diffusion</td>
<td>1.0</td>
<td>1039</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td></td>
<td>32.6</td>
<td>Diffusion</td>
<td>1.0</td>
<td>1039</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td></td>
<td>43.5</td>
<td>Diffusion</td>
<td>1.0</td>
<td>1039</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td>5.3.4</td>
<td>21.7</td>
<td>Diffusion</td>
<td>1.0</td>
<td>1039</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td></td>
<td>21.7</td>
<td>Diffusion</td>
<td>1.0</td>
<td>1039</td>
<td>$1.67 \times 10^{-4}$</td>
<td>0.15</td>
</tr>
<tr>
<td></td>
<td>21.7</td>
<td>Diffusion</td>
<td>1.0</td>
<td>1039</td>
<td>$3.33 \times 10^{-4}$</td>
<td>0.30</td>
</tr>
<tr>
<td></td>
<td>21.7</td>
<td>4.2</td>
<td>6.7</td>
<td>2539</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td></td>
<td>21.7</td>
<td>4.2</td>
<td>6.7</td>
<td>2539</td>
<td>$2.50 \times 10^{-4}$</td>
<td>0.22</td>
</tr>
<tr>
<td></td>
<td>21.7</td>
<td>7.9</td>
<td>4.0</td>
<td>1758</td>
<td>$1.67 \times 10^{-4}$</td>
<td>0.15</td>
</tr>
<tr>
<td></td>
<td>21.7</td>
<td>7.9</td>
<td>4.0</td>
<td>1758</td>
<td>$5.00 \times 10^{-4}$</td>
<td>0.45</td>
</tr>
<tr>
<td>5.3.5</td>
<td>10.9</td>
<td>Diffusion</td>
<td>1.0</td>
<td>1039</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td></td>
<td>10.9</td>
<td>15.8</td>
<td>2.5</td>
<td>1346</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td></td>
<td>10.9</td>
<td>7.9</td>
<td>4.0</td>
<td>1758</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td></td>
<td>10.9</td>
<td>4.9</td>
<td>5.8</td>
<td>2276</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td></td>
<td>10.9</td>
<td>4.2</td>
<td>6.7</td>
<td>2539</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td></td>
<td>21.7</td>
<td>Diffusion</td>
<td>1.0</td>
<td>1039</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td></td>
<td>21.7</td>
<td>15.8</td>
<td>2.5</td>
<td>1346</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td></td>
<td>21.7</td>
<td>7.9</td>
<td>4.0</td>
<td>1758</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td></td>
<td>21.7</td>
<td>4.9</td>
<td>5.8</td>
<td>2276</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td></td>
<td>21.7</td>
<td>4.2</td>
<td>6.7</td>
<td>2539</td>
<td>None</td>
<td>None</td>
</tr>
</tbody>
</table>

Table 5.2: Experimental conditions for the quartz plate results.
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The equivalence ratios, velocities and Reynolds numbers were calculated using LabVIEW as described in Appendix A. The temperature profiles were determined using the SC3000 thermal imaging camera. The emissivity was set to 0.96 for the soot covered surfaces for the diffusion flames and $\phi = 15.8$. The temperature dependent emissivity methodology was used for the other premixed cases, using the default emissivity of 0.98 for the initial iterations.

5.3.3. Nozzle-to-Plate Distance

Figure 5.3a shows the temperature profiles of the impingement plate at various values of $h/d$ for propane diffusion flames. For $h/d = 10.9$ (Fig. 5.3a, black dotted line), the temperature increases towards the edge of the plate due to the flame spreading out more and coming around the edges, increasing the heat transfer to the outer region. As $h/d$ is increased, the temperatures towards the edges of the plate decrease. Figure 5.3b shows the maximum and stagnation point temperatures with increasing $h/d$. For $h/d > 10.9$, the maximum temperatures occur just away from the stagnation region, due to the intense combustion zones at these locations. The position of this temperature peak moves radially outward with decreasing $h/d$ (Fig. 5.3a). For $h/d = 10.9$, the maximum temperature occurs at the edge of the plate due to the flame curving around the plate edge (Fig. 5.3a).

![Figure 5.3: (a) Temperature profiles of the quartz impingement plate, (b) Maximum and stagnation point temperatures and (c) Radiation losses for various $h/d$.](image-url)
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At $h/d = 43.5$ the stagnation point temperature is equal to the maximum temperature, due to the lack of unburned fuel impinging on it, shown by the schlieren images in Fig. 5.4. As $h/d$ decreases (Figs. 5.4d to a respectively) the schlieren images show that amount of unburned fuel impinging on the stagnation region increases, causing the temperature to decrease and the cool region at the stagnation zone to be wider (Fig. 5.3a). This also causes the difference between the maximum and stagnation point temperatures to become larger (Fig. 5.3b).

![Schlieren images of the propane diffusion flames at $h/d$](image)

Figure 5.4: Schlieren images of the propane diffusion flames at $h/d$ = (a) 10.9, (b) 21.7, (c) 32.6 and (d) 43.5.

Figure 5.3c shows the radiation heat loss from the plate as a function of $h/d$. The radiation losses have been normalised by the thermal loading. It shows that as $h/d$ increases between 10.9 and 32.6, the radiation loss from the plate decreases. This is due to more heat being lost to the atmosphere caused by the greater distance between the nozzle and the plate. In addition, the schlieren images (Fig. 5.4) show that as the plate height is increased, there is more turbulence in the flame and so more mixing occurs with the cool ambient air, which increases the heat loss to the surroundings. For the lower plate heights, the higher temperatures towards the edge of the plate with decreasing $h/d$ (Fig. 5.3a) (caused by the larger area of flame impingement) seem to have more of an effect on the radiation loss than the increased unburned fuel impingement, since the radiation losses increase with lower plate heights (Fig. 5.3c).
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However, when the cool central core no longer impinges on the plate, the radiation loss starts to increase slightly, which is due to the extra heat that is added to the plate due to the combustion at the stagnation region.

The nozzle-to-plate distance significantly affects the plate temperature profiles for propane diffusion flames. This is due to the amount of unburned fuel impinging on the plate, the amount of mixing with the cool ambient air, and the width of the flame across the plate. When the cool central core of unburned fuel impinges on the plate, the radiation losses are affected more by the higher temperatures towards the edges of the plate, caused by the large flame area. However, when $h/d$ is just higher than the inner reaction zone, the radiation losses are larger due to the lack of unburned fuel impingement. The changes in temperature profiles that are due to the section of the flame that impinges on the plate significantly affect the radiation losses from the plate. The next section presents the effect of coflow on diffusion and premixed propane flames at a constant $h/d$.

5.3.4. Coflow

The results in this section will be performed at a constant $h/d$ of 21.7, varying instead the amount of coflow and the equivalence ratio. The emissivity methodology will be used to look at the effects of using coflowing air with the premixed propane flames but not with the diffusion flames, again due to the soot deposition.

5.3.4.1. Diffusion Flames

Figure 5.5a shows the effect of coflow air on the plate temperature profiles for impinging diffusion flames of propane. Figures 5.5b and c show the maximum and stagnation point temperatures and the radiation heat losses respectively. The coflow air has a high impact on the plate temperature profiles for diffusion flames; decreasing the temperatures towards the edges of the plate and decreasing the width of the low temperature stagnation region, while the temperature of the high temperature ring around the stagnation point remained relatively the same (Fig. 5.5a). In addition, the maximum temperature and the radiation loss decreased rapidly for 0.3 m s$^{-1}$ of coflow air. This could be due to the coflow air impinging on the parts of the flame towards the outer edges of the plate, taking heat away in the form of conductive and convective heat transfer.
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Figure 5.5: (a) Temperature profiles for propane diffusion flames with varying coflow, (b) Maximum and stagnation point temperatures and (c) Radiation losses from the plate.

On the other hand, the stagnation point temperature increased rapidly for the higher coflow amount (Fig. 5.5b). This could be due to more air entrainment for the higher coflow velocities, causing more efficient combustion and higher temperatures within the reaction zone, due to the added mixing of air increasing the adiabatic flame temperature and laminar flame speed (see Chapter 4). Figures 5.6a and b show the schlieren and direct images respectively for the cases with varying coflow. It can be seen that the case without coflow has slightly more unburned fuel impinging on the stagnation region, due to the coflowing air aiding the mixing process and causing the fuel to be burnt more quickly. This can also be visualised by the larger amount of turbulence in the fuel stream near to the plate for the higher coflow amounts. However, not much difference can be seen between the images other than that.

The coflow amount has a large effect on the temperature profiles of propane diffusion flames. The coflowing air causes more air entrainment, causing higher temperatures within the reaction zone, while also removing heat from the wall jet region and the burned gases through convective heat transfer. The coflow air tends to increase the temperature of the stagnation region by facilitating combustion due to the added mixing
with the coflow air. However, it reduces the temperature of the plate at the wall jet region due to the cooling of the burned gases by the coflow impingement.

Figure 5.6: (a) Schlieren and (b) Direct images of propane diffusion flames with (i) No coflow, (ii) 0.15 m s\(^{-1}\) coflow and (iii) 0.3 m s\(^{-1}\) coflow.

### 5.3.4.2. Premixed Flames

This section deals with the effect of coflow on propane premixed flames, using the temperature dependent emissivity methodology. Figures 5.7a to c show the temperature profiles of the plate before and after the corrections using the polynomial and exponential curve fits respectively for varying coflow amounts. The analysis was done for two equivalence ratios; 4.2 and 7.9. Figure 5.7a shows that there is minimal difference in the temperature profiles when coflow air is increased, but that the equivalence ratio has a much more distinct effect; with more premixed air increasing the temperature at the stagnation region while reducing it in the wall jet region.

Figures 5.7b and c show that the temperatures increase when the emissivity corrections are performed. For the \(\phi = 7.9\) cases, it can be seen that when the corrections are performed, the temperature profiles become more defined, that is the higher temperatures increase further than the lower temperatures. This is the case for both curve fits, although the polynomial fitting (Fig. 5.7b) causes a much larger increase in the temperature values than the exponential fitting (Fig. 5.7c). The difference in scale of the two graphs (Fig. 5.7a compared to b and c) should be noted.
Figure 5.7: Temperature profiles for propane premixed flames with varying coflow and equivalence ratios (a) Before corrections, (b) and (c) After the corrections using the polynomial and exponential curve fits respectively, and (c) Maximum and stagnation point temperatures and (d) Radiation losses for $\phi = 7.9, 0.15 \text{ m s}^{-1}$ coflow.

A limitation in the software meant that when the temperatures were above 1213K, the temperature could no longer be determined, and so for $\phi = 4.2$, part of the temperature profile is missing after the iterations had converged (Figs. 5.7b and c). This was due to the settings used for the camera which can only record between certain temperature values. A higher temperature setting could be used, but this would mean that the lower temperatures could not be recorded. This will be discussed in Section 5.3.5.2. However, the initial temperature profiles can still provide qualitative information into these cases. For the $\phi = 7.9$ cases (Fig. 5.7, black and red lines), a dip followed by a slight temperature rise can be seen at around 0.12 m. This is because there was soot on the
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plate for these cases, which was burnt off in the centre. The white data points in Figs. 5.7b and c are for the soot on the plate and were performed with an emissivity of 0.96. The first white point is located at the intersection between the parts of the plate with and without soot, and so the emissivity at this point is undetermined, causing the disjointedness of the curve.

Figures 5.8 and 5.9 show the schlieren and direct images for the premixed cases at $\phi = 7.9$ and 4.2 respectively. It can be seen that for the $\phi = 7.9$, lifted flame, case (Fig. 5.8), the coflow air causes a higher lift-off height and a wider flame width. This slightly affects the temperature profiles, causing a higher temperature in the wall jet region for the higher coflow amount (black lines in Fig. 5.7). For the $\phi = 4.2$, ring flame, case (Fig. 5.9) the coflow air causes the wall jet region to be more turbulent, due to the coflow air impingement. This could be the cause for the slight differences in the temperature profiles (blue and green lines in Fig. 5.7).

![Figure 5.8: (a) Schlieren and (b) Direct images for propane flames at $\phi = 7.9$ with (i) 0.15 m s$^{-1}$ and (ii) 0.45 m s$^{-1}$ coflow.](image)

![Figure 5.9: Schlieren images for propane flames at $\phi = 4.2$ with (a) No coflow and (b) 0.22 m s$^{-1}$ coflow.](image)
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The maximum and stagnation point temperatures were only plotted for the $\phi = 7.9$ cases since the $\phi = 4.2$ cases could not be plotted in the stagnation or maximum temperature regions due to the reasons discussed above. Figure 5.7d shows these values for the 0.15 m s$^{-1}$ coflow amount for the two corrections and for the default emissivity of 0.98. The behaviour of the 0.45 m s$^{-1}$ coflow is very similar; the maximum and stagnation point temperatures do not change significantly for the different values of coflow and, in addition, the maximum temperatures occur at a similar distance from the stagnation point for both cases (Figs. 5.7a to c). Therefore, the coflow effect on the temperature profiles for the premixed flames is much less than on the diffusion flames, although the effect on the flame shape is more significant (Section 5.3.4.1).

It can be seen that the emissivity corrections have a much larger effect on the maximum temperatures than the stagnation point temperatures, and that the effect of using the polynomial is twice that of using the exponential curve. In addition, Fig. 5.7d shows the radiation losses from the plate before and after the corrections for the same case. The corrections have a significant effect on the radiation losses, increasing from 52 % to 63 % and 78 % of the input thermal loading for the exponential and polynomial fits respectively. Therefore, the emissivity and curve fits are significant in determining the temperature profiles, and the subsequent radiation losses from the plate. More detailed analysis of the emissivity of quartz with respect to temperature would help to determine the plate temperatures more accurately and this is reserved for the scope for future work. The effects of the equivalence ratio on the radiation losses could not be discussed due to the software limitations discussed above. However, a more detailed account of the equivalence ratio effects without coflow will be given in the next section.

5.3.5. Equivalence Ratio

The equivalence ratio comparisons were made at two nozzle-to-plate distances and 5 equivalence ratios. The results will be discussed separately for each nozzle-to-plate distance.

5.3.5.1. Lower Nozzle-to-Plate Distance ($h/d = 10.9$)

Figures 5.10a to c show the temperature profiles of the quartz plate heated by propane flames of various equivalence ratios before and after the corrections for the polynomial and exponential fits respectively. These cases are for $h/d = 10.9$. For the diffusion flame
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and $\phi = 15.8$, the plate was covered in soot and so a constant emissivity of 0.96 was used and the corrections were not performed on these cases (yellow and green lines respectively). The limitation in the software that affected the $\phi = 4.2$ cases in Section 5.3.4.2 also affected the $\phi = 4.2$ case here for the polynomial fit (Fig. 5.10b). Again, the exponential fit produced lower final temperatures due to the different curve fitting (Chapter 3), and so the limitation did not affect the $\phi = 4.2$ case here.

Figure 5.10: Temperature profiles of the quartz plate heated by propane flames of various equivalence ratios at $h/d = 10.9$ (a) Before and (b) and (c) After the corrections for the polynomial and exponential fits respectively, and (d) Maximum and stagnation point temperatures and (e) Radiation losses from the plate before and after the corrections.
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The temperature corrections effectively ‘stretch out’ the temperature profiles so that the lower temperatures towards the edges and the stagnation region remain fairly similar but the higher temperatures slightly away from the stagnation region become much higher. The high temperatures also needed additional iterations to converge; requiring up to seven iterations, while the lower values required only four. In addition, fewer iterations were required for the exponential curve fit.

The temperature profiles (Figs. 5.10b and c) show that as the equivalence ratio is decreased, the stagnation region becomes cooler while the temperatures in the wall jet region become higher. Figure 5.11 shows that as the equivalence ratio changes, so does the flame mode. The flame first becomes lifted (Fig. 5.11 iii) and then becomes a ring flame, with unburned fuel impinging on the stagnation region (Figs. 5.11 iv and v). As the flame mode changes, the plate edge temperature first becomes higher, due to the added heat from the more premixed flame, and then lower due to the smaller flame area across the plate. However, for $\phi = 4.2$, the flame has a higher adiabatic temperature (Chapter 4) and also more turbulence in the stagnation region. This accounts for the high peak at 0.04 m (Fig. 5.10c). The premixed lifted flames are bluer in colour, rather than yellow, and so less soot is produced. Therefore, the effect of the luminous radiation heat transfer from the flame to the plate will be reduced. However, the effect is not significant as the plate temperatures still increase with added premixed air.

Figure 5.10d shows the maximum and stagnation point temperatures before and after the corrections, against $1/\phi$. The maximum temperatures are all higher than the stagnation point temperatures due to the large amount of unburned fuel impinging on the stagnation region at this height; Fig. 5.11a shows that all of the flames exhibit unburned fuel in the stagnation region, due to the low $h/d$, and so the cool stagnation region is quite similar for all flames (Figs. 5.10b and c). The maximum and stagnation point temperatures move further away from each other as the equivalence ratio is decreased, due to the premix air causing higher flame temperatures away from the stagnation region. For $\phi > 7.9$, the maximum temperatures occur at the edges of the plate, due to the flames extending beyond this point and heating the plate from the edge as well as from the bottom (Figs. 5.11b (i to iii)). This causes the increase in maximum temperature at $\phi = 7.9$ (Fig. 5.10d). The larger difference in maximum temperature...
between the uncorrected and corrected cases for $\phi < 15.8$ is due to the larger difference in emissivity (from $\varepsilon = 0.98$) for the cases without soot on the plate. Again, the polynomial fitting caused higher final temperatures than the exponential fitting.

Figure 5.11: (a) Schlieren and (b) Direct images of the propane flames at $h/d = 10.9$ and for (i) Diffusion flames and premixed flames at $\phi = (i) 15.8$, (iii) 7.9, (iv) 4.9 and (v) 4.2.

Figure 5.10e shows the radiation losses before and after the corrections for the various equivalence ratios. The radiation loss for $\phi = 4.2$ polynomial corrections could not be calculated due to the missing data points in the curve as discussed above. The adiabatic flame temperature peaks at a value of $\phi = 1$ (Chapter 4), and so the radiation loss would be expected to peak at this value also. However, for fuel rich flames, due to the air entrainment in the shear layer, air is added to the fuel between the nozzle and the plate, and so the local equivalence ratio at the plate is decreased. This means that the radiation loss from the plate would be expected to peak at a nozzle exit value higher than $\phi = 1$. However, for this case, a lean enough mixture was not achieved and so the radiation loss continues to increase with a decrease in $\phi$. This will be discussed in more detail in Section 5.4.3. For the exponential fitting, there is an almost linear increase in radiation loss with increases in $1/\phi$. Whereas for the uncorrected cases, the radiation loss
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decreases after $\phi = 15.8$, but increases after this point for the polynomial fitting. Again, this shows the importance of the curve fitting in determining the temperature profiles and the radiation losses, which depend heavily upon the temperature values and the emissivity values.

The higher nozzle-to-plate distance will now be discussed, using the same cases, which will produce less unburned fuel at the stagnation region. These cases will be compared to this section.

5.3.5.2. Higher Nozzle-to-Plate Distance ($h/d = 21.8$)

The same values of equivalence ratio were studied for the higher nozzle-to-plate distance of 21.8. Figures 5.12a to c show the temperature profiles before and after the corrections respectively. Again, the corrections were not performed on the diffusion and $\phi = 15.8$ cases due to the soot on the plate. For $\phi = 4.9$, the camera limitations discussed in Sections 5.3.4.2 and 5.3.5.1 applied, and so a complete profile was not possible due to the temperatures reaching above the camera setting temperatures. However, for $\phi = 4.2$, a different setting was used when filming, which meant that higher temperatures could be recorded, but lower temperatures could not. This affected the initial temperature profiles (Fig. 5.12a); for $T < 492K$ the temperature could not be calculated and is shown as $T = 492K$ on the initial temperature profile graph. However, when the iterations were performed, and a lower emissivity entered, the temperature could be calculated by the software. This then presented another problem. Firstly for the polynomial fitting; for $T > 1625 K$, the emissivity values did not converge but started to oscillate. This was due to Eq. 3.3 (Section 3.6.4) only being valid for values of $T$ up to the turning point of the 2$^{nd}$ power polynomial ($T = 1625 K$). Beyond this point the extrapolated emissivity increased again, which caused oscillations in the calculations. This meant that temperatures above 1625 K could not be calculated and so information was lost for part of the temperature profile. Secondly, for the exponential fitting, the iterated temperatures became very high and again reached beyond the limits of the software. In fact, any value beyond 1329 K is based on extrapolation and care should be taken in analysing these extrapolated data. Figure 5.12b again shows that the temperatures calculated after the emissivity corrections were much higher than the initial temperatures, particularly for the polynomial fitting.
Figure 5.12: Temperature profiles of the quartz plate heated by propane flames of various equivalence ratios at $h/d = 21.7$ (a) Before and (b) and (c) After the corrections for the polynomial and exponential fits respectively, and (c) Maximum and stagnation point temperatures and (d) Radiation losses from the plate before and after the corrections.

Figure 5.12a shows a qualitative view of the temperature profiles and shows that equivalence ratio has a large effect; higher equivalence ratios gave steeper curves, showing that the heat was concentrated towards the centre of the flames, which was expected [224]. The results are quite different to the $h/d = 10.9$ case, due to the section of flame that impinges onto the plate. Figures 5.13a and b show the schlieren and direct images of the flames respectively. Similar trends to $h/d = 10.9$ can be seen when the equivalence ratio is varied, but the flame spread across the plate is much smaller for the higher $h/d$, accounting for the steeper curves in the temperature profiles. Unburned fuel
can still be observed at the stagnation region for all equivalence ratios. The temperature profiles (Figs. 5.12b and c) for $\phi = 4.2$ and 4.9 (ring flames) are quite similar to each other, as are those for $\phi = 15.8$ and the diffusion flames (attached flames). However, the difference in flame mode causes the temperature profiles to be quite different for the ring flames than for the attached and lifted flames (Fig. 5.13).

Figure 5.12d shows the maximum and stagnation point temperatures for the quartz plate at $h/d = 21.7$ before and after the corrections. The temperature for $\phi = 4.2$ and 4.9 could not be shown due to the reasons described above for the high temperatures attained. For the other cases, the maximum temperature is always higher than the stagnation point temperature due to the unburned fuel impingement. In addition, the position of the maximum temperature first moves radially inward (for the diffusion flame to $\phi = 15.8$), but then moves outward as more air is added and as the flame lifts off (Fig. 5.12a, blue...
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line). This is due to the change in flame mode. For the ring flames, the maximum temperature is quite close to the stagnation region.

Figure 5.12d shows the radiation loss from the plate for the various equivalence ratios. Again, the $\phi = 4.2$ and 4.9 cases after the corrections were not calculated due to the incomplete temperature profiles. In contrast to the stagnation point temperatures, the radiation loss curves before the corrections for $h/d = 21.7$ are very similar in shape to those for $h/d = 10.9$, in that there is a dip in the curve for the lifted flame, but a higher radiation loss for the ring and attached flames. However, when the corrections are performed, the radiation loss curve increases with a decrease in equivalence ratio. Again, no peak in the radiation loss curve was observed. In addition, the radiation losses from the plate are slightly higher for $h/d = 21.7$ than for $h/d = 10.9$, since for the lower $h/d$, more heat is lost to the exhaust gases escaping round the edges of the plate.

5.3.6. Conclusions

This section has used an iterative methodology to calculate temperature profiles of a quartz impingement plate using the temperature dependence emissivity methodology and an SC3000 thermal imaging camera. Each emissivity correction converged within 4-7 iterations, showing that this is a very useful method of using the temperature dependence emissivity for a quartz plate. The lower values of temperature seemed to converge more quickly than for the higher temperatures, but for these the values of emissivity did not need to be re-entered into the software, and so the later iterations took less time.

The problems discussed relating to the non-convergence of the emissivity could be overcome by obtaining emissivity information for higher temperatures and applying this to the emissivity-temperature equation. Unfortunately, time and experimental constraints prevented this from being performed and this is reserved for the scope for future work. The results could be made more accurate by obtaining more detailed emissivity data and making a more accurate approximation of the emissivity-temperature curve. However, the results shown are accurate enough for the intended use.
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The temperature profiles and plate radiation losses for the quartz plate were calculated for various flow conditions for propane impinging flames. The profiles were also compared to schlieren and direct images. It was found that:

- The emissivity corrections increased the calculated temperatures and produced more defined temperature profiles. The corrections also made the maximum and stagnation point temperatures and the radiation loss from the plate higher than for the initial temperatures taken from the software. However, the radiation curve shapes changed due to the emissivities being different for the soot covered plates.

- The flame modes produced by different equivalence ratios significantly affected the temperature profiles; for similar flame modes at different Re and $\phi$, the temperature profiles were very similar, but for different flame modes, the temperature profiles were very different.

- The nozzle-to-plate distance had a large effect on the temperature profiles due to the amount of unburned fuel impinging on the stagnation region and to the size of the flame spread across the plate and around the edges.

- Coflowing air had a large effect on plate heated by diffusion flames but minimal effect on that of premixed flames, although the effect of the flame shape was larger for the premixed flames than the diffusion flames. For the diffusion flames, the coflowing air caused more air entrainment, causing higher temperatures within the reaction zone, while also removing heat from the wall jet region and the burned gases through convective heat transfer.

For the quartz plate, the corrected temperature values were higher than when using the default emissivity of 0.98 in the software due to the lower emissivity values. The methodology in this paper could very easily be applied to other materials and thermal imaging cameras provided that the temperature dependence of the emissivity is known or can be found out, and that software allows the user to input emissivities into particular points of the thermogram.

Unfortunately, the quartz plate could not be used for the hydrogen flames due to the high temperatures of these flames. Therefore, in order for the effects of hydrogen and
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Syngas to be studied, the oxidised steel plate was used. This plate has an emissivity of 0.79 and so the initial profiles from the line could be used rather than the spots. The next section will compare impinging flames of propane and hydrogen with the steel plate, which will be followed by an analysis of the syngas compositions. In addition the propane cases will be compared to the cases in Section 5.3.5 for the quartz plate at the same conditions.

5.4. Propane and Hydrogen Comparisons

5.4.1. Introduction

Hydrogen is currently considered the ‘fuel of the future’ with many companies investing in the production and utilisation of hydrogen and hydrogen mixtures such as syngas. Therefore, the burning and heat transfer characteristics need to be investigated in order that it may be properly utilised in the future. Hydrogen has very different combustion properties, for example a higher burning velocity, diffusivity and adiabatic flame temperature, to other mainstream fuels such as propane. Therefore, it is important to compare these fuels to see what impact this might have in a confined combustion environment. However, since the properties of hydrogen and propane are very different, it makes it difficult to make meaningful comparisons. Therefore, propane and hydrogen will be studied separately in this section, at three thermal loadings and at various equivalence ratios. Much information can be gained in this way to compare aspects such as wall temperature, radiation losses from the plate and blow-out/flashback limits.

5.4.2. Experimental conditions

The experimental conditions for the pure propane and hydrogen flames are given in Table 5.3. Three thermal loading values were chosen for each fuel to compare the effect of diffusion and premixed flames at the various loadings. All comparisons were done at $h/d = 21.7$. The equivalence ratios were decreased to the leanest possible mixtures without blow-out or flashback occurring.
### Table 5.3: Experimental conditions for the propane and hydrogen comparisons.

<table>
<thead>
<tr>
<th>Fuel</th>
<th>Thermal Loading (kW)</th>
<th>$\phi$</th>
<th>Re</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Propane</strong></td>
<td>1.6</td>
<td>Diffusion</td>
<td>1039</td>
</tr>
<tr>
<td></td>
<td>1.6</td>
<td>15.8</td>
<td>1346</td>
</tr>
<tr>
<td></td>
<td>1.6</td>
<td>7.9</td>
<td>1758</td>
</tr>
<tr>
<td></td>
<td>1.6</td>
<td>4.9</td>
<td>2276</td>
</tr>
<tr>
<td></td>
<td>1.6</td>
<td>4.2</td>
<td>2539</td>
</tr>
<tr>
<td></td>
<td>3.2</td>
<td>Diffusion</td>
<td>2079</td>
</tr>
<tr>
<td></td>
<td>3.2</td>
<td>15.8</td>
<td>2691</td>
</tr>
<tr>
<td></td>
<td>3.2</td>
<td>7.9</td>
<td>3516</td>
</tr>
<tr>
<td></td>
<td>3.2</td>
<td>6.1</td>
<td>4031</td>
</tr>
<tr>
<td></td>
<td>4.7</td>
<td>Diffusion</td>
<td>3118</td>
</tr>
<tr>
<td></td>
<td>4.7</td>
<td>15.8</td>
<td>4037</td>
</tr>
<tr>
<td></td>
<td>4.7</td>
<td>7.9</td>
<td>5274</td>
</tr>
<tr>
<td><strong>Hydrogen</strong></td>
<td>1.8</td>
<td>Diffusion</td>
<td>403</td>
</tr>
<tr>
<td></td>
<td>3.5</td>
<td>Diffusion</td>
<td>603</td>
</tr>
<tr>
<td></td>
<td>5.3</td>
<td>Diffusion</td>
<td>828</td>
</tr>
<tr>
<td></td>
<td>1.8</td>
<td>2.8</td>
<td>2401</td>
</tr>
<tr>
<td></td>
<td>1.8</td>
<td>1.1</td>
<td>5717</td>
</tr>
<tr>
<td></td>
<td>3.5</td>
<td>2.8</td>
<td>4522</td>
</tr>
<tr>
<td></td>
<td>3.5</td>
<td>1.5</td>
<td>8521</td>
</tr>
</tbody>
</table>

#### 5.4.3. Propane

Propane was studied at three values of thermal loading and at various equivalence ratios. The results for the first thermal loading (1.6 kW) will be compared to the quartz plate (Section 5.3.5.2). However, the equivalence ratio values are not exactly comparable since there was a slight leak in the air flow controller for the quartz plate measurements. This was rectified for these measurements. Therefore, the flame shapes differ slightly, although the results are still relatively comparable. The results will also be compared to hydrogen flames at three thermal loading values. However, the values of equivalence ratio are not the same for the hydrogen and propane flames, due to experimental constraints, which will be discussed in the next section. The achievable equivalence ratios can also give insight into the differences between the hydrogen and propane flames, particularly when the schlieren images are used.
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Figures 5.14a to c show the effect of equivalence ratio on the temperature profiles for the propane flames at 1.6, 3.2 and 4.7 kW respectively. At each thermal loading, the equivalence ratio was lowered until the flame blew out. It can be seen that the equivalence ratio has a large effect of the temperature profiles for each thermal loading. This is due to the change in flame mode, as was described in Section 5.3.5.2.

Figure 5.14: Temperature profiles for the steel plate heated by propane flames at (a) 1.6 kW, (b) 3.2 kW and (c) 4.7 kW, (d) Stagnation point temperatures and (e) Radiation losses from the plate.

Figure 5.15 shows the schlieren images for the propane flames. It can be seen that as the thermal loading is increased (b to d respectively), the change in flame mode occurs more rapidly, and so the flame blows out at higher equivalence ratios for higher thermal loadings. For 1.6 kW, the flame blew out a minimum achievable $\phi$ of 4.0. Even though
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this is still quite fuel rich at the nozzle, the blue colour of the flame at the plate (Fig. 5.15a (v)) indicated that the flame was relatively leaner, due to enhanced local fuel/air mixing with the entrainment of air upstream. This air entrainment can be seen by the widening of the unburned fuel section observed in the schlieren images (Fig. 5.15b (i to v) respectively). As \( \phi \) was decreased, the flame changed from the initial yellow diffusion flame to the blue premixed flame. Correspondingly, the flame spread across the plate became smaller because the fuel was burnt up more quickly due to the added air and turbulence. This can be seen by the steeper temperature curves in Figs. 5.14a to c; as the equivalence ratio is decreased the heat becomes more concentrated towards the stagnation region. The same sequence was observed for the 3.2 and 4.7 kW flames (Figs. 5.15c and d respectively) but the change in flame mode happened more quickly with changes in \( \phi \) due to the higher Reynolds numbers (Table 5.3).

Figure 5.15: (a) Direct images and (b) Schlieren images for (i) propane diffusion flames and propane flames at \( \phi = (ii) 16.3, (iii) 8.2, (iv) 5.1 \) and (v) 4.3 respectively at 1.6 kW, and Schlieren images at (c) 3.2 kW and (d) 4.7 kW for (i) diffusion flames and for \( \phi = (ii) 16.3, (iii) 8.2 \) and (iv) 6.3, with the invisible gas layer positions sketched onto the direct images.

Slight peaks in the temperature profiles can be seen for the propane flames. For the 1.6 kW cases (Fig. 5.14a) these are observed at 0.03 m for the diffusion flame, moving outwards to 0.06 m for \( \phi = 4.2 \) and 4.9, which were both blown ring flames with similar
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flame diameters impinging on the plate (Fig. 5.15a (iv and v)). The positions of the peaks indicate the intense combustion zones located away from the stagnation points. There are slight dips in the temperature profiles at the stagnation region for all cases (Figs. 5.14a to c); the heat on the plate surface is flowing radially inwards due to the unburned fuel impinging on the plate which is verified by the schlieren images (Fig. 5.15). This also decreases the total heat that could be transferred to the plate for the propane flames as the probabilities of the flame or hot gases impinging on the plate are reduced. It is interesting to note that the plate temperature for $\phi = 4.2$ is lower than that of $\phi = 4.9$ for the thermal loading of 1.6 kW (Fig. 5.14a). This would imply that as the equivalence ratio is decreased past a certain point, the total heat transfer to the plate also decreases. This is due to the increase in wrinkles in the flame (Fig. 5.15b (v)). As a result more ambient air was mixed with the hot gases, cooling them down.

It can be seen that for the 1.6 kW propane flames the thickness of the invisible gas layer is approximately constant for the richer flames (Fig. 5.15a (i to iii)). However, as the flame becomes more turbulent, the layer of hot gases increases in thickness in parts of the wall jet region (Fig. 5.15a (iv and v)). For the blown ring flames, the non-uniform thicknesses in the gas layers are caused by turbulent structures which appear to move radially outwards with the convection currents. These structures are more prominent for the $\phi = 4.2$ flame than the $\phi = 4.9$ flame due to the higher Reynolds number.

When the 1.6 kW flames (Fig. 5.14a) are compared to the quartz plate (Section 5.3.5.2), it can be seen that the temperatures for the steel plate are lower than for the quartz plate. In addition, the heat is more evenly distributed across the steel plate. This is due to the higher thermal conductivity of steel; at a steady state, the heat conducted radially through the plate is much higher, smoothing out the temperature profiles. The heat conducted through the plate is also higher, causing a higher temperature on the top side of the plate; radiating and convecting more heat to the surroundings and lowering the overall plate temperature.

Figure 5.14d shows the stagnation point temperatures against $1/\phi$. It can be seen that for the diffusion flames and $\phi = 15.8$, the stagnation point temperatures are quite similar for the three thermal loadings. However, as $\phi$ is decreased, the stagnation point temperatures move further apart for each thermal loading. Again, this is due to the
larger change in flame mode at the different thermal loadings; for a particular equivalence ratio, the flame mode is different for different thermal loadings. This is also due to the fuel being burnt up more quickly for the flames with higher Reynolds numbers (Table 5.3).

Figure 5.14e shows the radiation losses from the plate, normalised by the thermal loading. It can be seen that for the 1.6 kW flames, there is a peak in the curve at around $\phi = 6$. At this equivalence ratio, there is a maximum amount of heat transferred to the plate. For the impinging flame experiments, the fuel has time to mix with air before combusting in the plate region, particularly for the lifted flames, and so the local equivalence ratio at the plate will be lower than that at the nozzle. The peak indicates that the flame has entrained enough air to reach local stoichiometric conditions by the time the flame hits the plate, causing a maximum heat transfer. For the 3.2 kW case, the peak is at around $\phi = 8$, and for the 4.7 kW case it is around $\phi = 10$. This means that as the thermal loading is increased, the amount of premixed air required to obtain stoichiometric conditions at the plate is reduced. This is due to the increase in Reynolds number with the increase in thermal loading at the specified equivalence ratios (Table 5.3). The radiation losses from the plate as percentages of the thermal loading decrease with thermal loading. This is due to more heat being lost to the atmosphere via mixing with the cool ambient air, and also to the increased convective heat loss from the top of the plate with increasing plate temperature. It shows that as the thermal loading is increased, the configuration becomes less efficient at heating the plate, even though the plate temperature is increased.

It has been shown that for propane flames impinging onto an oxidised steel plate, the thermal loading and equivalence ratio have significant effects on the plate temperature profiles. When $\phi$ is decreased the flame modes change from attached diffusion flames to lifted partially premixed flames and finally to blown ring flames. As this happens, the plate temperatures become hotter near the stagnation region and cooler towards the plate edges. In addition, the radiation losses initially increase due to the added heat from the leaner flames. This is followed by a decrease in radiation loss due to the entrainment of air causing local lean conditions at the plate. It is also caused by a reduction in temperature of the hot gases due to mixing with the cool ambient air caused by the
greater turbulence in the flames. The change in flame mode happens more quickly for the higher thermal loadings due to the higher Reynolds numbers of these flames. This also causes the temperature profiles to change more quickly with changes in $\phi$.

The next section will look at hydrogen flames at similar thermal loadings as the propane flames. However, it was possible to sustain much leaner conditions with the hydrogen flames, and so the equivalence ratios will not be identical to the propane flames. Therefore, the diffusion flames at the three thermal loadings will be looked into first, and compared to the propane flames. This will be followed by an examination of the equivalence ratio effects of the hydrogen flames on the wall temperature profiles.

5.4.4. Hydrogen

Firstly hydrogen diffusion flames will be looked at for the values in Table 5.3. These will be compared to the propane diffusion flames at similar thermal loadings. Following this, flames at fuel rich and near stoichiometric conditions will be compared for two values of thermal loading.

5.4.4.1. Diffusion Flames

Hydrogen and propane diffusion flames differ in many properties. The propane flames were quite luminous, producing a lot of soot. This increases the radiation heat transfer from the flame to the plate. The hydrogen flames produced a lot of water, which condensed on the cool plate but evaporated after a couple of minutes of heating. In addition, the flame temperature (Chapter 4) and calorific value of hydrogen flames are much higher than of propane flames. It will be shown that the flame shapes are also quite different at similar thermal loadings.

Hydrogen diffusion flames were studied at three thermal loadings (Table 5.3) and the temperature profiles are shown in Fig. 5.16a. An emissivity value of 0.79 was used for the temperature calculations, corresponding to heavily oxidised steel with no soot deposition. The propane profiles from Section 5.4.3 have been repeated in Fig. 5.16a for comparative purposes. The profiles for the hydrogen flames are less smooth near the stagnation region than near the edges of the plate because of the high temperature induced oxidisation of the plate. This is not observed in the temperature profiles for the propane flames as the plates were covered in soot, which gives a more even surface
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The general trends for the hydrogen flames were not affected by the uneven surface caused by the heavily oxidised plate and so the plate was not replaced. Also, a new plate would be oxidised again after a few tests causing inconsistency between the different cases, as discussed in Section 5.2.5. The temperature profiles of the hydrogen flames (Fig. 5.16a) show a bumpy region followed by a small peak at approximately 0.03 m and a smoother decline towards the edge of the plate. At the peak, the heat is flowing away from the hot region both radially inwards and outwards. These peaks indicate the intense combustion zones usually found in impinging flame jets due to good fuel/air mixing just away from the stagnation region [11]. Smaller peaks can be observed in the propane cases (Fig. 5.16a) at approximately the same radial distance, however these peaks are not as distinguished due to the lower adiabatic flame temperature of propane (Chapter 4).

Figure 5.16: (a) Plate temperature profiles for hydrogen and propane diffusion flames at various thermal loadings, (b) Stagnation point temperatures and (c) Radiation losses from the plate.

The plate temperatures (Fig. 5.16a) were observed to be higher for the hydrogen flames than for the propane flames at the higher thermal loading settings, even though a similar range of thermal loading conditions was applied to both cases. This may be due to a couple of factors. Firstly, from Chapter 4 it was shown that hydrogen plus nitrogen
composition has a much faster laminar burning velocity (4.8 times faster at stoichiometry) and a higher adiabatic flame temperature (4.6 % higher at stoichiometry) than propane. The higher flame temperature of the hydrogen flames causes elevated local heat transfer and the faster laminar burning velocity increases the pressure and temperature within the flame. Also, the higher molecular diffusivity of the hydrogen allows easier mixing with the surrounding air which corresponds to a more elevated convective heat transfer. Secondly, it could also be caused by the larger amount of exhaust gases going over the edge of the plate for the propane flames, due to the larger flame size (shown by the direct images in Fig. 5.17), lowering the plate temperatures. The temperature profiles for the hydrogen flames increase quite steadily and quickly across the whole plate surface with increasing thermal loading (Fig. 5.16a). However, for the propane flames, the temperature only rose slightly as the thermal loading was initially increased, and in fact decreased for the 4.7 kW propane flame (Fig. 5.16a) due to more heat being lost to exhaust (Fig. 5.17a (iii)). This did not occur for the hydrogen flames as the entire flame areas were contained within the plate area (Fig. 5.17b).

Figure 5.17: Direct images for (a) Propane flames at (i) 1.6 kW, (ii) 3.2 kW and (iii) 4.7 kW and for (b) Hydrogen flames at (i) 1.8 kW, (ii) 3.5 kW and (iii) 5.3 kW, with invisible gas layer positions shown by the white lines.

The profiles for the hydrogen cases all show higher temperatures as the stagnation region is approached, whereas the profiles of the propane flames illustrate a slight reduction towards the stagnation region (Fig. 5.16a) due to the unburned fuel impinging
on the plate. This can be seen in the schlieren images in Fig. 5.18a for all three propane cases. The stagnation point temperatures for the propane and hydrogen diffusion flames are shown in Fig. 5.16b. It can be seen that the temperatures increase quite steadily with thermal loading for the hydrogen flames. This is due to the decrease in unburned fuel with thermal loading, shown by the schlieren images in Fig. 5.18b. Only a very small amount of unburned fuel impinging on the plate is found for the hydrogen cases at the lower thermal loadings, and for the thermal loading of 5.3 kW, the jet fuel core starts to become wrinkled and burns out before reaching the plate surface (Fig. 5.18b (iii)).

However, for the propane flames the stagnation region temperature decreases with increasing thermal loading, due to the increase in unburned fuel caused by the higher flow rate for the higher thermal loading cases. The density difference between the propane unburned fuel and the ambient air is quite similar, whereas the hydrogen flames have a much higher density difference and a higher molecular diffusivity, causing faster diffusion between the unburned fuel and ambient air. This causes the fuel to be burnt up more quickly for the hydrogen flames.

Figure 5.18: Schlieren images for (a) Propane flames at (i) 1.6 kW, (ii) 3.2 kW and (iii) 4.7 kW and for (b) Hydrogen flames at (i) 1.8 kW, (ii) 3.5 kW and (iii) 5.3 kW.

The invisible gas layers that can be seen in the schlieren images in Fig. 5.18 have been sketched onto the direct images (Fig. 5.17) using scaling of the schlieren images to mark the approximate average position. The invisible gas layers have very similar thicknesses for all thermal loadings for the propane diffusion flames (Fig. 5.17a), and
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for the hydrogen flames (Fig. 5.17b). However, the thickness for the hydrogen flames is larger than for the propane flames in all cases. This is due to the higher molecular and thermal diffusivity for the hydrogen flames, increasing the diffusion between the flames and the ambient air. This also causes a thicker flame width, as can be seen in Fig. 5.18.

The radiation losses from the plate as percentages of thermal loading (shown in Fig. 5.16c) decrease for increasing thermal loadings for the propane flames. This is due to a higher percentage of the heat being lost to the surroundings, exhaust and unburned fuel at higher thermal loadings. In contrast, the radiation losses for the hydrogen flames increase quite steeply with thermal loading, due to the fact that the entire hydrogen flame impinges on the plate surface (Fig. 5.17b) with minimal heat lost to the exhaust gases. The percentage of radiation loss from the plate for the 3.2 kW propane flame is comparable to that of the 5.3 kW hydrogen flame. This is due to the fact that the hydrogen flame is concentrated towards the centre of the plate and so the cooler edges of the plate reduce the overall radiation loss from the plate for the hydrogen flame. Therefore, there is a balance between the exhaust gases reducing the radiation losses for the propane flames, and the cool areas of the plate reducing them for the hydrogen flames. If a larger plate was used, then the radiation losses would be lower for the hydrogen flames. If a smaller plate was used then the radiation losses would be lower for the propane flames, due to the larger amount of exhaust gases. In addition, the emissivity of the plate heated by the hydrogen flames (ε = 0.79) reduces the radiation loss for each temperature value when compared to that of the propane flames (ε = 0.96), and reduces the radiation heat absorption from the flame to the plate.

Since steel is a very good conductor of heat, the radiation losses shown for the underside of the plate will be very similar to the radiation losses from the top of the plate. Therefore, the total radiation loss from the plate as a whole will be approximately twice that of the radiation lost from the underside of the plate. This means that twice the value of the radiation loss from the underside of the plate can be used to approximate a minimum amount of heat transferred to the plate from the flame. However, since heat will also be lost due to convection from the top side of the plate the actual heat transferred to the plate will be higher than this value, and so it is only the minimum approximated value of heat transferred. Using this method, Fig. 5.16c shows that for the
propane flame at 1.6 kW at least 40% of the heat from the flame reached the plate and was lost due to radiation. However, it is only at least 12% for the 4.7 kW propane flame due to the large amount of heat lost from the flame going over the edges of the plate. The high percentage of radiation loss from the plate indicates that radiation loss from the plate should be considered in impinging flame configurations. The radiation loss from the plate reduces the overall plate temperature when heated in the steady state condition, and when using high conductivity materials this heat loss is almost doubled. However, even if the wall has thermal insulation or water cooling, the radiation loss from the underside will still be significant.

It has been shown that the fuel and thermal loading have significant effects on the plate temperature profiles for propane and hydrogen diffusion flames. The flame shape, including the flame spread across the plate, and the flame temperature and diffusivity affect the heat transfer to the plate. For the hydrogen flames, the temperatures are concentrated towards the plate centres, with steep gradients towards the edges of the plate. This is due to the small flame area on the plate and to the high temperatures and diffusivity of the hydrogen flames. The temperatures of the plates heated by the propane flames are more evenly distributed and are much lower than for the hydrogen flames. In addition, the large flame area across the plate causes the plate temperatures to be reduced for higher thermal loadings due to heat lost via exhaust gases. The next section looks at the plate temperature for hydrogen premixed flames.

5.4.4.2. Premixed Flames

The analysis for the hydrogen premixed flames was performed at two values of equivalence ratio for two thermal loadings as outlined in Table 5.3. Much lower equivalence ratios were achieved for the hydrogen premixed flames than for the propane premixed flames due to the higher burning velocity and reactivity, and lift-off and blow-out/blow-off were not observed. This is in agreement with [274] where lift-off was not achieved until an exit velocity of 730 m/s was reached in pure H2 flames (from a 2 mm diameter nozzle). The maximum velocity was 34 m/s in these experiments. The equivalence ratio was lowered until the flame became unstable at the base, which was at $\phi = 1.1$ for the 1.7 kW case and at $\phi = 1.5$ for the 3.5 kW case. This is similar to the
propane flames, which experienced blow-out at higher equivalence ratios for higher thermal loadings.

Figure 5.19a shows the temperature profiles for the hydrogen premixed cases. The results show that, for both thermal loadings, as \( \phi \) was decreased the plate temperatures decreased dramatically. This is in contrast to the premixed propane flames at equivalent thermal loading conditions (Section 5.4.3), which increase in temperature with \( \phi \) for each of the propane cases. The only similarity between the propane and hydrogen premixed cases is the slight temperature decrease at \( \phi = 4.3 \) (minimum \( \phi \) achieved) for the propane premixed flames at 1.7 kW (Fig. 5.14a).

Figure 5.19: (a) Plate temperature profiles, (b) Wrinkle scale analysis, (c) Stagnation point temperatures and (d) Radiation losses from the plate for hydrogen premixed flames at various equivalence ratios and thermal loadings.

Figures 5.20a and b show the direct and schlieren images respectively. When more air was added, the flame became smaller and more turbulent, until the flame was no longer impinging on the plate at the minimum equivalence ratios of 1.1 and 1.5 (for the 1.7 and 3.5 kW cases respectively) (Figs. 5.20 (ii) and (iv)). This is in contrast to the propane flames, which lifted off as more air was added. This is due to the differences in laminar flame speed for the two fuels (Chapter 4). The hydrogen with nitrogen laminar flame...
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speed was calculated to be 4.8 times faster than propane at stoichiometry. Therefore, when the nozzle exit velocity was increased for the propane flames, the laminar flame speed was not fast enough to counteract this, and the flames lifted off. However, for the hydrogen flames, the laminar flame speed was so fast that the flame could propagate against the upwards flow and the flame reduced in size rather than lifted off. This is the cause for the dramatic decrease in temperature at the minimum $\phi$; it meant that the higher rate of heat transfer caused by the high thermal diffusivity of hydrogen no longer affected the plate, since only combustion products were in contact with it.

Figure 5.20: (a) Schlieren and (b) Direct images of hydrogen premixed flames at (i) 1.8 kW, $\phi = 2.8$, (ii) 1.8 kW, $\phi = 1.1$, (iii) 3.5 kW, $\phi = 2.8$ and (iv) 3.5 kW, $\phi = 1.5$, with approximate positions of the jet gas layers sketched onto the direct images.

Furthermore, the schlieren images (Fig. 5.20b) show that more mixing occurred with a reduction in equivalence ratio, depicting huge differences in the schlieren wrinkling structures in the hot gas layers. The wrinkling structures became much smaller with decreasing $\phi$ (Figs. 5.20b (i to ii) respectively), which is an indication that strong mixing between the fuel and the surrounding air takes place as more air is added. Figure 5.20b shows a large amount of small scale wrinkling of the hot gases, which increased with the reduction of $\phi$. This was due to the very high Re for the hydrogen premixed cases, which contrasted strongly with the low Re for the hydrogen diffusion cases (Table 5.3).
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This large range of Re for the hydrogen flames accounts for the differences in trend with $\phi$, and for the differences from the propane cases which had a much smaller range of Re over the equivalence ratios studied. The corresponding illustration in Fig. 5.19b shows that the ‘wrinkle scale’ increases quite evenly across the three regions as $\phi$ changes from 2.8 to 1.5 for the 3.5 kW flame (3rd and 4th columns respectively). It also increases with a decrease in $\phi$ for the 1.8 kW flame (1st and 2nd columns respectively), particularly in the ‘flame’ region. This means that the average size of the turbulent structures in the flame section decreased dramatically for $\phi = 1.1$ at 1.8 kW, and so more heat was transferred to the surrounding air which lowered the plate temperature. This wrinkling was caused by the enhanced mixing between the burnt hot gases and the air surrounding the impinging jet.

For the thermal loading of 3.5 kW, and $\phi = 2.8$, the radial plate temperature profile is very similar to, and in fact slightly lower than, that of the thermal loading of 1.8 kW (Fig. 5.19a). Again, this is due to the small scale wrinkles appearing in the top of the flame section of the 3.5 kW case which were not observed in the 1.8 kW case (Figs. 5.20b (iii and i) respectively). It can be seen from Fig. 5.19b that the wrinkle scale values are the lowest for the 1.8 kW, $\phi = 2.8$ flame (1st columns), which shows that this flame has the least amount of small scale wrinkles. This causes less heat to be lost to the mixing with ambient air before the flame reaches the plate, and thus raises the plate temperature when compared to the 3.5 kW case. In contrast, for the lower equivalence ratio the temperature is elevated for the higher thermal loading. This is due to the more similar sizes of wrinkle scales, and the slightly higher $\phi$ (Fig. 5.19b); there is only a slight increase in the quantity of wrinkles from the 1.8 kW to the 3.5 kW cases (2nd and 4th columns respectively) for all three interrogated areas, even though Re is almost doubled (Table 5.3). This can also be visualised in the schlieren images (Figs. 5.20 (i and iii) for $\phi = 2.8$ at 1.8 kW and 3.5 kW respectively, and (ii and iv) for $\phi = 1.1$ and 1.5 at 1.8 kW and 3.5 kW respectively). This shows that more wrinkles in the flame causes the plate temperature to become lower due to enhanced mixing with the cool ambient air.

For $\phi = 2.8$ and for both thermal loadings, there is a slight peak in the temperature profiles at around 0.02 m. As described for the hydrogen diffusion flames and the
propane premixed flames (Sections 5.4.4.1 and 5.4.3 respectively), these peaks indicate the intense combustion zones in the impinging flames. However, for $\phi = 1.1$ and 1.5, there seems to be a peak at about 0.03 m for both thermal loadings. Since the flame is not impinging on the plate, this cannot be attributed to the intense combustion zones as observed previously. However, the schlieren images (Figs. 5.20b (ii and iv)) show that this location is approximately where the boundary of the cone of hot gases meets the layer of hot gases spread across the plate. This means that at this cone edge location, more heat is being transferred to the plate, indicating that the burned gases are hotter in this region. The radial heat then flows very rapidly away to the edge of the plate (indicated by the step gradients (Fig. 5.19a)) for the $\phi = 2.8$ cases and less rapidly for the $\phi = 1.1$ and 1.5 cases. This implies that there is a much larger temperature difference between the centre and the edge of the plate for $\phi = 2.8$, which is due to the direct flame impingement.

For the hydrogen flames, the colours of the hydrogen flames changed from transparent to a bright blue at the base as $\phi$ was decreased (Figs. 5.17b and 5.20a respectively). It is worth noting here that the images have been enhanced in order to show the hydrogen flame shape, as the transparent nature of the hydrogen flames means that it would be difficult to show them without enhancement. The transition to a blue colour is similar to the propane flames, which, as mentioned, changed to a bluer colour and reduced in size as the flames became leaner. The invisible gas layer (Fig. 5.20a) increases slightly in thickness with a decrease in $\phi$ for each case. This is due to the added turbulence from the increase in Re.

Figure 5.19c shows the stagnation point temperatures against $1/\phi$ for each thermal loading. For the hydrogen premixed cases, the maximum temperatures occur at the stagnation point, due to the lack of unburned fuel impinging on this region. For both thermal loadings, the stagnation point temperatures initially increase with added premixed air and then decrease after $\phi = 2.8$. The increase is due to the reduction in unburned fuel impinging on the stagnation region, and the increase in flame temperature, as premixed air is added. The temperatures then decrease due to the lack of direct flame impingement and also due to the small scale wrinkles that are present in the flames for the lower equivalence ratios. For $\phi < 2.8$, the stagnation point temperatures
are the same for both thermal loadings, since it is only hot gases impinging on the plate. This implies that the hot gases are the same temperature for the same equivalence ratios at the different thermal loadings.

Figure 5.19d shows the radiation losses from the plate. The radiation losses for the premixed hydrogen flames are much lower than for the propane flames. This is because as the equivalence ratio was decreased the amount of direct flame impingement also decreased. Also, since there was no unburned fuel impinging on the plate for all of the premixed hydrogen cases (Fig. 5.20b), this means that all of the heat transferred to the plate comes from the hot gas impingement for all plate locations at $\phi = 1.1$ and 1.5. This decreases the total heat available and so reduces the overall plate temperatures and hence the radiation losses from the plate. A peak in the curve for the radiation losses from the plate, shown in Fig. 5.19d, occurs at $\phi \approx 3$ for the 1.8 kW case. This indicates that at 1.8 kW, stoichiometry at the plate was achieved at approximately this nozzle exit equivalence ratio, as it has the highest heat loss from the plate, as discussed in Section 5.4.3. In addition, at $\phi = 1.1$ and 1.5, all of the reactants were burnt up before the plate was reached. There was no peak in the radiation loss curve for the 3.5 kW case. The radiation loss percentages were lower for the higher thermal loading, similar to the propane flames. However, the reasons for this are different. For the propane flames this was partly caused by the increased convective heat loss from the plate with increasing plate temperature. However, for the hydrogen flames, it is due to the increased turbulence in the flame with increased thermal loading, causing the plate temperatures to be lower for the higher loading values.

It has been shown that the equivalence ratio, Reynolds number and thermal loading significantly the plate temperatures for premixed hydrogen flames. As the equivalence ratio is increased to near stoichiometric conditions, the flame height reduces significantly, so that only hot gases are impinging on the plate. The wrinkle scale analysis helps to explain why plate temperatures are similar, and even lower, for the flames at the same equivalence ratio but higher thermal loading values. The effect of equivalence ratio is quite different for hydrogen flames than for propane flames, due to the differences in flame mode and Reynolds number, and hydrogen flames could be sustained at much leaner mixtures.
5.4.5. Conclusions

The plate temperatures for propane and hydrogen flames have been analysed at three values of thermal loading and at various equivalence ratios. It has been shown that the effect of equivalence ratio is very different for hydrogen and propane flames. In addition, the thermal loading and wrinkling observed in the schlieren images have significant effects of the premixed flames. The following observations were made:

- For the propane flames, adding premixed air causes the flame mode to change from attached, to lifted, to blown ring flames. This has a large effect on the plate temperature profiles. However, for the hydrogen flames, premixed air causes the flame length to become shorter so that, at near stoichiometric conditions, only hot gases were impinging on the plate. In addition, the propane flame blew out at much richer concentrations, whereas the hydrogen flames could withstand much lower equivalence ratios.

- For the diffusion flames, increasing the thermal loading caused the flame width on the plate to become larger. In addition, the propane flames had much larger flame spread across the plate than the hydrogen flames at the same thermal loadings. This caused a large amount of heat to escape around the edges of the plate, reducing the plate temperatures. It also caused the temperature profiles for the hydrogen diffusion flames to be much more concentrated towards the centre than for the propane flames.

- The plate temperatures were much higher for the hydrogen flames due to the higher flame temperature and thermal diffusivity. In addition, the molecular diffusivity and density ratio between the burned and unburned gases caused a thicker flame width for the hydrogen flames and a thicker layer of hot gases underneath the plate.

- The wrinkle scale methodology was utilised for the hydrogen premixed flames due to their notable turbulence. It helped to explain the similarities in plate temperature profiles; the plate temperatures were similar for flames with similar wrinkle scales at specific sections of the flame and hot gas regions, even at very different Reynolds numbers.

- The stagnation point temperatures were analysed for the different compositions and it was shown that the unburned fuel has a large effect on the stagnation point temperatures.
temperature as expected. In addition, for the near stoichiometric hydrogen flames, the stagnation point temperatures were similar for the two values of thermal loading, due to the lack of flame or fuel impingement in this region. This implied that the hot gas impingement temperatures were comparable for the same equivalence ratios at different thermal loadings.

- The radiation losses from the plate were analysed and it was found that the radiation losses as percentages of the thermal loading decreased with increasing thermal loading. This is partly due to the lower efficiency of the flame to heat the plate at higher thermal loadings (due to higher mixing with the cool ambient air and to heat being lost to exhaust gases), and partly to the increase in heat loss by convection from the top of the plate with increasing plate temperature.

It has been shown that using plate temperature profiles obtained by thermal imaging can be a useful method for comparing the effects of various fuel and flow properties, particularly when used with direct and schlieren imaging. The effects of flame shape and fuel properties have been analysed and impinging flames of propane and hydrogen have been compared in terms of the thermal footprint left on the flame impinged steel plate. The next section will look into the effects of syngas fuel composition on the plate temperatures, comparing syngas compositions from real data in terms of the flame shapes and thermal footprints.

### 5.5. Syngas

#### 5.5.1. Introduction

The effects of syngas on wall temperature and flame structure when compared to hydrogen and hydrocarbon flames are of practical importance because combustor walls or other combustor components may be damaged by burning high hydrogen content syngas. In addition, the compositions of syngas vary widely from source to source. Therefore, the effects of changing the syngas content should also be explored. There has been much focus on fundamental hydrogen-enriched syngas research in recent years, however syngas has not yet been extensively studied in impinging flame configurations and heat transfer studies. This section looks at various syngas compositions and their effect on the wall temperature of the flame impinged steel plate.
5.5.2. Experimental conditions

As for the hydrogen flames, the syngas compositions were studied for diffusion flames and for the leanest achievable mixtures before the base became unstable and the flame started to lift. It was not deemed safe to work with lifted syngas flames due to the danger of blow-out and potential release of CO into the air. Unfortunately, due to the wide range of mixture compositions for the syngas flames, and to experimental constraints, the premixed compositions could not be sustained at similar equivalence ratios. In addition, the high N\textsubscript{2} composition could not be achieved at all, even for the diffusion flame, due to the high volume of nitrogen in the composition. Therefore, only the high H\textsubscript{2}, high CO and high CO\textsubscript{2} compositions were studied, the compositions of which have been discussed in Section 3.2.3.1. The tests were done at a thermal loading of 3.6 kW, so that the results could also be compared to the hydrogen cases at 3.5 kW. The experimental conditions are shown in Table 5.4. It should be noted that the Reynolds numbers are quite different for the different compositions at similar thermal loadings, and this will have an effect on the flame wall interaction, which will be discussed in the next section. An emissivity of 0.79 was used to calculate the temperature profiles as no soot was deposited on the plate. The high H\textsubscript{2} composition could be studied at the lowest equivalence ratio due to the high reactivity and laminar flame speed of hydrogen. In contrast, the high CO\textsubscript{2} composition could only be studied at very rich mixtures due to the dilution of the CO\textsubscript{2}. Chapter 4 showed that the addition of CO and CO\textsubscript{2} to the syngas compositions caused the laminar flame speed to reduce. Therefore, lift-off was more likely for the high CO and high CO\textsubscript{2} compositions respectively, which was observed in the experimentation since these flames became unstable at the base for lower amounts of added premixed air.

<table>
<thead>
<tr>
<th>Composition</th>
<th>$\phi$</th>
<th>Re</th>
</tr>
</thead>
<tbody>
<tr>
<td>High H\textsubscript{2} Diffusion</td>
<td>1.1</td>
<td>9260</td>
</tr>
<tr>
<td>High CO     Diffusion</td>
<td>5.5</td>
<td>6398</td>
</tr>
<tr>
<td>High CO\textsubscript{2} Diffusion</td>
<td>18.2</td>
<td>8455</td>
</tr>
</tbody>
</table>

Table 5.4: Experimental conditions for the syngas compositions.
5.5.3. Results

Diffusion and premixed flames of three syngas compositions; denoted ‘high H₂’, ‘high CO’ and ‘high CO₂’ (Tables 3.2 and 5.4) have been studied. Figures 5.21a and b show the plate temperature profiles for the syngas diffusion and premixed flames respectively. The plate temperatures for the premixed cases are much more concentrated towards the centre than for the diffusion cases. This is due to the flames reducing in size and covering a smaller area of the plate for the premixed cases, as can be seen from the direct images in Fig. 5.22a.

Figure 5.21: Temperature profiles for (a) Diffusion flames and (b) Premixed flames at equivalence ratios of 1.1, 5.5 and 18.2 for the high H₂, high CO and high CO₂ compositions respectively, (c) and (d) Turbulence scale analysis for the diffusion and premixed cases respectively, (e) Maximum temperatures, and (f) Radiation losses from the plate.
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Figure 5.22: (a) Direct and (b) Schlieren images for diffusion flames for (i) High H₂, (ii) High CO and (iii) High CO₂ compositions, and for premixed flames for compositions of (iv) High H₂, (v) High CO and (vi) High CO₂ at $\phi = 1.1, 5.5$ and 18.2 respectively, with approximate positions of the invisible hot gas regions sketched onto the direct images.

Figure 5.22a also shows that the flames are much more transparent for the high H₂ cases and much brighter for the high CO₂ cases, indicating that the extra CO and CO₂ cause the flame to be brighter and bluer. It can also be seen that the premixed cases have smaller transparent zones at the base of the flames and that a second conical shape is present in the central core for the high H₂ premixed case. Figure 5.22b shows that the unburned fuel zones are thinner for the premixed cases due to the premixed air aiding combustion in these areas. The invisible hot gas positions for the diffusion flames are dissimilar for the different compositions; becoming much thicker with an increase in CO or CO₂ concentration (Figs. 5.22a (i to iii) respectively). In addition, the schlieren images (Fig. 5.22b) show that for the diffusion flames, as the wrinkling quantity increases, the thickness of the gas layer also increases. However, for the premixed
cases, the thicknesses remain quite constant for each composition, even though the equivalence ratios and Reynolds numbers are very different.

In addition, Figs. 5.21a and b show that the plate temperatures towards the edge of the plate are all a very similar temperature for the premixed flames. From the wrinkle scale chart, shown in Fig. 5.21d, it can be seen that for the premixed cases, the wrinkle scales are very similar in all regions except for the high CO case in the flame region, where the wrinkle scale is much lower than for the other two flames. This is due to the absence of wrinkling in the flame region, just below the hot gas region, in the high CO case. This could account for the difference in trend in the thermal footprint for the high CO premixed case, which has a very steep dip near to the stagnation region at approximately 5 mm (Fig. 5.21b). The lower wrinkle scale for the high CO flame in the ‘flame’ region is also apparent in the diffusion case but is less noticeable on the wrinkle scale graph due to the comparison with the unwrinkled hydrogen flame (Fig. 5.21c). This shows that, although the nozzle exit Reynolds number and equivalence ratio are quite different, the wrinkle structures and wall temperature profiles in the wall jet region are quite similar near the lift-off limit for the three premixed compositions, and the temperature profiles are also quite similar.

The profile for the high H\textsubscript{2} diffusion flames is generally higher than for the high CO and high CO\textsubscript{2} diffusion cases. This is due to the higher thermal diffusivity and molecular diffusion rates for the syngas with higher hydrogen content. This can also be attributed to the variation in flame wrinkle structure; large scale wrinkles are observed in the diffusion case for the high CO flame whereas small scale wrinkles are seen in the high CO\textsubscript{2} diffusion case and in all of the premixed cases (Fig. 5.22b), causing more mixing with the cool ambient air. Figure 5.21a shows that the plate temperature is consistently higher for the high H\textsubscript{2} diffusion flames than for the high CO\textsubscript{2} diffusion flames, indicating that an even amount of heat is lost across the plate area due to the CO\textsubscript{2} dilution reducing the flame temperature (Chapter 4), and due to the extra wrinkles present in the high CO\textsubscript{2} flames which can be seen in Fig. 5.22b (iii). However, the plate temperature for the high CO diffusion flame shows a very different trend, with a dip near to the stagnation region and then two peaks at approximately 0.03 m and 0.04 m from the stagnation region. The temperatures at the peaks increase beyond those of the high H\textsubscript{2} case at these positions. The adiabatic flame temperature of the high CO
composition is slightly higher than that of the high H\textsubscript{2} composition for the fuel rich mixtures, which helps to explain why the plate can reach higher temperatures. The dip at the stagnation region is due to unburned fuel impinging on the plate (Fig. 5.22b (ii)) and the peaks occur at approximately the position of the flame/air boundary of the non-impinging section of the flame, as for the hydrogen premixed cases (Section 5.4.4.2). The plate temperatures for the syngas diffusion flames are all slightly higher than for the pure hydrogen at the similar thermal loading (Fig. 5.16a). This is due to the slight nitrogen dilution of the hydrogen cases, reducing the adiabatic flame temperature.

The stagnation point temperatures, shown in Fig. 5.21e, increase with a decrease in equivalence ratio for all three cases. This is in contrast to the pure hydrogen flames which decrease after a point, as discussed in Section 5.4.4. However, an equivalence ratio of 1.1 was not achieved for the high CO and high CO\textsubscript{2} flames at the nozzle size used due to the lower laminar flame speeds causing lift-off. At $\phi = 1.1$, the laminar flame speed of the hydrogen plus nitrogen flame was approximately 30 % higher than for the high H\textsubscript{2} flame at the same equivalence ratio (Chapter 4). Therefore, the flame size, and consequently the plate temperature, did not reduce as significantly for the high H\textsubscript{2} case when premixed air was added. This caused the plate temperature to increase rather than decrease with added premixed air, in contrast to the hydrogen flame. The fact that the equivalence ratios achieved for the high H\textsubscript{2}, high CO and high CO\textsubscript{2} compositions were 1.1, 5.5 and 18.2 respectively indicates that the addition of CO, and the consequential increase in Re and decrease in laminar flame speed, causes the flame to lift off and blow out more easily at the same thermal loading, and even more so for CO\textsubscript{2} addition. Since the addition of these gases reduces the percentage of hydrogen in the flame, it therefore also decreases the molecular diffusivity and flammability limits, making it more susceptible to flame blow-out.

The radiation losses, shown in Fig. 5.21f, decrease with an increase in equivalence ratio for all syngas cases. As there were only two equivalence ratios for each case studied, it is not known which exit equivalence ratio would be required to achieve stoichiometric conditions at the plate. The radiation losses from the plate are higher for compositions with higher H\textsubscript{2} concentrations, due to the higher flame temperature and the higher thermal diffusivity of hydrogen allowing for more efficient heat transfer. However, the radiation losses for the syngas compositions are all higher than those of the hydrogen
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cases (Fig. 5.19d). This is likely to be due to the nitrogen dilution reducing the temperature of the hydrogen flames. The radiation losses from the plate decrease as the flame changes from diffusion to premixed for all three compositions. This is due to the flames reducing in size on the plate, which causes cool regions towards the edges of the plate and so reduces the overall temperature, as discussed in Section 5.4.3 for the hydrogen diffusion flames.

5.5.4. Conclusions

The effects of changing the syngas composition and premixing conditions on the wall temperature profiles have been studied. The radiation losses from the plate, stagnation point temperatures, wrinkle scales and invisible gas layers have been analysed. It has been found that:

- Premixing caused a reduction in flame size, similar to the hydrogen flames, which led to temperature profiles that were more concentrated towards the plate centre. In addition, this caused a reduction in the radiation losses from the plate.
- The premixed flames became unstable/lifted at very different equivalence ratios (and consequential Re) for the three compositions studied, due to the decrease in hydrogen concentration. In addition, the high N\textsubscript{2} composition could not be studied at all due to the very high percentage of nitrogen in the fuel.
- However, for the three compositions at the leanest concentrations, the wrinkle scales, temperature profiles and invisible gas layer thicknesses were quite similar, in contrast to the diffusion flames.
- For the diffusion flames, CO and CO\textsubscript{2} addition caused higher wrinkles in the flames, consistent with the increase in Reynolds number.
- The compositions with higher hydrogen content have higher thermal and molecular diffusivity, laminar flame speed and adiabatic flame temperature. In addition, the turbulence degree was lower, causing less mixing with the cool ambient air. These factors caused higher wall temperature profiles and in addition, higher radiation losses from the plate.

It has been shown that the wall temperature profiles are significantly altered by changing the syngas composition, due to the differences in diffusivity, flame speed and flame temperature. However, for the premixed flames at the leanest achievable
mixtures, the wall temperature profiles were similar. The wrinkle scale method and invisible gas layers taken from the schlieren images help to explain this. When used with schlieren and direct imaging, the wall temperature profiles along the plate can give insightful information into the flame wall interaction when the fuel composition and flow variables are changed. However, more insight could be gained by exploring a larger range of equivalence ratios for the syngas compositions. This is reserved for the scope for future work.

5.6. Wall Temperature Conclusions

Thermal imaging has been used alongside direct and schlieren imaging in order to evaluate the flame wall interactions of impinging flames of various compositions and flow conditions. The schlieren images were used to evaluate the turbulence within the flames, and to look at the flame thicknesses and invisible hot gas layers. The direct images were used to look at the flame colour and size along the plate. The thermal profiles were used to evaluate the plate temperature and radiation losses from the plate. When used together, these methods can provide significant information into the flame wall interaction and can allow comparison of flames of different fuel and flow conditions.

The significance of Reynolds number and thermal loading were looked into first and it was shown that for hydrogen flames, the thermal loading has a much more significant effect on the wall temperature profiles than the Reynolds number. Therefore, thermal loading was used as a control variable in this chapter, although the effect of the Reynolds number was also considered.

The temperature dependent emissivity methodology was utilised for the quartz impingement plate. It was shown that the emissivity corrections have a large effect on the temperature profile, especially for the higher temperature values. Consequently, it was shown that emissivity is a significant parameter when determining the temperature using a thermal imaging camera. Various compositions of propane were studied with the quartz plate and it was found that $h/d$, $\phi$, and coflow amount significantly affect the wall temperature profiles. In addition, some of the results were compared to the steel plate. It was found that the steel plate exhibited less defined temperature profiles due to the higher thermal conductivity of steel compared to quartz.
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The thermal profiling method was also used to compare hydrogen and propane flames. For the diffusion flames, it was shown that the propane flames were much more spread out across the plate, causing heat to be lost to exhaust around the edges of the plate. In contrast, the hydrogen flames were contained towards the centre of the plate, causing cooler regions at the edges of the plate and consequently lowering the overall plate temperature and radiation losses, although the maximum temperatures were higher. This caused the effect of increasing the thermal loading to be different for the different fuel types.

For the premixed flames, the hydrogen flames could be sustained at much leaner concentrations, due to the higher reactivity of hydrogen. In addition, adding premixed air had a very different effect on the hydrogen and propane flames. For the propane flames, it caused a change in flame mode from attached to lifted to blown ring flames. This change in flame mode significantly affected the wall temperature profiles. For the hydrogen flames, adding premixed air caused the flame to become shorter, so that at near stoichiometric conditions, the flame was no longer impinging on the plate. This is due to the fuel being burnt up very quickly for the leaner flames, and caused the wall temperature profiles to become lower.

A similar effect was seen for the syngas compositions; premixing caused smaller flame areas on the plate, causing the profiles to become more concentrated towards the centre. The syngas flames became unstable at the base at very different equivalence ratios (and Re) for the different compositions. However, the wall temperature profiles and wrinkle scale values were very similar for these flames. For the syngas flames with higher hydrogen content the wall temperatures and radiation losses were higher due to the higher flame temperature and diffusivity of these flames.

Wall temperature measurements can be useful for assessing the flame wall interactions of impinging flames. The heat transfer process of flame impingement to a surface is important in many process industries, for example the glass and metal industries, where impinging flames are used to generate high heat transfer rates. In addition, the effect of heating by different fuels is of importance in order to prevent flame quenching and/or hotspots on flame impinged surfaces.
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It has been shown that thermal imaging is a useful tool for measuring the wall temperature using a 2D, non-intrusive measurement technique. Flames of varying fuel and flow conditions were compared in this way, and radiation losses from the plate were assessed, even for non-constant emissivities and temperatures. When combined with direct and schlieren imaging, features such as flame width across the plate, turbulence and mixing characteristics and flame colour were used to explain the wall temperature profiles. Under the same thermal loading and fuel composition, the fuel/air arrangement at the nozzle was found to have significant effect on the wall temperature. These methods have been successfully implemented to compare the flame wall interactions of propane, hydrogen and syngas flames at various flow conditions. In addition the steady state heating of the impingement plates was monitored using the thermal imaging camera. These methods can be applied to configurations in order to monitor uneven heating of flame impinged plates and to compare a wide range of flow properties. The next chapter deals with instantaneous measurements of flame propagation following ignition, as these properties also vary widely for various fuel and flow conditions. The flame wall interaction will be analysed by testing the effect of the impingement plate on the flame propagation.
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6.1. Introduction

An impingement configuration provides an inhomogeneous fuel/air scalar field in a variable velocity field, which is excellent for the investigation of flame propagation under complex conditions while still having good optical access. By igniting the impinging jet at different locations, the sensitivity of ignition location on the flame propagation dynamics can be studied. Ignition location is an important factor when determining the optimum design for some combustion devices. For example, in IC engines, the igniter or flow pattern may be changed in order to make the combustion process complete more quickly, and ignition occurs in the rich part of the inhomogeneous mixture \[275\], and so the location of the igniter with respect to the fuel mixture is an important topic. Also, gas turbine combustors may need to easily establish steady state flames or re-ignite, for example at high altitude, and the ignition process will need to finish as soon as possible. For this reason, it is important to study methods that may reduce or increase ignition time. Ignition time is related to the propagation of the flame boundary from the point of ignition to a stable state, and so, the effect of ignition location on the upwards and downwards propagation of hydrogen and methane impinging flames will be studied in this chapter.

The pure fuel will exit the nozzle and start to mix with ambient air to form a thin fuel/air mixture layer suitable for flame propagation. When a flame is initiated upstream, its propagation downstream will be enhanced by both the jet velocity and the buoyancy force. On the other hand the flame propagation has to overcome the two factors in order to propagate upstream. Also, higher jet velocity will enhance the fuel/air mixing and provide a more suitable mixture for ignition and propagation. These competing factors will result in complex flame propagation patterns if the flame is initiated at different spatial locations. In addition, the presence of the plate will affect the flow field, which will have an effect on the flame propagation.

As such, this chapter reports an interesting phenomenon regarding hydrogen impinging flames, which show a non-linear flame propagation pattern when the flame is ignited at different locations. Different ignition locations will be investigated in order to study the effect of ignition location on this phenomenon and to compare it to the upwards and
downwards propagation of the flame. The effects will be studied for hydrogen diffusion and premixed flames and also for \( \text{H}_2/\text{CO}_2 \) flames to see how the addition of air or \( \text{CO}_2 \) affects the non-linear propagation towards the nozzle. The results will also be compared to methane diffusion flames. In addition, two nozzle diameters will be used. The effect of the plate height will also be discussed. The experimental method has been described in Chapter 3.

6.2. Hydrogen and Methane Diffusion Flames

6.2.1. Introduction
The ignition and flame propagation properties for hydrogen and methane are vastly different. This is due to the differences in laminar flame speed, adiabatic flame temperature, flame stretch, density of burned/unburned fuels and flammability limits. As such, the flame propagation after ignition will be very different for the two fuels. This section will compare the propagation of the flame front (the boundary between the hot products and the cold reactant/ambient air mixture) of hydrogen and methane diffusion flames at three values of thermal loading. The height of the flame front will be plotted with respect to time and the fitted polynomials will be used to give the velocity curves of the flame front at the centre line. In addition, the radial velocity for the cases ignited away from the centre of the plate will also be compared.

6.2.2. Experimental conditions
The flame propagation after ignition was plotted for methane and hydrogen diffusion flames. The fuels were compared at three values of thermal loading and for ignition locations in the lateral direction (‘Plate’, ‘Middle’ and ‘Nozzle’ locations) and at radial distances along the plate (‘Plate, 50 mm’ and ‘Plate, 100 mm’ locations). The plate locations have been described in Chapter 3. The experimental conditions are shown in Table 6.1. Although the cases are compared by thermal loading, the 1.8 kW methane flame has a comparable Reynolds number to the 3.5 kW hydrogen flame, and so these cases can also be compared to see the effect of the Reynolds number compared to the effect of the thermal loading. In addition, the 5.3 kW methane flame has a similar nozzle exit velocity to the 1.8 kW hydrogen flame, and so the fuel effect at similar nozzle exit velocities will also be compared in this way. Unfortunately, the methane
could not be tested at higher nozzle exit velocities due to the flame becoming a lifted flame. The hydrogen flames could not be tested at lower nozzle exit velocities due to the risk of flash back. The hydrogen flames all have $1.67 \times 10^{-5}$ m$^3$ s$^{-1}$ of nitrogen as for the other hydrogen compositions presented in this thesis. The electrode igniter was used for these cases. A constant $h/d$ of 32.6 was used for all of the cases shown in Table 6.1, and the small nozzle (4.6 mm diameter) was used.

<table>
<thead>
<tr>
<th>Fuel</th>
<th>Loading (kW)</th>
<th>Re</th>
<th>Nozzle Exit Velocity (m s$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Methane</td>
<td>1.8</td>
<td>652</td>
<td>2.8</td>
</tr>
<tr>
<td></td>
<td>3.5</td>
<td>1280</td>
<td>5.5</td>
</tr>
<tr>
<td></td>
<td>5.3</td>
<td>1931</td>
<td>8.3</td>
</tr>
<tr>
<td>Hydrogen</td>
<td>1.8</td>
<td>403</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>3.5</td>
<td>603</td>
<td>19</td>
</tr>
<tr>
<td></td>
<td>5.3</td>
<td>828</td>
<td>28</td>
</tr>
</tbody>
</table>

Table 6.1: Experimental conditions for the methane and hydrogen diffusion flames.

### 6.2.3. Axial Ignition Locations

Hydrogen and methane flames were studied at three values of thermal loading for the axial ignition locations. Firstly the methane flame propagation will be discussed.

#### 6.2.3.1. Methane

Figure 6.1 shows the height and velocity of the vertical component of the flame front at the centre line for the methane flames ignited at the ‘Plate’, ‘Middle’ and ‘Nozzle’ locations. It can be seen that the upwardly propagating flames (closed data points) exhibit parabolic height profiles, causing a linear increase in velocity (red and black dashed lines). The velocities increase with an increase in nozzle exit velocity, although the velocities reached are smaller than this exit velocity, since the fuel slows down when it mixes with the ambient air. The velocities for the cases ignited in the middle are higher than when ignited at the nozzle. This is because the fuel has mixed more with the ambient air at this location and so the laminar flame speed is increased.

For the downwardly propagating flames (open data points), the velocities exhibit parabolic profiles (red dotted lines and blue lines), whereby the velocity first decreases and then increases again near to the nozzle. When ignited at the plate, there is a large surface area of the fuel for the flame to propagate and so the propagation is fast.
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However, when the flame moves closer to the nozzle, the fuel stream becomes thinner and the opposing velocity become higher. This causes the propagation to slow down. However, for the 2.8 m s\(^{-1}\) flame ignited in the middle (Fig. 6.1b (i)), the flame edge exhibits a constant downwards velocity. Since the fuel velocity and Re are quite low for this case, the change in the axial profile of the fuel stream velocity when mixed with the ambient air is lower, due to the lower turbulence and lower mixing in the shear layer. This means that the fuel velocity profile has a lower effect on the flame propagation.

Figure 6.1: Plots of (a) Height and (b) Vertical velocity of the centre of the flame front for the axial ignition locations for methane flames at (i) 2.8, (ii) 5.5 and (iii) 8.3 m s\(^{-1}\).

For the 5.5 m s\(^{-1}\) flame ignited at the plate (Fig. 6.1a (ii)), the flame boundary remains 20 mm above the nozzle for 0.1 s before suddenly accelerating again. The opposing flow becomes too strong for the downwards propagation, but after 0.1 s the unburned fuel has mixed with the hot products enough to allow downwards propagation. This is
also seen for the ‘Middle, Down’ case, where the flame remains 10 mm above the
nozzle for 0.1 s before finally attaching. For the 8.3 m s\(^{-1}\) flame (Fig. 6.1a (iii)), the
flame remains lifted at 12 mm above the nozzle as the nozzle exit velocity is too high
for the opposing propagation. For the 2.8 m s\(^{-1}\) flame (Fig. 6.1a (i)), this effect is
reduced due to the low opposing velocity.

The velocity profiles for the methane flames are quite consistent across the three cases,
with the upwardly propagating flames having constant accelerations, and the
downwardly propagating flames first slowing down due to the increased opposing flow,
and then accelerating due to the mixing of the cool reactants and hot products.
Hydrogen flames will now be looked at for the same values of thermal loading. As
discussed in Section 6.2.2, one case with the similar Re and one with similar fuel
velocity to the methane flames will be compared.

### 6.2.3.2. Hydrogen

Figures 6.2a and b show the height and velocity respectively for the three hydrogen
flames ignited at the axial locations. The nozzle exit velocities for the hydrogen flames
at the same thermal loadings are much faster than for the methane flames. This causes
the upwards propagation velocities to be much higher. In addition, the laminar flame
speed of the hydrogen plus nitrogen composition is much faster (5.2 times faster at
stoichiometric conditions (Chapter 4)), which also causes faster propagation of the
flame front. The propagation velocities for the hydrogen upwardly propagating flames
are higher than the fuel exit velocities, unlike for the methane, due to the fast laminar
flame speed and added effects of buoyancy when compared to the methane flames. Care
should be taken to note the x-axis values.

However, in contrast to the methane flames, for the upwardly propagating hydrogen
flames the flame front decelerates rather than accelerates. This is due to the more
significant effect of the mixing with the ambient air. The higher fuel exit velocities and
molecular diffusivity of the hydrogen flames cause the fuel to mix more with the
ambient air in the shear layer. This causes the fuel to slow down, and so the overall
propagation decelerates. In addition, when the fuel reaches the plate, the stagnation flow
causes the vertical velocity to be zero, which prevents further upwards propagation, and
slows the propagation down before the flame front reaches the plate. Flame stretch is
present in the stagnation region of impinging flames (as discussed in Chapter 2), which also reduces the flame speed and burning velocity, causing further deceleration of the flame front. The effect of flame stretch is more significant in the hydrogen flames due to the larger density difference between the burned and unburned gases. This in turn causes the velocity of the unburned fuel to slow down much more significantly than for the lower velocity methane flames. The decelerations are much more significant for the cases ignited at the nozzle than in the middle, due to the higher velocities in the further upstream locations. Similar trends are seen for the ‘Middle, Down’ cases at 19 and 28 m s\(^{-1}\) (Figs. 6.2b (ii) and (iii) respectively), where the flame front decelerates due to the increased velocity of the opposing flow.

Figure 6.2: Plots of (a) Height and (b) Vertical velocity of the centre of the flame front for the axial ignition locations for hydrogen flames at (i) 10, (ii) 19 and (iii) 28 m s\(^{-1}\).
For the ‘Middle, Up’ and ‘Plate’ cases at 28 m s\(^{-1}\) (Fig. 6.2b (iii)), the velocities exhibit parabolic profiles, starting off slow and then accelerating, before decelerating near the nozzle or plate respectively. The initial propagation is slow due to the increased mixing with the air causing more difficult ignition conditions. The deceleration is due to resistance from the burner or plate and from the increasing velocity of the opposing flow as the fuel stream becomes less wide, as discussed above. The ‘Plate’ velocity is smaller than those reached by the upward propagating cases due to the resistance from the opposing flow. Unfortunately the local flow velocity could not be calculated and so the flame front propagation velocities could not be normalised in this way.

However, there is an interesting trend for the downwards propagating flames ignited at the plate location for the 10 and 19 m s\(^{-1}\) cases. The flames exhibit a non-linear acceleration, first accelerating slightly then decelerating or maintaining an almost constant speed (with some oscillation) before accelerating suddenly towards the nozzle. This trend can be visualised in Fig. 3.9a (p115) (for the spark igniter). The first four images show that the flame does not propagate downwards but spreads across the plate. The fifth image shows the start of the downwards propagation, followed by a very suddenly acceleration towards the nozzle. This is represented on the graphs by an almost zero downwards velocity followed by a sudden downwards propagation.

This also happens for the ‘Middle, Down’ location for the 10 m s\(^{-1}\) flame. The sudden acceleration towards the nozzle for the ‘Plate’ cases can be explained by the flame spreading out across the plate before suddenly overcoming the upwards flow and propagating towards the nozzle. This is because the ignition is in a fuel rich part of the flame and so the initial flame spread is slow as it is difficult for the flame to propagate. As the flame spreads across the plate the flame boundary becomes hotter, and as the time increases the fuel mixes more with the air and the hot flame boundary, causing the flame to suddenly propagate downwards towards the nozzle. It can be seen from Fig. 6.2a (i) that for the 10 m s\(^{-1}\) flame, when ignited at the plate, there was a delay of about 0.74 s before the flame started to propagate quickly downwards. This was observed for the 19 m s\(^{-1}\) flame (Fig. 6.2a (ii)) with a much shorter delay of 0.11 s, but not for the 28 m s\(^{-1}\) case (Fig. 6.2a (iii)), which started to propagate downwards immediately, due to the enhanced mixing with the air caused by the higher Reynolds number of the fuel. This is also the case for the ‘Middle, Down’ cases at 19 and 28 m s\(^{-1}\). The reduced delay
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times indicate that the increased velocity aids the ignition of the fuel stream, due to the enhanced fuel/air mixing and higher turbulence of the fuel. This causes the unburned fuel to mix more quickly with the hot combustion products, giving faster propagation at the higher jet velocities. The increased velocity aids the combustion much more than overcoming the opposing flow hinders the propagation. Also, the increasing thermal loading allows the plate and also the product/reactant boundary to heat up more quickly, aiding the combustion near the plate and decreasing the delay times.

Both the upward and downwardly propagating flames behave differently for the hydrogen than for the methane flames at the same thermal loadings. This is due to the increased fuel exit velocity, diffusivity and laminar flame speed of the hydrogen flames. The effect of fuel exit velocity can be further examined by comparing the 8.3 m s\(^{-1}\) methane flame and the 10 m s\(^{-1}\) hydrogen flame (Figs. 6.1 (iii) and 6.2(i) respectively). It can be seen that the velocities for the upwardly propagating hydrogen flames are still significantly higher than for the methane flames at the similar velocity. In addition, the propagation accelerates for the methane flame while it decelerates for the hydrogen flame, due to the larger effect of the mixing with the ambient air caused by the higher diffusivity of hydrogen. For the downwardly propagating flames, the hydrogen flame has a delay at the plate before propagating downwards, whereas the methane flame propagates immediately and then remains above the nozzle, unable to overcome the opposing flow. It seems that for both fuels, when propagating downwards there is a certain inability to overcome the opposing flow which, as the heat is transferred to the reactants, can be overcome with a sudden acceleration towards the nozzle. This occurs at further downstream locations for the hydrogen flames. However, for the hydrogen flames, as the fuel velocity is increased, the ability to overcome the opposing flow is also increased, due to the increased thermal loading. For the methane flames, as the velocity is increased, it becomes more difficult to propagate against the opposing flow.

In addition to comparing by thermal loading and velocity, the 19 m s\(^{-1}\) hydrogen flames and the 2.8 m s\(^{-1}\) methane flames have similar Reynolds numbers (Figs. 6.2 (ii) and 6.1 (i) respectively). Again it can be seen that the upwardly propagating hydrogen flame has a much larger velocity than the methane flame at a similar Re. In addition, the downwardly propagating flames again show very different trends for the different fuels. Therefore, since the hydrogen and methane have such different properties, the
propagation characteristics of the flames ignited at various axial locations are very different even at similar \( \text{Re}, \nu \) and thermal loading.

### 6.2.3.3. Axial Location Conclusions

Hydrogen and methane diffusion flames have been compared at three values of thermal loading for axial ignition locations at the nozzle, plate and between the two. It has been shown that the propagation of hydrogen after ignition is very different to that of methane. This is due to the increased diffusivity, laminar flame speed and buoyancy of hydrogen when compared to methane. It has been found that:

- For the upwardly propagating methane flames, there is a linear acceleration. However, for the hydrogen flames, a deceleration of the flame front was observed. This is because the increased nozzle exit velocity and molecular diffusivity of the hydrogen causes more mixing with the ambient air. This in turn causes the axial velocity of the fuel stream to reduce. In addition, at the stagnation point, the vertical velocity becomes zero, and with the addition of flame stretch, which is more significant in the hydrogen flames, the overall propagation speed is reduced.

- The upwardly propagating hydrogen flames have much faster velocities than the methane flames due to the faster nozzle exit velocity and laminar flame speed, and buoyancy effects.

- For the downwardly propagating methane flames, parabolic velocities were observed, whereby the flame initially decelerates due to the increasing opposing fuel velocity. This was followed by an acceleration of the flame front, when the opposing flow velocity was overcome. This effect was minimalised for the lower velocity methane flame, due to the reduced opposing flow velocity. The parabolic velocity profiles were also observed in the higher velocity hydrogen flame for the ‘Plate’ and ‘Middle, Up’ locations.

- In addition, a non-linear acceleration of the flame front was observed for some downwardly propagating hydrogen flames. This was caused by an initial inability to overcome the opposing flow followed by a sudden acceleration towards the nozzle. This delay in initial propagation was shorter for higher
nozzle exit velocities since the increased velocity and thermal loading aid the combustion.

- The inability to overcome the opposing flow (shown by the delay in the hydrogen flames and by the deceleration in the methane flames) was reduced with increasing velocities for the hydrogen but increased for the methane flames, with the higher velocity methane flame remaining lifted from the nozzle. In addition, the inability to overcome the flow occurred at downstream location at the start of the ignition process for the hydrogen flames, but was a gradual deceleration near the nozzle for the methane flames.

The axial locations have been compared for hydrogen and methane diffusion flames. The next section will look into the effect of igniting at various radial positions along the plate for the same compositions.

### 6.2.4. Radial Ignition Locations

For the radial ignition locations, the flame was ignited in the plate centre (the same cases as in Section 6.2.3, repeated here for clarity), and at 50 mm and 100 mm away from the plate centre, in line with the schlieren view. The vertical propagation from the point of the flame reaching the plate centre to the nozzle attachment was recorded for each case. In addition, the horizontal propagation of the product/ambient boundary along the plate was analysed.

#### 6.2.4.1. Methane

Figures 6.3a and b show the height and vertical velocity respectively for the methane flames at the three values of thermal loading (i to iii respectively). It can be seen that, for the vertical propagation, as the igniter is moved further from the plate centre, the initiation of the downwards propagation is delayed, as expected, due to the increased time taken for the flame front to reach the stagnation region. Similar trends for the downwards propagation are seen for the cases ignited at the three radial positions for the 2.8 m s\(^{-1}\) flame (Fig. 6.3 (i)), whereby the flame initially decelerates and then accelerates again towards the nozzle. However, for the 100 mm case (yellow line), the deceleration and final acceleration are reduced. For the 5.5 m s\(^{-1}\) flame (Fig. 6.3b (ii)), the final acceleration is not present, and the flames have constant decelerations for the 50 and 100 mm cases. This could be because, when the flame is ignited further from the
centre of the plate, the heat produced from the products is enough to overcome the opposing flow by the time the flame reaches the region of high opposing velocity, and the flame can reach the nozzle before the final acceleration occurs. However, for the higher velocity flame (Fig. 6.3b (iii)), the opposing flow becomes more significant and the flame decelerates and then accelerates near to the nozzle, where it remains lifted, as for the case ignited at the plate centre.

Figure 6.3: Plots of (a) Height and (b) Vertical velocity of the centre of the flame front for the radial ignition locations for methane flames at (i) 2.8, (ii) 5.5 and (iii) 8.3 m s\(^{-1}\).

Figures 6.4a and b show the radial distances and velocities respectively for the three methane cases. The coordinate system is defined by \( r = 0 \) at the stagnation region, with positive \( r \) in the direction towards the igniter. Therefore, the ‘Plate Centre Right’ cases in Fig. 6.4a are flowing towards the position of the igniter for the other cases. These cases have been included in the plots for completeness. For the other cases, where the points are above the line at \( r = 0 \), the flame front is propagating against the flow, and below the line, with the flow. For the velocity curves, a negative velocity indicates that
the flame is propagating away from the igniter, across the stagnation region to the opposite plate edge.

Figure 6.4: Plots of (a) Radius and (b) Horizontal velocity of the flame front for the radial ignition locations for methane flames at (i) 2.8, (ii) 5.5 and (iii) 8.3 m s\(^{-1}\).

It can be seen for the ‘Plate Centre Right’ and ‘Plate Centre Left’ cases (blue data points in Fig. 6.4a) that the propagation is relatively symmetrical. The ‘Plate Centre Right’ cases have a larger distance plotted due to the setup of the schlieren images. It can be seen that the product/ambient boundary propagates past the edge of the plate before the horizontal propagation slows down due to the buoyancy and convection causing the rising of the hot gases around the edges of the plate.

For most of the cases in Fig. 6.4b, the velocity increases at a constant rate as the flame propagates from the point of ignition against the flow and past the stagnation region with the flow. However, for the 2.8 m s\(^{-1}\) flame at 50 mm and the 8.3 m s\(^{-1}\) flame ignited at the plate centre (Figs. 6.4b (i and iii respectively)), the flame edge then decelerates as
it approaches the plate edge. This could be due to the flow velocity also decreasing. However, this would need further investigation and is reserved for the scope for future work. The propagation of the hydrogen flames ignited at the radial positions will now be discussed.

### 6.2.4.2. Hydrogen

Figures 6.5a and b show the height and vertical velocity respectively for the hydrogen flames at the three values of thermal loading (i to iii respectively). It can be seen that, unlike for the methane flames, igniting further from the centre for the 10 m s\(^{-1}\) flame (Fig. 6.5a (i)) causes the downwards propagation to initiate sooner. This is also the case for the 19 m s\(^{-1}\) flame ignited at 50 mm from the centre (Fig. 6.5a (ii)). However, for the other cases (Fig. 6.5 (iii) and Fig. 6.5 (ii) – 100 mm), igniting further from the centre causes the delay in downwards propagation to be longer, due to the further distance that the flame has to travel before reaching the fuel stream to propagate downwards. For the 28 m s\(^{-1}\) case, this is expected, since there is no delay in the downwards propagation of the flame ignited at the centre. However, for the 10 and 19 m s\(^{-1}\) cases, the delays that were observed in the ‘Plate Centre’ cases did not occur when ignited away from the centre. This is due to two reasons. Firstly, when ignited away from the centre, the plate has time to heat up before the initiation of the downwards propagation, which aids the propagation. Secondly, the heat produced from the horizontally propagating flame causes the cool reactants to heat up more quickly and so the flame can propagate against the fuel stream straight away. Therefore, the delay in downwards propagation can be reduced by igniting further away from the stagnation region. However, for the higher fuel velocity (Fig. 6.5 (iii)), where there was no delay when ignited at the plate, igniting further from the centre caused the total propagation time to be longer, and igniting at 100 mm for the 19 m s\(^{-1}\) flame was too far to overcome the extra distance and reduce the delay.

When igniting at 50 and 100 mm from the stagnation point, the downwards propagation velocities increased significantly when compared to the ignition at the centre, regardless of the delay times. This is in contrast to the methane flames, and could be due to the higher diffusivity of the hydrogen flames, causing faster mixing between the hot
products and cool reactants. This diffusion causes faster propagation when ignited further from the plate centre as more heat will be transferred to the reactants.

Figure 6.5: Plots of (a) Height and (b) Vertical velocity of the centre of the flame front for the radial ignition locations for hydrogen flames at (i) 10, (ii) 19 and (iii) 28 m s\(^{-1}\).

Figures 6.6a and b show the radial distance and velocities for the hydrogen cases. The trends are quite different than for the methane cases. The flames ignited at 100 mm from the stagnation point exhibit similar profiles for all three fuel velocities; initially decelerating (or maintaining an almost zero velocity) before accelerating across the stagnation region. This is similar to the downwards propagation when ignited at the plate centre, where there was initially an inability to overcome the opposing flow before a sudden acceleration against the fuel stream. For the cases ignited at 50 mm, there is initially a positive velocity, whereby the flame moves away from the ignition source towards the plate edge, again before overcoming the opposing flow. For the 10 and 19 m s\(^{-1}\) flames ignited at 50 mm, the flame front then decelerates before reaching the opposite edge of the plate, as for some of the methane cases (Section 6.2.4.1). For the
flames ignited at the plate centre, the propagation decreases, due to the decrease of the flow velocity. Again, the analysis of the local flow velocity would be useful for further examination of this, and is reserved for the scope for future work. The initial inability to overcome the opposing flow at the plate edge has been seen for many of the hydrogen cases but not for the methane cases. Therefore, it will be studied in more detail in Section 6.4, with the addition of air and CO₂ to the flow.

The initial inability to overcome the opposing flow at the plate edge has been seen for many of the hydrogen cases but not for the methane cases. Therefore, it will be studied in more detail in Section 6.4, with the addition of air and CO₂ to the flow.

Figure 6.6: Plots of (a) Radius and (b) Horizontal velocity of the flame front for the radial ignition locations for hydrogen flames at (i) 10, (ii) 19 and (iii) 28 m s⁻¹.

6.2.4.3. Radial Location Conclusions

The vertical and horizontal propagation of the flame front when ignited at radial positions along the plate have been discussed. It has been found that:

- For methane, when the igniter was moved further away from the stagnation point, the initial downwards propagation occurred later, due to the time taken for the flame to reach the stagnation region. However, for the hydrogen flames,
moving the igniter away caused the downwards propagation to happen sooner for the lower velocity cases. This is because the initial inability to overcome the upwards flow was reduced due to the added heat from the plate and the hot gas/reactant boundary, and the lower initial opposing flow velocity at further radial distances.

- For the higher velocity hydrogen flames, where there was no delay when ignited at the plate centre, igniting further away caused a longer time before the initiation of the downwards propagation, as for the methane flames.
- For the methane flames at 5.5 m s\(^{-1}\), ignited away from the stagnation point, no final acceleration was observed due to the extra heat produced being sufficient to immediately overcome the opposing higher velocity flow near the nozzle. For the 8.3 m s\(^{-1}\) flame, the opposing flow became more significant and caused the flame to decelerate significantly so that a final acceleration was observed when enough heat had been released into the reactants near the nozzle.
- For the methane flames, the radial velocity along the plate exhibited a constant acceleration. However, for the hydrogen flames, a non-linear velocity was observed, again due to the initial inability to overcome the opposing flow.

It has been shown that igniting the fuel away from the stagnation region can have significant effects on the downwards propagation of the flame, particularly for the hydrogen flames. Initial inability to overcome the opposing flow was also observed for the hydrogen radial velocities, although the delay in the downwards propagation was reduced when compared to igniting in the plate centre.

**6.2.5. Hydrogen and Methane Comparison Conclusions**

Hydrogen and methane diffusion flames have been compared in terms of the propagation of the flame front immediately after ignition in an impinging flame configuration. It has been shown that the hydrogen and methane flames behave very differently. This is mainly due to the differences in laminar flame speed, diffusivity and buoyancy. Changing the velocity has a more significant effect on the hydrogen flames due to the larger variations in nozzle exit velocity at the same thermal loadings, but also due to the increased mixing in the shear layer caused by the higher diffusivity and fuel velocity.
A common phenomenon noticed was the initial inability of the hydrogen flames to overcome the opposing flow. The propagation was aided by the increased thermal loading due to the higher plate temperature, and by igniting along the plate further from the stagnation region. For the methane flames, an inability to overcome the flow at the nozzle was observed. However, this effect was increased with increasing fuel velocity, unlike for the hydrogen flames.

This effect of the delay in initial propagation will be studied further in Section 6.4, along with the effects of air and CO₂ addition on the hydrogen flames. Since these flames are more similar to the pure hydrogen flames, the results should be more comparable than comparing methane and hydrogen. In addition, the effects of the nozzle-to-plate distance for hydrogen and methane flames will be studied separately in the next section.

6.3. Nozzle-to-Plate Distance comparisons

6.3.1. Introduction

Nozzle-to-plate distance comparisons on hydrogen and methane diffusion flames will be studied in this chapter. The aim is not to compare the two fuels as in Section 6.2, but to test the effect of different nozzle-to-plate heights. The analysis will be done separately for the two fuels.

6.3.2. Methane

6.3.2.1. Experimental Conditions

Comparisons of nozzle-to-plate distance were done for laminar methane diffusion flames at the heights and ignition locations shown in Table 6.2, ignited using the electrode igniter. The nozzle diameter was 4.6 mm, the Reynolds number, thermal loading and nozzle exit velocity were 512, 1.4 kW and 2.2 m s⁻¹ respectively. The fuel was not ignited in the middle location for \(h/d = 10.8\) due to the low nozzle-to-plate height. The low nozzle exit velocity ensured laminar, attached flames.
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<table>
<thead>
<tr>
<th>$h/d$</th>
<th>Ignition Location</th>
</tr>
</thead>
<tbody>
<tr>
<td>10.8</td>
<td>Nozzle</td>
</tr>
<tr>
<td>10.8</td>
<td>Plate</td>
</tr>
<tr>
<td>21.7</td>
<td>Nozzle</td>
</tr>
<tr>
<td>21.7</td>
<td>Middle</td>
</tr>
<tr>
<td>21.7</td>
<td>Plate</td>
</tr>
<tr>
<td>32.6</td>
<td>Nozzle</td>
</tr>
<tr>
<td>32.6</td>
<td>Middle</td>
</tr>
<tr>
<td>32.6</td>
<td>Plate</td>
</tr>
</tbody>
</table>

Table 6.2: Experimental conditions for the nozzle-to-plate height comparisons for methane diffusion flames.

6.3.2.2. Results and Discussion

Figures 6.7a and b show the height and velocity for the methane flames in Table 6.2, ignited at the plate, middle and nozzle locations (i to iii respectively). The continuous and dashed lines in Fig. 6.7b are the velocities for the downwardly and upwardly propagating flames respectively. For the plate locations (Fig. 6.7 (i)), it can be seen that the flame front decelerates for all three cases. However, for the higher $h/d$, the velocity then increases again after it reaches a minimum at 0.1 s. This is similar to the trends observed for the higher velocity flames in Section 6.2, where the flame slows down due to the increasing opposing fuel velocity, and then speeds up again due to the increased heat from the flame. For these cases however, the fuel velocity is low enough that the flame can reach the nozzle before the velocity reaches this minimum value, except for the higher $h/d$ case, which has a larger distance for propagation, and so experiences a larger effect from the flow field. The initial velocity of the flame front increases with increasing $h/d$, due to the reduced velocity of the opposing flame front at the further downstream locations.

For the flame ignited at the nozzle at $h/d = 21.7$ (Fig. 6.7 (iii), green data points), a constant velocity of 1.45 m s$^{-1}$ was observed. This initial velocity is lower for both the higher and lower $h/d$ cases. For the $h/d = 32.6$ case, the velocity increases as the flame propagates upwards. Again, this is similar to the higher velocity methane cases from Section 6.2; as the flame propagates, the hot combustion products mix with the cool reactants, causing the flame front to accelerate. For the lower $h/d$, the flame front
initially accelerates, but then decelerates due to the interaction between the flame and the plate, causing the flame front propagation to slow down as the flame approaches the plate. The larger change in velocity at the stagnation region due to the lower $h/d$ also causes more flame stretch, decreasing the laminar flame speed and further reducing the propagation velocity.

![Figure 6.7: Plots of (a) Height and (b) Velocity of the flame front for methane flames ignited at (i) The plate, (ii) The middle and (iii) The nozzle, for various $h/d$.](image)

The flames ignited in the middle behave differently for the two $h/d$ studied (Fig. 6.7 (ii)). For $h/d = 21.7$ (green lines), the upwardly and downwardly propagating flames both accelerate after ignition, whereas the $h/d = 32.6$ flames both decelerate (red lines). The $h/d = 21.7$ downwardly propagating flame accelerates due to a slight initial inability to propagate downwards. This was not seen in the higher $h/d$ cases, even for the higher velocity flames in Section 6.2. However, the delay was not seen for the plate case ignited at the same height above the nozzle (Fig. 6.7 (i) blue data points). More ignition locations for more nozzle-to-plate heights should be studied to further examine this phenomenon. This is reserved for the scope for future work.
Chapter 6: Results Part 2: Flame Front Propagation

The deceleration for the \( h/d = 32.6 \) case is due to the slowing down of the fuel stream velocity for the further downstream locations. The significance of the effect of the slowing down due to the fuel stream velocity profile and the acceleration of the flame front seems to be sensitive to ignition location and plate location. Again, more cases should be studied to further examine this effect. In addition, PIV could be used in order to evaluate the effect of the local fuel stream velocity. Again, this is beyond the scope of the work in this thesis and is reserved for future work.

6.3.2.3. Conclusions

The nozzle-to-plate height has a significant effect on the flame front propagation for the laminar methane diffusion flames. For the downwardly propagating flames, the velocities are higher for larger \( h/d \) and for further downstream ignition locations due to the reduced velocity of the opposing flow for these locations. For the upwardly propagating flames, the local fuel velocity profile causes a deceleration of the flame front. More cases should be studied in order to test the significance of the opposing effects for different \( h/d \). The next section looks at the effect of nozzle-to-plate height on laminar hydrogen diffusion flames.

6.3.3. Hydrogen

6.3.3.1. Experimental Conditions

Comparisons of nozzle-to-plate distance were also done for laminar hydrogen diffusion flames at the heights and ignition locations shown in Table 6.3. The nozzle diameter was 8.0 mm, the Reynolds number, thermal loading and nozzle exit velocity were 459, 3.4 kW and 6.5 m s\(^{-1}\) respectively. \( 3.34 \times 10^{-5} \) m\(^3\) s\(^{-1}\) of nitrogen was added to the hydrogen to keep the compositions the same as in the rest of this chapter. Again, the fuel was not ignited in the middle location for \( h/d = 9.5 \) due to the low nozzle-to-plate height. The Reynolds numbers and \( h/d \) values are similar to the methane cases studied in Section 6.3.2, however, the nozzle diameter is larger and the spark igniter was used rather than the electrode igniter. Therefore, these cases will not be compared with the methane cases.
Table 6.3: Experimental conditions for the nozzle-to-plate height comparisons for hydrogen diffusion flames.

<table>
<thead>
<tr>
<th>(h/d)</th>
<th>Ignition Location</th>
</tr>
</thead>
<tbody>
<tr>
<td>9.5</td>
<td>Nozzle</td>
</tr>
<tr>
<td>9.5</td>
<td>Plate</td>
</tr>
<tr>
<td>18.8</td>
<td>Nozzle</td>
</tr>
<tr>
<td>18.8</td>
<td>Middle</td>
</tr>
<tr>
<td>18.8</td>
<td>Plate</td>
</tr>
<tr>
<td>36.8</td>
<td>Nozzle</td>
</tr>
<tr>
<td>36.8</td>
<td>Middle</td>
</tr>
<tr>
<td>36.8</td>
<td>Plate</td>
</tr>
</tbody>
</table>

6.3.3.2. Results and Discussion

Figures 6.8a and b show the height and velocity for the hydrogen flames ignited at the plate, middle and nozzle (i to iii respectively). The propagation times for the \(h/d = 36.8\) cases were much longer than the other cases for all ignition locations. Therefore, a separate x-axis was used for these flames (top axes point to the red lines and data points).

For the plate location at \(h/d = 36.8\) (Fig. 6.8 (i)), there is a very long delay of 0.55 s before the flame has produced enough heat to propagate downwards. This is because at this location, the fuel has mixed so much with the surrounding air that the ignition is in a fuel lean part of the mixture. This makes the initial ignition more difficult. However, when enough heat has been produced, the flame can then propagate into the reactant mixture. For the \(h/d = 18.8\) case, the flame propagation is much faster, although there is still some initial inability to overcome the flow, with the velocity decreasing to 4.5 m s\(^{-1}\) before the flame propagates downwards very quickly. For \(h/d = 9.5\), the flame again takes a longer amount of time to propagate. This is because the flame is ignited in a further upstream location, where the opposing velocity is higher, and so the initial propagation is slower. In this case, the \(h/d = 18.8\) allows faster propagation when ignited at the plate due to the lower opposing flow velocity when compared to \(h/d = 9.5\), and to the better mixture concentration when compared to \(h/d = 36.8\).
Figure 6.8: Plots of (a) Height and (b) Velocity of the flame front for hydrogen flames ignited at (i) The plate, (ii) The middle and (iii) The nozzle, for various $h/d$.

When ignited in the middle location (Fig. 6.8 (ii)), there is still a considerable delay of 0.16 s for the downwardly propagating flame at $h/d = 36.8$. This ignition location is at a similar height to the plate location for $h/d = 18.8$, which has a much faster propagation (Fig. 6.8 (i)). In contrast, the downwardly propagation flame ignited in the middle of the $h/d = 18.8$ location propagates much faster than the $h/d = 9.5$ flame ignited at the plate, which was ignited at a similar height. Again, PIV measurements of the local flow velocity would be useful in determining the reasons for this, which is reserved for future work. In addition, cases could also be studied for freely propagating flames to further determine the effect of the impingement plate.

For the upwardly propagating flames ignited in the middle (Fig. 6.8 (ii)), the propagation decelerates for both values of $h/d$. Again, this is due to the reduction in
local flow velocity further downstream. The initial velocity for the $h/d = 18.8$ case is much higher than for $h/d = 36.8$, due to the higher fuel velocity at the further upstream location. In addition, the deceleration is much larger for the lower $h/d$, due to the interaction between the flow and the plate, causing the flame to slow down more significantly.

For the $h/d = 36.8$ flame ignited at the nozzle, there is initially a very fast propagation of $10 \text{ m s}^{-1}$, which then reduces to around $1.5 \text{ m s}^{-1}$ where it remains at that constant velocity until it reaches the plate. For the lower nozzle-to-plate heights, the velocity first increases, and then decreases near to the plate. The reduction in velocity for all cases is due to the reduction in fuel velocity as the flame moves downstream (which is more significant for the higher $h/d$), and to the interaction with the plate (which is more significant for the lower $h/d$). Similar to the plate and middle locations, the $h/d = 36.8$ flame ignited at the nozzle took a much longer time to propagate, due to the reduced velocity of the fuel near to the plate and to the larger propagation distance.

### 6.3.3.3. Conclusions

The propagation of the flame front for the laminar hydrogen flames behave differently for different $h/d$. For $h/d = 36.8$, there is a more significant difference due to the very large $h/d$ causing a much slower fuel velocity near the plate, increasing the upwards propagation times, and also causing less favourable ignition conditions near the plate, creating a long delay between ignition and downward propagation.

Flames ignited at similar heights but with different plate placements behave very differently. PIV measurements of local flow velocity and measurements of ignition without an impingement plate would help to explain this. This is reserved for future work.

### 6.3.4. Nozzle-to-Plate Distance Conclusions

For both the hydrogen and methane laminar diffusion flames ignited at various locations for various $h/d$, certain phenomena were noticed. Firstly, when the flames were ignited in the middle location, and again at the same height above the nozzle but at the plate location, the propagation was very different. Therefore, the effect of the impingement
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plate on the flame propagation should be studied further by testing more nozzle-to-plate distances and also by testing with no impingement plate.

The flame may either accelerate or decelerate depending on various parameters. On the one hand, the fuel stream slowing down further downstream causes a deceleration of the flame front for upwardly or downwardly propagating flames. On the other hand, as the hot combustion products mix with the cool reactants, the flame front accelerates. The balance between these two effects could be further studied by using PIV to evaluate the local flow velocity. This is reserved for the scope for future work. The next section will look into the effect of air and CO\textsubscript{2} addition on the propagation of hydrogen flames ignited at a constant nozzle-to-plate height.

6.4. Hydrogen with Air/Carbon Dioxide Addition

6.4.1. Introduction

This section looks at the effect of air and CO\textsubscript{2} addition on the propagation of hydrogen flames. The H\textsubscript{2}/air and H\textsubscript{2}/CO\textsubscript{2} ratio will be kept the same for each composition and the results will be studied for three values of thermal loading. Air and CO\textsubscript{2} addition affect the reactivity of hydrogen as well as the stretch effects, due to the change in laminar flame speed (Chapter 4) and the density ratio between the burned and unburned gases respectively. In addition, as the thermal loading is changed so is the Reynolds number, and so the effects of changing these parameters will also be explored. Two nozzle diameters will be used in order to compare the effects of Reynolds number on the flame propagation.

6.4.2. Experimental Conditions

The experimental conditions are shown in Table 6.4. The spark igniter was used for these results. A constant nozzle-to-plate distance of \( h = 150 \) mm was used for all results. This is because (as it will be shown) the results for the nozzle-to-plate height of 150 mm for the small nozzle results in this section (\( h/d = 32.6 \)) are more similar to the results for the 150 mm nozzle-to-plate height (\( h/d = 18.75 \)), than for the 294 mm (similar \( h/d \)) results of the larger nozzle at the same flow conditions in Section 6.3.3. Again, 1.67 x 10\textsuperscript{-5} m\textsuperscript{3} s\textsuperscript{-1} of nitrogen was added for the 4.6 mm nozzle cases and 3.34 x 10\textsuperscript{-5} m\textsuperscript{3} s\textsuperscript{-1} for the 8 mm cases so that the compositions were the same for both nozzle sizes. The flow
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conditions for the hydrogen flames for the small nozzle are the same as in Section 6.2.3.2, but using the spark igniter instead of the electrode igniter, and will be compared to test the relative effect of the two igniters.

<table>
<thead>
<tr>
<th>Nozzle Diameter (mm)</th>
<th>h/d</th>
<th>Fuel</th>
<th>Loading (kW)</th>
<th>Velocity (m s⁻¹)</th>
<th>Re</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.6</td>
<td>32.6</td>
<td>H₂</td>
<td>1.8</td>
<td>10.0</td>
<td>403</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3.5</td>
<td>19.0</td>
<td>603</td>
</tr>
<tr>
<td></td>
<td></td>
<td>H₂ + air</td>
<td>1.8</td>
<td>12.0</td>
<td>904</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3.5</td>
<td>23.0</td>
<td>1559</td>
</tr>
<tr>
<td></td>
<td></td>
<td>H₂ + CO₂</td>
<td>1.8</td>
<td>12.0</td>
<td>2076</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3.5</td>
<td>23.0</td>
<td>4232</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>5.3</td>
<td>34.0</td>
<td>6471</td>
</tr>
<tr>
<td>8.0</td>
<td>18.8</td>
<td>H₂</td>
<td>3.4</td>
<td>6.5</td>
<td>459</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>6.9</td>
<td>12.3</td>
<td>683</td>
</tr>
<tr>
<td></td>
<td></td>
<td>H₂ + air</td>
<td>3.4</td>
<td>7.8</td>
<td>1021</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>6.9</td>
<td>14.9</td>
<td>1756</td>
</tr>
<tr>
<td></td>
<td></td>
<td>H₂ + CO₂</td>
<td>3.4</td>
<td>7.8</td>
<td>2329</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>6.9</td>
<td>14.9</td>
<td>4742</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>10.3</td>
<td>22.0</td>
<td>7251</td>
</tr>
</tbody>
</table>

Table 6.4: Experimental conditions for hydrogen with air or CO₂ addition.

The effects of changes in axial position of the igniter were studied for three heights, named ‘Nozzle’, ‘Middle’ and ‘Plate’. These were ignited at the centre of the gas stream for all gases. The H₂/air and the H₂/CO₂ volume ratios were kept at 4.5 for all cases, giving volume percentages of air or CO₂ of 18 %. The Reynolds numbers range from laminar to the turbulent transitional regime (1000 < Re < 3000) to fully turbulent flames. Three thermal loadings were studied for the small nozzle and these were kept at 1.8, 3.5 and 5.3 kW for each composition. This allows for comparison between the compositions based on thermal loading. In addition, the large nozzle burner was used so that comparisons could be made at the same Reynolds number as the small nozzle (within a 13 % margin). In addition, for the hydrogen flames, the 3.5 kW flame for the
4.6 mm nozzle will be compared to the 3.4 kW flame for the 8 mm nozzle, to test the relative effects of Re and loading, and the 19 m s\(^{-1}\) flame for the small nozzle will be compared to the 18.1 m s\(^{-1}\) flames for the large nozzle to test the relative effects of the nozzle exit velocity for the different nozzle diameters.

### 6.4.3. Small Nozzle

#### 6.4.3.1. Introduction

The following results were performed for the small nozzle (4.6 mm diameter). The effects of air and CO\(_2\) addition to hydrogen flames on the flame front propagation will be analysed. The flame height with respect to time, and the velocities calculated from differentiating the best fit polynomials will be discussed. The effect of ignition location between the nozzle and plate will be explored for the three thermal loading values. In addition, the results will be compared to Section 6.2.3.2 for the electrode igniter.

The flame could not be ignited with a spark at the ‘Nozzle’ location for the hydrogen premixed flames (Fig. 6.11) because the flames were too lean, and lighting with a pilot flame disturbed the schlieren image so that the flame front could not easily be seen. There was a small probability of failed ignition, and for these cases if the flame was not ignited within three tries, with approximately 1 s between each try, the fuel was turned off for safety reasons and the case was attempted again. This did not happen for the diffusion flames but happened occasionally for the premixed cases.

Also, the 3\(^{rd}\) to 6\(^{th}\) order polynomials did not fit the curves well for some of the downward propagating cases (the ‘Plate’ cases in Fig. 6.11 (i) and Fig. 6.12 (i) and the ‘Middle, Down’ case in Fig. 6.9 (iii)) and so it was seen fitting to use two separate polynomials for these cases. The x-axes for each polynomial overlap one another so that the transition is as smooth as possible. This is justified as the processes occurring in this ignition sequence are the initial spreading of the flame across the plate, followed by the sudden acceleration towards the nozzle, and the disjointed part of the curves occur at this change in process.

It should be pointed out that the ignition processes at the various locations have very different time scales, and so two separate x-axes scales were used in all of the graphs. The top axes point to the upwards propagating cases in all instances (Figs. 6.9, 6.11 and
6.12) and also the ‘Middle, Down’ cases for Figs. 6.9 (i) and (ii) and 6.11 (iii), and the
‘Plate’ cases in Fig. 6.9 (iii). The bottom axes point to the ‘Middle, Down’ and ‘Plate’
cases for all other instances. This is because the upward propagation is much faster than
the downward propagation due to the added momentum from the jet velocity and
buoyancy effects, and due to the delays in the downwards propagation that will be
discussed in the following sections.

6.4.3.2. Hydrogen

Firstly, the effect of the ignition location on the hydrogen diffusion flames shown in
Table 6.4 will be discussed. The cases shown in Fig. 6.9 are for the hydrogen diffusion
flames of the same velocities and concentrations from Fig. 6.2 but using the spark
igniter instead of the electrode igniter. It can be seen that the two igniters produce
different results for the hydrogen flame propagation. This is for a few reasons. Firstly,
the spark igniter and electrode igniter use different mechanisms to produce the sparks.
Therefore the power produced by the igniters was different. From the schlieren images
it was observed that the electrode igniter produced a much smaller flame kernel than the
spark igniter, which evolved more slowly into the propagating flame. Secondly, the
spark igniter was held by hand, and so the positioning of it was less reliable than the
electrode igniter. However, for the electrode igniter, the points of the electrodes were
not fixed distances apart, which also caused some unreliability. In addition, the
electrode igniter axial positions were slightly different to the spark igniter, with the
plate and nozzle locations being slightly away from the plate or nozzle respectively for
the electrode igniter.

The non-linear velocity of the flame towards the plate or nozzle can be seen by the
curved velocity profiles in Fig. 6.9b. This was observed as an increase in velocity
followed by a decrease before the flame reaches the plate or nozzle. However, for most
cases, as for the electrode igniter, a constant decrease in velocity is observed. The 10
and 19 m s\(^{-1}\) flames ignited at the middle location and propagating downwards (Figs.
6.9 (i) and (ii) respectively) show similar trends to the upwardly propagating flames,
initially accelerating against the fuel stream and slowing down before reaching the
nozzle. The time taken for propagation to the plate when ignited at the nozzle decreases
with increasing velocity (with times of 0.019, 0.011 and 0.009 s for the 10, 19 and 28 m
Chapter 6: Results Part 2: Flame Front Propagation

$s^{-1}$ flames (Figs. 6.9a (i) to (iii) respectively), actually being slightly slower than the cases ignited by the electrode igniter (with times of 0.014, 0.009 and 0.007 s respectively). This could be due to the higher position of the electrode igniter.

Figure 6.9: Plots of (a) Height and (b) Velocity of the centre of the flame front for hydrogen flames at (i) 10 m s$^{-1}$, (ii) 19 m s$^{-1}$ and (iii) 28 m s$^{-1}$.

For the ‘Plate’ cases, the delays in initial propagation are again observed, with a decrease in delay time with increasing fuel velocity (Figs. 6.9a (i to iii respectively)). However, the delay times are different to the electrode igniter case. It can be seen from Fig. 6.9a (i) that for the 10 m s$^{-1}$ flame, when ignited at the plate, there was a delay of about 0.18 s, and for the 19 m s$^{-1}$ flame (Fig. 6.9a (ii)) a much shorter delay of 0.05 s, and no delay for the 28 m s$^{-1}$ case (Fig. 6.9a (iii)). Compared to the much longer delays for the electrode igniter of 0.74 and 0.11 s for the 10 and 19 m s$^{-1}$ flames respectively, it
seems that using the spark igniter causes the flame to propagate downwards more easily. This could be due to the larger flame kernel produced by the spark igniter. However, the change in trend with increasing fuel velocity are comparable for the two igniters; the increased fuel velocity aids the combustion much more than overcoming the opposing flow hinders the downwards propagation when the flame is ignited at the plate.

Contrary to the electrode igniter, when the flame was ignited in the middle location, there were no delays in the downwards propagation for the 10 and 19 m s\(^{-1}\) flames but a delay of approximately 0.13 s for the 28 m s\(^{-1}\) case, again causing non-linear acceleration of the flame. However, the electrode cases were ignited a little higher up than the spark igniter cases (as the spark cases were judged by hand), and so the ignition took place further downstream. It has been shown that a delay is more likely to occur at lower velocities when ignited at the plate. In addition, as shown in Section 6.2.3 for the electrode igniter cases, when ignited in the middle, a delay was observed for the lower velocity case but not for the higher two velocities, whereas delays were observed at the plate locations. Therefore, as the igniter is moved upstream, a delay becomes less likely. This could be the reason for the lack of delay in the spark ignited cases where there were delays in the electrode igniter case which were ignited slightly downstream.

For the higher velocity case ignited in the middle using the spark igniter, a delay was observed, but there was no delay for the ‘Plate’ case. This could be due to the difference in spreading rate with fuel exit velocity, defined as the angle that the unburned fuel makes as it exits the nozzle. It can be seen from Fig. 6.10 that for the hydrogen diffusion cases (orange lines) the spreading rate remains quite constant for the velocities of 10 and 19 m s\(^{-1}\) and then increases for 28 m s\(^{-1}\). This helps to explain why the behaviour changes for the 28 m s\(^{-1}\) case ignited at the plate. The fuel will have mixed with more air by the time it has started to impinge on the plate, so that igniting at the plate (or in a further downstream location) will allow faster combustion due to the increased fuel-air mixing, reduced fuel velocity and higher flame surface area that this will cause. The mixing also causes more flame wrinkling which also increases the surface area of the flame and allows for easier combustion. However, when ignited at the further upstream middle location (spark igniter), the fuel has not mixed enough with the surrounding air, compared to the mixing at the plate or at the downstream ‘Middle’
location (electrode igniter), and has a lower surface area. In addition, the local fuel velocity is higher further upstream. Therefore, the velocity of the fuel becomes a more important parameter than the spreading rate, with the nozzle exit velocity of the 28 m s\(^{-1}\) flame being too high to initiate an immediate downwards propagation of the flame. More investigation should be carried out to test varying ignition locations between the nozzle and the plate to find which locations would cause a delay. This is reserved for the scope for future work.

Figure 6.10: Spreading rates for the compositions shown in Table 6.4.

The results will be compared to the \(h/d\) comparisons in Section 6.3.3 with the large nozzle (Fig. 6.8). At similar thermal loadings (Figs. 6.9 (ii) and 6.8), the propagation times for the large nozzle ((Figs. 6.8 (i) and (ii))) are 4 times faster at \(h/d = 18.8\) for the downwardly propagating flames (Fig. 6.9 (ii)), but 6 times slower/faster for the ‘Plate’ and ‘Middle, Down’ cases respectively at \(h/d = 36.8\) (Figs. 6.8 (i) and (ii) respectively). For the upwardly propagating flames, the propagation times are less than 1.4 times faster for \(h/d = 18.8\), but 14 and 11 times slower for the ‘Middle, up’ and ‘Nozzle’ cases respectively for \(h/d = 36.8\) (Figs. 6.8 (ii) and (iii)). This means that at similar thermal loadings, the \(h/d = 18.8\) results for the large nozzle are more similar to the small nozzle results at \(h/d = 32.6\) (both have heights of 150 mm). At similar Re, the larger nozzle results are 11 and 7 times faster for the ‘Plate’ and ‘Middle, Down’ cases at \(h/d = 18.8\), but 2.6 and 10 times slower/faster respectively for \(h/d = 36.8\). For the upwardly propagating flames, the larger nozzle results are less than 2.4 times faster for \(h/d = 18.8\), but 14 and 6.5 times slower for the middle up and nozzle cases respectively at \(h/d = 36.8\). This means that at similar Re, the results are more similar for the upwardly propagating flames at the same height, but more similar for the downwardly propagating flames at the same \(h/d\). However, the results are not wholly comparable due
to differences in nozzle size, flow profile and nozzle exit velocity, which will be discussed in Section 6.4.4. The results for the large nozzle in Section 6.4.4 will be compared at the same nozzle-to-plate height rather than at the same $h/d$, since overall the results are more similar.

**6.4.3.3. Hydrogen and Air**

Secondly, the analysis was done for hydrogen premixed flames (Fig. 6.11) with an $\text{H}_2/\text{air}$ volume ratio of 4.5, which corresponds to an equivalence ratio of 10.5. The hydrogen velocity was kept the same as for the diffusion flames so that the thermal loadings could be kept the same (Table 6.4). As mentioned, there are no ‘Nozzle’ results for the premixed hydrogen cases as the flames could not be ignited with a spark at the nozzle location. Again, this agrees with the analysis in Section 6.4.3.2, which shows that at lower ignition locations the flame is more difficult to ignite due to the higher velocity and lower flame surface area. In this case the premixed air also hinders the ignition process. The disjointed polynomials affect the 12 m s$^{-1}$ ‘Plate’ case here (Fig. 6.11 (i)). In addition, for the 34 m s$^{-1}$ ‘Plate’ case (Fig. 6.11 (iii)), when the flame reached 4 mm up from the nozzle, it ceased propagating downwards and remained above the nozzle for 0.08 s before attaching to it. For this reason, the last 0.08 s was not included in the velocity curve approximation as the sudden deceleration caused problems with the curve fitting. The deceleration was due to the high opposing velocity at the nozzle location.

The premixed flames exhibit the linear decrease in velocity for the ‘Middle, Up’ ignition locations (Figs. 6.11 (i) to (iii)) and a parabolic velocity profile for the ‘Middle, Down’ location for the 34 m s$^{-1}$ flame (Fig. 6.11 (iii)). The delay in downwards propagation occurred for all of the ‘Plate’ locations, and for the ‘Middle, Down’ locations at 12 and 23 m s$^{-1}$.

The 12 and 23 m s$^{-1}$ flames ignited at the plate (Figs. 6.11 (i) and (ii)) behave very similarly to the diffusion cases, first spreading out slowly across the plate before suddenly accelerating towards the nozzle to complete the ignition process, as discussed in Sections 6.2 and 6.4.3.2. However, the process occurs much more slowly, with total ignition times of 1.55 and 0.17 s for the 12 and 23 m s$^{-1}$ flames respectively, being 7 and 2 times slower than the diffusion cases at 10 and 19 m s$^{-1}$ (and at the same thermal
loadings as the diffusion cases) respectively. However, the maximum velocity observed was almost twice as high for the 12 m s\(^{-1}\) premixed case than for the 10 m s\(^{-1}\) diffusion case due to the additional laminar flame speed with decreasing equivalence ratio (Chapter 4) and the higher Re (Table 6.4). The premixed flames have Reynolds numbers over twice as high as the diffusion cases at the same thermal loadings and they enter the turbulent transitional regime for the velocity of 23 m s\(^{-1}\). This explains why the flame front propagation velocities are higher for the premixed cases, as the turbulence will aid the combustion, along with the additional laminar flame speed.

![Figure 6.11: Plots of (a) Height and (b) Velocity of the centre of the flame front for hydrogen and air flames at (i) 12 m s\(^{-1}\), (ii) 23 m s\(^{-1}\) and (iii) 34 m s\(^{-1}\).](image)

However, the delay times are still longer. The sudden acceleration towards the nozzle could also be accounted for by the fact that the plate heats up after the flame is stabilised on it, and so increases the flame speed due to the increase in temperature. (For
the diffusion flames, the flame mixes with the air at the plate and becomes better mixed, and so the plate temperature could increase the premixed flame propagation speed in this case as well). Also, for the 34 m s\(^{-1}\) case there is a delay (due to the flame spread) of approximately 0.25 s that is not seen in the 28 m s\(^{-1}\) diffusion case. This shows that the premix air hinders the ability of the flame to start to propagate downwards, even at the same thermal loadings and higher Reynolds numbers, but not necessarily the ability to propagate once initiated, as the downwards velocities are larger.

For the ‘Middle, Down’ cases the delay that was observed in the 28 m s\(^{-1}\) diffusion case was not present in the 34 m s\(^{-1}\) premixed case, but appeared in the 12 and 23 m s\(^{-1}\) premixed cases, with delay times of 0.4 to 0.18 for the 12 and 23 m s\(^{-1}\) flames respectively. This supports the notion that the premix air hinders the ability of the flame to begin propagating downwards, although increasing the thermal loading of the premixed flames seems to aid the initial downward propagation; the delay being shorter for the higher thermal loadings, rather than hinder it as for the diffusion flames ignited in the middle. This could be due to the steeper increase in spreading rate with velocity for the premixed flames (purple line in Fig. 6.10), causing the widening of the surface area that assists the downwards propagation to be more significant than the higher velocity of the opposing flow.

For the ‘Middle, Up’ cases, the maximum velocities for the diffusion flames were around 18 m s\(^{-1}\) for all three jet velocities (Fig. 6.9b). However, for the ‘Middle, Up’ premixed flames the maximum velocities increased quite steeply with jet velocity, with values of 5, 14 and 31 m s\(^{-1}\) for the 12, 23 and 34 m s\(^{-1}\) jet velocities respectively (Fig. 6.11b). This is a much larger change than for the hydrogen diffusion flames which indicates that the jet velocity is a much more significant parameter in increasing the upward propagation velocity for the premixed flames than for the diffusion flames, in contrast to the downwardly propagating flames.

6.4.3.4. Hydrogen and Carbon Dioxide
Thirdly, \(\text{H}_2/\text{CO}_2\) flames were studied with \(\text{H}_2/\text{CO}_2 = 4.5\) and at 12, 23 and 34 m s\(^{-1}\) (Fig. 6.12), corresponding to the same amount of hydrogen flow as the hydrogen diffusion and premixed cases (Table 6.4). Again, decelerations were observed for all upwardly propagating flames, and non-linear acceleration for the flames ignited at the ‘Plate’ and
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‘Middle, Down’ locations. The 34 m s\(^{-1}\) H\(_2\)/CO\(_2\) flame behaved in the same way as the premixed flame of the same velocity in that it stopped propagating downwards at 5 mm from the nozzle, where it remained for 0.07 s before attaching to the nozzle. Again, the last 0.07 s were not included in the curve fitting for the reasons described in Section 6.4.3.2.

Figure 6.12: Plots of (a) Height and (b) Velocity of the centre of the flame front for hydrogen and CO\(_2\) flames at (i) 12 m s\(^{-1}\), (ii) 23 m s\(^{-1}\) and (iii) 34 m s\(^{-1}\).

The propagation times for the 12, 23 and 34 m s\(^{-1}\) H\(_2\)/CO\(_2\) flames ignited at the nozzle location were all slightly shorter than for the hydrogen diffusion flames at 10, 19 and 28 m s\(^{-1}\), which can be accounted to the extra velocity of the added CO\(_2\). However, for the ‘Middle, Up’ cases, as for the premixed flames, the maximum velocities increased quite steeply with jet velocity, with values of 8, 18 and 20 m s\(^{-1}\) for the 12, 23 and 34 m s\(^{-1}\) jet velocities respectively. Again, this indicates that the jet velocity is a much more
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A significant parameter in increasing the upward propagation velocity for the \( \text{H}_2/\text{CO}_2 \) flames than for the diffusion flames ignited in the middle. This could also be due to the increased buoyancy of the hydrogen diffusion flames, causing more similar upwards propagation for the three values of fuel velocity.

The downward propagation time for the 12 m s\(^{-1}\) flame ignited at the plate was slightly longer for the \( \text{CO}_2 \) case than for the premixed case. However, for the higher velocity cases, the delays were much longer, with total propagation times 4 and 3 times slower for the 23 and 34 m s\(^{-1}\) ‘Plate’ cases respectively. In addition, the ‘Middle, Down’ flames took 1.6 and 3 times longer for the 12 and 23 m s\(^{-1}\) \( \text{H}_2/\text{CO}_2 \) flames respectively than the premixed flames of the same velocities. A delay was also observed for the 34 m s\(^{-1}\) ‘Middle, Down’ case, which was not seen in the premixed cases. This indicates that the \( \text{CO}_2 \) hinders the initial downwards propagation of the flame more than the premix air, since although the Reynolds numbers were higher for the \( \text{H}_2/\text{CO}_2 \) flames at the same thermal loadings, and the \( \text{H}_2/\text{CO}_2 \) flames were fully turbulent, the delay times were still longer. This could be due to the lower spreading rate for the \( \text{H}_2/\text{CO}_2 \) cases (green line in Fig. 6.10), which causes the local upwards velocity to be higher and causes more resistance to the downwards propagation. In contrast to the premixed flames, the downwards velocities ignited in the middle for the \( \text{H}_2/\text{CO}_2 \) flames are much lower than for the diffusion cases. This is because the \( \text{CO}_2 \) reduces the laminar flame speed and the adiabatic flame temperature of the fuel mixture significantly (Chapter 4).

Since the delay times were increased when air or \( \text{CO}_2 \) was added, and since the premix air aids combustion but the \( \text{CO}_2 \) dilutes the hydrogen, this implies that the reduced molecular diffusivity of the hydrogen when mixed with air or \( \text{CO}_2 \) is largely responsible for reducing the ability of the flame to begin the downwards propagation stage of the ignition process when ignited at the plate. This is because it hinders the hot mixture from mixing with the cold unburned fuel nearer to the nozzle, even though the turbulence degree is higher.

6.4.3.5. Conclusions

The effects of the igniter type and the addition of air or \( \text{CO}_2 \) on the propagation of hydrogen flames have been studied in this section. Igniter type, ignition location, fuel composition and jet velocity have been shown to affect the ability of hydrogen diffusion
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and premixed flames and H₂/CO₂ diffusion flames to propagate with and against the fuel flow, in the following ways:

- Using the spark or electrode igniter produce different results, in particular, different delay times for the downwardly propagating flames. This is due to the different sizes of the flame kernel produced by the igniters and due to the differences in axial position of the igniters.

- For the hydrogen diffusion flames, the maximum upwards velocity for the middle locations increased a very small amount with jet velocity. However, for the premixed and H₂/CO₂ flames, the maximum velocity increased steadily with jet velocity, indicating that the jet velocity was a more significant parameter in increasing the propagation velocity for these cases than for the diffusion cases. This could also be due to the reduced effect of buoyancy for the H₂/air and H₂/CO₂ cases.

- A non-linear velocity or a decreasing velocity was observed when the flame propagated upwards or downwards when ignited in the middle or nozzle locations. This was caused by the widening of the fuel stream, decreasing the fuel velocity near the plate and so decreasing the propagation velocity, or increasing the velocity near the nozzle, causing more resistance to the downwards propagation. In addition, the flame stretch present in the stagnation region caused a reduction in flame speed and burning velocity and so caused the propagation of the flame front to slow down.

- A non-linear acceleration was observed for some of the ‘Plate’ cases, due to the delay caused by the flame spreading across the plate and also by the initial inability to overcome the opposing flow. A delay was also observed in some cases when ignited in the middle location, because the ignition was in the fuel rich zone, causing the initial flame spread to be difficult and slow. Various factors, including spreading rate, jet velocity and ignition location, affected the delay time for the different fuel compositions.

- The flame velocity and surface area at certain locations were affected by the spreading rate, and for the diffusion cases, the increase in spreading rate with
velocity allowed more mixing near the plate for the higher velocity flame, aiding combustion and causing the delay at the plate to be shorter. However, at the middle location, the high velocity becomes more significant in delaying the downwards propagation than the increased mixing does in aiding it, causing the delay to be longer.

- Conversely, for the premixed cases ignited in the middle, increasing the velocity caused the delay to be shorter. This could be due to the much steeper increase in spreading rate with fuel velocity, causing the higher velocity of the fuel that hinders the downward propagation of the flame to be less significant than the widening of the flame surface area that aids combustion.

- The premix air and added CO\textsubscript{2} also hinder the initiation of the downwards propagation of the flame when ignited at the plate and middle locations, even though the Reynolds numbers were much higher, due to the reduced molecular and thermal diffusivity of the fuel mixture hindering the spread of the heat produced by the combustion to the cold fuel flow.

The flame propagation after ignition is very complex and is affected by many factors, including fuel composition, igniter type and flow conditions. Flames at the same Reynolds numbers, but different thermal loadings and nozzle size will be studied in the next section in order to test the effect of Re, loading and nozzle size on the flame front propagation phenomena observed in this section.

6.4.4. Large Nozzle – Same Reynolds Number

6.4.4.1. Introduction

This section compares the effect of changing the nozzle size but keeping the Reynolds number the same for the cases studied in Section 6.4.3. This means that the nozzle exit velocities are lower but the thermal loadings are higher (Table 6.4). It causes the fuel to be easier to ignite due to the larger surface area of the fuel stream, and causes the plate to heat up more quickly due to the higher thermal loadings. The specific effects will be discussed for the three fuel compositions at three values of thermal loading.

The propagation times for the different cases for this nozzle size are more comparable for the various ignition locations. This means that only one axes scale needed to be used
for many of the cases, unlike for the small nozzle. These are for the diffusion cases (Fig. 6.13) and the premixed case at the higher velocity (Fig. 6.14 (iii)). For the other cases, care should be taken to note the axes scales for the different nozzle locations, as in Section 6.4.3.

6.4.4.2. Hydrogen

Figures 6.13a and b show the graphs of height and velocity against time respectively for the 6.5, 12.3 and 18.1 m s\(^{-1}\) hydrogen diffusion flames ((i), (ii) and (iii) respectively). For the downwardly propagating diffusion cases ignited at the plate, no delay was observed, unlike for the smaller nozzle. The propagation times for the ‘Plate’ cases decreased from 0.021 to 0.01 back to 0.012 s for the 6.5, 12.3 and 18.1 m s\(^{-1}\) flames respectively. For the ‘Middle, Down’ cases, the propagation times were 0.01, 0.006 and 0.004 s respectively. Due to the increased surface area and thermal loading, and the reduced opposing fuel velocity, the propagation times and velocities are much faster than for the smaller nozzle. This also increases the ability of the flame to initiate the downwards propagation, and so the flame can propagate downwards immediately.

The thermal loading of the 6.5 m s\(^{-1}\) large nozzle case is comparable to the 19 m s\(^{-1}\) case for the small nozzle, but the propagation time is still 10 times faster, even at a reduced Reynolds number. In addition, the highest velocity for the large nozzle (18.1 m s\(^{-1}\)) is comparable to the 19 m s\(^{-1}\) flame for the small nozzle, but with a much larger Reynolds number. However, the propagation time is still 7 times faster for the larger nozzle size. This is mainly due to the lack of delay for the flame spread, but the velocities reached are still somewhat higher for the larger nozzle cases. Therefore, the effect of the wider fuel stream is more significant on the propagation times than the effect of the thermal loading, Reynolds number and nozzle exit velocity.

The upwardly propagating flames all exhibit parabolic velocity profiles, except for the ‘Middle, Up’ flame at 6.5 m s\(^{-1}\). This is in contrast to the smaller nozzle cases where most of the flames had a constant deceleration of the flame front. The spreading rates for these flames Fig. 6.14 (orange lines)) are wider than for the smaller nozzle size, causing a larger difference in the velocity along the axial direction of the fuel stream between the nozzle and the plate. This causes a higher deceleration of the flame front with the fuel stream. However, the flames first accelerate before this deceleration.
occurs, to velocities much faster than the fuel velocity and much faster than for the smaller nozzle size. The increased fuel air mixing, caused by the wider surface area and nozzle size (at the same Reynolds number) causes the flames to propagate much faster, before being met by resistance from the plate, and slowing down due to the added flame stretch in the stagnation region.

Figure 6.13: Plots of (a) Height and (b) Velocity of the centre of the flame front for hydrogen flames with large nozzle at (i) 6.5 m s\(^{-1}\), (ii) 12.3 m s\(^{-1}\) and (iii) 18.1 m s\(^{-1}\).

The propagation times for the ‘Middle, up’ and ‘Nozzle’ cases are within 0.001 s of each other for all of the nozzle exit velocities, even though the ‘Nozzle’ cases have twice the distance to go. This means that the velocities are higher for the nozzle cases. Again, this is in contrast to the small nozzle at the same Reynolds number, where the velocities for the ‘Middle, Up’ and ‘Nozzle’ cases were quite similar. More investigation of varying nozzle sizes should be performed to further examine this effect. The next section looks at the effects of air addition and will again be compared to the results for the smaller nozzle.
Figure 6.14: Spreading rates for the hydrogen flames with/without air and CO₂ addition for the large nozzle.

6.4.4.3. Hydrogen and Air

Figures 6.15a and b show the graphs of height and velocity respectively against time for the 7.8, 14.9 and 22 m s⁻¹ flames ((i), (ii) and (iii) respectively). For the smaller nozzle, no ignition could be achieved at the nozzle locations. This was not the case for the larger nozzle, due to the increased area of the fuel stream aiding the initiation of the combustion. This is a similar effect to igniting downstream for the smaller nozzle size.

For the ‘Plate’ cases, delays of 0.12 and 0.02 s were observed for the 7.8 and 14.9 m s⁻¹ flames respectively. A slight delay of 0.007 s was observed for the ‘Middle, Down’ case for the 7.8 m s⁻¹ flame as well. This is in agreement with the results for the smaller nozzle in that the addition of air hinders the initial downwards propagation. Again, the propagation times and velocities are much faster than for the small nozzle results at the same Reynolds numbers, due to the increased mixing caused by the larger nozzle size. This causes a higher surface area for the flame to propagate, and increase the burning rate of the fuel.

For the upwardly propagating flames, the velocities reached are somewhat larger than for the diffusion flames, and for the flames at the smaller nozzle size. The addition of premixed air causes a faster laminar flame speed, and the wider surface area of the fuel stream and higher thermal loading assist the propagation of the flame. Similar to the diffusion flames, the ‘Middle, Up’ and ‘Nozzle’ flames take the same amount of time to propagate. However, for the higher velocity flame (22 m s⁻¹), the propagation of the ‘Nozzle’ flame takes longer (0.005 s compared to 0.002 s for the ‘Middle, Up’ location (Fig. 6.15a (iii))). These results cannot be compared to the smaller nozzle results at the
same Reynolds number due to the lack of ignition for the smaller nozzle. However, for the ‘Middle, Up’ flames, the propagation times were 4.4, 3.3 and 2.5 times faster for the larger nozzle results at 7.8, 14.9 and 22 m s\(^{-1}\) respectively. This means that increasing the fuel velocity has a smaller effect for the larger nozzle size. This could be due to the smaller change in spreading rate for the larger nozzle size; for the larger nozzle, the spreading rates are within 1°, whereas for the smaller nozzle, the spreading rate increases by 2° between the 3 cases (Figs. 6.14 and 6.10 respectively (purple lines)). A larger change in spreading rate causes a larger change in the fuel stream area, and so causes faster propagation for the higher velocity flames (when compared to the lower velocity flames) for the smaller nozzle, due to the increased mixing between the hot products and cool reactants. The next section looks at the effect of CO\(_2\) addition, and will again be compared to the smaller nozzle.

Figure 6.15: Plots of (a) Height and (b) Velocity of the centre of the flame front for hydrogen premixed flames at (i) 7.8 m s\(^{-1}\), (ii) 14.9 m s\(^{-1}\) and (iii) 22 m s\(^{-1}\).
6.4.4.4. Hydrogen and Carbon Dioxide

The effect of adding CO\(_2\) is shown in Fig. 6.16. The propagation times for the ‘Nozzle’ location were 1.6, 1.7 and 2.3 times faster for the larger nozzle (for the 7.8, 14.9 and 22 m s\(^{-1}\) flames respectively). This is in contrast to the premixed flames, for which the propagation increased by smaller degrees with increasing fuel velocity. Again, this could be due to the spreading rate. Figure 6.14 shows that for the H\(_2\)/CO\(_2\) flame (green line), the spreading rate increases quite steeply for the higher velocity flame. Again, this increase in spreading rate causes faster propagation for the higher velocity flame, and so causes a larger difference in propagation time for the 22 m s\(^{-1}\) H\(_2\)/CO\(_2\) flame when compared to the small nozzle.

Figure 6.16: Plots of (a) Height and (b) Velocity of the centre of the flame front for H\(_2\)/CO\(_2\) flames at (i) 7.8 m s\(^{-1}\), (ii) 14.9 m s\(^{-1}\) and (iii) 22 m s\(^{-1}\).
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For the downwardly propagating flames, delays were observed for the ‘Plate’ cases, reducing in delay time with increasing thermal loading. This is similar to the smaller nozzle case. In addition, a delay was observed for the middle location for the 14.9 m s\(^{-1}\) flame. For the smaller nozzle, a larger delay was also observed for the flame with the corresponding Reynolds number. Similar velocities were also observed for both nozzle sizes. The propagation times for the ‘Plate’ cases were 7.5, 4 and 8 times faster (for the 7.8, 14.9 and 22 m s\(^{-1}\) flames) than the corresponding cases at the small nozzle. For the middle down cases, the flames propagated 9, 5.9 and 15.6 times faster respectively. For the premixed cases, the differences in propagation times were much larger, and for the diffusion cases, no delays were observed at all for the larger nozzle size. This shows that the nozzle size has a smaller effect on the H\(_2\)/CO\(_2\) flames than for the diffusion or premixed downwardly propagating flames.

6.4.4.5. Conclusions

The results of Section 6.4.3 were repeated with the same Reynolds number but a larger nozzle size. This meant that the nozzle exit velocity was reduced but the thermal loading was increased. These results were compared to the results at the smaller nozzle. It was found that:

- The larger nozzle size widened the fuel stream and allowed more mixing with the air by the time the fuel reached the plate. This caused the downwards propagation to initiate without delays when ignited at the plate for the hydrogen diffusion flames. In turn, this caused faster downwards propagation times even for cases with the same thermal loading and lower Re, and for the cases with the same velocity but higher Re. This means that the widening of the fuel stream was more significant for initiating the downwards propagation than the thermal loading or fuel velocity for the hydrogen diffusion flames.

- The addition of premixed air and CO\(_2\) hindered the initial downwards propagation of the flames ignited at the plate and in the middle, similar to the smaller nozzle, although the propagation times were much faster for the larger nozzle.

- The effect of increasing the nozzle size was smaller for the H\(_2\)/CO\(_2\) downwardly propagating flames than for the diffusion and premixed flames.
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- The widening of the fuel stream also caused faster upwards propagation for all fuel compositions due to the higher surface area increasing the burning rate of the fuel. Adding premixed air also increased the propagation speed of the flame front due to the higher laminar flame speed and flame temperature.

- The change in spreading rate with increasing fuel velocity was different for the small and large nozzles, and caused the upwards propagation to change by different degrees for the different fuels when the nozzle size was increased.

- Increasing the nozzle size allowed ignition at the nozzle location for the premixed flames, unlike the smaller nozzle, due to the larger surface area of the fuel stream.

The main effects caused by increasing the nozzle size but keeping the Reynolds number the same were increased ability for the fuel to initiate its downwards propagation (and to ignite the fuel at the nozzle), although delays were still observed when ignited at the plate and the middle for some cases. In addition, the propagation times were much faster for the larger nozzle size for all compositions.

6.5. Flame Front Propagation Conclusions

In this chapter high speed schlieren imaging and digital image analysis have been applied to evaluate the flame front propagation after ignition at specified locations. The technique is able to provide a temporal resolution down to 1 μs. Therefore the image blurring caused by flame propagation is very small. This allows the behaviour of the flame front to be studied for various cases, and changing various factors such as fuel composition, fuel velocity and ignition location has significant effects on the flame propagation trends. The propagation of the flame after ignition is very complex and can be affected by many factors.

It has been shown that changes in ignition location can affect the process of flame propagation after ignition. The total attachment times when ignited away from the nozzle can be greatly affected by changing the ignition location, geometry or flow conditions. This will be helpful for further investigations into optimising igniter conditions for devices where combustion processes are required to finish as soon as possible or where flames need to be established very quickly. An impingement configuration is convenient for the investigation of ignition and flame propagation in
inhomogeneous mixing and flow fields. The stagnation point has an area of low flame stretch, which slows down the laminar flame speed and consequently slows down the propagation of the flame. This causes a deceleration of the flame front when propagating towards the plate. This was seen more in the hydrogen cases than the methane cases, where the effects of flame stretch are more significant. In addition, the hydrogen has much stronger mixing with the ambient air, due to the higher molecular and thermal diffusivity, and due to the higher velocities of the flames used. This causes deceleration of the flame front, since, as the fuel entrains the ambient air, the local velocity is reduced. For the upwardly propagating flames, the flame front slows down as it propagates with a slower fuel velocity further downstream. For the downwardly propagating flames, as the flame propagates upstream, the opposing local fuel velocity is increased, which again slows down the flame front propagation. On the other hand, once the flame has been initiated, the flame front accelerates. The competing factors cause the flame in some cases to accelerate, and in others to decelerate. For some cases, a parabolic velocity is observed, whereby the flame front initially accelerates, and then slows down due to these factors.

In addition, for the downwardly propagating flames, a phenomenon was observed whereby there was an inability to overcome the opposing flow. For the hydrogen flames, this was observed as an almost zero velocity followed by a sudden acceleration when the flame was able to overcome the opposing flow. This occurred at the plate location and the middle location for some of the cases. For the plate location, the flame boundary was observed to spread out across the plate for a short amount of time. Following this, the flame would suddenly propagate downwards against the flow. This occurred when enough heat had been produced and mixed with the vertical flow stream, and when the plate was hot enough that downwards propagation was possible. Factors that affected the delay times were igniter type, nozzle-to-plate height, fuel composition and thermal loading.

Increasing the fuel exit velocity for the hydrogen flames ignited at the plate tended to cause a shorter delay time, due to the increased mixing between the fuel and hot products, and due to the higher thermal loading increasing the heat production rate and plate temperature. However, at the middle location, the increase of the opposing
velocity became more significant and caused longer delay times for the higher velocity fuels.

On the contrary for the methane flames, the inability to propagate against the flow was observed as a deceleration to an almost stop, quite close to the nozzle where the opposing velocity became too high, before again suddenly accelerating downwards when enough heat was transferred to the unburned gases. However, the velocity of the methane flames was much lower than the hydrogen flames at the same thermal loading, and so downwards propagation was easier at similar locations. For the methane flames, increasing the fuel velocity caused a longer delay, and for the highest velocity flame studied, the flame did not propagate to the nozzle, but remained slightly lifted above the nozzle, since the opposing velocity was too strong at this location.

The behaviour of hydrogen and methane flames was very different, due to the vast differences between the two fuels. However, large differences were also observed when air or CO\textsubscript{2} were added to the hydrogen. Both additions caused the delay in downwards propagation to be longer, although adding air still caused faster propagation. This is due to the reduced mixing of the hot products and cool reactants because of the lower molecular and thermal diffusivity. For the premixed flames, the delay was shorter for the higher velocity fuels ignited in the middle, in contrast to the hydrogen diffusion flames. This was also due to the spreading rate, and for the premixed flames, the increase in the surface area of the flame with increasing fuel velocity became more significant and aided the initial downwards propagation, rather than inhibit it.

The nozzle-to-plate distance, ignition location (radial or axial), fuel type and fuel properties and conditions all have significant effects of the propagation of the flame front immediately after ignition. Competing factors such as propagation with or against flow, accelerations and deceleration caused by various factors, mixing and velocity profiles caused complex propagation trends to be observed. Further examination of the effect of local flow velocity and mixing should be performed, for example by using PIV to calculate the fuel velocity. This is reserved for the scope for future work.

Using the high speed schlieren imaging, interesting trends have been observed and various flow conditions compared. Delays of downwards propagation can be avoided or induced by changing the flow conditions or igniting at different locations in the
impinging flame setup. It has been shown that the propagation of the flame front is quite complex, with competing factors causing faster or slower propagation of the flame front with or against the flow. The flame front propagation changes with respect to the location in the impingement configuration, being affected by the flow velocity, flow profile, impingement plate, heat production and mixing between cool reactants and hot products and products and the ambient air.

Some brief general conclusions regarding the flame wall interaction of various fuel and flow conditions using schlieren and thermal imaging will be given in the next chapter. This will be followed by the scope for future work and how these techniques could be improved or added to for further examination of the phenomena discussed.
7. Conclusions

This chapter presents the general conclusions regarding the development of the experimental techniques and their application to the heat transfer and flow diagnostic studies. A summary of the research in this thesis will be given with regards to the main points of interest and successfulness of the work carried out. The following chapter will present the scope for future work.

Various experimental techniques have been utilised and further developed in order to evaluate the flame wall interaction of impinging flames for a range of fuel and flow conditions. A vertical impingement configuration has allowed optical access so that flow properties, density variations and wall temperature could be studied. This configuration has been used widely in the literature for many hydrocarbon fuels but less widely for hydrogen and syngas fuels, which were the focus of this thesis. The study of heat transfer for hydrogen and syngas fuels is integral for their development for use in combustion devices, where flames may directly impinge onto combustor surfaces creating regions of high or low temperature which may damage the combustor or affect the combustion of the fuel. Syngas and hydrogen combustion is significant in the objective to steer away from fossil fuels and into cleaner combustion uses.

Since the properties of hydrogen are vastly different to those of hydrocarbon fuels, and since the composition of syngas varies widely across sources, systematic evaluations of the effects of various properties such as thermal loading, Re, equivalence ratio and fuel velocity have been performed in order to test their effects on the interaction between the impinging flame and the wall. It has been shown that the relative effects of these properties are different for the different fuels, and a slight change in nozzle exit conditions can significantly affect the wall temperature and flame propagation characteristics.

Thermal imaging is a useful tool for heat transfer studies, allowing non-intrusive, 2D measurements. However, it has not been widely used in the literature. Problems with the emissivity of some materials and with the wide range of spectral emissions from flames cause issues when using thermal imaging for impinging flame studies. Methodologies have been utilised and developed in order to try and address these issues. A flame switch off method was utilised so that the thermal footprint of the plate at a steady state
Chapter 7: Conclusions

condition could be analysed. This allowed radiation losses from the plate to be
evaluated and compared for different conditions, so that the relative overall effects of
high or low temperature regions of the plate could be evaluated and compared. In
addition, an iterative methodology was developed so that the thermal imaging could be
used for the quartz plate, whose emissivity depends on the temperature being measured.
This technique was useful for comparing conditions for various cases, and for
comparing premixed and diffusion flames, where there was no soot and soot deposition
on the plate respectively. However, it was shown that this methodology depended
heavily upon the curve fits for the temperature dependent emissivity values and
suggestions for improving this methodology will be discussed in the next chapter.

The combination of schlieren, direct and thermal imaging has allowed insight into the
flame wall interactions. Features on the schlieren images were used to explain features
in the thermal footprints, such as regions of low temperature in the stagnation region
caused by unburned fuel impingement. In addition, turbulent structures seen in the
schlieren images helped to explain why the thermal profiles differed so greatly for
different flow conditions. Mixing between the hot gases and the ambient air can cause
lower wall temperatures due to the entrainment of the cool air, whereas mixing between
the unburned fuel and ambient air can cause higher wall temperatures due to the
increase in laminar flame speed and adiabatic flame temperature for the leaner local
compositions. These effects differ for the different fuel and flow conditions, due to
differences in molecular and thermal diffusivity, flame stretch and density ratios
between the reactants, products and ambient air. A wrinkle scale methodology has been
developed in order to attempt to quantify the effect of turbulent structures and mixing
on the flame wall interactions, to be used alongside the qualitative observations from
the schlieren and direct imaging.

In addition, the temperature profiles differ for different fuels at similar inlet conditions.
The direct imaging can help to explain this, since factors such as flame size on the plate
and luminosity will affect the wall temperature. CHEMKIN was used to calculate the
effect of equivalence ratio on the laminar flame speeds and adiabatic temperatures,
which also affect the wall temperature profiles for different fuels at similar nozzle exit
conditions.
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High speed schlieren imaging was also used to study the ignition and flame propagation characteristics in the impinging flame configuration. The upwards and downwards propagation of the flame were analysed for various fuels and nozzle exit velocities. Delays in initial propagation were observed when the flame propagated against the fuel stream and various factors affected this delay, including the position of the impingement plate and mixing between the hot gases and ambient air. The competing factors of the upstream propagation, causing decelerations of the flame front as the opposing flow velocity increased, and heat production, causing accelerations of the flame front as more heat was produced, differed significantly for different fuels, flow conditions and ignition locations. The propagation of the flame front immediately after ignition was observed to be very complex, changing significantly for relatively small changes in the conditions at the nozzle.

This thesis has presented interesting results on the flame wall interactions of impinging flames of hydrogen, syngas, propane and methane, combining various visualisation and diagnostic techniques. However, improvements can still be made on the accuracy of these techniques, more extensive experimentation could be performed and additional parameters could be studied. The next chapter will discuss the scope for future work that has arisen from the work in this thesis.
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8. Scope for Future Work

8.1. Introduction

This chapter details some improvements that could be made on the techniques and presents some scope for further research. Firstly the wall temperature work will be discussed, related to Chapter 5, followed by improvements and future work for the flame propagation studies (Chapter 6).

8.2. Wall Temperature

8.2.1. Accuracy

Steel Plate
The thermal imaging camera readings depend heavily upon the emissivity values. Therefore, the accuracy could be improved by measuring the emissivity of the steel plate and in addition, by comparing to other temperature measurement readings, such as thermocouples. This was beyond the scope of this thesis due to time restraints. In addition, the holes drilled in the surface could cause uneven conduction through the plate that could cause uneven heat transfer and might affect the thermal imaging readings. However, two identical plates could be used where one has thermocouples drilled into it to verify the thermal imaging readings at a range of temperatures and calculate the emissivity, and the other used for the thermal profiling so that the thermocouples do not disturb the thermal imaging readings or need to be placed in the flame.

Quartz Plate
For the quartz plate, drilling is not possible. However, an oven could be used to heat the plate to a known temperature and the thermal imaging temperature readings verified that way. In addition, for the temperature dependent emissivity methodology, the oven could be used to calculate the emissivities at a larger range of temperatures, with many points on the $T - \varepsilon$ curve, so that the temperature-emissivity curve could be more accurately approximated. This was beyond the scope of this thesis as an oven was not available for the current research.
8.2.2. Further Research

Temperature Dependent Emissivity Methodology
The temperature dependent emissivity methodology could be improved and developed for use with other materials. Using an oven to heat the materials with temperature dependent emissivity (for example quartz, aluminium, titanium and copper) to a known range of temperatures, the methodology could be implemented so that the thermal imaging camera could be used to study impinging flames for these targets. In addition, the dependence of the emissivity on the viewing angle and plate thickness could also be studied.

Quartz Plate
The schlieren technique could be applied to the transparent quartz plate in the vertical direction, i.e. with the parallel light beam shining through the plate. This could allow the flow structure in line with the plate, in the wall jet region, to be visualised. This would be particularly useful for the ring flames. However, this would present many challenges; for example, the temperature gradients in the plate would cause distortions of the images, there would be convection currents and condensation on the mirrors and the setup would be difficult.

Additional Parameters
A more extensive study of the syngas compositions could be performed, using different nozzle sizes and flow conditions and a larger range of equivalence ratios. In addition, an angled plate could be used to study the effects of buoyancy on the flame wall interactions and wall temperature. Using a different seeder that would allow the flow of fuel, PIV could be used to evaluate the effects of local flow velocity and vorticity on the wall temperatures. It would also be interesting to test the effects of using different initial plate temperatures or different ambient temperatures on the wall temperature and radiation losses. In addition, the effects of coflow on the wall temperature could be further studied using the larger nozzle burner to produce swirling coflow.

8.3. Flame Propagation

8.3.1. Accuracy
The accuracy and repeatability of the flame propagation results could be improved by taking large amounts of data for each composition (i.e. repeating each case several
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times) and finding the averages of the flame propagation behaviours. However, this would remove the instantaneous behaviour that can be studied by evaluating the cases separately. A fixed igniter could be used that does not need to be removed from the flow so that the effects of small changes in igniter position could be minimalised.

### 8.3.2. Further Research

**Plate Effects**

A larger plate could be used to test the effects of the horizontal propagation, since in this thesis the flame escaped around the edges of the plate. In addition, an angled plate could be used to test the buoyancy effects, and to see the differences when igniting in the uphill or downhill sections of the wall jet regions. A larger range of plate heights and ignition locations could be used to further examine the effects of the plate on the initial downwards propagation and a free flame could be used to test the effects of the impingement plate on the flame propagation in more detail.

**Additional Parameters**

Again PIV could be useful for the flame propagation studies, in order to properly evaluate the initial flow velocity profiles and their effects on the flame propagation. PIV could also be used to examine the flow velocity profiles during the ignition process, although this would cause difficulties in the synchronisation of the PIV and the ignition.

A larger range of Reynolds numbers could be used to further test the effects of turbulence on the flame propagation. In addition, hydrogen could be tested without nitrogen dilution, and the syngas compositions could be used for these experiments. However, this presented safety issues in the current work and was therefore not attempted.

### 8.4. Conclusions

The scope for future work presented in this chapter could not be attempted in the current work due to time, experimental and safety restraints. However, they would provide additional interesting opportunities for further research if these restraints could be overcome. Nevertheless, many interesting results have been presented in this thesis over a wide range of experimental conditions using advanced optical diagnostics. The techniques that have been developed will be useful for future research into the flame wall interaction of impinging flames.
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Appendix A: LabVIEW Block Diagram

A.1. Introduction

This chapter presents the LABVIEW block diagram used for calculating the parameters of the fuel mixtures. The block diagram (i.e. the programming space) of the LabVIEW VI is shown in Fig. A1. The front panel has been shown in Chapter 3 and the block diagram is explained here for the purposes of completion.

The block diagram begins at the top left hand corner of Fig. A1 and flows toward the right and downwards. Each ‘wire’, shown by an orange or blue line, connects one command to the next. In the block diagram, the initial input is the individual fuel flow rate of each gas (shown to the far left of the diagram). These are connected to a flow rate output signal on the front panel (see Chapter 3, Fig. 3.4). The grey border is a ‘While loop’ which is necessary so that the commands will be executed until the ‘stop’ button is pressed on the front panel. While the VI is running, only commands on the front panel such as the ‘stop’ button or the execution controls can be changed. As the block diagram is very complicated to look at, smaller diagrams, which are shown in Figs. A2 to A10, have been constructed from it in order to illustrate the use of the equations for the calculations, which are given in Eqs. A1 to A7. The equations and their relevance to the combustion properties of the various fuels have been given in Chapter 2 but have been repeated here for illustrative purposes. The block diagram for the nozzle exit velocity has been described in Chapter 3.

Since the methane and propane were not used at the same time, and in fact one flow controller was used for both gases and recalibrated, the VI was used for either methane or propane. The calculations shown here are for propane but when methane was used the values in the block diagram were changed to correspond to methane instead of propane.
Figure A1: Block diagram of the LabVIEW VI.
A.2. Density Calculations

The density of the mixture was calculated from:

\[ \rho = p \sum \frac{x_i M_i}{RT} \]  

(A1)

where \( p \) is atmospheric pressure, equal to 1 atm, \( x_i \) is the volume fraction of component \( i \), \( M_i \) is the molecular weight of component \( i \), \( R \) is the universal gas constant, equal to 0.082057 litre atm K\(^{-1}\) mol\(^{-1}\), and \( T \) is the temperature, equal to 298 K. Equation A1 gives the density in units of g litre\(^{-1}\), which are equal to kg m\(^{-3}\).

Figure A2: Density calculations using LabVIEW.

Figure A2 shows the density calculations using LabVIEW. The individual flow rates at the left (which are controlled by the user) are connected to a summation command which calculates the ‘total flow rate’ output on the top of the diagram. Each flow rate is then divided by this total to give the flow rate as a fraction of the total flow rate. In the larger block diagram these values are then multiplied by 100 (first vertical blue line connected to a 100 input on the block diagram in Fig. A1) to give the individual volume flow rate percentages, which are shown on the front panel (Fig. 3.4). This division is missed out in Fig. A2 as it is only needed to calculate the volume percentages, which
are then re-divided by 100 before continuing (Fig. A1). Moving further to the right in Fig. A2, the individual volume fractions are then multiplied by the molecular weights of the respective components (shown by the orange boxes) and summed to give the mean molecular weight, which is then divided by \((R \times T) = 24.4658\) to give the density of the mixture as specified by Eq. A1. When methane was used, the value 44.1 was substituted for the molecular weight of methane (equal to 16.04). The density values were used along with the viscosity values to calculate the Reynolds numbers quoted in the results of this thesis.

### A.3. Viscosity Calculations

The viscosities of the gas mixtures were calculated using Eqs. A2 and A3:

\[
\mu_{\text{mix}} = \sum_{i=1}^{N} \frac{\mu_i}{1 + \sum_{j=1, j \neq i}^{N} x_j \varphi_{ij}}, \tag{A2}
\]

where

\[
\varphi_{ij} = \left[ 1 + \left( \frac{\mu_i}{\mu_j} \right)^{1/2} \left( \frac{M_j}{M_i} \right)^{1/4} \right]^2
\]

\[
= \frac{4^{1/2} \left[ 1 + \left( \frac{M_i}{M_j} \right)^{1/2} \right]^{3/2}}{\left( 1 + \left( \frac{M_j}{M_i} \right)^{1/2} \right)^{1/2}}, \tag{A3}
\]

and where \(\mu_{\text{mix}}\) is the viscosity of the mixture, \(\mu_i\) is the viscosity of component \(i\), \(x_i\) is the volume fraction of component \(i\), \(M_i\) is the molecular weight of component \(i\), the values of which are shown in Fig. A2, and \(N\) is the total number of components. Wilke [276] found the equations (Eqs. A2 and A3) to be within 1.9 % of the experimental values for thirteen tested mixtures which was stated to be of sufficient accuracy for general multi-component systems.

Figure A3 shows the VI used to calculate the viscosity. X1 to X6 were the inputs for the volume fraction in the blue equation box labelled viscosity. The equation boxes allow complex equations to be calculated based on the input signals without having to have the separate wires in the block diagram. The equation is shown at the bottom of Fig. A3. It uses Eq. A2 with calculated values of \(\varphi_{ij}\) from Table A1. For methane, the fuel was
not mixed with any other fuel or with air in this thesis, and so the viscosity was taken as $1.03 \times 10^{-5}$, without using the equation in the blue box in Fig. A3.

Figure A3: Viscosity calculation in LabVIEW with equation shown below.
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<table>
<thead>
<tr>
<th>Gas i</th>
<th>Gas j</th>
<th>$i j$</th>
<th>$\varphi_j$</th>
<th>$\varphi_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>H$_2$</td>
<td>CO</td>
<td>12</td>
<td>1.914</td>
<td>0.275</td>
</tr>
<tr>
<td>H$_2$</td>
<td>CO$_2$</td>
<td>13</td>
<td>2.449</td>
<td>0.887</td>
</tr>
<tr>
<td>H$_2$</td>
<td>C$_3$H$_8$</td>
<td>14</td>
<td>3.678</td>
<td>0.154</td>
</tr>
<tr>
<td>H$_2$</td>
<td>N$_2$</td>
<td>15</td>
<td>1.912</td>
<td>0.024</td>
</tr>
<tr>
<td>H$_2$</td>
<td>Air</td>
<td>16</td>
<td>1.878</td>
<td>0.04</td>
</tr>
<tr>
<td>CO</td>
<td>CO$_2$</td>
<td>23</td>
<td>1.356</td>
<td>0.733</td>
</tr>
<tr>
<td>CO</td>
<td>C$_3$H$_8$</td>
<td>24</td>
<td>0.641</td>
<td>1.869</td>
</tr>
<tr>
<td>CO</td>
<td>N$_2$</td>
<td>25</td>
<td>0.999</td>
<td>1.001</td>
</tr>
<tr>
<td>CO</td>
<td>Air</td>
<td>26</td>
<td>0.991</td>
<td>1.009</td>
</tr>
<tr>
<td>CO$_2$</td>
<td>C$_3$H$_8$</td>
<td>34</td>
<td>1.394</td>
<td>0.752</td>
</tr>
<tr>
<td>CO$_2$</td>
<td>N$_2$</td>
<td>35</td>
<td>0.732</td>
<td>1.357</td>
</tr>
<tr>
<td>CO$_2$</td>
<td>Air</td>
<td>36</td>
<td>0.729</td>
<td>1.373</td>
</tr>
<tr>
<td>C$_3$H$_8$</td>
<td>N$_2$</td>
<td>45</td>
<td>0.567</td>
<td>1.949</td>
</tr>
<tr>
<td>C$_3$H$_8$</td>
<td>Air</td>
<td>46</td>
<td>0.566</td>
<td>1.967</td>
</tr>
<tr>
<td>N$_2$</td>
<td>Air</td>
<td>56</td>
<td>0.992</td>
<td>1.008</td>
</tr>
</tbody>
</table>

Table A1: Viscosity parameters $\varphi_{ij}$ for each combination of gas for use in the viscosity equation.

**A.4. Reynolds Number Calculations**

The Reynolds number was calculated from:

$$\text{Re} = \frac{\rho v d}{\mu}, \quad (A4)$$

where $\rho$ is the density of the mixture (calculated from Eq. A1), $v$ is the nozzle exit velocity (calculated from Eq. 3.1 see Chapter 3), $d$ is the nozzle diameter and $\mu$ is the viscosity of the mixture (calculated from Eqs. A2 and A3). Fig. A4 shows how the Reynolds number was calculated using LabVIEW, but with the inputs used from Figs. A2, A3 and 3.5.
A.5. Thermal Loading Calculations

In order to calculate the thermal loading (Eq. A5) the mass flow rates needed to be known.

\[ \text{Thermal loading} = \sum_i (CV_i \times \text{mass flow rate}_i), \]  

(A5)

where \( CV \) is the calorific value of the fuel, whose values are shown in Fig. A5, and \( i \) is the fuel type.

Figure A5 shows the calculation of the thermal loading. First the mass flow rates of the fuel components were calculated using the volume flow rates (which were changed into \( \text{m}^3 \text{s}^{-1} \) using the conversion factor 0.001/60) multiplied by the individual densities. The box with the three orange flow rate inputs and one blue output merges the signals so that the same calculation (converting to \( \text{m}^3 \text{s}^{-1} \) in this case) can be performed simultaneously on each value. Then the signals are split again, with the output wires in the same order as the previous input wires. This changes the orange wire to a blue wire.

The thermal loading was then calculated by summing the fuel component mass flow rates multiplied by the individual calorific values of the fuel components as shown in Eq. A5. When methane was used, the CV was set to 55.53 instead of 50.4. The simple
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addition tool used in Figs. A2 and A3 cannot be used on the blue multi value wires and so a formula box must be used. The formula box is a simple summation of the three input values.

A.6. Wobbe Number Calculations

The Wobbe number of the fuel can be calculated from Eq. A6:

\[
\text{Wobbe No.} = \frac{\text{Gross CV}}{\sqrt{\frac{\rho}{\rho_a}}}, \quad (A6)
\]

where Gross CV is the gross calorific value of the fuel, shown in Fig. A6, \( \rho \) is the density, calculated from Eq. A1, and \( \rho_a \) is the density of air, taken as 1.19 kg m\(^{-3}\).

Figure A6: Wobbe number calculations using LabVIEW.

Similar to the thermal loading calculations, the mass flow rates of the fuel components were calculated using the volume flow rates (which were changed into m\(^3\) s\(^{-1}\) using the conversion factor 0.001/60) multiplied by the individual densities. The individual values were then divided by the total mass flow rate, which is the result from the formula box in Fig. A6, to give the mass fractions. The mass fractions for the fuel components were then multiplied by the individual calorific values and summed. Again a CV of 55.53 was used when methane was used as a fuel instead of propane. This value was then
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divided by the specific gravity, which is the square root of the fuel density/air density (Fig. A6).

A.7. Equivalence Ratio Calculations

The equivalence ratio (Eq. A7) had to be calculated using a case structure. This is because the equation is different depending on the fuel mixture. For a single fuel it is calculated using Eq. A7 (see Chapter 2, Eqs. 2.1 to 2.3):

\[
\phi = \frac{m_f}{M_f} \times \frac{m_a}{29.0(\alpha + \beta/4 - \gamma/2)(4.76)},
\]

where \( \phi \) is the equivalence ratio, \( m_f \) and \( m_a \) represent the mass of the actual fuel and air respectively, \( M_f \) is the molecular weight of the fuel, the values of which are shown in Fig. A2, and the bottom line on the right hand side of the equation is calculated from the stoichiometric atom balance, shown in Chapter 2. The values of \( m_f \) and \( m_a \) were calculated using the mass flow rate of fuel or air respectively multiplied by the respective densities. The conversion factor of 0.001/60 was omitted since it appears in both \( m_f \) and \( m_a \).

Equation A7 was used to calculate the equivalence ratio when only a single gas was used. Since the values of \( M_f \) (shown in Fig. A2) and \( (\alpha + \beta/4 - \gamma/2) \) (equal to 0.5, 0.5, 5, and 2 for H\(_2\), CO, C\(_3\)H\(_8\) and CH\(_4\) respectively) were different for the different gases, a case structure was used in the VI. A case structure is such that if the input (shown by the green box with the ‘?’ symbol) is ‘true’ then the calculations shown inside the true structure are performed. If ‘false’, then the corresponding calculations shown in the ‘false’ box are performed. Each composition in this work is either a single fuel; C\(_3\)H\(_8\), H\(_2\) or CO, or a mixture of H\(_2\) and CO fuel parts. For the H\(_2\) and CO mixture, the value of \( (\alpha + \beta/4 - \gamma/2) \) is still 0.5 since 0.5 moles of oxygen are need to react 1 mole of hydrogen, and again for the CO. Therefore, 0.5 + 0.5 = 1 mole of oxygen is needed to react 2 moles of fuel (hydrogen plus CO). If carbon dioxide or nitrogen were used then they were assumed to be non-reacting and so did not carry any weight in the equivalence ratio calculations. Methane was only used as a diffusion flame and so equivalence ratio calculations were not necessary. Therefore, four cases were defined:
Case 1 is pure $\text{C}_3\text{H}_8$, case 2 is pure CO, case 3 is pure $\text{H}_2$ and case 4 is a mixture of $\text{H}_2$ and CO.

For case 1, the input to the case structure was ‘true’ if the flow of $\text{C}_3\text{H}_8$ did not equal zero (Fig. A7). Since $\text{C}_3\text{H}_8$ was not mixed with any other gases, this means that Eq. A7 should be calculated for pure $\text{C}_3\text{H}_8$, as is shown in the equation in Fig. A7. If the input was false (Fig. A8), then the calculation will be made for compositions of $\text{H}_2$ and CO. Therefore another case structure was placed inside the ‘false’ structure and the ‘true’ input was set to the condition that the $\text{H}_2$ flow rate was zero. This means that case 2 (Fig. A8) was for gases with only CO as the fuel content and so Eq. A7 was calculated for pure CO, as shown in Fig. A8. The third case is pure $\text{H}_2$, and is shown in Fig. A9. This case uses the false input for the second case structure and a true input for a third structure whose input command is that the flow of CO is zero.

Figure A7: Equivalence ratio calculations for C3H8 using LabVIEW.
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Figure A8: Equivalence ratio calculations for CO using LabVIEW.

Figure A9: Equivalence ratio calculations for H₂ using LabVIEW.

The final case is for a mixture of H₂ and CO, which uses the final ‘false’ box (Fig. A10), meaning that the inputs for all three case structures are false, so neither the flow rates of H₂ or CO are zero but the flow rate of C₃H₈ is zero. When this is true the equation box for the equivalence ratio in Fig. A10 is used, such that in Eq. A7, \( m_f \) was calculated using the sum of the mass flow rates of H₂ and CO and \( M_f \) was calculated using the sum of the molecular weights of H₂ and CO equal to (2.016 + 28.01).
A.8. Conclusions

This Chapter has shown how LabVIEW was used to calculate the fuel properties for the mixture compositions. The LabVIEW system was used so that mixtures with a given thermal loading, equivalence ratio or Reynolds number could be used. A trial and error method was used to determine the flow rates of the fuels that would give mixtures with the certain properties. Otherwise, the flow rates were inputted into the VI to calculate the fuel properties corresponding to the given flow rates. LabVIEW has been very useful in the aim of comparing fuels by given parameters.

Figure A10: Equivalence ratio calculations for H$_2$ plus CO mixtures using LabVIEW.