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Abstract

A vibration isolator, sometimes called an isolating mount, is the device

situating between the vibration source and the sensitive system pre-

venting the transmission of undesired disturbances. The performance

is measured by the force or the displacement transmissibility, both

functions of frequency. A good vibration isolation system has three

main properties - a low resonant peak, a large isolation range and low

transmissibility at non-resonant regions. Unfortunately, these charac-

teristics cannot be achieved simultaneously by a simple linear vibration

isolation system. The thesis addresses this problem for single-degree-

of-freedom (sdof) vibration isolation systems by introducing nonlinear

damping and sti�ness devices into the system. First, theoretical stud-

ies were carried out to rigorously reveal the bene�ts of the proposed

nonlinear vibration isolation systems over linear ones. Next, the perfor-

mance of these nonlinear systems were analysed by simulations. Then,

experimental studies were conducted to verify the theoretical and simu-

lations results. Finally, a systematic approach was developed to design

the parameters of the nonlinear damping and sti�ness devices in order

to satisfy speci�c vibration isolation requirements.

Many vibration isolators can be modelled as a single-degree-of-freedom

mass-spring-damper system. Many researchers have attempted to en-

hance the vibration isolation performance by designing springs with

nonlinear sti�ness. Others have focused on di�erent types of damp-

ing nonlinearities. The new vibration isolation system proposed in the

thesis combines both spring and damping nonlinearities in one system

to exploit the advantages of both components while avoiding their un-

desirable e�ects. The theoretical properties of this proposed nonlinear

vibration isolation system were analysed rigorously using the output



frequency response function (OFRF) approach, a novel and unique

method recently proposed at She�eld.

The sti�ness nonlinearity is already a well researched area and can

readily be realised in practice. Therefore, the implementation of the

proposed nonlinear vibration suppression system focused on the realisa-

tion of the nonlinear damping component using commercially available

magnetorheological (MR) dampers which provide a damping force that

is dependent on a control current. With feedback control, the force-

velocity relationship of an MR damper can be shaped into a designed

function. This implementation has been incorporated �rst in a vibra-

tion isolation system by simulation, then in a physical experimental

rig which has a moving mass. The simulation and experimental data

not only showed the successful realisation of a damping device with

a particular nonlinear damping characteristic, but also con�rmed the

theoretical �ndings on the bene�cial e�ects of nonlinear damping on a

vibration isolation application.

The �nal part of the thesis is devoted to the practical design of the

proposed vibration isolation system. Given speci�c transmissibility

requirements at certain critical frequencies, the values of the linear

parameters are �rst designed, then the OFRF approach is applied to

determine the nonlinear parameters. This pragmatic method simpli�es

the design of a complicated nonlinear system, which was traditionally

di�cult to work with, into a step-by-step guide and, therefore, has

signi�cant potential of industrial applications.

The thesis has exploited the special e�ects of two nonlinear compo-

nents on the performance of a passive sdof vibration isolation system.

With the support of theoretical, simulation and experimental stud-

ies, the newly proposed con�guration has shown substantial bene�ts

to many vibration isolation problems. The simple yet e�ective design

and implementation has signi�cant implications for a wide range of

engineering applications such as car suspension designs and building

protection against earthquakes.
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Chapter 1

Introduction

1.1 Backgrounds of studies

1.1.1 Vibration and vibration control

Galileo was said to be the �rst to study the characteristics of a simple pendulum

toward the end of the sixteenth century. The swinging motion of a pendulum

under the restoring force due to gravity is described as oscillatory because of

the alternating increases and decreases of displacement. Vibration can be simply

described as a back and forth motion, which may occur in free or unforced form

as in the pendulum case where no external force is applied after the initial input

or in a forced vibration resulting from external excitation, such as the swaying of

skyscrapers due to strong wind.

Vibration is certainly a desirable phenomenon in some situations. The genera-

tion of sound relies on acoustic vibration, so is the transmission or reproduction of

sound in loudspeakers. Without vibration, speech and music cannot be produced.

However, in other situations, vibration is seen as a problem that engineers have to

contend with. The �rst chapter of Bishop's book [1979], titled Vibration: friend

or foe, gives examples of areas where vibration plays an important role but also

draws readers' attention to the problematic mechanical vibration that has caused

the dramatic collapse of the Tacoma Narrows Bridge in Washington state in 1940.

It is therefore of paramount importance to �nd solutions to eliminate unwanted

vibration.
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Figure 1.1: Vibration transmission path

Vibration control is becoming more signi�cant in engineering designs due to

the rising demand for accuracy, safety and reliability. It is relevant, if not crucial,

in many di�erent areas of applications. To protect motor vehicles and their pas-

sengers from rapid accelerations and strong pitching and rolling caused by bumpy

roads, car suspensions are required to �lter out these undesirable inputs. Seismic

protection is another obvious area where vibration control is essential to reduce

the devastating e�ects of earthquakes. Vibration due to human activities also re-

quires attention in many structural designs. The London Millennium Footbridge

was closed immediately after its opening in 2000 because of the unexpected lateral

movements exacerbated by a large number of pedestrians walking with an uncon-

scious tendency to synchronise their steps [Dallard et al., 2001]. Although there

may not be any real safety concerns, �oor vibration in buildings caused by the

occupants has a serviceability issue as human's sensitivity to vibration could be

as low as 0.001 mm [Allen, 1990; Bachmann, 1995].

In applications where high precision is required, vibration control becomes a

fundamental part of the design. Developed for a range of scienti�c disciplines, such

as high resolution imaging, the high velocity electron beam at the Diamond Syn-

chrotron Light in Oxfordshire is required to be within 0.6 µm RMS in the vertical

plane [Napier et al., 2011]. Modern technologies, led by miniaturisation trend in

electronic industry, strengthens the need of vibration control. In other applica-

tions, the overlook of the potential problems of vibration may bring excessive wear

and damage to the equipments and a�ect their reliability and durability.

The source of vibration exists in many di�erent forms. Fig. 1.1 represents

the transmission of vibration from the source to the protected body. Mechanical

vibration inputs, usually displacement, acceleration, force or torque, may be a

single-tone sinusoidal signal or may contain many frequency components. They

may could also be random. The aim of vibration control is to minimise the e�ects

of these signals on the protected body and this is usually achieved by one of
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Figure 1.2: Active vibration control (a) noise cancellation (b) feedback control

the following methods - (a) active control (b) passive control and (c) semi-active

control.

The concept of active vibration control, �rst proposed by Lueg [1936], involves

attenuating the disturbance by a cancelling signal. This method, depicted by

Fig. 1.2(a), depends on the accurate measurement of the disturbance signal so that

an anti-signal can be applied to counteract the e�ects of the original disturbance.

Normally achieved by analogue circuits or digital signal processing, the active noise

cancellation technique is popular in reducing low frequency audio noise. Another

active method is feedback control as shown in Fig. 1.2(b). In a mechanical system,

based on the error between the desire reference signal, usually displacement, and

the actual measurement, the controller applied a controlled signal to the plant via

actuators. To produce a satisfactory result, the controller design is dependent on

the modelling of the plant, the sensors and the actuators whereas poor designs

may cause instability. Active vibration control o�ers a �exible solution as the

characteristics of the applied signal can be adjusted accordingly when the operating

condition changes but its performance may be hindered by the accessibility of the

disturbance and the quality of the actuators.

In contrast to active control, the passive method does not draw any exter-

nal power so does not a�ect the system stability. Because of the relatively low

cost of implementation and its inherent stability, passive vibration control meth-

ods are preferable to active control in some applications, particularly when the
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noise contains mainly high frequencies [Rivin, 2003]. Active methods therefore are

rarely employed if the passive design produces satisfactory results. The diagram in

Fig. 1.3 shows the concept of vibration isolation, which is a type of passive control.

It can be viewed as a device installed in the vibration transmission path between

the source and the plant. Rubber engine mounts is a type of vibration isolation.

1.1.2 Vibration isolation and transmissibility

In the simplest case, a vibration isolator can be modelled as a mass-spring-damper

model where the sti�ness and the damping forces are linear functions of displace-

ment and velocity respectively, as illustrated by Fig. 1.4. Such single-degree-of-

freedom (sdof) system with massM , sti�nessK and damper C could also represent

the dynamics of a simple pendulum for small oscillation amplitude. Well studied

by a large number of authors , this basic linear system is a natural starting point

for vibration isolation analysis [Crede, 1951; Mead, 1999; Rivin, 2003; Snowdon,

1968, 1979; Thureau et al., 1981; Vernon, 1967]. Fig. 1.4 represents a displacement

vibration isolator when it is excited by an input displacement xin(t) aiming to min-

imise the output xout(t). It can also be the model of a force vibration isolator when

driven by an input force Fin(t) trying to reduce the output Fout(t).

In order to compare the quality of vibration isolation, a common performance

metric is called the displacement or force transmissibility. For an isolator under

a single-tone sinusoidal input, its transmissibility T , a function of the excitation

frequency, is de�ned as the ratio of the output amplitude to the input amplitude.

i.e. |xout(t)|/|xin(t)| or |Fout(t)|/|Fin(t)|. An ideal vibration isolation system would

give T = 0 meaning that all vibration inputs are totally blocked, but, in reality,

T indicates the proportion of the input vibration transmitted across the vibration

isolator, so a smaller T is always preferable.

Fig. 1.5 shows the relationship between the excitation frequency and T of a sdof

System (i), a typical linear vibration isolator. Some notable features of the trans-
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Figure 1.4: A mass-spring-damping system representing a vibration isolation

missibility curve of a sdof system are the low frequency transmissibility starting

at 0 dB, the resonance at which maximum transmissibility occurs and the cut-o�

frequency where isolation begins. The transmissibility over frequencies higher than

the resonant frequency is important too. System (ii) with its transmissibility also

shown in Fig. 1.5 is a hypothetical vibration isolator that has a lower transmissibil-

ity than System (i) for all excitation frequencies and is therefore a superior system.

In addition to a lower resonant peak, System (ii) has a lower cut-o� frequency that

provides a larger frequency range of isolation.

Unfortunately, it is not possible to improve the performance of System (i) to

match that of System (ii) by varying one or all of the three linear systems param-

eters, M , K and C. M and K can only determine the resonant frequency. The

size of the resonance can be reduced by increasing C but this has a side e�ect of

raising the transmissibility over the high frequencies. These are the well-known

properties of linear damping [Crede, 1951]. To create a high performance vibra-

tion isolation system that behaves like System (ii), one option is to use nonlinear

vibration systems.

To overcome the limitations of linear vibration isolation systems, many en-

gineers have successfully modi�ed the transmissibility properties by introducing

sti�ness nonlinearities as described in a review paper by Ibrahim [2008]. Sti�ness

nonlinearity in�uences the shape of the transmissibility curve and the resonant fre-

quency. It is known that springs with a softening nonlinearity reduce the resonant

frequency resulting in a larger isolation range while hardening springs have the
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Figure 1.5: Transmissibility curves. Solid: a typical linear vibration isolator;
Dashed: a hypothetical vibration isolatior.

opposite e�ects [Kolovsky et al., 1999; Ravindra & Mallik, 1994a]. Although the

results of the introduction of sti�ness nonlinearity is welcoming in many situations,

especially where low frequency vibration is of concern, nonlinear system are more

di�cult to analyse and design as the output frequency content is much richer than

the input in the nonlinear case. When excited by a single-tone sinusoid, the out-

put of a linear system is also a single-tone sinusoid that has a di�erent amplitude

and phase. Whereas the output of a nonlinear system may contain subharmonics

and superharmonics of the excitation frequency and chaotic motion may occur un-

der certain conditions. The jump phenomena may also appear which is described

as a discontinuity in the frequency response where a large change in the output

amplitude can be produced by only a small change in the input frequency.

Besides the bene�ts of including nonlinear sti�ness, Ravindra & Mallik [1994a]

have suggested nonlinear viscous damping as an alternative way to improve the

performance of a vibration isolation system. It was found that a damping force

that is proportional to the power of the relative velocity has a signi�cant e�ect on

the resonance. When the power of the nonlinearity is suitably chosen, it is pos-

sible to suppress the resonance with negligible e�ects on other frequency regions.

This provides a good solution to the dilemma regarding the detrimental e�ects of

linear damping over the high frequency region. Another interesting property of
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nonlinear damping is its in�uence on the jump phenomena introduced by a non-

linear sti�ness. Like linear damping, the jumps can be completely eliminated by

a su�cient level of nonlinear damping. Except the addition of harmonics to the

system outputs, nonlinear damping preserves the advantages of linear damping

while overcomes its weaknesses.

1.1.3 Analysis of nonlinear vibration isolators

There are a number of analysis approaches for nonlinear systems. Most methods

start with an assumption of the solution of a particular form with parameters to

be found. For example, the perturbation method assumes the solution to be a

polynomial sum of a small parameter with coe�cients that are functions of time

[Nayfeh & Corporation, 1973]. The more mainstream technique is the method

of harmonic balance which lets the solution be a truncated Fourier series, the

coe�cients of which can be found by a set of simultaneous equations obtained by

equating the amplitude of the each harmonic in the equation of motion. As the

number of simultaneous equations increases with the terms of the Fourier series,

it is common to simplify the calculation by assuming the solution to be just a

single-tone sinusoid. The harmonic balance method is particularly useful when

the input is a pure sinusoid.

For nonlinear vibration isolation systems, the transmissibility is the amplitude

of the steady-state fundamental output harmonic divided by that of the input. The

simultaneous equations found by the harmonic balance method may be reduced to

one high degree equation that is an implicit expression relating the transmissibility,

the excitation frequency and all system parameters. From this implicit equation,

it is di�cult, if not impossible, to obtain an expression for the transmissibility as a

function of frequency, or as a function of the system parameters. Without a direct

relationship between the transmissibility and the system parameters, the e�ects of

a particular parameters on the transmissibility function is unclear.

Recently, a new frequency domain method based on a Volterra series model

developed by Lang et al. [2007] provides a good alternative to the harmonic bal-

ance method. The output frequency response function (OFRF) de�nes an explicit

relationship between the output spectrum and the parameters which de�ne the
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nonlinearity of Volterra systems for a given input and �xed values for the linear

terms. When applied to a nonlinear vibration isolation system, the OFRF is a

polynomial expression of the transmissibility in terms of the nonlinear sti�ness

and/or damping parameters. The polynomial coe�cients depend on the excita-

tion frequency. This concept facilitates the understanding of how the nonlinear

parameters a�ects the vibration isolation performance so is very useful for the

design of nonlinear systems. Lang et al. [2009] later applied the OFRF concept

to the analysis of cubic viscous damping and provided a rigorous theoretical proof

for the results of Ravindra & Mallik [1994a] obtained by the harmonic balance

method.

Given the advantages of nonlinearities in vibration isolation systems, the in-

stinctive question which arises is how those theoretical nonlinear forces can be re-

alised and implemented for practical applications. Sti�ness nonlinearity naturally

exists in some structures but a number of measures may be used to deliberately

introduce spring nonlinearity into a system. Ibrahim [2008] have reviewed a range

of nonlinear passive vibration isolators, including the use of magnetic force and

special geometrical arrangement of cantilever beams.

The realisation of nonlinear viscous damping is less straightforward but is en-

abled by the continual development of semi-active devices such as controllable-�uid

dampers, namely electrorheological (ER) dampers and magnetorheological (MR)

dampers. The viscosity of the �uid inside these dampers can be changed by a

supply current. The work of Sims et al. [1999, 2000] on ER dampers has demon-

strated that the force-velocity relationship can be reshaped by a feedback control

loop implemented on the ER dampers. The proposed proportional-integral con-

troller adjusts the output force of the damper by controlling the current supplied

to the damper such that a particular nonlinear viscous damping characteristic can

be created. These results have paved the way for the realisation of a vibration

isolation system with a nonlinear damping force.

Given the importance of vibration isolation and all the existing techniques and

solutions mentioned above, this thesis aims to further develop some of the nonlinear

concepts to provide a deeper understanding of their properties and improve the

performance and design of vibration isolation systems.
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1.2 Aims and objectives

The general idea of vibration control focusing on passive vibration isolation has

been introduced in the previous section. By exploring di�erent types of nonlin-

earities, the recent developments have achieved great progress in improving the

vibration isolation performance of a basic linear vibration isolator. Despite these

accomplishments, there are still a number of important issues of vibration isolation

that needs addressing.

The performance of vibration isolation systems with sti�ness and damping non-

linearities have been studied. Nonlinear systems are known for producing outputs

with a rich frequency content. One problem of current analysis methods that

are based on an output approximation is oversimpli�cation. To �nd an accurate

solution that can capture these much richer output frequency characteristics, it

is necessary to approximate the output with a more complicated function. This

however leads to ine�cient computation and sometimes solutions cannot be found.

As a result, there is a tradeo� between accuracy and computational e�ciency.

Most analysis methods based on an output approximation only provide an

implicit relationship between the nonlinear parameters and the vibration isolation

performance measured by the force or displacement transmissibility. A direct

relationship between the nonlinear parameters and the transmissibility cannot be

deduced. To see the e�ects of the nonlinear terms on the transmissibility, it is

often resorted to graphical examination of the numerical solutions of the implicit

relationship. This provides an indication of the characteristics of the nonlinear

vibration systems but lacks a solid theoretical support.

The nonlinear sti�ness can be implemented by various means to con�rm the

theoretical �ndings but there are few publications on the practical veri�cation of

the theoretical e�ects of nonlinear damping on vibration isolation. The results of

Sims et al. [1999, 2000] focused on the damper force control without incorporating

it into a vibration isolation system. Experimental con�rmation of the performance

of vibration isolators with nonlinear viscous damping is needed before such concept

can be widely adopted.

The �nal element missing from a comprehensive nonlinear vibration isolation

study is a systematic design method. Currently, various methods can be used to
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�nd the transmissibility curve for given values of systems parameters. Without a

direct formulation of the transmissibility in terms of the system parameters, the

system parameters design for speci�c transmissibility requirements becomes a trial

and error process, which may be speed up by a more systematic iterative search

algorithms.

Motivated by the above mentioned issues, the work in this thesis aims to address

these shortfalls in order to achieve the following objectives.

• To obtain an analytical expression of the force and displacement transmis-

sibility of a nonlinear single-degree-of-freedom vibration isolation system in

terms of the nonlinear sti�ness and damping parameters.

• To conduct a rigorous theoretical analysis on the e�ects of nonlinear sti�ness

and damping forces on the performance of a nonlinear vibration isolation

system.

• To �nd the damping characteristic that would improve the transmissibility

of a vibration isolator over a wide frequency range.

• To conduct simulation and experimental studies on the implementation of

nonlinear damping using a magnetorheological damper under a feedback

damping force control.

• To verify the theoretical properties of nonlinear damping by experiments.

• To provide a systematic design method for the system parameters of a non-

linear vibration isolator according to speci�ed requirements in the frequency

domain.

These aims and objectives will be achieved through a number of stages, starting

from analytical studies of the force and displacement transmissibilities of a non-

linear vibration isolation system, then validation by simulation and experiments

and �nally a systematic design method of a high-performance nonlinear vibration

isolation system.
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1.3 Thesis outline

Following the introduction, a review of relevant literatures is provided in Chapter 2.

The original contributions are presented in Chapters 3 to 6 and conclusions are

given in Chapter 7. A brief summary of each chapter is provided below.

Chapter 2 covers a literature review on vibration control. It begins with a

description of a basic linear vibration isolator and its weaknesses, followed by

discussions on the e�ects of nonlinear sti�ness and nonlinear viscous damping.

The common analysis methods for nonlinear systems are reviewed with special

focus on the application of the OFRF based approach for vibration control system

analysis. Additionally, semi-active vibration control devices and their control are

discussed.

Chapter 3 is a theoretical study on a force vibration isolation system that has

both sti�ness and damping nonlinearities. Using the OFRF approach, an ana-

lytical expression of the force transmissibilities of a nonlinearly damped Du�ng

system is obtained for the theoretical analysis of the e�ects of the nonlinear pa-

rameters. The theoretical results, supported by simulation, show that a cubic

nonlinear damping characteristic is bene�cial to a Du�ng-type system as it has

the ability to suppress the resonance without causing detrimental e�ects in other

frequency regions.

The structure of Chapter 4 is very similar to that of Chapter 3. While Chap-

ter 3 is concerned with the force transmissibility, Chapter 4 studies how damping

nonlinearity a�ects the displacement transmissibility. A general expression of the

displacement transmissibility of a vibration isolation with the nonlinear damping

force as a power function of the relative velocity is deduced using the OFRF ap-

proach. Then, the comparison of the performance of systems that have di�erent

nonlinear damping exponent over two frequency regions is performed to reveal that

a small nonlinear damping exponent is bene�cial.

Simulation and experimental studies of nonlinear vibration isolation systems

are presented in Chapter 5. Semi-active magnetorheological dampers under a

closed-loop control is developed to provide an appropriate nonlinear viscous damp-

ing characteristic. The practical realisation of the ideal nonlinear damping charac-

teristic is incorporated into a force and a displacement vibration isolation system
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respectively to verify the theoretical results in Chapters 3 and 4.

Chapter 6 presents a novel systematic method of designing nonlinear vibra-

tion isolation system according to given transmissibility requirements. Under the

stringent requirements of a low resonant peak, a low cut-o� frequency and a low

high-frequency transmissibility, the parameters of a force vibration isolation sys-

tem with nonlinear viscous damping and nonlinear sti�ness are designed with the

aid of the OFRF estimation technique. The outcome of the design procedure is

a high performing nonlinear vibration isolation system that produces better a vi-

bration isolation than a basic linear system for the whole frequency range. The

systematic design approach is not only applicable to vibration isolator design but

also to a wider range of nonlinear systems.

Finally, conclusions are given in Chapter 7. The signi�cance of the results in

the thesis are highlighted as well as some suggestions for future developments.

1.4 Publications by the author

Some of the research results in this thesis have been presented at conferences and

published in journals, while some have been submitted to a journal for review.

The complete list is given below.

Conferences

• Ho, C., Lang, Z. Q., & Billings, S. A. (2012, September). The bene�ts of non-

linear cubic viscous damping on the force transmissibility of a Du�ng-type

vibration isolator. In Control (CONTROL), 2012 UKACC International

Conference on (pp. 479-484). IEEE.

• Ho, C., Lang, Z. Q., Billings, S. A., & Sapinski, B. (2013, May). Simulation

study of a vibration isolation system with nonlinear damping implemented

by an MR damper. In Carpathian Control Conference (ICCC), 2013 14th

International (pp. 117-122). IEEE.
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Journals

• Ho, C., Lang, Z. Q., Sapinski, B., & Billings, S. A. (2013). Vibration isolation

using nonlinear damping implemented by a feedback-controlled MR damper.

Smart Materials and Structures, 22, 105010.

• Ho, C., Lang, Z. Q., & Billings, S. A., A frequency domain analysis of the

e�ects of nonlinear damping on the Du�ng equation. Mechanical systems

and signal processing, accepted for publication (available online).

• Ho, C., Lang, Z. Q., & Billings, S. A., Design of vibration isolators by ex-

ploiting the bene�cial e�ects of sti�ness and damping nonlinearities. Journal

of Sound and Vibration, submitted for review.
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Linear and nonlinear vibration

control systems

2.1 Introduction

A vast amount of literature has been attributed to active vibration control. Some

books focusing on this topic includes [Fuller et al., 1996; Preumont, 1999; Soong,

1990; Tokhi & Veres, 2002]. Active control cancels or reduces the unwanted distur-

bances by adding signals, using a wide variety of actuators, to produce the opposite

a�ects. These strategies require external power and depend on the observability

and controllability of the plant. Therefore, Housner et al. [1997] has suggested that

passive control is more suitable in situations where the external power source is

not reliable in a review of many active and passive structural control methods. As

passive control includes devices such as springs and dampers to alter the dynamic

response of a plant instead of using a feedback control loop, it may be viewed as

a plant redesign. The di�erence between active and passive control in structural

protection has been also studied by Soong & Costantinou [1994] and more recent

active and passive control designs have been reviewed by Soong & Spencer Jr

[2002]. Other works on passive vibration control include [Mead, 1999; Takewaki,

2011]. Passive control solutions are inherently stable and more robust as they do

not rely on the real time measurements.

Another type of vibration control approach is known as semi-active control.
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Figure 2.1: Semi-active device in (a) active control (b) passive control

Like active control, it requires external energy input but does not add mechanical

energy to the plant. The stability of passive control has been preserved yet some

�exibility o�ered by active control method can still be exploited. Many passive

devices with variable settings are viewed as semi-active control devices. They can

form part of the feedback control loop like an actuator in the active control case

as depicted in Fig. 2.1(a) or can become part of the plant as in the passive control

case in Fig. 2.1(b).

This chapter will �rst provide an overview of passive vibration isolation sys-

tems, starting with a basic linear single-degree-of-freedom system. Then, the ef-

fects of nonlinear sti�ness and nonlinear viscous damping on the vibration isolation

performance, together with their analysis methods, will be discussed. One very

important technique for analysing nonlinear systems, called the output frequency

response function, will then be presented. Finally, di�erent uses of magnetorheo-

logical(MR) dampers in practical semi-active vibration control will be introduced

before the summary.

2.2 Linear vibration isolation system

A basic vibration isolation system is a single-degree-of-freedom (sdof) mass-spring-

damper system. In the simplest case, the sti�ness and the damping constants are

linear functions of displacement and velocity respectively. Fig. 2.2(a) shows a force

vibration isolation system and Fig. 2.2(b) shows a displacement vibration isolation
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(a) (b)

Displacement vibration isolationForce vibration isolation

Figure 2.2: (a) A linear force vibration isolation system (a) a linear displacement
vibration isolation system

system. These two types of basic linear systems, well studied by a large amount

of authors [Crede, 1951; Mead, 1999; Rivin, 2003; Snowdon, 1968, 1979; Thureau

et al., 1981; Vernon, 1967] is a natural starting point for the study of passive

vibration isolation.

Under a single-tone sinusoidal force input Fin(t) with amplitude AF and fre-

quency ω̄, the dynamics of the force isolation system in Fig. 2.2(a) can be expressed

as {
Mz̈(t) + Cż(t) +Kz(t) = Fin(t) = AF sin(ω̄t)

Fout(t) = Cż(t) +Kz(t)
(2.1)

whereM is the mass, K is the linear spring constant, C the linear viscous damping

constant, z(t), ż(t) and z̈(t) are the displacement, velocity and acceleration of the

moving mass respectively. The vibration isolation performance of System (2.1) is

measured by the ratio of the output force amplitude to the input force amplitude

known as the force transmissibility. In terms of the normalised frequency Ω = ω̄
ω0
,

where

ω0 =

√
K

M
(2.2)
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the force transmissibility denoted by TF (Ω) is represented by

TF (Ω) =

√
1 + (ξ1Ω)2

(1− Ω2)2 + (ξ1Ω)2
(2.3)

where

ξ1 =
C√
KM

. (2.4)

Eq. (2.3) clearly shows that the force transmissibility function is only a�ected

by the linear damping ratio ξ1, which creates a major limitation on the design of

a force vibration isolation system. In Fig. 2.3, the force transmissibility function

given by Eq. (2.3) is plotted for di�erent ξ1. Each curve has three features that

are most important for the vibration isolator design - the height of the resonant

peak at Ω ≈ 1, the high frequency transmissibility where Ω is much larger than

1, and the cut-o� frequency where the vibration isolation starts. A large damping

ratio is necessary for the reduction of the resonant peak, but this leads to an

undesirable rise in the high frequency transmissibility as indicated by the arrows

in the �gure. At Ω =
√

2, all curves intersect at TF (Ω) = 1 indicating this is the

cut-o� frequency and the frequency cannot be altered by changing ξ1.

For a displacement vibration isolator represented by a sdof system in Fig. 2.2(b),

the equation of motion is given by

Mz̈(t) +Kz(t) + Cż(t) = −Mẍin(t) (2.5)

where M is the mass, K is the spring sti�ness, C is the linear damping constant,

z(t) = xout(t) − xin(t) is the output displacement relative to the input and xin(t)

is a sinusoid with amplitude AD and frequency ω̄. To measure the quality of

the vibration isolation of System (2.5), the absolute displacement transmissibility

TD(Ω) is de�ned as the ratio of the output displacement amplitude to the input

displacement amplitude. Although the equation of motion of a force vibration

isolation system in Eq. (2.1) is di�erent from that of a displacement vibration

isolation system in Eq. (2.5), it can be shown that the displacement transmissibility

of System (2.5), the amplitude ratio of xout(t) to xin(t), is identical to the force
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Figure 2.3: Transmissibility of a linear vibration isolation where ξ1 = 0.1 (solid),
0.3 (solid), 0.5 (dashed), 0.9 (dot-dashed).

transmissibility of System (2.1) given that they have the same damping ratio, that

is

TD(Ω) = TF (Ω) =

√
1 + (ξ1Ω)2

(1− Ω2)2 + (ξ1Ω)2
. (2.6)

Therefore, the transmissibility curves in Fig. 2.3 also represent the displacement

transmissibility of System (2.5).

Linear vibration isolation systems, either for force reduction or for displace-

ment reduction, are straightforward to design and to implement. Their vibration

isolation performance solely relies on the choice of the damping ratio which has

opposite e�ects on the transmissibility curve over two di�erent regions. The height

of the resonant peak falls with an increase of the damping ratio, but this leads

to the rise of transmissibility over higher frequencies. Another special property of

linear vibration isolation systems is that the cut-o� frequency is �xed at Ω =
√

2

for all ξ1.

An ideal vibration isolation system should have low transmissibility across the

whole frequency range. This general goal can be broken down into three speci�c
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requirements - a low resonant peak, low high-frequency transmissibility and a low

cut-o� frequency. Because of the limitations of linear force or displacement vi-

bration isolation systems mentioned above, these requirements cannot be achieved

simultaneously by simply changing the linear damping ratio. Consequently, spring

and damping nonlinearities are introduced to improve the vibration isolation per-

formance.

2.3 Nonlinear vibration isolation systems

2.3.1 Nonlinear sti�ness

The nonlinear strategies can be broadly divided into two categories, the �rst of

which is the introduction of sti�ness nonlinearities. Ibrahim [2008] has provided an

extensive review on recent developments of nonlinear vibration isolation systems

ranging from base isolation of structures to isolator material design. Most of the

studies have focused on the reduction of the isolator's natural frequency by using

various types of springs such as the cantilever spring [Ju & Blair, 1994] and the

highly deformed continuous elastic beam spring [Virgin et al., 2008]. Another

simpler yet e�ective method involving nonlinear sti�ness, proposed by Alabuzhev

et al. [1989], is the installation of auxiliary springs to achieve a quasi-zero sti�ness.

An illustration is provided in Fig. 2.4. Carrella et al. [2009] later showed that this

type of nonlinear system lowers the natural frequency and increases the isolation

range as a result.

Most of the above mentioned systems can be modelled by the Du�ng equation,

the most general form of which is given by

ÿ(t) + α1ξ1ẏ(t) + α2y(t) + α3[y(t)]3 = β sin(ω̄t) (2.7)

where α1,α2,α3 and β are constants, and α3[y(t)]3 is the nonlinear restoring force.

When α3 > 0, Eq. (2.7) is known as the hardening Du�ng system as the resonant

peak is bent towards the high frequency. Du�ng himself gave a few examples re-

lating to the motion of a pendulum and an electrical circuit [Du�ng, 1918]. More

examples including beams with nonlinear sti�ness and nonlinear cable vibrations

20



LINEAR AND NONLINEAR VIBRATION CONTROL SYSTEMS

are explained in Kovacic & Brennan's book [2011]. To understand the chaotic dy-

namics caused by the nonlinear sti�ness term in the Du�ng equation, researchers

are challenged to consider a range of nonlinear system analytical and numerical

methods. The common approach is to use an analytical method, such as pertur-

bation methods [Bush, 1992; Nayfeh & Corporation, 1973; Senator & Bapat, 1993;

Yu & Leung, 2003] or harmonic balance methods [Genesio & Tesi, 1992; Hu &

Tang, 2006; Liu et al., 2006; Mickens, 1984, 1986; Schmidt & Tondl, 1986], which

approximates the system output by a particular form of function.

For example, the harmonic balance method assumes the output to be a trun-

cated Fourier series, such as

y(t) =

Q∑
q=1

aq cos(qω̄t) +

Q∑
q=1

bq sin(qω̄t). (2.8)

After substituting Eq. (2.8) into Eq.(2.7) and expanding all the terms, a set of 2Q

simultaneous equations can be found by equating the coe�cients of the sine and

cosine terms, assuming that the output does not have a DC component. These

simultaneous equations are implicit functions that relate aq, bq, ω̄, β and the system

parameters α1,α2 and α3. To simplify the calculation, Q, the order of Fourier series

approximation, is usually rather small so that higher harmonics are ignored. In

the common case where only the fundamental harmonic is considered, Q = 1 and

the result is reached by using the approximations such as

sin3(ω̄t) =
1

4
[3 sin(ω̄t)− sin(3ω̄t)] ≈ 3

4
sin(ω̄t). (2.9)

For systems with strong nonlinearities, higher harmonics terms, e.g. sin(3ω̄t) and

sin(5ω̄t) must be included in order to obtain a more accurate results.

The harmonic balance method is the most popular and also a very powerful

tool in analysing certain behaviours of a Du�ng system. At the jump-up or jump-

down frequency, the output of a Du�ng system changes drastically when there

is a small change in the excitation frequency. Based on the harmonic balance

approach, Brennan et al. [2008] have provided a good summary of the calculations

of these jump frequencies of a lightly damped Du�ng oscillator and Kovacic et al.

[2008] have also studied the resonance response of a Du�ng system without the
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linear sti�ness term.

Although not very mathematically rigorous, the harmonic balance approach

provides outline sketches of nonlinear systems. The accuracy could be greatly

improved by including the second harmonics [Mickens, 2010]. As more high har-

monics are included, the number of harmonic coe�cients increases and so does

the number of balancing equations. Using the Du�ng equation in Eq. (2.7) as an

example, the harmonic balance method gives a set of four simultaneous equations

containing cubic power terms of a1,a3,b1 and b3 when Q = 3. A detailed example

can be found in [Peng et al., 2008].

Not only the number of simultaneous equations increases with Q, the order of

the power terms also increase. These equations then become tedious, sometimes

di�cult to solve, particularly when the system has more than one nonlinear term

or has a higher degree of freedom. To �nd the �nal solutions, it is often resorted

to numerical methods [Chen & Liu, 2007; Hayashi et al., 1964; Lim & Wu, 2003;

Lim et al., 2006; Nayfeh & Mook, 1995; Peleg, 1979; Potts, 1981, 1982; Wu et al.,

2003].

Aiming to improve the e�ciency of a high order harmonic balance method,

some algorithms have been developed to simplify the calculation. MacDonald

[1993] have compared two di�erent methods, preliminary rationalization and ob-

taining Fourier coe�cients by integration, when applying the harmonic balance

method to di�erent types of nonlinear systems. The strengths of these methods

depend on the system type but it also found that the results for a system with

�fth order nonlinearity were not satisfactory. Later, a new formulation of the har-

monic balance method developed by Thomas et al. [2002] and Hall et al. [2002],

named the high dimensional harmonic balance method, was introduced to im-

proved computational e�ciency [Liu et al., 2006]. Lim & Wu [2003] have reduced

the complexity by combining the harmonic balance method with linearisation.

Apart from the harmonic balance methods, two alternative groups of methods

that calculate approximations to steady-state periodic solutions are explained in

detail in [Mickens, 2010]. One is the parameter expansion, a type of perturbation

method where a systems parameter is represented by a series expansion of another

parameter the formulation of which requires skills and experience [He, 2002, 2006;

Mickens, 1999; Senator & Bapat, 1993]. The other types are the direct and ex-
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input

output

Figure 2.4: Nonlinear vibration isolator with auxiliary springs

tended iteration techniques which involve breaking down a nonlinear problem into

a sequence of linear ones in small time steps [Lim & Wu, 2002; Mickens, 1987,

2005]. These methods cannot capture the transient solution so systems that pos-

sess limit cycles should be studied using the averaging methods instead. All these

techniques, including the averaging methods which can be used to �nd transient

solutions [Bogoliubov, 1961; Cveticanin, 2009; Krylov & Bogoliubov, 1947], pro-

vided better understanding of nonlinear vibration problems but they may be less

intuitive when applied to parameter design, particularly when the system has high

level of nonlinearity.

2.3.2 Nonlinear damping

The second type of nonlinear vibration isolation system analysis approaches focuses

on the damping nonlinearities. While a spring, be it linear or nonlinear, provides

a restoring force, damping removes energy from the system and hence is crucial to

the vibration isolation performance.

The concept of nonlinear damping was �rst introduced in 1971 by Ruzicka &

Derby [1971]. A vibration isolator with a damping force that is proportional to the

velocity raised to an arbitrary power has been studied. The results show that it is

possible to reduce the resonance without causing detrimental e�ects on the high

frequency transmissibility, which overcomes the limitation of a linear vibration iso-

lation system. Hundal [1981] have studied the response of a shock isolator that has

a standard linear spring in parallel with a quadratic damper under a base acceler-

ation excitation of rectangular pulses, and have found that the optimum quadratic
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damping ratio depends on the pulse durations. Ravindra & Mallik [1993] later

studied the e�ects of Coulomb damping on a hardening Du�ng-type system and

then showed that nonlinear viscous damping can completely eliminate the chaotic

responses caused by the nonlinear spring [Ravindra & Mallik, 1995]. Using the

perturbation method, Chandra Shekhar et al. [1998] have concluded that the dis-

placement transmissibility is worsened by cubic damping, which is later con�rmed

by Milovanovic et al. [2009] using the harmonic balance method. Chandra Shekhar

et al. [1999] have extended their studies to the e�ects of nonlinear damping on dif-

ferent types of vibration isolators and shock absorbers. It is also worth noting that

natural inherent nonlinear damping characteristics in structures have been studied

by Jeary [1996].

All the above mentioned results are based on various output approximation

methods and numerical methods. In 2009, Lang et al. [2009] use a Volterra based

method to analytically demonstrate the e�ects of cubic damping on the force trans-

missibility of a sdof vibration isolation system and the conclusions are consistent

with the previous studies. This work is very important to future studies of nonlin-

ear vibration isolation systems as the rigorous theoretical techniques, which will

be detailed in the following section, were applied for the �rst time.

2.4 Output frequency response function approach

A general background of frequency domain analysis method based on the Volterra

series model will be described, followed by its application to the nonlinear vibration

isolation systems.

2.4.1 Generalised frequency response function

In contrast to linear systems, transferring energy between frequencies is a key

property of nonlinear systems. When excited by a sinusoidal signal, a nonlinear

system, in general, produces an output consisting of harmonic frequency compo-

nents as well as the fundamental frequency component of the input signal. If the

input is multi-tone, for example A sinω1t+B sinω2t, the output may contain the

fundamental frequencies ω1, ω2 plus their harmonics nω1, nω1 and also some com-
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binational frequencies such a ω1 + ω2 and ω2 − ω1. In order to relate the input

and the output of a nonlinear system, Vito Volterra developed an expression for a

nonlinear model in the late 1880s

Similar to a Taylor series where a nonlinear function is expressed as a power

series, a Volterra series represents the output of a nonlinear system as a sum of

convolution integrals [Maia et al., 1997; Rugh, 1981; Schetzen, 1980]. A memory-

less nonlinear function, whose output at time t is a function of the input at time t

but not its history, can be expressed by a Taylor series which is a polynomial sum

of the input.

y(t) =
∞∑
n=0

cnu
n(t) (2.10)

A linear and causal system with memory is given by a convolution of the impulse

response h(t) and the input signal u(t).

y(t) =

∫ ∞
−∞

h(τ)u(t− τ)dτ (2.11)

The Volterra series combines equations (2.10) and (2.11) to approximate about a

neighbourhood of the zero equilibrium nonlinear systems that are causal and have

fading memory [Boyd & Chua, 1985] as follows.

y(t) =
∞∑
n=1

∫ ∞
−∞
· · ·
∫ ∞
−∞

hn(τ1, . . . , τn)
n∏
i=1

u(t− τi)dτi (2.12)

where hn(τ1, . . . , τn) is the n-th order impulse response called the Volterra kernel.

A linear system described by Eq. (2.11) is a special case of the generalised equation

(2.12) where all hn(τ1, . . . , τn)'s are zero except when n = 1. Eq. (2.12) is an in�nite

sum of all high order impulse responses and anNth order nonlinear Volterra system

can therefore be written as

y(t) =
N∑
n=1

∫ ∞
−∞
· · ·
∫ ∞
−∞

hn(τ1, . . . , τn)
n∏
i=1

u(t− τi)dτi. (2.13)

It is well known that signals in the time domain can be converted into the
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frequency domain by Fourier transform. Convolution in the time domain is equiv-

alent to multiplication in the frequency domain. A familiar form of Eq. (2.11) in

the frequency domain is given by

Y (jω) = H(jω)U(jω) (2.14)

where U(jω) and Y (jω) are the system input and output spectra, the Fourier

transforms of the input u(t) and output y(t) in the time domain respectively.

H(jω), the system frequency response function, is the Fourier transform of the

impulse response h(t).

H(ω) =

∫ ∞
−∞

h(t) e−2πjωt dt, (2.15)

By using multi-dimensional transformations, George [1959] applied the convo-

lution theorem to the kernels of a nonlinear system and obtained the nth order

generalised frequency response function (GFRF)

Hn(jω1, . . . , jωn) =

∫ ∞
−∞
· · ·
∫ ∞
−∞

hn(τ1, . . . , τn)e−j(ω1τ1+···+ωnτn)dτ1 · · · dτn (2.16)

The GFRFs describe generic nonlinear systems independent of their inputs hence

are very important to the analysis of nonlinear systems that can be represented by

a Volterra series model. The expression relating Y (jω) and U(jω) will be given

by the output frequency response function described below.

2.4.2 Output frequency response function

Extending the simple relationship between the input and output frequency char-

acteristics of linear systems given by Eq. (2.14), Lang & Billings [1996, 1997]

studied the output frequency spectrum of nonlinear systems given a general input

expressed by

u(t) =
1

2π

∫ ∞
0

|U(jω)| cos (ωt+ ∠U(jω)) dω (2.17)
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in the time domain. The derived Nth order output spectrum is given by
Y (jω) =

N∑
n=1

Yn(jω) ∀ω

Yn(jω) =
1/
√
n

(2n)n−1

∫
ω1+···+ωn=ω

Hn(jω1, . . . , jωn)
n∏
i=1

U(jωi)dσnω

(2.18)

whereHn(jω1, . . . , jωn) is the nth order GFRF as in Eq. (2.16) and
∫
ω1+···+ωn=ω

(·)dσnω
denotes the integration of (·) over the n-dimensional hyperplane ω1 + · · ·+ωn = ω.

An explicit expression describing the output frequencies of system (2.13) for a

given frequency range of the input is also derived by Lang & Billings [1996, 1997]

which provides important details of the frequency domain properties of nonlin-

ear systems. Building upon this, the relationship between the system parameters

and the output frequency spectrum called the output frequency response function

(OFRF) is derived for nonlinear systems which can be described by a polynomial

form di�erential equation model

M∑
m=1

m∑
p=0

p+q=m

L∑
l1,··· ,lp+q=0

cpq(l1, · · · , lp+q)
p∏
i=1

dLiy(t)

dtLi

p+q∏
i=p+1

dLiu(t)

dtLi
= 0 (2.19)

whereM is the maximum degree of nonlinearity in terms of the input u(t) and the

output y(t), L is the maximum order of derivatives of u(t) and y(t) and cpq(·) are
the coe�cients of the polynomial [Lang et al., 2007]. Eq. (2.19) can represent a

wide range of physical systems, one example of which is given by the Du�ng system

in Eq. (2.7) in Section 2.3.1. For a particular input, there exists a polynomial

expression of the output spectrum Y (jω) in terms of the model parameters given

by

Y (jω) =

m1∑
j1=0

m2∑
j2=0

· · ·
mSN∑
jSN

=0

ρj1,··· ,jSN
(ω)x1

j1 . . . xSN

jSN , (2.20)

where x1, . . . , xSN
are the system parameters that de�ne the system nonlinearity

and mi is the maximum power of xi for j = 1, . . . , SN . ρj1,··· ,jSN
(ω), functions of

ω, are the coe�cients of the terms x1
j1 . . . xSN

jSN and their values depend on the
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input signal and the linear parameters of the system.

Eq. (2.20), known as the output frequency response function, can signi�cantly

facilitate the understanding and the design of nonlinear systems, and the results

can readily be extended to the multi-input multi-output nonlinear systems studies

by Swain & Billings [2001]. The application of this analytical approach to vibration

isolation system will be discussed in the next section.

2.4.3 Application of the OFRF approach

The OFRF of a nonlinear system provides an explicit relationship between the

output spectrum and the parameters that de�ne the system nonlinearities so is

very useful for analysing the e�ects of these nonlinear parameters on the output

spectrum. These advantages have been exploited by the analytical study in [Lang

et al., 2009]. The derivative of the force transmissibility, expressed in the form

given by Eq. (2.20), with respect to the cubic damping ratio was found to be neg-

ative around the resonant region, which means the resonant peak is reduced by an

increase in the cubic damping coe�cient. It was also found that the coe�cients

of the cubic damping ratio in the OFRF expression is insigni�cantly small when

the frequency is far from the resonant frequency. These �ndings provide a con-

crete theoretical proof for the same conclusions reached by other approximation

methods.

This OFRF analysis approach has a wide engineering application as most sys-

tems in the real world are nonlinear. Laalej & Lang [2010] have used this tech-

nique to analyse a vibration isolation system that has a magnetorheological (MR)

damper installed in parallel with a linear spring and shows the e�ects of the MR

damper parameters on the vibration isolation performance. Other applications

include the study of the nonlinearity e�ects on the frequency response of a passive

engine mount [Peng et al., 2008] and a multi-degree-of-freedom structures with a

nonlinear viscous damping device [Peng et al., 2011].

Although not applicable to nonlinear systems which exhibit chaos or subhar-

monics, the OFRF based approach provides a more accurate and comprehensive

description of nonlinear systems as opposed to the traditional harmonic balance

method and other approximation methods.
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Figure 2.5: a LORD RD-1005-3 MR damper

2.5 Semi-active nonlinear vibration isolation sys-

tem

There are a number of semi-active damping devices that have been used for vibra-

tion control [Spencer Jr & Sain, 1997]. The variable-ori�ce damper has a valve that

alters the size of the ori�ce which changes the resistance of the damping �uid in

order to provide di�erent damping characteristics. The mechanism of a mechanical

valve has a potential reliability concern. Therefore, the controllable-�uid dampers

have become more popular as the property of the �uid can be altered by an elec-

tric or magnetic �eld without needing any moving parts. The electrorheological

(ER) dampers and the magnetorheological (MR) dampers function in a very sim-

ilar way. MR dampers contain �uids consisting of soft magnetic particles. When

a magnetic �eld is applied via a current, inter-particle bonds arise which causes

resistance to the �ow. The �uid then becomes more viscous which leads to an in-

crease in the damping force produced by the MR damper. This phenomenon has

been explained in detail by several authors [Bossis et al., 2003; Ginder et al., 1996;

Stanway, 2004; Weiss et al., 1994]. As the damping properties can be easily altered

by the applied current, MR dampers, now commercially available, have potential

in a wide range of engineering applications. A picture of a LORD RD-1005-3 MR

damper is provided in Fig. 2.5 which is manufactured by LORD Corporation.

A number of studies have been conducted to improve vehicle suspension per-

formance using MR dampers to reduce vibration transmitted from the road to the

occupants of the rider. Using an MR damper to implement skyhook damping is

also a popular research area [Batterbee & Sims, 2005; Lai & Liao, 2002; Lee &

Choi, 2000; Yao et al., 2002]. Other approaches include neural network control

[Guo et al., 2004] and H-in�nity control [Du et al., 2005]. These designs focus
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on the low frequency range to alleviate vibrations from the road to the rider and

rely on the measurement of the absolute displacement (or velocity) of the sprung

mass. In these cases, the damper is used as a semi-active device which gives a

force that is dependent on the system outputs. In other words, the damper is

acting as an actuator in a feedback-control loop as illustrated in Fig. 2.1(a). The

complex nonlinear characteristics of the MR damper must be taken into account

when designing this kind of feedback-control loop and more challenging nonlin-

ear multi-input-multi-output problems have to be considered when more than one

control loop is involved.

Jansen & Dyke [2000] carried out a thorough review on di�erent control strate-

gies for MR dampers including the decentralised bang-bang control [McClamroch

& Gavin, 1995] and the clipped-optimal control method [Dyke et al., 1996]. Similar

approaches using MR dampers were employed in structural vibration control [Xu

et al., 2003; Yi et al., 2001]. Others have opted for adaptive fuzzy control [Kim

et al., 2009; Zhou et al., 2003].

Spencer & Nagarajaiah [2003] have given some latest full-scale applications

of MR dampers including the Nihon-Kagaku-Miraikan building in Japan and the

cable-stayed Dongting Lake Bridge in China [Chen et al., 2003; Duan et al., 2006].

In these studies, the controller calculates the force required from the MR damper to

reduce the vibration of a structure based on sensor measurements of the structural

responses. The MR dampers therefore are performing the role of an actuator.

Another interesting development is the smart passive system based on an MR

damper incorporated with an electromagnetic induction unit, proposed by Cho

et al. [2005], which have better performances than the clipped-optimal controlled

system during severe earthquakes.

Ultimately, MR dampers are passive energy dissipating devices. When placed

in a feedback control loop, it is very di�cult to produce a performance that matches

a fully active actuator. It is more natural to treat them as passive dampers as

proposed by Laalej et al. [2012]. This new structure includes an MR damper into

the plant as shown in Fig. 2.1(b) instead of placing it in the feedback path. In some

separate studies, Sims et al. [1999, 2000] showed that the force-velocity relationship

of an electrorheological damper can be shaped into a quadratic or a higher-order

polynomial function by feedback control. Based on a mathematical model of an
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MR damper, Laalej et al. [2012] have shown that this feedback control technique

can be applied to MR dampers to produce the desirable damping characteristics.

2.6 Summary

Vibration control is required to prevent noise, in the form of displacement or force,

transmitting from one interface to another. It is necessary to protect machinery

from engine vibration and passenger in vehicles from road noise. Building protec-

tion against seismic activities is also of paramount importance.

The control strategies are often divided into three broad groups: (a) active,

(b) passive and (c) semi-active. Relying on external power and real time measure-

ments, active control may provide a very good performance if the model of the

plant and the sensors are accurate. Passive control does not input any energy to

the system, so there is no risk of inducing instability. Without a feedback control

loop, passive devices, such as springs and dampers, are added to the plant. This

is a more robust solution as it does not depend on an accurate model of the plant.

The semi-active approach uses passive devices that have controllable properties

to take the best of both active and passive methods. Similar to passive control,

semi-active control does not input any energy to the system but has the freedom

of changing the plants characteristics in real time operation.

The foundation of passive vibration control theories is based on a simple lin-

ear mass-spring-damper system. The properties of a basic linear force vibration

isolation system as well as a displacement vibration isolation system have been

discussed in Section 2.2. The main weaknesses of linear vibration isolators are

their �xed cut-o� frequency and their inability to suppress vibration over a wide

frequency range. To improve the performance of a simple linear vibration isola-

tor, sti�ness nonlinearity has been introduced. Section 2.3.1 is concerned with

a general form of a Du�ng system where a cubic spring nonlinearity has been

added to a linear vibration isolation system. Nonlinear sti�ness may occur natu-

rally in the plant or it may be introduced to reshape the transmissibility curve to

achieve better isolation over the low frequency range. The most common method

for analysing nonlinear Du�ng system is the harmonic balance method. Another

way to alter the transmissibility curve is the adoption of nonlinear damping.
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The properties of nonlinear viscous damping have been discussed in Section 2.3.2.

In a force vibration isolation system, nonlinear viscous damping is preferable to

linear damping as the resonance can be reduced without causing any undesirable

e�ects to other frequency ranges. These e�ects have been analysed by various

nonlinear methods, the most notable of which is the output frequency response

function (OFRF) based approach in Section 2.4.3. Developed from the frequency

response of a Volterra series model, the OFRF method can be applied to a vi-

bration control problem to express the force or displacement transmissibility of a

nonlinear system as a polynomial function of the nonlinear damping coe�cient.

The e�ects of these nonlinear parameters on the vibration isolation performance

can therefore be analytically analysed.

Finally, some practical applications of semi-active vibration control have been

covered in Section 2.5. One particular semi-active device, the magnetorheological

(MR) damper, is especially popular recently because of its reliability and �exibility.

The damping properties of MR dampers can be varied almost instantly by the

supply current. Together with a good control design, MR dampers o�er more

functionality than conventional linear viscous dampers. Their applications range

from vehicle suspension to full-scale structural protection.

The literature mentioned in this chapter has covered the recent research on

linear and nonlinear vibration control. Some further development based on these

results will be addressed in the thesis. First, the recently developed OFRF ap-

proach will be applied to analyse more general nonlinear vibration isolation sys-

tems, which include both nonlinear damping and nonlinear sti�ness. This would

provide a solid theoretical support for the application of these nonlinear vibration

isolation systems in practice. Then, these theoretical �ndings will be veri�ed by

experimental studies. Last but not least, the design method for nonlinear vibra-

tion isolation systems according to some frequency domain requirements will be

investigated.
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Analysis of nonlinearly damped

force vibration isolation systems

A wide range of physical systems can be modelled by the Du�ng equation. Du�ng

himself gave a few examples relating to the motion of a pendulum and an electrical

circuit [Du�ng, 1918]. More examples including beams with nonlinear sti�ness and

nonlinear cable vibrations are explained in Kovacic and Brennan's book [2011].

The Du�ng oscillator has been studied by a large number of authors since it was

�rst published in 1918 [Du�ng, 1918]. To understand the chaotic dynamics caused

by the nonlinear sti�ness term in the Du�ng equation, researchers are challenged

to consider a range of nonlinear system analytical and numerical methods.

Damping plays a very important role in the continuity of the output frequency

response of the Du�ng system. Traditionally, the Du�ng equation has included

only a linear viscous damping term but the idea of nonlinear damping has also

been explored. Ravindra & Mallik [1994b; 1994c; 1995] have conducted a stability

analysis using the harmonic balance method and their studies have concluded

that nonlinear damping could be used as a mechanism to suppress chaos. Energy

dissipation in a nonlinearly damped Du�ng oscillator was also studied by Trueba

et al. [2000] and Baltanas et al. [2001]. Because the OFRF provides an explicit

analytical relationship between the system output frequency response and the

system parameters of interests, this concept has already been used to analytically

study the bene�cial e�ects of nonlinear damping on a vibration isolation system
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that has a linear spring [Lang et al., 2009].

The chapter is concerned with the analysis of a nonlinear vibration isolation

that has a nonlinear Du�ng sti�ness with an additional nonlinear damping term

using the OFRF approach. For a single-tone sinusoidal input, the explicit rela-

tionships between the nonlinear terms, namely nonlinear sti�ness and damping

coe�cients, and the output spectra are derived to form a basis for the theoretical

analysis. Then, the rigorous analytical evaluations show the e�ects of these two

nonlinear terms on the output spectra over di�erent frequency ranges and reveal

the potential problems and bene�ts of applying these nonlinearities to vibration

isolation applications. Also supported by simulation studies, the results show that

the bene�cial e�ects of nonlinear viscous damping on a vibration isolator with a

linear spring in [Lang et al., 2009] are transferable to a Du�ng system and that

nonlinear sti�ness can be used in conjunction with nonlinear damping such that

the ability to suppress the output displacement can be exploited with minimum

negative e�ects on the output force.

3.1 Nonlinearly damped Du�ng system

Consider a single-degree-of-freedom mass-spring system with a nonlinear restoring

force and a nonlinear viscous damping force depicted in Fig. 3.1 driven by an

sinusoidal input force Fin(t) = AF sin(ω̄t) with amplitude AF and frequency ω̄.

The dynamic relationship between the input force and the output force Fout(t) is

represented by{
Mz̈(t) + Cż(t) + C3[ż(t)]3 +Kz(t) +K3[z(t)]3 = Fin(t)

Fout(t) = Cż(t) + C3[ż(t)]3 +Kz(t) +K3[z(t)]3
(3.1)

where M is the mass, C the linear viscous damping constant, C3 the cubic viscous

damping constant, K the linear sti�ness, K3 the cubic sti�ness, z(t), ż(t) and z̈(t)

are the displacement, velocity and acceleration of the moving mass respectively.

It is assumed that the base is perfectly �xed to ground. When K3 = C3 = 0,

System (3.1) is equivalent to a simple linear vibration isolator. When K3 > 0

and C3 = 0, System (3.1) is called the hardening Du�ng system as it has a cubic
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Figure 3.1: A Du�ng system with additional nonlinear viscous damping.

restoring force that may naturally exist in many structures. When K3 = 0 and

C3 > 0, System (3.1) is equivalent to the one studied in [Lang et al., 2009; Ravindra

& Mallik, 1994c]. The combined e�ects of these two nonlinear forces (K3, C3 > 0)

will be theoretically studied in the frequency domain for the �rst time.

To analyse the e�ects of the nonlinear spring and damping characteristics for

all systems that can be modelled by the generic system in Fig. 3.1, Eq. (3.1) is

transformed into a more meaningful dimensionless form given by{
ÿ1(τ) + y2(τ) = u(τ) = sin(Ωτ)

y2(τ) = y1(τ) + γ3[y1(τ)]3 + ξ1ẏ1(τ) + ξ3[ẏ(τ)]3
(3.2)

where

ω0 =

√
K

M
, (3.3)

τ = ω0t, (3.4)

Ω =
ω̄

ω0

, (3.5)

y1(τ) =
Kz(t)

AF
, (3.6)

γ3 =
K3AF

2

K3
, (3.7)
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ξ1 =
C1√
KM

, (3.8)

ξ3 =
C3AF

2√
(KM)3

. (3.9)

The �rst output y1(τ) is the normalised displacement of the mass. Y1(jω), the

Fourier transform of y1(τ) represents the displacement spectrum of System (3.1)

driven by the normalised frequency Ω. It can be shown that the second output

y2(τ) =
Fout(t)

AF
. (3.10)

relates the amplitude of the input force and output force. Y2(jω), the Fourier

transform of y2(τ) is the ratio of the amplitude of the fundamental harmonic

of the output force to the amplitude of the input force and is equivalent to the

de�nition of force transmissibility denoted by

TF (Ω) =

∣∣∣∣F{Fout(t)}|ω=ω̄

F{Fin(t)}|ω=ω̄

∣∣∣∣ =

∣∣∣∣F{Fout(t)}|ω=ω̄

AF

∣∣∣∣ = |F{y2(τ)}|ω=Ω| = |Y2(jΩ)|

(3.11)

where F{·} is the Fourier transform operation. The output spectra of System (3.2),

Y1(jω) and Y2(jω), also known as the output frequency responses, will be examined

in the following sections to reveal how the spring and damping nonlinearities a�ect

the displacement frequency response and force transmissibility of System (3.1).

3.2 Output spectra of the nonlinearly damped Du�-

ing system

To facilitate the analysis of System (3.2), a frequency domain method based on the

OFRF approach will be applied to �nd expressions for the output spectra as a poly-

nomial in terms of the nonlinear sti�ness and the nonlinear damping coe�cient.

However, before applying this powerful technique, it is essential to ensure that

the system under study must be a polynomial type nonlinear di�erential model

with a stable zero equilibrium that can be modelled by the Volterra series. In this
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section, a condition for System (3.2) such that the OFRF approach requirements

are satis�ed will be �rst established. Then, the output spectra of System (3.2) will

be expressed as functions of the system nonlinear parameters.

The jump and chaotic characteristics caused by the nonlinear sti�ness term

in a Du�ng system may be suppressed and even eliminated by su�cient levels

of damping [Ravindra & Mallik, 1993, 1994c]. To establish the legitimate range

for the linear damping coe�cient, ξ1 and the nonlinear damping coe�cient, ξ3, so

that the system does not exhibit any of these undesirable behaviours, the harmonic

balance method is applied to System (3.2).

When System (3.2) is excited by a sinusoidal force u(τ) = sin(Ωτ), the �rst

order harmonic balance method approximates the �rst output y1(τ) by a truncated

Fourier series

y1(τ) = B sin(Ωτ + ψ) (3.12)

where B is the magnitude of the output displacement, Ω is the excitation frequency

and φ is the phase di�erence between the input and the output signal. Substituting

Eq. (3.12) into System (3.2) and equating the coe�cients of sin(Ωt) and cos(Ωt)

yields (
3ξ3B

3Ω3

4
+ ξ1BΩ

)2

+

(
3γ3B

3

4
−BΩ2 +B

)2

− 1 = 0 (3.13)

where higher order harmonics are neglected.

Eq. (3.13) can be written as a third order polynomial in Ω2 given by

G(B,Ω) = a3(Ω2)3 + a2(Ω2)2 + a1(Ω2) + a0 = 0 (3.14)

where ai i=0,1,2,3 are functions of B, γ3, ξ1 and ξ3. This can be solved numerically

to create the amplitude-frequency plots in Fig. 3.2. For a Du�ng system that can

be represented by a convergent Volterra series over the whole frequency range, B

is a single-valued function of Ω and the gradient dB/dΩ is a continuous function.

That is, Eq. (3.13) only gives one unique real value of B for any given Ω. dB/dΩ is

always �nite and only changes sign once at the maximum value of B. If the system
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Figure 3.2: The e�ects of nonlinear viscous damping on jump avoidance. Numer-
ical solutions of Eq. (3.13) where γ3=0.1, ξ1=0.01 and ξ3=0.004, 0.024, 0.1

exhibits jumps, the jump-up frequency can be determined by setting the derivative

of Ω with respect to B to zero as it occurs when the amplitude-frequency plot has

a vertical tangent [Brennan et al., 2008], i.e. dΩ
dB

= 0. For a system that is on

the verge of showing jump behaviours, the point where the vertical tangent occurs

is also an in�ection point denoted by (Ωc, Bc) where the gradient goes through

in�nity without changing sign [Malatkar & Nayfeh, 2002], i.e. dΩ
dB

∣∣
B=Bc

= 0 and

d2Ω
dB2

∣∣∣
B=Bc

= 0. Therefore, if the output magnitude of System (3.2) is continuous

over the whole frequency range, γ3, ξ1, ξ3 must have values in the range given in

Proposition 3.1.

Proposition 3.1. If the output spectrum of System (3.2) is a continuous function

of frequency Ω, then Eq. (3.13) must give only one real positive solution for B for

any Ω, and there exist

γ3 6 γ3c, ξ1 > ξ1b and ξ3 > ξ3c (3.15)

such that

R {G′,G′′} |B=Bc,γ3=γ3c,ξ1=ξ1b,ξ3=ξ3c = 0. (3.16)

G′ and G′′ are the �rst and second derivatives of G(B,Ω) with respect to B and
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R {G′,G′′} is the resultant of polynomials G′ and G′′, where the resultant of two

polynomials, for example,

Â(x) =
m̂∑
k=1

âkx
k and B̂(x) =

n̂∑
k=1

b̂kx
k (3.17)

is de�ned as the determinant

R
{
Â, B̂

}
=

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

ân̂ ân̂−1 ân̂−2 · · · â1 â0

ân̂ ân̂−1 · · · â2 â1 â0

· · ·
ân̂ ân̂−1 · · · â2 â1 â0

b̂m̂ b̂m̂−1 b̂m̂−2 · · · b̂1 b̂0

b̂m̂ b̂m̂−1 · · · b̂2 b̂1 b̂0

· · ·
b̂m̂ b̂m̂−1 · · · b̂2 b̂1 b̂0

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

 n̂ rows

 m̂ rows

and the remaining entries all equal to zero [Apostol, 1970].

Proof. See Ref. [Malatkar & Nayfeh, 2002].

Proposition 3.1 states a necessary condition for System (3.2) to be modelled

by a convergent Volterra series for all excitation frequencies. γ3c, ξ1b, ξ3c are

the critical values for this condition. These three parameters are interdependent.

Thus, when two of the three parameters are �xed, the remaining parameter can

be determined by solving Eqs. (3.14), (3.16) and G′′(Bc,Ωc) = 0.

Under the condition in Proposition 3.1 where System (3.2) is stable at the

zero equilibrium and can be described in the neighbourhood of the equilibrium by

the Volterra series, the output spectra of the system can be represented using the

OFRF as described in Proposition 3.2 below.

Proposition 3.2. Under the condition in Proposition 3.1, the output spectra of
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System (3.2) under a sinusoidal input u(τ) = sin(Ωτ) are given by

YJ(jω) =P
(J)
0,0 (jω) + P

(J)
1,0 (jω)γ3 + P

(J)
2,0 (jω)γ2

3

+ · · ·+ P
(J)
0,1 (jω)ξ3 + P

(J)
1,1 (jω)γ3ξ3 + P

(J)
2,1 (jω)γ2

3ξ3

+ · · ·+ P
(J)
0,2 (jω)ξ2

3 + P
(J)
1,2 (jω)γ3ξ

2
3 + P

(J)
2,2 (jω)γ2

3ξ
2
3

+ · · ·P (J)
b(N−1)/2c,b(N−1)/2c(jω)γ

b(N−1)/2c
3 ξ

b(N−1)/2c
3

=

b(N−1)/2c∑
n̄=0

n̄∑
m̄=0

P
(J)
m̄,n̄−m̄(jω)γm̄3 ξ

n̄−m̄
3 J = 1, 2 (3.18)

where N is the maximum order of nonlinearity in the Volterra series representation

of the system and b(N − 1)/2c is the �oor function indicating the largest integer

less than or equal to (N − 1)/2. P
(J)
m̄,n̄−m̄(jω), the coe�cient of the term γm̄3 ξ

n̄−m̄
3 ,

is a function of frequency ω that depends on the linear parameters of System (3.2).

Proof. See Appendix A.

In Eq. (3.18), the output spectra of System (3.2), Y1(jω) and Y2(jω) are ex-

pressed analytically as a polynomial in terms of the two nonlinear characteristic

parameters, γ3 and ξ3. This is the OFRF representation of the system output

spectra and can obviously facilitate the analysis of the e�ects of γ3 and ξ3 on the

system outputs in the frequency domain. Nonlinear terms are known to produce

harmonics in the system outputs, which may have signi�cant e�ects on the system

performance as Rijlaarsdam et al. [2012, 2013] have proposed a frequency domain

based method to minimise the energy level of the harmonics. The OFRF repre-

sentation of YJ(jω) can be used to evaluate both the fundamental harmonic and

the higher order harmonics. This can be achieved by substituting ω = pΩ into

Eq. (3.18) to yield

YJ(jpΩ) =

b(N−1)/2c∑
n̄=0

n̄∑
m̄=0

P (J)
m̄,n̄−m̄(jpΩ)γm̄3 ξ

n̄−m̄
3 J = 1, 2, p = 1, 2, · · · .

(3.19)

Instead of examining each of the higher harmonics individually, the overall char-

acteristics can be represented by the total output energy de�ned as the sum of the
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magnitude squared of the fundamental and all higher harmonics as

EJ(Ω) =
∞∑
p=1

|YJ(jpΩ)|2, J = 1, 2 (3.20)

which obviously can also be written as a polynomial in γ3 and ξ3 using the OFRF

concept.

Both the fundamental and higher order harmonic output spectra as described

in Eq. (3.19) and the output energy given in Eq. (3.20) are the function of the

nonlinear spring constant γ3, the nonlinear damping constant ξ3, and the exci-

tation frequency Ω, which measures the vibration isolation performance of Sys-

tem (3.2). These expressions are signi�cant as they can be used to analytically

reveal the e�ects of each of the nonlinear parameters on the system vibration iso-

lation performance. The lower the values of |YJ(jΩ)| and EJ(Ω) are, the better

the performance is. When compared with a linear system where γ3, ξ3 = 0, it

can be concluded that γ3 or ξ3 has a desirable e�ect on the vibration isolation

performance if the value of |YJ(jΩ)| when γ3, ξ3 > 0 is smaller than |YJ(jΩ)| when
γ3, ξ3 = 0, i.e. ∣∣∣YJ(jΩ)|γ3,ξ3>0

∣∣∣ < ∣∣∣YJ(jΩ)|γ3,ξ3>0

∣∣∣ (3.21)

or

∂|YJ(jΩ)|
∂α

< 0 α = γ3, ξ3. (3.22)

The same comparison can be performed on EJ(Ω).

3.3 E�ects of nonlinearities on the system perfor-

mance

In this section, the properties of YJ(jΩ) and EJ(Ω) will be examined over three

frequency ranges, the resonant region where Ω ≈ 1 and two non-resonant regions

where Ω� 1 and Ω� 1. The analysis will show the e�ects of γ3 and ξ3 on YJ(jΩ)

41



Chapter 3

and EJ(Ω) to reveal the bene�ts of using both nonlinear sti�ness and nonlinear

damping in vibration isolation.

3.3.1 E�ects of nonlinear sti�ness

Proposition 3.3. Under the same condition of Proposition 3.2, the following

results are true for ξ1 > 0 and ξ̄3 > ξ3 > 0, where ξ̄3 is a positive number.

(i) When 0 6 Ω < 1, there exists a γ̄3 such that

∂|Y1(jΩ)|2

∂γ3

< 0 (3.23)

if 0 < γ3 < γ̄3.

(ii) When Ω� 1 ∣∣∣Y2(jΩ)
∣∣
γ3=0

∣∣∣ ≈ ∣∣∣Y2(jΩ)
∣∣
γ3>0

∣∣∣. (3.24)

(iii) When Ω ≈ 1, there exists a γ̄3 such that

∂|Y2(jΩ)|2

∂γ3

> 0 (3.25)

if 0 < γ3 < γ̄3.

(iv) When Ω� 1∣∣∣YJ(jΩ)
∣∣
γ3=0

∣∣∣ ≈ ∣∣∣YJ(jΩ)
∣∣
γ3>0

∣∣∣ J = 1, 2. (3.26)

Proof. The complete proof is provided in Appendix B and a brief description

of the procedure is given below.

First, express the derivative of |YJ(jΩ)|2 as a polynomial in ξ3 given by

∂|YJ(jΩ)|2

∂γ3

= b
(J)
0 + b

(J)
1 γ3 + b

(J)
2 γ3

2 · · · J = 1, 2 (3.27)

where bi, i = 0, 1, 2, · · · are functions of P (J)
m̄,n̄−m̄(jω) and ξ3. When 0 6 Ω < 1, it

is shown that b
(1)
0 < 0 and conclusion (i) is implied. When Ω ≈ 1, it is shown that

b
(2)
0 < 0 and conclusion (iii) is implied.
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Then, express |YJ(jΩ)|2 as a polynomial in γ3 given by

|YJ(jΩ)|2 = c
(J)
0 + c

(J)
1 γ3 + c

(J)
2 γ3

2 · · · J = 1, 2 (3.28)

where ci, i = 0, 1, 2, · · · are functions of P (J)
m̄,n̄−m̄(jω) and ξ3. When Ω� 1 and it is

shown that c
(2)
i ≈ 0, i = 1, 2, · · · and conclusion (ii) is implied. When Ω � 1 and

it is shown that c
(J)
i ≈ 0, , i = 1, 2, · · · , J = 1, 2 and conclusion (iv) is implied.

The four results in Proposition 3.3 summarise the e�ects of the nonlinear sti�-

ness ratio γ3 on the displacement spectrum Y1(jΩ) and the force spectrum Y2(jΩ)

of a Du�ng system. Although not new, these results are deduced analytically

using the recently developed OFRF approach based on Volterra models instead of

methods that require approximations to be made or solutions to be found numer-

ically. Analytic methods produce much more insight into what causes what and

are an important advance to results in this �eld. In addition, the OFRF approach

allows the examination of the e�ects of γ3 in the presence of another nonlinear

characteristic parameter ξ3. All four results hold for ξ3 > 0.

Proposition 3.3(i) indicates that an increase in γ3 leads to a fall in the magni-

tude of Y1(jΩ) when Ω is below the resonant frequency. This e�ect is unique to

γ3 as it cannot be achieved by adjusting the level of linear or nonlinear damping.

Proposition 3.3(ii) indicates that γ3 has no e�ect on Y2(jΩ) when Ω � 1 but

Proposition 3.3(iii) shows a positive rise in the magnitude of Y2(jΩ) in response to

an increase in γ3 at the resonant frequency. When Ω is large, Proposition 3.3(iv)

shows that neither Y1(jΩ) nor Y2(jΩ) is a�ected by γ3. These results highlight the

pros and cons of using nonlinear sti�ness in vibration isolation. On the one hand,

the properties of nonlinear sti�ness shown by Proposition 3.3(i), (ii) and (iv) are

desirable as the transmissibilities are either reduced or maintained. On the other

hand, the key problem is the rise in the magnitude of Y2(jΩ) as described in Propo-

sition 3.3(iii). In the next section, the e�ects of nonlinear damping on the output

spectra will be analysed to show that it is possible to exploit the advantages of γ3

while overcoming its weakness.
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Sti�ness or
damping
parameters

E�ects on the outputs Ω� 1 0 6 Ω < 1 Ω ≈ 1 Ω� 1

∂|Y1(jΩ)|2
∂γ3

-ve ≈ 0
γ3 ∂|Y2(jΩ)|2

∂γ3
≈ 0 +ve ≈ 0

∂|YJ (jΩ)|2
∂ξ3

J = 1, 2 ≈ 0 -ve ≈ 0
ξ3 ∂|EJ (Ω)|2

∂ξ3
J = 1, 2 ≈ 0 -ve ≈ 0

∂|Y1(jΩ)|2
∂ξ1

, ∂|E1(Ω)|2
∂ξ1

≈ 0 -ve ≈ 0
ξ1 ∂|Y2(jΩ)|2

∂ξ1
, ∂|E2(Ω)|2

∂ξ1
≈ 0 -ve +ve

Table 3.1: E�ects of γ3, ξ3 and ξ1 on the output frequency spectra.

3.3.2 E�ects of nonlinear damping

Proposition 3.4. Under the same condition of Proposition 3.2, the following

results are true for γ̄3 > γ3 > 0 and ξ1 > 0, where γ̄3 is a positive number.

(i) When Ω ≈ 1, there exists a ξ̄3 such that

∂|YJ(jΩ)|2

∂ξ3

< 0 J = 1, 2 (3.29)

if 0 < ξ3 < ξ̄3.

(ii) When Ω� 1 or Ω� 1∣∣∣YJ(jΩ)
∣∣
ξ3=0

∣∣∣ ≈ ∣∣∣YJ(jΩ)
∣∣
ξ3>0

∣∣∣ J = 1, 2. (3.30)

Proof. The complete proof is provided in Appendix C and a brief description

of the procedure is given below.

First, express the derivative of |YJ(jΩ)|2 as a polynomial in γ3 given by

∂|YJ(jΩ)|2

∂ξ3

= b
(J)
0 + b

(J)
1 ξ3 + b

(J)
2 ξ3

2 · · · J = 1, 2 (3.31)

where bi, i = 0, 1, 2, · · · are functions of P
(J)
m̄,n̄−m̄(jω) and γ3. When Ω ≈ 1, it is

shown that b
(1)
0 < 0 and conclusion (i) is implied.
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Then, express |YJ(jΩ)|2 as a polynomial in ξ3 given by

|YJ(jΩ)|2 = c
(J)
0 + c

(J)
1 ξ3 + c

(J)
2 ξ3

2 · · · J = 1, 2 (3.32)

where ci, i = 0, 1, 2, · · · are functions of P (J)
m̄,n̄−m̄(jω) and γ3. When Ω � 1 and it

is shown that c
(J)
i ≈ 0, , i = 1, 2, · · · , J = 1, 2 and conclusion (ii) is implied.

Proposition 3.4 extends the results in [Lang et al., 2009] where γ3 = 0 to a Du�-

ing system where γ3 > 0 and shows that the bene�cial e�ects of nonlinear damping

on a vibration isolation system with linear sti�ness are transferable to a Du�ng

system. Proposition 3.4(i) indicates that an increase in the nonlinear damping

ratio can reduce the resonant peaks of both output spectra Y1(jΩ) and Y2(jΩ)

and Proposition 3.4(ii) indicates that the non-resonant regions where Ω � 1 and

Ω � 1 of the output spectra are not a�ected by ξ3. These results imply that the

nonlinear damping parameter provides an e�ective way of reducing transmissibil-

ities of System (3.2) at the resonance without causing detrimental e�ects over the

other frequency ranges which gives a major advantage over linear damping when

applied to vibration isolation.

The implications of Proposition 3.4 on the design of viscously damped vibration

isolation systems is twofold. First, nonlinear damping should be considered when

aiming to reduce transmissibilities of a nonlinear Du�ng system as it is more

e�ective than linear damping. Second, when designing a vibration isolation system,

nonlinear damping can be used in conjunction with nonlinear sti�ness such that

the bene�cial e�ects of these two nonlinear parameters can complement each other.

Examples of the combined use of these two nonlinear parameters will be illustrated

in Section 3.4.

3.3.3 E�ects of nonlinear damping on the output energy

Proposition 3.5. Under the same condition of Proposition 3.2, the following

results are true for ξ1 > 0 and γ̄3 > γ3 > 0, where γ3 is a positive number.

(i) When Ω ≈ 1, there exists a ξ̄3 such that

∂|EJ(Ω)|2

∂ξ3

< 0 J = 1, 2 (3.33)
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if 0 < ξ3 < ξ̄3.

(ii) When Ω� 1 or Ω� 1

EJ(Ω)
∣∣
ξ3=0
≈ EJ(Ω)

∣∣
ξ3>0

J = 1, 2. (3.34)

Proof. See Appendix D.

The results from Proposition 3.5 extend the �ndings in Proposition 3.4 to show

that the e�ects of nonlinear damping on the total output energy is similar to those

on the fundamental harmonic. Proposition 3.5(i) indicates that a positive change

in ξ3 leads to a reduction in the total output energy around the resonant region

whereas Proposition 3.5(ii) states that the level of total output energy when the

excitation frequency is much lower or much higher than the resonant frequency is

hardly a�ected by ξ3. The nonlinear damping parameter might cause an increase

in the magnitude of some harmonics but Proposition 3.5 shows that the overall

e�ect is negligible.

A summary of Propositions 3.3 to 3.5 is provided in Table 3.1. As explained

in Section 3.2, the purpose of a vibration isolation system is to reduce signals

transferring from one interface to another so the smaller the magnitudes of the

output spectra the better. In other words, a parameter is judged to be bene�cial to

the vibration isolation performance if the partial derivative of the output spectra

with respect to the parameter is negative. It can be seen from Table 3.1 that

γ3 is bene�cial to |Y1(jΩ)| below the resonant frequency but not to |Y2(jΩ)| at
resonance whereas ξ3 is bene�cial to both |Y1(jΩ)| and |Y2(jΩ)| as well as to |E1(Ω)|
and |E2(Ω)| at resonance. These imply that the advantageous e�ects of γ3 on

|Y1(jΩ)| below the resonant frequency can be exploited as long as ξ3 is introduced

to counteract the undesirable e�ects of γ3 at resonance. For completeness, the

e�ects of the linear damping parameter ξ1 is also provided in the table. To avoid

the detrimental e�ects of ξ1 on the high frequency performance, the value of ξ1

should be limited.
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Figure 3.3: The e�ects of ξ1 on the output spectra. γ3 = 0.1, ξ3 = 0. Dashed:
ξ1 = 0.4; Solid: ξ1 = 0.6; Dot-dashed: ξ1 = 0.8.
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Figure 3.4: The e�ects of ξ1 on the output energy spectra. γ3 = 0.1, ξ3 = 0.
Dashed: ξ1 = 0.4; Solid: ξ1 = 0.6; Dot-dashed: ξ1 = 0.8.

3.4 Simulation studies and discussions

To demonstrate the condition in Proposition 3.1 and the e�ects of nonlinear sti�-

ness and nonlinear viscous damping on vibration isolation theoretically proven in

Propositions 3.3-3.5, numerical simulation studies were conducted and results will

be presented in this section.
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3.4.1 Simulation studies

The three plots in Fig. 3.2 show the harmonic balance solutions of System (3.2)

given by Eq. (3.13) for three di�erent values of ξ3 to demonstrate the e�ects of

nonlinear damping on the jump phenomena when γ3 = 0.1 and ξ1 = 0.01. When

the nonlinear damping is small (ξ3 = 0.004), there is a vertical gradient at Ω = 1.34,

which is the jump-up frequency. The B−Ω curve in Fig 3.2(a) shows more than one

value of B when 1.34 6 Ω 6 1.55, i.e. there are multiple solutions to Eq. (3.13).

When ξ3 reaches a critical value ξ3c = 0.024 as shown in Fig 3.2(b), the point where

the vertical gradient occurs (Ω = 1.33) is also a point of re�ection, which makes

Eq. (3.13) give only one real positive B for any Ω > 0. When ξ3 > ξ3c = 0.024,

the output amplitude B becomes a continuously di�erentiable function of Ω as

shown in Fig 3.2(c). These three examples illustrate how nonlinear damping can

eliminate unwanted jumps in Du�ng systems and the condition under which the

elimination occurs.

The condition of System (3.2) such that a valid OFRF can be obtained is

de�ned collectively by γ3c, ξ1b and ξ3c and the elimination of jumps can be achieved

by reducing γ3, raising ξ1 or ξ3, or a combination of the above. When determining

values for γ3c, ξ1b and ξ3c using Eq. (3.16), two of the three parameters should be

�xed so that the third one can be calculated. In the example given in Fig. 3.2,

the value of ξ3c = 0.024 is obtained for given γ3c = 0.1 and ξ1b = 0.01. Therefore

when γ2 6 0.1, ξ1 > 0.01 and ξ3 > 0.024, the system has a continuous output

spectrum for all Ω > 0 so that the OFRF approach can be applied to study the

e�ects of the nonlinear characteristic parameters on the system output responses

in the frequency domain.

The well-known e�ects of linear damping on the output spectra of a Du�ng

system without jumps are illustrated by Figs. 3.3 and 3.4. A relatively high level

of linear damping is required to ensure that the condition in Proposition 3.1 is

satis�ed when γ3 = 0.1 and ξ3 = 0. At the resonant frequency where Ω ≈ 1,

the magnitudes of YJ(jΩ) and EJ(Ω), J = 1, 2 are reduced as a result of an

increase in ξ1. However, the impact of ξ1 on the high frequency region where

Ω � 1 makes linear damping undesirable in a vibration isolation application as

it increases the transmissibilities. The examples below will show that nonlinear
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Figure 3.5: The e�ects of γ3 on the output spectra. ξ1 = ξ3 = 0.2 and γ3 taking
the values of 0.1, 0.2 and 0.3. Dashed: γ3 = 0.1; Solid: γ3 = 0.2; Dot-dashed:
γ3 = 0.3.
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Figure 3.6: The e�ects of γ3 on the output energy spectra. ξ1 = ξ3 = 0.2 and
γ3 taking the values of 0.1, 0.2 and 0.3. Dashed: γ3 = 0.1; Solid: γ3 = 0.2;
Dot-dashed: γ3 = 0.3.

damping is more e�ective in suppressing both the resonance and the responses

over higher frequencies of a Du�ng system.

Figs. 3.5 shows the e�ects of the nonlinear sti�ness term on the output spectra

of a nonlinearly damped Du�ng system under a sinusoidal force excitation. The

most interesting observation is the reduction in the magnitude of Y1(jΩ), the dis-

placement spectrum, when System (3.2) is forced to vibrate below the resonant

frequency where Ω < 1 as indicated by Proposition 3.3(i). This special e�ect is
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bene�cial to vibration isolation as the displacement of the moving mass is reduced,

although the level of transmitted force remains the same, which is the result of

Proposition 3.3(ii). As the value of γ3 increases, it can be observed from Fig. 3.5

that the resonant peak of Y2(jΩ) becomes more prominent, which is highly unde-

sirable in vibration isolation. This is from result (iii) of Proposition 3.3. When

Ω � 1, all three curves representing the outputs of System (3.2) when γ3 takes

di�erent values are overlapping, which indicates that γ3 has insigni�cant e�ects

on Y1(jΩ) and Y2(jΩ). This is exactly result (iv) of Proposition 3.3. Similar ef-

fects on the output energy spectra are observed in Fig. 3.6. When designing a

vibration isolator involving nonlinear sti�ness, the bene�cial e�ects indicated by

Proposition 3.3(i) and (iv) should be exploited if the detrimental e�ect around the

resonant frequency given by Proposition 3.3(iii) can be managed.

The e�ects of nonlinear damping on a Du�ng system under the excitation of a

sinusoidal force in the case of γ3 = 0.1, ξ1 = 0.1 are illustrated by Figs. 3.7 and 3.8,

and in the case of γ3 = 0.2, ξ1 = 0.1 by Figs. 3.9 and 3.10. All the �gures clearly

show that the increase of the nonlinear damping ratio ξ3 causes a reduction of the

resonance of all output spectra and output energy spectra when Ω ≈ 1 but these

spectra remain almost una�ected by the change over the frequency ranges far away

from the resonance where Ω � 1 and Ω � 1. The comparison of these results

with Figs. 3.3 and 3.4 highlights the advantages of resonance suppression using

nonlinear damping over linear damping in vibration isolation. Linear damping

achieves the resonance suppression at a cost of the rise in the transmissibilities

over the high frequency range whereas nonlinear damping can achieve the same

level of suppression without introducing any signi�cant alteration to the higher

frequency transmissibilities. These are the results of Propositions 3.4 and 3.5.

A local maximum caused by the cubic nonlinear sti�ness can be observed on

each of the energy spectra at approximately one third of the resonant frequency in

Fig. 3.10. These local maxima interrupt the continual increase of output energy as

the excitation frequency increases from DC towards the resonant frequency. They

are more prominent on the energy spectra than on the output frequency spectra

in Fig. 3.9 which suggests that γ3 a�ects the harmonics in the output more than

the fundamental frequency component and con�rms the validity of the use of

the OFRF approach in the analysis of the system responses in these cases. Any
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Figure 3.7: The e�ects of ξ3 on the output spectra. ξ1 = 0.1, γ3 = 0.1. Dashed:
ξ3 = 0.1; Solid: ξ3 = 0.2; Dot-dashed: ξ3 = 0.4.
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Figure 3.8: The e�ects of ξ3 on the output energy spectra. ξ1 = 0.1, γ3 = 0.1.
Dashed: ξ3 = 0.1; Solid: ξ3 = 0.2; Dot-dashed: ξ3 = 0.4.

increase in the output energy is generally undesirable in vibration isolation but the

zoomed-in views in Fig. 3.10 show that the e�ects of γ3 on the output harmonics

can be weakened by increasing nonlinear damping. This is another advantage of

applying nonlinear damping to a Du�ng system for vibration isolation.

3.4.2 Discussions

The properties of a nonlinearly damped Du�ng system demonstrated by numerical

studies in the above section can be exploited to design vibration isolation systems.
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In such designs, �rst, the bene�cial e�ects of nonlinear damping on the output

spectra of a Du�ng system illustrated above should be considered when aiming

to suppress the resonant vibrations. For example, to reduce the transmissibility

of a Du�ng system that has a nonlinear sti�ness ratio γ3 = 0.1, a linear damping

ratio ξ1 = 0.3 and no nonlinear damping, it is best to introduce nonlinear damping

ξ3 instead of raising the value of ξ1 because of its ability to reduce the transmis-

sibility around the resonant frequency with little impact on the high frequency

performance. In Fig. 3.11, the original system is given by the dotted lines and

the same level of resonance suppression can be achieved by either increasing ξ1

from 0.3 to 0.6 (dashed lines) or by introducing ξ3 = 0.16 (solid lines). At Ω = 3,

the magnitude of Y2(jΩ) increases from -15 to -12 dB as ξ1 increases but it is

maintained at about -15 dB when ξ3 is introduced. It is very clear that nonlinear

damping is preferable to linear damping when vibration isolation is required over

a large range of frequencies.

Second, the bene�cial e�ects of nonlinear sti�ness on the displacement spec-

trum can be exploited when designing a vibration isolation system where the move-

ment of the mass is of concern. As described by Proposition 3.3(i), the displace-

ment of the mass in a Du�ng system can be reduced by raising the nonlinear

sti�ness parameter when the excitation frequency is below the resonant frequency.

However, some undesired consequences such as the increase in the resonant force

transmissibility and the ampli�cation of superharmonics must be minimised by

increasing the nonlinear damping parameter. Fig. 3.12 shows two Du�ng systems

with a similar resonant peak in the force spectrum achieved through di�erent

means. The �rst system has ξ3 = 0.4 and a weaker nonlinear sti�ness term where

γ3 = 0.17. The displacement spectrum Y1(jΩ) starts just below 0 dB at Ω = 0.

The second system has a much stronger nonlinear sti�ness term where γ3 = 0.6

so that Y1(jΩ) starts at a smaller magnitude of about -2 dB at Ω = 0. The un-

desirable e�ects of increasing γ3 are concealed by raising ξ3 to 0.6. It can also be

observed that the system with a stronger nonlinear sti�ness term has a Y1(jΩ)

which is approximately 2 dB lower than that of the system with a weaker non-

linear sti�ness term at Ω = 1. The force spectra Y2(jΩ) of the two systems are

similar although the system with a higher nonlinear sti�ness parameter has its

force transmissibility peak shifted a little to the right.
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Figure 3.9: The e�ects of ξ3 on the output spectra. ξ1 = 0.1, γ3 = 0.2. Dashed:
ξ3 = 0.1; Solid: ξ3 = 0.2; Dot-dashed: ξ3 = 0.4.
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Figure 3.10: The e�ects of ξ3 on the output energy spectra. ξ1 = 0.1, γ3 = 0.2.
Dashed: ξ3 = 0.1; Solid: ξ3 = 0.2; Dot-dashed: ξ3 = 0.4.

The comparison of the two Du�ng systems in Fig. 3.12 shows that it is some-

times desirable to introduce nonlinear sti�ness in vibration isolation provided that

a suitable level of nonlinear damping is designed to compensate for the undesirable

e�ects. The bene�ts introduced by nonlinear sti�ness are not signi�cant if only

the force transmissibility is considered but the reduction in the displacement of

the moving mass may be essential in some applications. Neither design has an

absolute advantage over the other. The choice would depend on the objectives of

the application and the implementation of the two nonlinear terms.
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Figure 3.11: Comparison between linearly damped and nonlinearly damped Du�-
ing systems where γ3 = 0.1. Dotted: ξ1 = 0.3, ξ3 = 0; Dashed: ξ1 = 0.6, ξ3 = 0;
Solid: ξ1 = 0.3, ξ3 = 0.16

3.5 Conclusions

The nonlinear sti�ness term in the Du�ng equation fascinates many researchers

as it causes jump phenomenon when the level of damping is low. Either linear or

nonlinear damping can be used to eliminate jumps, which is essential in almost all

applications. To analyse the properties of the linearly or nonlinearly damped Du�-

ing equation in the frequency domain, the perturbation method and the harmonic

balance method are commonly used to �nd the amplitude-frequency relationship

expressed in an implicit function where the higher harmonics are usually ignored

to reduce the computational burden. The implicit function is usually a high order

polynomial in amplitude (or frequency) but the relationship between the nonlinear

parameters, namely the nonlinear sti�ness and the nonlinear damping ratio, and

the system output frequency responses is not clear.

The analysis in this chapter is based on the output frequency response function

(OFRF) approach. Using this approach, the output spectra of a general polynomial

form di�erential equation model, such as the Du�ng equation, can be written down

as a polynomial in the nonlinear parameters that de�ne the system nonlinearity.

This is a powerful method as the e�ects of the nonlinear parameters on the output

spectra can be theoretically analysed without the need to ignore higher harmonics

or to resort to numerical computation.
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Figure 3.12: Comparison between two nonlinearly damped Du�ng system with
equivalent resonance where ξ1 = 0.001. Solid: γ3 = 0.17, ξ3 = 0.4; Dashed:
γ3 = 0.6, ξ3 = 0.6

In this chapter, in reference to a vibration isolation application, the OFRF

approach has been applied to the nonlinearly damped Du�ng equation under a

sinusoidal input to reveal the e�ects of the nonlinear sti�ness parameter, γ3 and

the nonlinear damping parameter, ξ3, on the system output frequency responses.

First, a condition was established using the harmonic balance method to determine

the range of γ3, ξ1 and ξ3 where the system exhibits no jumps so can be represented

by a convergent Volterra series. Second, the OFRF's of the system outputs and

the output energy spectra in the form of a polynomial in γ3 and ξ3 were deduced.

Third, the e�ects of γ3 and ξ3 on the output spectra were analysed respectively.

The Du�ng sti�ness is known for creating harmonics and increasing the height of

the resonant peak, both of which are undesirable in vibration isolation. But the

analysis shows the ability of Du�ng sti�ness to reduce the low frequency displace-

ment, which has received little attention from other authors. The examination of

the OFRF's also reveals that the nonlinear damping parameter can suppress the

resonant peak without causing signi�cant alterations in the output spectra and

the output energy spectra in the non-resonant areas. This means that nonlinear

damping is not only e�ective in counteracting the e�ects of the Du�ng sti�ness on

the resonance, but is also capable of maintaining a good low frequency displace-

ment performance introduced by the Du�ng sti�ness. Finally, simulation results
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are provided to support the theoretical �ndings.

The results presented in this chapter have two major implications on the de-

sign of passive vibration isolation systems. First, nonlinear damping should be

applied to systems that have a nonlinear sti�ness, such as buckled beams, for it

can achieve the same level of resonance suppression as linear damping but without

causing any detrimental e�ects on the high frequency transmissibility. Second, the

bene�cial e�ects of nonlinear damping on both the output spectra and the output

energy spectra should be exploited in the design of nonlinear vibration isolators.

Additional nonlinear sti�ness can be included if it is desirable to reduce the low

frequency displacement. If this is the case, the level of nonlinear damping should

be increased to compensate for the extra harmonics introduced by the nonlinear

sti�ness. The realisation and design of the nonlinearly damped force vibration

isolation system studied in this chapter will be described in Chapters 5 and 6.
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Analysis of nonlinearly damped

displacement vibration isolation

systems

4.1 Introduction

The advantage of including nonlinear damping in a force vibration isolation system

has been discussed in the previous chapter. Whilst linear systems have the same

expression for both force and displacement transmissibility, the displacement trans-

missibility of vibration isolation systems with nonlinear viscous damping needs to

be studied separately. When the force transmissibility is concerned, a cubic damp-

ing characteristic has been shown to be more e�ective than linear damping over

a wide range of frequencies. However, when a base-excited vibration isolator is

concerned, as Milovanovic et al. [2009] have pointed out, cubic damping was found

to have very poor performance at high frequencies compared with a simple linear

system despite o�ering good resonance suppression. It is therefore worth investi-

gating whether other types of nonlinear viscous damping could provide a better

overall performance.

Vibration isolation systems with a wider range of nonlinear damping where the

damping force is proportional to the power of the velocity have been studied by

Guo et al. [2012]. The power of the velocity, known as the damping exponent, has
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a signi�cant impact on the displacement transmissibility curve, especially over the

high frequencies. Using numerical methods, it has been shown that, contrary to the

force isolation system, a small damping exponent is bene�cial to the displacement

transmissibility. This result is important to the understanding of the properties of

nonlinear damping but it lacks strong theoretical support.

In this chapter, a displacement vibration isolation system with a nonlinear vis-

cous damping characteristic will be studied using the OFRF approach for the �rst

time. The frequency response of systems with di�erent damping exponents will be

compared analytically over di�erent frequency ranges to theoretically validate the

results in Guo et al. [2012]. Simulation results will also be provided to con�rm the

theoretical �ndings.

4.2 Nonlinearly damped displacement vibration iso-

lator

Consider the single-degree-of-freedom vibration isolation system consisting of a

mass, a linear damper in parallel with a linear spring and an additional nonlinear

viscous damper as shown in Fig. 4.1. The equation of motion of the system can

be obtained as

Mz̈(t) +Kz(t) + Cż(t) + Fc = −Mẍin(t) (4.1)

where z(t) = xout(t) − xin(t), M is the mass, K is the spring sti�ness, C is the

linear damping constant, Fc is a nonlinear damping force de�ned by

Fc = sign[ż(t)]Cp|ż(t)|p, (4.2)

Cp is the nonlinear damping constant, p > 0 is the damping exponent and xin(t)

is a sinusoidal input displacement given by xin(t) = AD sin(ω̄t) with frequency ω̄

and amplitude AD. The resonant frequency ω0 of the system is given by

ω0 =

√
K

M
. (4.3)
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vibration

base

Figure 4.1: Displacement vibration isolation system with additional nonlinear
damping.

When Fc = 0, Eq. (4.1) describes the motion of a simple well-known linear vibra-

tion isolation system.

To conduct a general analysis that is independent of the input magnitude,

Eqs. (4.1) and (4.2) are converted into a non-dimensional form given byÿ1(τ) + ξ1ẏ1(τ) + sign[ẏ1(τ)]ξp|ẏ1(τ)|p + y1(τ) = −ü(τ)

y2(τ) = u(τ) + y1(τ)
(4.4)

where

τ = ω0t, (4.5)

Ω =
ω̄

ω0

, (4.6)

u(τ) =
xin(t)

AD
, (4.7)

y1(τ) =
z(t)

AD
, (4.8)

ξ1 =
C√
KM

, (4.9)

ξp =
C2

AD

(
AD√
KM

)p
. (4.10)
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From Eqs. (4.4), (4.7) and (4.8), it can be deduced that

y2(τ) =
xout(t)

AD
(4.11)

which is the ratio of the amplitudes of the output and input displacements. There-

fore, the displacement transmissibility in terms of the normalised frequency Ω of

System (4.1), denoted by TD(Ω), can be expressed as

TD(Ω) =

∣∣∣∣F{xout(t)AD

}∣∣∣∣
ω=Ω

∣∣∣∣ = |F {y2(τ)}|ω=Ω| = |Y2(jΩ)| (4.12)

where F(·) denotes the Fourier transform operation. Y2(jΩ), the Fourier trans-

form of y2(τ) evaluated at the normalised excitation frequency, will be expressed

as a polynomial in terms of the nonlinear damping coe�cient, ξp, using the OFRF

approach detailed in Chapter 2. This explicit expression of the displacement trans-

missibility will then undergo rigorous analytical analysis to reveal the e�ects of the

damping exponent p as well as the damping coe�cient ξp on the vibration isolation

performance of System (4.1) in the following section.

4.3 OFRF representation of the displacement trans-

missibility

Let p be an odd integer which is larger than or equal to three, System (4.4) then

becomes a general polynomial form di�erential equation model given byÿ1(τ) + ξ1ẏ1(τ) + ξpẏ1(τ)p + y1(τ) = −ü(τ)

y2(τ) = u(τ) + y1(τ)
p ∈ {3, 5, 7, · · · } (4.13)

which can normally be described in the neighbourhood of the equilibrium by the

Volterra series and is stable at the zero equilibrium. The second output spectrum of

System (4.13), a speci�c form of System (4.4), can be represented by a polynomial

in terms of the nonlinear damping coe�cient as described in Proposition 4.1 below.

Proposition 4.1. The second output spectrum of System (4.13) under a sinusoidal
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input u(τ) = sin(Ωτ) can be expressed by

Y2(jΩ) =P0(jΩ) + P
[p]
1 (jΩ)ξp + P

[p]
2 (jΩ)ξp

2 + · · ·+ P
[p]
b(N−1)/(p−1)c(jΩ)ξp

b(N−1)/(p−1)c

=P0(jΩ) +

b(N−1)/(p−1)c∑
ñ=1

P
[p]
ñ (jΩ)ξp

ñ N > p, p ∈ {3, 5, 7, · · · }

(4.14)

where N is the maximum order of nonlinearity in the Volterra series representation

of the system and b·c is the �oor function indicating the largest integer less than

or equal to the operand. P
[p]
ñ (jΩ), the coe�cient of the term ξp

ñ, is a function of

frequency Ω that depends on the linear parameters of System (4.4).

Proof. Applying the OFRF procedure for multi-input-multi-output system

detailed in Chapter 2 to System (4.13) the following generalized frequency re-

sponse function (GFRF) between the input and the �rst and second outputs of

System (4.13), respectively.

H
(1)
1 (jω1) = − (jω1)2

(jω1)2 + jξ1ω1 + 1
=

ω2
1

(1− ω2
1) + jξ1ω1

=
−ω2

1

L(jω1)
(4.15)

H
(2)
2 (jω1) = 1 +H

(1)
1 (jω1) (4.16)

H(2)
n (jω1, jω2, · · · , jωn) = H(1)

n (jω1, jω2, · · · , jωn) (4.17)

H(1)
n (jω1, · · · , jωn) = ξp

∏n
i=1(jωi)H

(1)
1 (jωi)

L(jω1 + · · ·+ jωn)

for n = (p− 1)ñ+ 1 where ñ = 1 (4.18)

H(1)
n (jω1, · · · , jωn) = ξp

ñ

∏n
i=1(jωi)H

(1)
1 (jωi)

L(jω1 + · · ·+ jωn)

Nn∑
Z=1

ñ−1∏
i=1

(
jωZli(1)

+ · · ·+ jωZl
i(jñ

i
)

)
L

(
jωZli(1)

+ · · ·+ jωZl
i(jñ

i
)

)
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for n = (p− 1)ñ+ 1 where ñ = 2, 3, · · · ,
⌊
N − 1

p− 1

⌋
(4.19)

and

H(1)
n (jω1, · · · , jωn) = 0 for other values of n (4.20)

where

L(jω1 + · · · jωn) = −
[
(jω1 + · · · jωn)2 + jξ1(jω1 + · · · jωn) + 1

]
(4.21)

jñi , i = 1, . . . , ñ− 1, ∈ {3, 5, . . . , (p− 1)ñ− 1} for ñ > 2 (4.22)

ωZli(j̄)
, i = 1, . . . , ñ− 1, j̄ = 1, . . . , jñi , ∈ {ω1, . . . , ωn} for ñ > 2, (4.23)

and Nn is an n dependent integer.

Substituting Eq. (4.15)-(4.20) into the general frequency response expression

for systems under a sinusoidal input u(τ) = sin(Ωτ) in Chapter 2 gives the second

output spectrum as

Y2(jω) =P0(jω) +

bN−1
p−1 c∑
ñ=1

P
[p]
ñ (jω)ξp

ñ N > p, p ∈ {3, 5, 7, · · · } (4.24)

where

P0(jω) =
1 + jξ1ω

(jω)2 + jξ1ω + 1
(4.25)

and

P
[p]
ñ (jω) =

1

2n

∑
ω1+ω2+···+ωn=ω

H(1)
n (jω1, · · · , jωn)A(ω)

=
1

2nL(jω)

∑
ω1+ω2+···+ωn=ω

[
n∏
i=1

(jωi)H
(1)
1 (jωi)A(ω)

]
Nn∑
Z=1

ñ−1∏
i=1

jωZ
li(1)

+···+jωZ
l
i(jñ

i
)


L

jωZ
li(1)

+···+jωZ
l
i(jñ

i
)

 .

(4.26)
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When ω = Ω, Eq. (4.24) becomes

Y2(jΩ) =P0(jΩ) +

bN−1
p−1 c∑
ñ=1

P
[p]
ñ (jΩ)ξp

ñ N > p, p ∈ {3, 5, 7, · · · } (4.27)

where

P0(jΩ) =
1 + jξ1Ω

(jΩ)2 + jξ1Ω + 1
(4.28)

and

P
[p]
ñ (jΩ) =

Ωn
∣∣∣H(1)

1 (jΩ)
∣∣∣n−1

H
(1)
1 (jΩ)

2nL(jΩ)

∑
ω1+ω2+···+ωn=Ω

Nn∑
Z=1

ñ−1∏
i=1

jωZ
li(1)

+···+jωZ
l
i(jñ

i
)


L

jωZ
li(1)

+···+jωZ
l
i(jñ

i
)



=
−Ω3n

2nL(jΩ)2 |L(jΩ)|n−1

∑
ω1+ω2+···+ωn=Ω

Nn∑
Z=1

ñ−1∏
i=1

jωZ
li(1)

+···+jωZ
l
i(jñ

i
)


L

jωZ
li(1)

+···+jωZ
l
i(jñ

i
)

 . (4.29)

This completes the proof for Proposition 4.1. �

Proposition 4.1 provides an explicit relationship between Y2(jω), the second

output spectrum of System (4.13), and a nonlinear damping characteristic de�ned

by the damping exponent p and the damping coe�cient ξp. The degree of the

polynomial expression given by Eq. (4.14) depends on the N and p. Substituting

Eq. (4.14) into Eq. (4.12) gives the displacement transmissibility of System (4.13)

as

TD(Ω) =

∣∣∣∣∣∣P0(jΩ) +

b(N−1)/(p−1)c∑
ñ=1

P
[p]
ñ (jΩ)ξp

ñ

∣∣∣∣∣∣ N > p, p ∈ {3, 5, 7, · · · }

(4.30)

Eq. (4.30) is the OFRF representation of the displacement transmissibility which

will facilitate the analysis of the e�ects of the nonlinear damping characteristic

on the system vibration isolation performance in the frequency domain. This

expression will be examined for di�erent values of p in the next section.
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4.4 E�ects of damping exponent

In this section, the properties of the displacement transmissibility TD(Ω) will be

examined over two particular frequency ranges, the resonant region where Ω ≈ 1

and high frequency region where Ω � 1. With the OFRF expression of the

displacement transmissibility, it is possible to compare the vibration isolation per-

formance of two systems that have di�erent damping exponents. The analytical

results will show that the nonlinear damping exponent, rather than the damping

coe�cient, plays a crucial role in improving the vibration isolation over a wide

frequency range.

Proposition 4.2. For p1 ∈ {3, 5, 7, · · · } and p2 = p1 +2, there exist a ξp1 > 0 and

a ξp2 > 0 such that

(i) when Ω ≈ 1,

TD(Ω)|p=p1,ξ1=ξ1′ ,ξp=ξp1
= TD(Ω)|p=p2,ξ1=ξ1′ ,ξp=ξp2

. (4.31)

(ii) and when Ω� 1

TD(Ω)|p=p1,ξ1=ξ1′ ,ξp=ξp1
< TD(Ω)|p=p2,ξ1=ξ1′ ,ξp=ξp2

. (4.32)

Proof. Let TA(Ω) denote the displacement transmissibility of System (4.13)

where p = p1, ξ1 = ξ1′ and ξp = ξp1 , and TB(Ω) denote the displacement trans-

missibility of System (4.13) where p = p2 = p1 + 2, ξ1 = ξ1′ and ξp = ξp2 = ξp1 − δ
where δ is �nite and positive. For N = 2p1 − 1, the polynomial expressions of

TA(Ω) and TB(Ω), from Eq.(4.30), are

TA(Ω) =
∣∣∣P0(jΩ) + P

[p1]
1 (jΩ)ξp1 + P

[p1]
2 (jΩ) ξp1

2
∣∣∣ (4.33)

and

TB(Ω) =
∣∣∣P0(jΩ) + P

[p2]
1 (jΩ) (ξp1 − δ)

∣∣∣ (4.34)
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respectively. Equating Eqs. (4.33) and (4.33) at Ω = 1 yields a polynomial in ξp1

given by

c4ξp1

4 + c3ξp1

3 + c2ξp1

2 + c1ξp1 + c0 = 0 (4.35)

where the coe�cients

c0 = Re
[
P0(j)P

[p2]
1 (−j)

]
δ −

∣∣∣P [p2]
1 (j)

∣∣∣2 δ2 (4.36)

c4 =
∣∣∣P [p2]

1 (j)
∣∣∣2 (4.37)

and c1, c2, c3 are real functions of P0(jΩ), P
[p1]
1 (jΩ), P

[p1]
2 (jΩ) and P

[p2]
1 (jΩ). Given

that all the coe�cients are real and c4 is always positive, according to Descartes'

rule of signs [Anderson et al., 1998; Struik, 1969], Eq.(4.35) must have one or three

positive real roots if c0 is negative. Evaluating Eq. (4.28) at Ω = 1 and Eq. (4.29)

at Ω = 1 where ξ1 = ξ1′ , p = p2 and n̄ = 1 provides

P (j) =
1 + jξ1′

jξ1′
(4.38)

and

P
[p2]
1 (j) =

−(1)3n

2nL(j)2 |L(j)|n−1 =
1

2p2ξ1′
p2+1 (4.39)

respectively. It can be obtained from Eqs. (4.36), (4.38) and (4.39) that

c0 = Re

[
1 + jξ1′

jξ1′
· 1

2p2ξ1′
p2+1

]
δ −

∣∣∣∣ 1

2p2ξ1′
p2+1

∣∣∣∣2 δ2 < 0 ⇒ δ > 2p2ξ1′
p2+1.

(4.40)

Therefore, if δ > 2p2ξ1′
p2+1, there exists a ξp1 such that TA(Ω) = TB(Ω) at Ω = 1,

which is the summary of Proposition 4.2(i).

When Ω� 1,

P0(jΩ) ≈ −jξ1′

Ω
(4.41)
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and

P
[p]
ñ (jΩ) ≈ −Ω3n

2nΩ4Ω2(n−1)

∑
ω1+ω2+···+ωn=Ω

Nn∑
Z=1

ñ−1∏
i=1

1

L

(
jωZli(1)

+ · · ·+ jωZl
i(jñ

i
)

)
=

−Ω3n

2nΩ4Ω2(n−1)Ωñ−1

∑
ω1+ω2+···+ωn=Ω

Nn∑
Z=1

ñ−1∏
i=1

Ω

L

(
jωZli(1)

+ · · ·+ jωZl
i(jñ

i
)

)
=
−Ωp−1

2(p−1)ñ+1
Cp,ñ (4.42)

where

Cp,ñ =
∑

ω1+ω2+···+ωn=Ω

Nn∑
Z=1

ñ−1∏
i=1

Ω

L

(
jωZli(1)

+ · · ·+ jωZl
i(jñ

i
)

) (4.43)

is a bounded constant which is dependent on ñ and p but independent of Ω. Thus,

TA(Ω) = |P0(jΩ)|2 +
∣∣∣P [p1]

1 (jΩ)
∣∣∣2 ξ2

p1
+
∣∣∣P [p1]

2 (jΩ)
∣∣∣2 ξp1

4

+ Re
[
P0(jΩ)P

[p1]
1 (−jΩ)

]
ξp1 + Re

[
P0(jΩ)P

[p1]
2 (−jΩ)

]
ξp1

2

+ Re
[
P

[p1]
1 (jΩ)P

[p1]
2 (−jΩ)

]
ξp1

3

≈
∣∣∣+P [p1]

1 (jΩ)
∣∣∣2 ξ2

p1
+
∣∣∣P [p1]

2 (jΩ)
∣∣∣2 ξp1

4 + Re
[
P

[p1]
1 (jΩ)P

[p1]
2 (−jΩ)

]
ξp1

3

=Ω2(p1−1)CA (4.44)

where CA is a bounded constant which is dependent on P
[p1]
1 (jΩ) , P

[p1]
2 (jΩ) and

ξp1 but is independent of Ω. Similarly,

TB(Ω) ≈ Ω2(p2−1)CB (4.45)

where CB is a bounded constant which is dependent on P
[p2]
1 (jΩ) and ξp2 but

is independent of Ω. Because p2 > p1, it can be concluded that Ω2(p2−1)CB >

Ω2(p1−1)CA for Ω � 1. Therefore, TB(Ω) > TA(Ω) is true and the second conclu-

sion of Proposition 4.2 is reached. This completes the proof for Proposition 4.2.

66



ANALYSIS OF DISPLACEMENT VIBRATION ISOLATORS

Proposition 4.2 compares two nonlinear vibration isolation systems with the

same linear damping ratio but di�erent damping parameters to provide a theo-

retical proof for the numerical results in [Guo et al., 2012]. To demonstrate the

e�ects of the damping exponent on the displacement transmissibility, consider

System (4.13) with parameters taking values from the two following cases.

System(a): p = p1, ξ1 = ξ1′ > 0 and ξp = ξp1 > 0

System(b): p = p2, ξ1 = ξ1′ > 0 and ξp = ξp2 > 0

where p1 < p2. Proposition 4.2 states that, for some values of ξp1 and ξp2 , the two

systems have the same displacement transmissibility at Ω ≈ 1 but System(a) has

a smaller displacement transmissibility than System(b) when Ω � 1. This result

implies that, for two systems that are indi�erent at Ω ≈ 1, the system with a lower

damping exponent provides better vibration isolation at high frequencies. In other

words, System(a) provides better vibration isolation than System(b) when the

excitation frequency is large. Therefore, when designing a displacement vibration

isolation system with a nonlinear viscous damping characteristic, a small damping

exponent is preferable.

Proposition 4.2 is based on System (4.13), a speci�c form of System (4.4),

where the damping exponent p is an odd integer larger than or equal to three.

This limitation allows a simple expression of the displacement transmissibility in

terms of ξp given by Eq. (4.30). It may be possible to extend this proposition for

the general System (4.4) for all p ∈ (0,∞). A brief description of the method is

provided below.

To satisfy the requirements of the OFRF approach, System (4.4) must be repre-

sented by a general polynomial form di�erential equation model, which means that

the power of each term must be an integer. This can be achieved by approximating

the odd damping function by a polynomial in ẏ1(τ) given by

sign[ẏ1(τ)]ξp|ẏ1(τ)|p = ξp

P̄∑
p̄=0

ap̄ẏ1(τ)2p̄+1 (4.46)

where ap̄ are coe�cients that depend on p and 2P̄ + 1 is the degree of poly-

nomial approximation. Substituting Eq. (4.46) into System (4.4) will transform
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Figure 4.2: The e�ects of p on the displacement transmissibility. ξ1 = 0.01 and
ξp = 0.2. Solid: p = 5; Dashed: p = 3; Dotted: p = 1; Dot-dashed: p = 1

2
.

System (4.4) into a general polynomial form di�erential equation model that has

P nonlinear terms. The OFRF of such system is more complicated than Eq.(4.30)

due to the large number of nonlinear terms, but can be simpli�ed as a function of

ξp and ap̄, which will facilitate further analytical studies.

4.5 Simulation studies and discussions

To demonstrate the e�ects of the nonlinear damping exponent on vibration isola-

tion theoretically proven in Proposition 4.2, results of numerical simulation con-

ducted using MATLAB are presented in Figs 4.2 to 4.4.

Fig. 4.2 shows the simulation results of System (4.4) for a range of damping ex-

ponent p with the nonlinear damping coe�cient ξp held constant. As the damping

exponent increases, the resonant peak reduces whereas the high frequency trans-

missibility rises. These e�ects have been observed in Guo et al. [2012]. Because

of the damping exponent causes the displacement transmissibility to change in

opposite directions at the resonant region and over the high frequency range, it is

di�cult to conclude whether a nonlinear viscous damping characteristic given by

Eq. (4.2) is bene�cial to the overall vibration isolation performance.
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Figure 4.3: Comparison of systems where ξ1 = 0.1 and TD(Ω)|Ω=1 = 7 dB. Solid:
p = 5, ξ5 = 0.034; Dashed: p = 3, ξ3 = 0.13; Dotted: p = 1, ξ1 = 0.4; Dot-dashed:
p = 1

2
, ξ 1

2
= 0.51.
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Figure 4.4: Comparison of systems where ξ1 = 0.01 and TD(Ω)|Ω=1 = 3 dB. Solid:
p = 5, ξ5 = 0.825; Dashed: p = 3, ξ3 = 1.06; Dotted: p = 1, ξ1 = 0.49; Dot-dashed:
p = 1

2
, ξ 1

2
= 0.88.
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Proposition 4.2 compares nonlinear vibration isolation systems that have the

same displacement transmissibility at the resonant region for positive odd p. The

displacement transmissibility of System (4.4) where p = 3 and p = 5 are shown by

the solid and the dashed lines in Fig. 4.3 respectively. These two curves intersect

at Ω = 1 and it is clear that the curve where p = 3 has a lower value when Ω = 3.

These numerical results validate Proposition 4.2.

To determine whether Proposition 4.2 is also true for non-integer values for

p, Fig. 4.3 also includes the transmissibility curves for System (4.4) with p = 1
2

and a purely linear system where ξp = 1 as a reference. The transmissibility

of these two systems is again 6 dB at Ω = 1 but TD(Ω) of the former system

is -14.2 dB which is more than 1 dB less than that of the latter system. This

result extended Proposition 4.2 for 0 < p < 1 and is very signi�cant as it shows

that System (4.4) can match the vibration isolation performance of its equivalent

linear system around resonance while producing higher level of isolation when the

excitation frequency is high.

Another set of results where all the curves intersect at Ω = 1 are shown in

Fig. 4.4. These systems have a damping exponent ranging from 1
2
to 5. Among

these systems which are indi�erent at Ω ≈ 1, the transmissibility over the high

frequencies falls with the value of the damping exponent p. This con�rms the

�ndings of Proposition 4.2 and also demonstrates that the system where p = 1
2

gives the lowest transmissibility at high frequencies. It is worth noting that the

frequency at which the maximum transmissibility occurs increases as a result of

the reduction in p. The minor side-e�ect is relatively insigni�cant when compared

with the improvement of the high frequency isolation performance.

4.6 Conclusions

Displacement vibration isolation systems are required in many applications. Be-

ing the only design parameter of a linear vibration isolation system in the non-

dimensional form, the linear damping ratio de�nes the height of the resonance as

well as the high frequency transmissibility. To dampen the resonance by increas-

ing the linear damping ratio, the high frequency transmissibility su�ers as a result.

To overcome this limitation, the idea of nonlinear damping has been studied by
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Ravindra & Mallik [1995].

Guo et al. [2012] have studied the e�ects of nonlinear viscous damping on

vibration isolation systems by using the Ritz-Galerkin method to �nd approximate

solutions. The numerical results show that a damping exponent that is larger than

one is bene�cial to a force vibration isolation system but more e�ective suppression

of the displacement transmissibility over the whole frequency range is achieved by

a small damping exponent. To provide a strong theoretical basis to support these

�ndings, the nonlinear vibration isolation system has been re-examined using the

OFRF approach in this chapter.

The frequency response of a single-degree-of-freedom vibration system with a

nonlinear viscous damping characteristic under a sinusoidal displacement excita-

tion has been studied analytically using the OFRF approach. To demonstrate the

e�ects the damping exponent on the system vibration isolation performance, the

displacement transmissibility over the whole frequency range is represented by an

explicit function of the damping coe�cient and the damping exponent in the form

of a polynomial, which leads to the theoretical comparison of systems with di�er-

ent damping exponents. It has been shown that systems with di�erent damping

exponents can have the same transmissibility at the resonant frequency but the

one with a smaller damping exponent produces much better vibration isolation at

high frequencies.

The �ndings in this chapter has provided a theoretical analysis of a nonlinear

displacement vibration isolation system for the �rst time. Supported by simula-

tion studies, the results conclude that the bene�cial e�ects of nonlinear damping

should be exploited in the design of displacement vibration isolators to produce

low transmissibility around the resonant frequency and the high frequency region

simultaneously. With this strong theoretical basis, the proposed vibration isola-

tion can be exploited for a wide range of engineering applications and one method

of realisation will be discussed in Chapter 5.

71



Chapter 4

72



Chapter 5

Semi-active implementation of

nonlinear vibration isolation system

and experimental studies

5.1 Introduction

Magnetorheological (MR) dampers are semi-active devices that have a �uid with

viscosity controlled by the supply current. They have been applied to many vi-

bration control problems such as the Nihon-Kagaku-Miraikan building in Japan

[Spencer & Nagarajaiah, 2003] and the cable-stayed Dongting Lake Bridge in China

[Chen et al., 2003; Duan et al., 2006]. In these studies, the controller calculates the

force required from the MR damper to reduce the vibration of a structure based

on sensor measurements of the structural responses, which means that the MR

damper is used as a semi-active device to give a force that is dependant on the

system outputs. In other words, the damper is acting as an actuator in a feedback-

control loop as illustrated in Fig. 5.1(a). The complex nonlinear characteristics of

the MR damper, as well as the controlled structure, must be taken into account

when designing this kind of feedback-control loop and more challenging nonlin-

ear multi-input-multi-output problems have to be considered when more than one

control loops are involved.

The control problem of many of the above mentioned applications may be sim-
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Figure 5.1: An illustration of two di�erent approaches of using an MR damper for
vibration isolation. (a) Conventional use of MR damper in vibration control (b)
MR damper used as a passive damping device with a desired characteristic. (c)
Conventional linear viscous damper

pli�ed if the MR dampers are used as energy dissipating devices like conventional

dampers but with a desired damping force-velocity relationship. Recently, a new

structure of an MR damper based vibration control system was proposed by Laalej

et al. [2012] where the MR damper is used as a damper rather than an actuator

in a feedback-control loop. Fig. 5.1(b) illustrates this idea on a single-degree-of-

freedom (sdof) vibration isolation system. Unlike the conventional approach in

Fig. 5.1(a), the MR damper is under a closed-loop control which makes the MR

damper behave as a viscous damper with a desired damping characteristic. In this

new con�guration, the MR damper and the feedback-controller form a stand-alone

passive damping unit, indicated by the dashed box, which is an easy substitute

of any two-terminal passive device such as the conventional linear viscous damper

depicted by Fig. 5.1(c).

To bene�t from the MR damper-based damping unit, the force-velocity rela-

tionship must be designed to produce a desired system performance. As illustrated

by the theoretical studies in Chapters 3 and 4, a vibration isolation system with an

appropriate nonlinear damping characteristic can provide a good level of isolation

over all wide range frequencies, unlike its linear counterpart which has the classic

trade-o� between the resonant peak suppression and the high-frequency transmis-

sibility. The studies in [Guo et al., 2012; Laalej et al., 2012; Lang et al., 2009;
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Ravindra & Mallik, 1994a] imply that an e�ective vibration isolation system could

be created if an appropriate nonlinear damping characteristic is implemented us-

ing a feedback-controlled MR damper based on the new control system structure

proposed in [Laalej et al., 2012]. Sims et al. [1999, 2000] showed that the force-

velocity relationship of an electrorheological damper can be shaped into a quadratic

or a higher-order polynomial function by feedback-control. These results further

con�rm the feasibilities of such a nonlinear vibration isolation system.

This chapter will investigate the performance of vibration isolation using non-

linear damping implemented by a feedback-controlled MR damper by both simula-

tion studies and experimental tests. The objectives are to validate the theoretical

e�ects of nonlinear damping on vibration isolation in Chapters 3 and 4 by simula-

tion and experiments, to verify the e�ectiveness of an MR damper based implemen-

tation of nonlinear damping and the corresponding vibration control system, and

to demonstrate the potential applications of the new MR damper based vibration

control ideas in engineering practice where it is essential to have high vibration

isolation performance over a wide range of frequencies. First, the feedback-control

of the MR damper using a mathematical model of the MR damper, which the

simulation studies in this chapter are based on, will be described in Section 5.2.

Then, the feedback-controlled MR damper with an appropriate nonlinear damp-

ing characteristic will be incorporated into a force vibration isolation system and

a displacement vibration isolation system in Sections 5.3 and 5.4 respectively.

5.2 Feedback-controlled MR damper

Conventional �uid viscous dampers provide a force proportional to the velocity

but there are no readily available dampers that could provide a nonlinear damping

characteristic de�ned by Eq. (4.2) in Chapter 4, that is

Fc = sign[ż(t)]Cp|ż(t)|p, (5.1)

where Cp is the nonlinear damping constant, p > 0 is the damping exponent, z

and ż are the relative displacement and velocity of the damper's terminals re-

spectively. To create this nonlinear damping characteristic, a feedback-controlled
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Bouc-Wen

MR damper

(a) (b)

Figure 5.2: (a) A schematic diagram of an MR damper (b) Spencer model of an
MR damper [Spencer et al., 1997]

system can be designed to regulate the output force of a commercially available

MR damper. In this section, a mathematical model of an MR damper will be

introduced, followed by an implementation of the feedback-controlled system.

5.2.1 The Spencer model

A mathematical model of MR dampers which incorporates the Bouc-Wen hystere-

sis model [Wen, 1976] and a network of springs and dampers was proposed by

Spencer et al. [1997]. The schematic of the model is shown in Fig. 5.2 and the

dynamics is governed by equations

ẇ = −γ|l̇1 − l̇2| · |w| · w − β(l̇1 − l̇2)|w|2 +B(l̇1 − l̇2)

l̇2 = 1
c0+c1

[
αw + col̇1 + k0(l1 − l2)

]
FMR = −c1l̇2 − k1(l1 − l0)

α = αa + αbi

c0 = c0a + c0bi

c1 = c1a + c1bi

(5.2)

where i is the input current, FMR is the MR damper damping force, l1 and l2 are

the displacements de�ned in Fig. 5.2(b), l0 is the initial displacement of spring k1

and w, the hysteretic component, is an evolutionary variable that has a dimension
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Figure 5.3: Characteristics of an MR damper under constant current excited by a
4 Hz, ±3 mm displacement input.

of length. The shape and size of the hysteresis loop is governed by γ, β and B. The

values of the other twelve parameters c0a, c0b, c1a, c1b, k0, k1, B, αa, αb, β, γ and l0

have been identi�ed by Sapi«ski et al. [2010] by �tting the Spencer model [Spencer

et al., 1997] to the experimental data obtained from an MR damper RD-1005-3

manufactured by LORD Corporation. Under di�erent constant supply currents to

the MR damper, the force response was measured under sine, triangular and square

displacement excitations with the �xed amplitude of 3 mm at frequencies of 1, 2.5,

3.3 and 5 Hz. The damper piston is at the mid-stroke position at the beginning

of each test. In the identi�cation process, the constrained nonlinear optimization

with the constr procedure available in the Optimization Toolbox of MATLAB

was used. The numerical values of model parameters were determined under the

quality criterion assuming the form of an integral of the squared di�erence between

the measured and predicted force responses. The results are given in Table 5.1.

The value of k1 is small relative to that of other parameters, which suggests that

the sti�ness of the MR damper is insigni�cant.

MR dampers have a highly nonlinear characteristic that depends on the applied

current. In general, the damper provides a higher damping force as the current

increases. Implemented in MATLAB/Simulink, the mathematical model described

by Eq. (5.2) is used to produce the force-velocity relationship presented by the

solid lines in Fig. 5.3. It can be observed that the inherent hysteretic e�ect of MR
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Parameter Value Unit Parameter Value Unit
c0a 672 Nsm-1 B 121 -
c0b 3152 Ns(Am)-1 αa 6949 Nm-1

c1a 227150 Ns/m αb 60789 N/(Am)
c1b 1050000 Ns(Am) β 212114 1/m2

k0 732 N/m γ 455707 1/m2

k1 81 N/m l0 0 m

Table 5.1: MR damper parameters identi�ed from experimental data in [Sapi«ski
et al., 2010]

Figure 5.4: Simulink diagram of MR damper damping force controller

dampers dominates the force pro�le when the velocity is low but is less signi�cant

at higher velocities. When no supply current is supplied to the damper, the output

force is 144 N at a velocity of 0.075 ms-1. This gives an approximate damping

constant of 1920 Nsm-1.

5.2.2 Implementation of feedback-control

Feedback-control can be applied to an MR damper to create a two-terminal device

in Fig. 5.1(b) which gives the nonlinear damping characteristic de�ned by Eq. (5.1).

Sims et al. [2000] have shown that a proportional-integral feedback-controller with

sign adjustments can shape the force-velocity relationship of electrorheological

dampers into a linear or a higher order polynomial function. An implementation

of this control strategy in MATLAB/Simulink is given in Fig. 5.4. The force

controller manipulates the current supplied to the damper according to the error

between the measured force and the demanded force, which is a function of the

velocity de�ned by Eq. (5.1). The purpose of the sign adjustment is to ensure that

no current is supplied when the signs of the measured and demanded forces do
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not agree with that of the error and the integrator is reset every time the velocity

changes direction. KP and KI , the proportional and integral gains respectively,

are determined for each Cp.

To assess the quality of the nonlinear damping implementation, the controller in

Fig. 5.4 is applied to the MR damper model given by Eq. (5.2) under a sinusoidal

displacement input where l2(t) = AD sin(2πft), where AD is the amplitude of

the displacement input and f in the input frequency in Hz. Note that temporal

frequency with the unit Hz is used throughout this chapter as it is more suitable for

practical implementation. The implementation of two types of nonlinear viscous

damping characteristics, square-root damping and cubic damping, are presented

below.

First, the steady-state results of this closed-loop controlled MR damper model

under a displacement excitation where f takes the value of 2 Hz and 8 Hz respec-

tively, are given both in the time domain and on the force-velocity plane in Fig. 5.5,

where the parameters of the desired damping characteristic in (5.1) are chosen to

be p = 1
2
and C 1

2
= 700 Ns

1
2m- 1

2 . The solid lines representing the demanded force

closely resemble the dashed lines representing the output force of the MR damper

model under closed-loop control. The discrepancies between the demanded and the

achieved signals are mainly caused by the hysteresis of the damper which cannot

be eliminated by simple feedback-control. This phenomenon is clearly observed in

the force-velocity plane, especially when the amplitude of the input displacement

is small as shown in Figs. 5.5(a) and (c).

Second, the simulation results of a cubic damping characteristic implementation

where p = 3, C3 = 1 × 105 Ns3m-3 and f = 2 Hz, is presented in Figs. 5.6(a)(c),

and where p = 3, C3 = 200 kNs3m-3 and f = 8 Hz, in Figs. 5.6(b)(d). Behaviours

similar to the square-root damping implementation are observed. The output force

of the feed-back controlled MR damper is close to the demanded force when the

velocity is high but the force-velocity relationship is dominated by the hysteretic

e�ects when the velocity is small. The implementation is therefore only suitable

for inputs with relatively large velocity so that most of the operation occurs away

from the hysteresis region.

These two simulation examples have demonstrated the implementation of dif-

ferent nonlinear damping characteristics using a feedback-controlled MR damper.
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Figure 5.5: Simulation results of an MR damper based implementation of a square-
root damping characteristic where C 1

2
= 700 Ns

1
2m- 1

2 . Solid: demand force;

Dashed: implemented force. (a),(c) AD=4.75 mm and f=2 Hz. (b),(d) AD=4 mm
and f=8 Hz.

0 0.2 0.4 0.6 0.8 1
-500

0

500

input: ± 5 mm, 2 Hz

Time [s]

F
o
rc
e
[N

]

0 0.1 0.2 0.3 0.4 0.5
-1000

0

1000

input: ± 3 mm, 8 Hz

Time [s]

F
o
rc
e
[N

]

-0.05 0 0.05
-300

-200

-100

0

100

200

300

input: ± 5 mm, 2 Hz

Velocity [m/s]

F
o
rc
e
[N

]

-0.1 0 0.1

-500

0

500

input: ± 3 mm, 8 Hz

Velocity [m/s]

F
o
rc
e
[N

]

(c)

(b)

(d)

(a)

Figure 5.6: Simulation results of an MR damper based implementation of a cubic
damping characteristic. Solid: demand force; Dashed: implemented force. (a),(c)
C3 = 1×105 Ns3m-3, AD=5 mm and f=2 Hz. (b),(d) C3 = 200 kNs3m-3, AD=3 mm
and f=8 Hz.
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Although the control method was originally designed for electrorheological (ER)

dampers [Sims et al., 2000], the simulation results have shown that the natural

force-velocity relationship of an MR damper can be transformed into a desired

nonlinear force-velocity function. The discrepancies between the implemented

damping force and the theoretical nonlinear damping characteristic described by

Eq. (5.1) is relatively small outside the hysteresis region. With these successful

implementations of the desired nonlinear damping characteristics, the feedback-

controlled MR damper will be incorporated into a force vibration isolation system

and a displacement isolation system respectively to demonstrate their advantages

over conventional linear dampers in experimental studies.

5.3 MR damper-based force vibration isolation

The theoretical bene�ts of cubic viscous damping have been discussed in Chap-

ter 3. In a force vibration isolation system, it is preferable to apply cubic viscous

damping to suppress the resonance as the low transmissibility over high frequen-

cies is maintained. In this section, a theoretical cubic damping characteristic in a

force vibration isolation system depicted by Fig. 5.7(a) will be implemented by a

feedback-controlled MR damper as shown in Fig. 5.7(b) in an experiment.

The force vibration isolation system in Fig. 5.7(a) is equivalent to System (3.1)

in Chapter 3 where K3 = 0. The equation of motion is therefore{
Mz̈(t) + Cż(t) + C3[ż(t)]3 +Kz(t) = Fin(t) = AF sin(2πft)

Fout(t) = Cż(t) + C3[ż(t)]3 +Kz(t)
(5.3)

where C the linear viscous damping constant is assumed to be small, C3 is the

cubic viscous damping constant, z(t), ż(t) and z̈(t) are the displacement, velocity

and acceleration of the moving mass respectively. The mass M is 25 kg and the

spring sti�ness K is 250 kNm-1. To realise this theoretical nonlinear vibration

isolation, the dynamics of the cubic damping force C3[ż(t)]3 is replaced by the MR

damper with its model given in Eq. (5.2) and the MR damping force controller is

as described in Fig. 5.4.
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Figure 5.7: (a) Theoretical nonlinearly damped force vibration isolation system
(b) MR damper based implementation of (a)

5.3.1 Experimental set-up

An experiment on the force transmissibility of a vibration isolation system with

cubic damping force has been carried out. The test con�guration, a physical

realisation of the concept in Fig. 5.7, is shown in Fig. 5.8. The mass, excited by

an inertial shaker (Data Physics Corporation IV46/PA100E), is allowed to move

vertically, and is connected to a base via an MR damper (Lord RD-1005-3) placed

in the centre of a spring. Force sensor 1© measures the input force applied to the

mass while force sensor 3© measures the output force applied to the base. The

force transmissibility can be obtained from these two measurements. To control

the output force of the MR damper, the controller takes readings from the velocity

sensor to �nd the desired nonlinear damping force F̊out(t) = C3ż(t)3. The error

between this desired force and the measurement from force sensor 2© is then sent

to the controller in Fig. 5.4 to calculate the current supplied to the MR damper.
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Figure 5.8: Experimental con�guration of a force vibration isolation system (a)
picture of the test equipment (b) schematic of the test set-up

5.3.2 Experimental results

The results in this section are obtained from MR damper based nonlinear vibration

isolation system in Fig. 5.8 under an input force Fin(t) = AF sin(2πft) where

AF=220 N and f=25 Hz.

The experimental results of the implementation of a nonlinear damping force

where C3 = 200 kNs3m-3 is shown in both the time domain and the force-velocity

plan in Fig. 5.9. Due to the small input force, the amplitude of the velocity is rather

small (< 0.1 ms-1) so the MR damper is mostly operated within the hysteretic

region. Nonetheless, during the part of a cycle where the force is increasing, the

output force of the feedback controller MR damper is close to the ideal nonlinear

demand force. The current signal in Fig. 5.9 explains why. When the demand

force is increasing, the controller provides a suitable current increase to raise the

viscosity of the MR �uid which increases the output force. But when the demand

force is decreasing, the controller cannot further reduce the output force of the

MR damper after cutting o� the supply current.
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Figure 5.9: Experimental implementation of nonlinear cubic force where C3 =
200 kNs3m-3. Black solid: demand force; red dashed: MR damper output force.

The force transmissibility of the MR damper based nonlinear vibration isola-

tion system is shown in Figs. 5.10 and 5.11. A digital signal is applied to the

inertial shaker to provide an input force to the system but such force is not under

controlled loop control. The inertial shaker could unfortunately only provide a

maximum force of 170 N according to its speci�cations and no alternatives were

available when the experiments were conducted. To maximise the output force

of the shaker, the excitation frequency is chosen to be 25 Hz, which is near the

resonance frequency of the shaker. The input and output force measurements are

shown in Figs. 5.10. The Fourier transform of these signals show that their ampli-

tudes at 25 Hz are 140 N and 220 N respectively, which gives a transmissibility of

-4 dB as shown in Fig. 5.11.

It is not possible to obtain more meaningful data points at other frequencies

due to the de�ciency of the shaker. At 25 Hz, the force transmissibility of the

experimental vibration isolator is just below the theoretical force transmissibility

curve of System (5.3) where C3 = 200 kNs3m-3 as shown in Fig. 5.11. This may

be due to the imperfect sinusoidal input and energy lost to friction.
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Figure 5.10: Experimental results of an MR based nonlinear vibration isolator.
Solid: Input force measured by forces sensor 1©; Dashed: Output force measured
by force sensor 3©.

5.3.3 Discussions

The above experiment has demonstrated the implementation of a cubic damping

characteristic using a feedback controlled MR damper. As a semi-active system,

the controller is actively engaged to produce the required nonlinear damping force

for about half of each cycle. Fig. 5.11 also includes the transmissibility curve of a

linear system, the maximum transmissibility of which matches that of the nonlinear

system, to emphasise the advantage of cubic damping over linear damping over

the high frequency range. And, more essentially, the experimental data point also

stays underneath the transmissibility of this equivalent linear system to show that

a feedback controlled MR damper could provide better vibration isolation than a

conventional linear viscous damper.

The experiment can be improved by a more suitable force input. First, a more

powerful input force is required to fully utilise the whole operating envelop of an

MR damper which would lessen the e�ects of the hysteresis. Second, the input

force should be under closed-loop control so that a constant sinusoidal amplitude is

provided across a wide range of frequencies. An actuator under closed-loop control

may be more suitable than inertial shakers. Finally, the experiment should be also

be conducted for input forces with di�erent amplitudes. This would provide a

clear indication of the true bene�cial operating range the proposed MR damping
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Figure 5.11: Force transmissibility. Solid: theoretical result of System (5.3) where
C = 0 Nsm-1, C3 = 200 kNs3m-3, AF=220 kN. Circles: experimental results.
Dashed: theoretical result of System (5.3) where C = 1.9 kNsm-1, C3 = 0 Ns3m-3.

based vibration isolation system.

5.4 MR damper-based displacement vibration iso-

lation

The theoretical study in Chapter 4 has shown that a displacement vibration iso-

lation system with a small damping exponent can provide a lower transmissibility

over high frequencies while matching the resonance suppression ability of an equiv-

alent linear system. An experiment exploiting the semi-active property of an MR

damper has been conducted to demonstrate these phenomena.

Again, consider the displacement isolation system described by System (4.1)

in Chapter 4, which is the same as the system depicted by Fig. 5.12(a). Under the

excitation of an input displacement xin(t) = AD sin(2πft) with frequency f and

amplitude AD, the dynamics of this single-degree-of-freedom vibration isolation

system consisting of a mass M=10 kg, a linear damper C in parallel with a linear

spring K=1 MNm-1 with an additional nonlinear viscous damper is described by

Mz̈(t) +Kz(t) + Cż(t) + sign[ż(t)]C 1
2
|ż(t)|

1
2 = −Mẍin(t) (5.4)

where z(t) = xout(t)− xin(t) and C 1
2
is the square-root damping constant. Similar
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Figure 5.12: (a) Theoretical nonlinearly damped displacement vibration isolation
system (b) MR damper based implementation of (a)

to the implementation of a nonlinear force vibration isolator in Section 5.3, the

theoretical nonlinear square-root damping force sign[ż(t)]C 1
2
|ż(t)| 12 will be replaced

by a feedback controlled MR damper as shown in Fig. 5.12(b) in the experimental

study.

5.4.1 Experimental con�guration

A test con�guration shown in Fig. 5.14 has been constructed according to Fig. 5.12(b).

One end of the MR damper is connected to a displacement-controlled shaker (V780-

HPA-K by Ling Dynamic Systems Limited) and the other to a 100 kg mass which

can either be �xed rigidly to the ground so that xout(t) = 0 (Con�g. 1) or be

allowed to move freely in the horizontal direction (Con�g. 2). Con�g. 1 facilitates

the testing of the MR damper in isolation while Con�g. 2, including a 1 MNm-1

spring installed in parallel to the damper, is for the vibration isolation test. The

shaker supplies a sinusoidal displacement input at a given amplitude and frequency

to one end of the damper while the force produced by the damper and the velocity

of the other end of the damper are measured by a force sensor and a laser Doppler

vibrometer (OFV-505 by Polytec) respectively. Although not shown in the �gure,

the experimental system also includes a PI controller designed to regulate the cur-
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Figure 5.13: Force-velocity curves of an MR damper under constant current excited
by a 4 Hz, ±3 mm displacement input. Grey solid: simulation data from RD-1005-
3 damper model. Dotted, dashed, dot-dashed: experimental data where id=0, 0.3,
0.45 A respectively.

rent applied to the MR damper via an electronic board which provides the MR

damper current i via a control voltage V .

As the RD-1005-3 damper is no longer in production, the experiments have been

conducted on a new RD-8041-1 damper, also supplied by LORD corporation, which

has very similar speci�cations. The two dampers have the same shaft diameters

and their force-velocity curves supplied by the manufacturer are also identical

despite that the RD-8041-1 damper has a slightly larger body diameter of 42.1

mm instead of 41.4 mm. As the values for the parameters in the Spencer model

are available for the RD-1005-3 damper which is not the case for the RD-8041-1

damper, the experiment described below was conducted to investigate whether

and the results that the Spencer model with parameters identi�ed from an RD-

8041-1 damper can still provide an adequate representation of the dynamics of the

RD-8041-1 damper.

To see how well the mathematical model based on the RD-1005-3 damper agrees

with the RD-8041-1 damper, a simple test is conducted on the MR damper alone

in Con�g. 1 to generate the force-velocity curves which can be compared with the

simulation results of a RD-1005-3 damper in Fig. 5.3. The spring is removed and

the mass is locked into a �xed position such that the MR damper is at mid-stroke,
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which gives xout(t) = 0. The MR damper now has one end �xed to ground and an-

other end connected to the shaker. With a constant supplied current, a sinusoidal

displacement is applied by the shaker to generate experimental results presented

by the dotted lines in Fig. 5.13. Outside the hysteresis region, the experimental

data shows reasonably good agreement with the simulation data (solid lines). The

shapes of the hysteresis are di�cult to match and the discrepancies may be due to

small amounts of air in the damper as Gordaninejad et al. [2002] have pointed out.

Because the damper is being used as a passive device as opposed to an actuator

in the feedback loop, the accuracy of the modelling becomes less important and it

can be concluded that model Eq. (5.2) with parameters as determined in [Sapi«ski

et al., 2010] can give a good representation of the dynamics of the RD-8041-1

damper for the purpose of this study.

5.4.2 Experimental implementation of nonlinear damping

To verify the simulation results on the implementation of the nonlinear damping

characteristic in Section 5.2.2, experimental studies were conducted using Con-

�g. 1. The force PI controller described above in Fig. 5.4 is implemented using

Real-Time Windows Target, a MATLAB tool that sends and receives signals via

an I/O board. When the force control loop is closed, the MR damper produces a

nonlinear damping force as shown in Fig. 5.15. On the force-velocity plane, the

experimental data lies in close proximity to the ideal nonlinear force function and

shows even smaller hysteresis loops than the simulated data. These results further

con�rm that the nonlinear damping force-velocity relationship de�ned by Eq. (5.1)

can be successfully realised by applying a closed-loop control for the damping force

of an MR damper.

5.4.3 Implementation of a nonlinear displacement vibration

isolation system

To observe the properties of a vibration isolation with a nonlinear damping force

implemented by a feedback-controlled MR damper, Con�g. 2 of the experimental

set-up will be used for simulation and experimental studies.
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Figure 5.14: Experimental displacement vibration isolation system

First, the MR based vibration isolation system in Fig. 5.12(b) is simulated using

Simulink/MATLAB. With the base subjected to a sinusoid with input amplitude

of 3 mm and frequency ranging from 0 to 30 Hz, two sets of simulation results

are obtained where the desired nonlinear damping force to be implemented by the

feedback-controlled MR damper is a square-root function of ż(t) and C 1
2
takes the

values 700 and 1000 Ns
1
2m- 1

2 respectively. The results are given by the dot-dashed

lines in Fig. 5.16 and 5.17. By comparing the system displacement transmissibility

curves with that of System (5.4) given in solids lines, it can be observed that the

feedback-controlled MR damper implemented nonlinear damping has the expected

e�ects on the system transmissibility. In both cases, the resonant peaks are some-

what higher than the theoretical values but the high frequency data correlates

well with the theoretical curves. The discrepancies are caused by the hysteresis

in the MR damper as illustrated on the force-velocity plane in Section 5.2. When

the input displacement amplitude is kept constant, higher velocities are achieved

at higher frequencies hence the hysteretic e�ects becomes less signi�cant. The

higher frequency simulation data has better agreement with the theoretical values

as a result. A linearly damped system with similar resonant peaks are included in

Figs .5.16 and 5.17 for comparison. These results illustrate that the implementa-

tion of the desired nonlinear damping characteristic using a closed-loop controlled

MR damper is e�ective in achieving lower transmissibility in a vibration isolation

system, especially in the higher frequency region.
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Figure 5.15: Experimental results of an MR damper based implementation of a
square-root damping characteristic where C 1

2
=700 Ns

1
2m- 1

2 . Solid: demand force;

Dashed: implemented force. (a),(c) AD=4.75 mm and f=2 Hz. (b),(d) AD=4 mm
and f=8 Hz.

Then, the same sets of tests conducted are replicated on the experimental

system in Fig. 5.14 where the spring is included and the mass is allowed to move

freely in the horizontal direction. The shaker provides a sinusoidal displacement

input xin(t) = AD sin(2πft) to the base and ż(t), the relative velocity of the two

terminals of the MR damper, is given by the di�erence between the input and

output velocity measured by the sensors. The experimental results are presented

by the circles in Figs. 5.16 and 5.17. Each data point represents the steady-state

transmissibility TD(2πf) at a particular frequency so the results are discrete. The

frequency only goes up to 20 Hz because of the maximum speed limitation of the

MR damper, beyond which damage could be done to the seals in the MR damper.

In the two cases where C 1
2
takes values of 700 and 1000 Ns

1
2m- 1

2 , the experimental

data correlates well with the theoretical values as well as the simulation results.

It is not surprising that the experimental data lies more closely to the theoretical

curves than the simulation data does as the closed-loop MR damper has smaller

hysteresis loops than Eq. (5.2) suggests (see Fig. 5.13). These results show the
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e�ectiveness of using a feedback-controlled MR damper to implement a desired

nonlinear damping characteristic and the good performance of the corresponding

vibration isolation system.

To further illustrate the advantage of nonlinear damping in terms of the abso-

lute displacement, Fig. 5.18 shows the 5 Hz and 12 Hz data points from Fig. 5.17

in the time domain. At 5 Hz and when a nonlinear force described by Eq. (5.1)

with C 1
2
= 1000 Ns

1
2m- 1

2 is implemented by the feedback-controlled MR damper,

the amplitude of the periodic displacement signal is slightly larger than the sinu-

soidal output of a linear equivalent system where C1 = 4650 Nsm-1. At 12 Hz, the

displacement amplitude of moving mass under nonlinear damping is much smaller

than that of the system under linear damping. These results again demonstrate

that a vibration isolation system with a nonlinear damping force implemented by a

feedback-controlled MR damper achieves similar resonance suppression compared

with an equivalent linear system does but it is much more e�ective in reducing

vibration at high frequencies.

Note that the force and current controllers in Fig. 5.12(b) are tuned for each

damping constant and have the same gain values for the whole experimental fre-

quency range (0 to 20 Hz). When a higher damping constant is chosen, a control

loop with a faster response time is needed to achieve the nonlinear force demand.

It is important to stress that the controller gains are dependent on the MR damper

and the designed damping characteristic but not other system parameters of the

vibration isolation system. Unlike the conventional approach in Fig. 5.1(a), a

change in the mass and/or the spring sti�ness does not a�ect the choice of the

controller gains.

Together with the controller which only takes measurements from the damper

itself, the MR damper becomes a stand-alone nonlinear viscous damper with a

speci�c damping constant, which makes it an easy substitution for a conventional

linear viscous damper. When applying it to a vibration isolation application, no

further monitoring is required once the force controller is tuned according to the

chosen nonlinear damping constant and exponent. By replacing a linear damper

in a vibration isolation system with this nonlinear viscous damping unit, the same

level of resonant peak reduction can be achieved with much less detrimental e�ects

on the high frequency region.
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Figure 5.16: Displacement transmissibility curves. Solid: theoretical result of
System (5.4) where C 1

2
= 700 Ns

1
2m- 1

2 . Dot-dashed: simulation result with C 1
2
=

700 Ns
1
2m- 1

2 implemented by an MR damper. Circles: experimental results with
C 1

2
= 700 Ns

1
2m- 1

2 implemented by an MR damper. Dashed: theoretical result of

System (5.4) where C1 = 2100 Nsm-1.

5.5 Conclusions

There has been a growing use of MR dampers in vibration control. As the damping

properties can be manipulated by a supplied current, MR dampers have been used

in many semi-active applications such as vehicle suspension control and seismic

protection. When employing an MR damper as an actuator in the feedback loop,

an understanding of the highly nonlinear MR damper characteristics becomes es-

sential which leads to the development of MR damper inverse models and other

advanced MR damper control techniques. Using MR dampers in this manner also

relies on the e�ective modelling of the controlled plant and accurate measurements

of the system outputs. Therefore, there can be concerns associated with system

stability and robustness if unmodelled dynamics and measurement errors become

an issue.

In order to overcome these problems, the idea of using MR dampers as a damper

as proposed by Laalej et al. [2012] has been adopted in this chapter. Like other

conventional dampers, an MR damper under feedback damping force control be-

haves as a two-terminal passive damper which has a speci�c relative velocity and
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Figure 5.17: Displacement transmissibility curves. Solid: theoretical result of
System (5.4) where C 1

2
= 1000 Ns

1
2m- 1

2 . Dot-dashed: simulation result with C 1
2

= 1000 Ns
1
2m- 1

2 implemented by an MR damper. Circles: experimental data with
C 1

2
= 1000 Ns

1
2m- 1

2 implemented by an MR damper. Dashed: theoretical result of

System (5.4) where C1 = 4600 Nsm-1.

damping force relationship. In this con�guration, the controller only requires mea-

surements of the internal states of the damper hence it is independent of the plant

dynamics. Because of its passive nature, this design is less susceptible to external

disturbances and can be installed in any systems that require passive damping. The

work presented in this chapter has realised this design to create a desired damping

device for vibration isolation. This successful realisation has paved the way for an

ideal vibration isolation system which has a nonlinear damping characteristic as

shown by Guo et al. [2012]. Moreover, the implementation of nonlinear damping

has validated the theoretical �ndings on nonlinear force vibration isolation system

in Chapter 3 and on nonlinear displacement vibration isolation system in Chap-

ter 4. By installing a closed-loop controlled MR damper in parallel with a spring

in a sdof vibration isolation system, it has been shown, by both simulation and

experimental studies, that a good level of vibration isolation is achieved around

the resonant region as well as the high frequency region, which is a signi�cant

improvement on the performance of conventional linear dampers where resonant

peaks are suppressed at the cost of a degraded high-frequency transmissibility.
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Figure 5.18: Comparisons of System (5.4) under linear and nonlinear damping at

(a) 5 Hz and (b) 12 Hz. Blue dotted: C1=4650 Nsm-1, C 1
2
=0 Ns

1
2m- 1

2 ; Red solid:

experimental data with C 1
2
= 1000 Ns

1
2m- 1

2 implemented by an MR damper

The realisation of an ideal nonlinear damping characteristic using a commer-

cially available MR damper under feedback-control o�ers an e�ective and easily

implemented vibration isolation solution. Unlike other approaches, an extensive

analysis of the plant dynamics or the MR damper itself is not necessary. Because

the MR damper is acting as a passive device, it is robust enough for any changes in

the system resonant frequency. Its damping properties can be adjusted by tuning

the gains in the controller according to the desired damping constant and expo-

nent (but not the plant parameters). As a self-contained two-terminal device, the

feedback-controlled MR damper could o�er instant enhancement to any existing

vibration isolation system by replacing the conventional damper, although a very

little power supply is required.

The results in this chapter may not only a�ect the way MR dampers are em-

ployed in vibration isolation applications but also their hardware design. A passive

damper with a desired damping characteristic can become an o�-the-shelf product

if the MR damper and its controller are packaged into one unit. As Lam et al.

[2010] suggested, a piezoelectric force sensor together with a linear variable di�er-
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ential transformer (LVDT) can be integrated into the MR damper so that it does

not require any external sensing.
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Design methods of nonlinear

vibration isolation systems

6.1 Introduction

As discussed in Chapter 2, an ideal vibration isolation system should have a low

resonant peak, low high-frequency transmissibility and a large isolation range pro-

vided by a low cut-o� frequency. Unlike a conventional linear system, vibration

isolators with nonlinear components are di�cult to design since traditional nonlin-

ear approximation methods, such as the harmonic balance method, do not give any

direct relationships between the nonlinear parameters and the output spectrum.

It is only possible to �nd the output spectrum for given nonlinear parameters by

numerically solving some implicit polynomial simultaneous equations. Recently,

a new nonlinear analysis method based on the Volterra series, called the output

frequency response function (OFRF) was proposed, which o�ers an explicit re-

lationship between the parameters that de�ne the system nonlinearity and the

output spectrum [Lang et al., 2007]. For a given output spectrum requirement,

the OFRF method can be applied to determine the nonlinear parameters based

on a set of simulation or experimental data.

In this chapter, a new type of nonlinear vibration isolation system which has

both spring and damping nonlinearities will be investigated. These two nonlin-

earities complement each other to create a vibration isolator that has better per-
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Figure 6.1: An illustration of the design requirements for sdof vibration isolation
systems.

formance than a system with only one type of nonlinearity. Based on the OFRF

approach, a systematic design procedure for this nonlinear vibration isolator is

proposed. Simulation studies have been conducted to demonstrate the e�ective-

ness of the design procedure as well as the vibration isolation performance of the

designed system. The proposed method can also be applied to the design of other

nonlinear systems that satisfy the modelling conditions of the OFRF approach.

6.2 Design requirements

The design requirements for a vibration isolator are usually some restrictions on

the force transmissibility curve [Society of Automotive Engineers. Committee G-5:

Aerospace Shock and Vibration, 1962, p 28]. Under a single-tone sinusoidal input

excitation, the output of a nonlinear system contains frequencies at the excitation

as well as many harmonics. The power transmissibility E(Ω), a function of the

normalised frequency Ω is de�ned by

E(Ω) =

∫ T
0
|Fout(t)|2 dt∫ T

0
|Fin(t)|2 dt

(6.1)
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where T is an excitation period, Fin(t) and Fout(t) are the input and output forces

respectively, and is therefore a more suitable metric for measuring the performance

of a nonlinear vibration isolation system. The design may apply restrictions to the

whole transmissibility curve but it is usually su�cient to specify the transmissi-

bility at three critical points given by the following requirements.

(i) max
Ω

E(Ω) 6 Em;

(ii) E(Ω) 6 Ec Ω 6 Ωc;

(iii) E(Ω) 6 El Ω 6 Ωl,

where Em, Ec, El, Ωc Ωl are as illustrated in Fig. 6.1. Requirement (i) simply re-

stricts the peak transmissibility which can be easily achieved by increasing either

the linear or nonlinear damping ratio. Requirement (ii) de�nes the cut-o� fre-

quency Ωc at which isolation begins. Ec is the cut-o� amplitude which normally

has a value of 1. In practical applications where the half-power point is important

[SVS, 1969], Ec would take the value of Em/2. As observed from Fig. 2.3 in Chap-

ter 2, E(Ω) of a linear system is always 1 at Ω =
√

2. If the requirement is more

stringent, i.e. Ec < 1 or Ωc <
√

2 or both, auxiliary springs can be introduced to

increase the isolation range. Requirement (iii) limits the transmissibility at a high

frequency which can only be achieved by a low linear damping ratio. The power

transmissibility curve of an ideal vibration isolation system must lie in the white

area in Fig. 6.1 de�ned by Em, Ec, El, Ωc and Ωl.

If these requirements cannot be achieved simultaneously by adjusting the linear

damping ratio, the only design parameter in a non-dimensional linear vibration

isolation system, adding sti�ness and damping nonlinearities could be considered

as solutions.
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Figure 6.2: Single degree of freedom vibration isolation system with horizontal
springs and a nonlinear damping characteristic.

6.3 Sdof vibration isolators with sti�ness and damp-

ing nonlinearities

Energy transmissibility of a nonlinear vibration isolator

Fig. 6.2 shows a single-degree-of-freedom (sdof) vibration isolator that has a main

vertical spring of sti�ness Kv, two horizontal auxiliary springs of sti�ness Kh and

a nonlinear damping force given by the sum of a linear and a cubic function of the

velocity. This vibration isolation system is an integration of the auxiliary spring

design by Alabuzhev et al. [1989] and nonlinear viscous damping by Ravindra &

Mallik [1995]. The equations of motion that relate the input force Fin and the

output force Fout(t) are given by{
Mz̈(t) + Cż(t) + C3[ż(t)]3 + Fs[z(t)] = Fin(t)

Fout(t) = Cż(t) + C3[ż(t)]3 + Fs[z(t)]
(6.2)

where M is the mass, C the linear viscous damping constant, C3 the cubic viscous

damping constant, z(t), ż(t) and z̈(t) are the displacement, velocity and accelera-

tion of the moving mass respectively. The total vertical spring force acting on the
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mass, provided by the primary and auxiliary springs, is given by

Fs[z(t)] = Kvz(t) + 2Kh

(
1− L0

[z(t)2 + L2]
1
2

)
z(t) (6.3)

where L0 is the natural length of the horizontal springs, each of which has a length

of L in the horizontal position.

To conduct a general analysis, the system dynamics described by Eq. (6.2)

under the excitation of a sinusoidal input

Fin(t) = A sin(ω̄t) (6.4)

can be transformed into a non-dimensional form given by{
ÿ(τ) + ξ1ẏ(τ) + ξ3[ẏ(τ)]3 + fs[y(τ)] = sin(Ωτ)

fout(τ) = ξ1ẏ(τ) + ξ3[ẏ(τ)]3 + fs[y(τ)]
(6.5)

where

ω0 =

√
Kv

M
, (6.6)

τ = ω0t, (6.7)

Ω =
ω̄

ω0

, (6.8)

y(τ) =
Kvz(t)

A
, (6.9)

ξ1 =
C√
KvM

, (6.10)

ξ3 =
C3A

2√
(KvM)3

. (6.11)

(6.12)

The non-dimensional spring force is given by

fs[y(τ)] =
Fs[x(t)])

A
= 2ky(τ) +

1− 2k√
l2 + f̃ 2y(τ)2

 y(τ) (6.13)
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where k = Kh/Kv is the ratio of the sti�ness of the auxiliary springs and the

main spring, l = L/L0 is the ratio of the length of the auxiliary springs in the

horizontal position to their natural lengths and f̃ is a dimensionless parameter

given by A/(KvL0).

Rewriting Eq. (6.5) into a single-input-two-output system gives{
ÿ1(τ) + y2(τ) = u(τ)

y2(τ) = fout(τ) = ξ1ẏ1(τ) + ξ3[ẏ1(τ)]3 + fs[y1(τ)]
(6.14)

where

u(τ) = sin(Ωτ) (6.15)

y1(τ) = y(τ) (6.16)

and

y2(τ) = fout(τ) = ξ1ẏ(τ) + ξ3[ẏ(τ)]3 + fs[y(τ)]. (6.17)

From Eqs. (6.2) and (6.5) to (6.11), it can be shown that

Fout(t)

A
= fout(τ) = y2(τ). (6.18)

The power transmissibility E(Ω) as detailed in Eq. (6.1) is now expressed in

terms of the non-dimensional output y2(τ), that is

E(Ω) =

∫ T
0
|Fout(t)|2 dt∫ T

0
|Fin(t)|2 dt

=
Ω

π

∫ 2π/Ω

0

|y2(τ)|2 dτ (6.19)

where T = 2π/ω̄. Assuming that y2(τ) takes the form of

y2(τ) =
∞∑
q=1

bq sin(qΩτ + φp) bq = 0 for even q (6.20)

and according to Parseval's theorem, the power transmissibility can also be repre-
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Figure 6.3: The power transmissibility of System (6.14) under linear damper. (a)
k = 1, ξ1 = 0.4, ξ3 = 0 and l = 0.7 (solid), 0.8 (dashed), 0.9 (dotted), 1 (dot-
dashed). (b) l = 0.8, ξ1 = 0.4, ξ3 = 0 and k = 0.5 (solid), 1 (dashed), 1.5 (dotted).

sented in the frequency domain as

E(Ω) =
Ω

π

∫ 2π/Ω

0

|y2(τ)|2 dτ =
∞∑
p=1

b2
q =

∞∑
q=1

∣∣∣ Y2(jω)|ω=qΩ

∣∣∣2 (6.21)

where Y2(jω) is the Fourier transform of y2(τ). Eq. (6.21) shows that the power

transmissibility is equivalent to the squared sum of all the coe�cients of the Fourier

transform of the time signal. Therefore, the aggregate e�ects of the sti�ness and

damping nonlinearities on the output harmonics can be re�ected on the power

transmissibility.

6.3.1 E�ects of spring nonlinearity on the power transmis-

sibility

When ξ3 = 0, the system described by Eq. (6.14), denoted by System (6.14) here-

after, is equivalent to the nonlinear isolator with high-static-low-dynamic-sti�ness

proposed by Alabuzhev et al. [1989]. The two auxiliary springs provide an elastic

force acting in the opposite direction to that provided by the main spring. There-

fore the vertical sti�ness is reduced which leads to a reduction in the linear natural

frequency. Fig. 6.3 shows the e�ects of the two auxiliary spring parameters l and
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Figure 6.4: Coe�cients of the Taylor series expansion of the nonlinear vertical
spring force in Eq. (6.22).

k on the power transmissibility respectively, which can be explained by the Taylor

approximation of the vertical spring force

fs[y(τ)] ≈ f̂s[y(τ)] =
Fs[z(t)]

A

=

[
1− 2k

(
1− l
l

)]
y(τ) +

NT∑
n=2

an

(
k

l

)(
f̃

l

)2n−2

y(τ)2n−1

(6.22)

where k and l must satisfy

2k

(
1− l
l

)
< 1 (6.23)

to avoid negative sti�ness and an is a coe�cient that only depends on n. When

l = 1 (i.e. the auxiliary springs are not compressed when they are in the horizontal

position), the coe�cient of y(τ) is one which means that the resonance occurs at

Ω = 1. To shift the resonant peak towards a lower frequency, l must be less than

one. This is the e�ect demonstrated by Fig. 6.3(a). In addition, the coe�cient of

y(τ) can be further reduced by increasing k as shown in Fig. 6.3(b).
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Figure 6.5: Nonlinear spring force (Eq. (6.13)) versus displacement where f̃ = 0.2,
k = 1 and l= 0.7 (dashed) , 0.8 (solid). Fifth order Taylor approximation given
by Eq. (6.24) where l = 0.7 (dotted) and 0.8 (dot-dashed).

The unfortunate side e�ect of the horizontal springs, as pointed out by Carrella

et al. [2012], is the introduction of nonlinear sti�ness in the vertical direction which

results in higher harmonics in the output and the bending of the resonant peak

towards the high frequencies. The Taylor approximation in Eq. (6.22) shows that

a small l and a large k are bene�cial to reducing the coe�cient of y(τ), which

lowers the resonant frequency, but the coe�cients of y(τ)2n+1 are raised as a result.

When the level of damping is low, the jump behaviours, where a small change in

the excitation frequency leads to a sudden change in the output magnitude, can

be observed when the coe�cients of y(τ)2n+1 are su�ciently large. This is the

trade-o� of including horizontal auxiliary springs in a vibration isolation system

design.

Fig. 6.4 shows the values of an for n = 2, 3, · · · 40. The magnitude of an reduces

with the increase of n so the e�ects are dominated by the �rst few terms where n is

small. The other interesting observation is that an has alternating signs. When n is

even(odd), an is positive(negative) and creates a hardening(softening) nonlinearity

which bends the resonant peak towards high(low) frequencies assuming f̃ < l.

Consequently, the peak bending e�ect caused by an is diminished by the peak
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bending e�ect in the opposite direction caused by an+1. Because |an| > |an+1| for
n = 2, 3, · · ·NT and an > 0 for even n, the resonant peak is moved slightly towards

high frequencies. If only a2 is considered while an for n = 3, 4, · · · are assumed

to be zero, as in [Carrella et al., 2012], the peak bending e�ect would be greatly

overestimated. For this reason, when approximating the nonlinear spring force

with a Taylor series, NT should be an odd number which is equal to or larger than

three. In this study, NT is assumed to be 3 so that Eq. (6.22) becomes

fs[y(τ)] = γ1y(τ) + γ2y(τ)3 + γ3y(τ)5 (6.24)

where

γ1 = 1− 2k

(
1− l
l

)
(6.25)

γ2 =
f̃ 2k

l3
(6.26)

γ3 = −3f̃ 4k

4l5
. (6.27)

γ1 must have a value between 0 and 1, so Eq. (6.25) gives the following relationship

between k and l:

2k

1 + 2k
< l 6 1. (6.28)

Fig. 6.5 compares the approximated nonlinear spring force in Eq. (6.24) with the

actual force in Eq. (6.13) where f̃ = 0.2. The �fth order Taylor expansion provides

good approximation for y(τ) between -2 and 2. The approximation accuracy would

further improve as f̃ decreases.

6.3.2 E�ects of damping nonlinearity on the power trans-

missibility

To exploit the bene�ts of horizontal springs in a vibration isolator design, nonlinear

damping can be introduced to suppress the undesired harmonics and jumps. The

theoretical study of a vibration isolation system with a linear spring by Lang et al.
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Figure 6.6: The power transmissibility of System (6.14) under (a) linear damper
where k = 1, l = 0.8 and ξ3 = 0. Solid: ξ1 = 0.2; dotted: ξ1 = 0.4; dashed:
ξ1 = 0.6; (b) nonlinear damper where k = 1, l = 0.8 and ξ1 = 0.1. Solid:
ξ3 = 0.02; dotted: ξ3 = 0.05; dashed: ξ3 = 0.1.

[2009] has shown that the resonant peak can be reduced by nonlinear viscous

damping which has little e�ect on the non-resonant areas. This overcomes the

well-known problem of linear damping which increases transmissibility at high

frequencies. Fig. 6.6(a) shows the detrimental e�ect of linear damping on the

high frequency power transmissibility of System (6.14) which can be eradicated

by nonlinear damping as shown in Fig. 6.6(b). Motivated by these observations,

the present study is concerned with the design of a vibration isolation system

that has a large isolation range provided by the auxiliary springs as demonstrated

in Fig. 6.3, and a low high-frequency transmissibility maintained by a nonlinear

damping.

6.4 Analysis of the system power transmissibility

using the OFRF

To design a nonlinear vibration isolation system according to the requirements

which limit the transmissibility at certain excitation frequencies, the relationship

between the system parameters and the power transmissibility must be �rst es-

tablished. In this section, the OFRF approach will be applied to System (6.14)
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to express its power transmissibility as a polynomial function of the nonlinear pa-

rameters, which will be used to reformulate the OFRF estimation method for the

power spectrum.

6.4.1 The OFRF representation of the system power trans-

missibility

Assume System (6.14) with a nonlinear spring force that can be approximated

by Eq. (6.24) has a stable zero equilibrium and therefore can be represented by

the Volterra series. The output frequency response of the system Y2(jω) can be

written as [Lang et al., 2007]

Y2(jω) =

N2∑
j2=0

N3∑
j3=0

ND∑
jd=0

Pj2,j3,jd(jω)γ2
j2γ3

j3ξjd3 (6.29)

which is a polynomial function of the model parameters that de�ne the system

nonlinearity. Pj2,j3,jd(jω), the polynomial coe�cient, is a function of frequency

and the linear system parameters, γ1 and ξ1. N2, N3 and ND are the orders of the

polynomial with respect to γ2, γ3 and ξ3 respectively. Substituting Eq. (6.29) into

Eq. (6.21) gives the power transmissibility as a polynomial function of γ2, γ3 and

ξ3

E(Ω) =
∞∑
p=1

∣∣∣ Y2(jω)|ω=pΩ

∣∣∣2 =

M2∑
j2=0

M3∑
j3=0

MD∑
jd=0

Qj2,j3,jd(jΩ)γ2
j2γ3

j3ξjd3 (6.30)

where M2, M3 and MD are the orders of the polynomial with respect to γ2, γ3 and

ξ3 respectively. Qj2,j3,jd(jΩ), j2 = 0, 1, · · ·M2, j3 = 0, 1, · · ·M3, jd = 0, 1, · · ·Md

are determined by Pj2,j3,jd(jΩ), j2 = 0, 1, · · ·N2, j3 = 0, 1, · · ·N3, jd = 0, 1, · · ·ND.

When all the nonlinear terms are zeros (γ2, γ3, ξ3 = 0), System (6.14) is simply a

linear vibration isolation system with a linear damping ξ1 and a linear sti�ness γ1,

the power transmissibility of which is given by

E(Ω)|γ2,γ3,ξ3=0 = |P0,0,0(jΩ)|2
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= Q0,0,0(jΩ) =

∣∣∣∣ γ1 + jξ1Ω

γ1 + jξ1Ω + (jΩ)2

∣∣∣∣2 =
γ1

2 + (ξ1Ω)2

(γ1 − Ω2)2 + (ξ1Ω)2

(6.31)

reaching a maximum at Ω ≈ √γ1.

6.4.2 OFRF estimation method

The power transmissibility written in the form given by Eq. (6.30) is not only useful

for theoretical analysis, but also applicable to the estimation of the transmissibility

for any given values of system parameters. At each frequency, there is M̄ number

of coe�cients Qj2,j3,jd(jΩ) where

M̄ = (M2 + 1)(M3 + 1)(MD + 1). (6.32)

If there are M̄ sets of known E(Ω) and the corresponding values of γ2, γ3 and

ξ3 denoted by the subscripts (1), (2), · · · , (M̄), the values of Qj2,j3,jd(jΩ) can be

estimated by


Q̂0,0,0(Ω)

...

Q̂M2,M3,MD
(Ω)

 = XM̄
−1


E(1)(Ω)

E(2)(Ω)
...

E(M̄)(Ω)

 (6.33)

where

XM̄ =


(γ2(1)

0γ3(1)
0ξ3(1)

0) · · · · · · (γ2(1)
M2γ3(1)

M3ξ3(1)
MD)

...
...

...
...

(γ2(M̄)
0γ3(M̄)

0ξ3(M̄)
0) · · · · · · (γ2(M̄)

M2γ3(M̄)
M3ξ3(M̄)

MD)

 . (6.34)

Having obtained Q̂j2,j3,jd(jΩ), the estimated values for Qj2,j3,jd(jΩ), the results can

be substituted back into Eq. (6.30) to estimate Ê(Ω) for other given γ2, γ3 and ξ3,
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i.e.

Ê(Ω) =

M2∑
j2=0

M3∑
j3=0

MD∑
jd=0

Q̂j2,j3,jd(Ω)γ2
j2γ3

j3ξjd3 . (6.35)

Eq. (6.35) is crucial to the design approach for a nonlinear vibration isolation sys-

tem in this paper. Given the explicit relationship between E(Ω) and the nonlinear

parameters γ2, γ3 and ξ3, Eq. (6.35) provides a straightforward method to �nd the

appropriate values for the nonlinear parameters to satisfy a particular requirement

for E(Ω).

6.5 Design of vibration isolators with spring and

damping nonlinearities

6.5.1 Design steps

The design of k, l, ξ1 and ξ3, the four parameters of the vibration isolation system

depicted by Fig. 6.2 can be conducted in two stages. The linear parameters are �rst

designed then held constant when the OFRF estimation method is applied for the

nonlinear parameter design. It is straightforward to apply this strategy to design

the linear and nonlinear damping coe�cients, ξ1 and ξ3, as they are independent

variables but special attention must be paid to the design of the auxiliary springs,

de�ned by k and l, as both the linear and nonlinear sti�ness force are a�ected.

To separate the linear and nonlinear e�ects of the auxiliary springs, γ1, γ2 and γ3

are written as functions of k and l given by Eqs. (6.25) to (6.27). After the linear

sti�ness coe�cient γ1 is determined, the OFRF estimation method can be applied

to determine γ2 and γ3, subject to the constraint given by the relationship between

k and l , that is Eq. (6.25).

The brief outline of the design process is given below. First, the linear pa-

rameters, γ1 and ξ1, are chosen according to requirements (ii) and (iii). Then,

the OFRF estimation method is applied to �nd the nonlinear parameters γ2, γ3

and ξ3 to satisfy requirement (i). Finally, the values of k and l are deduced from

γ1, γ2 and γ3. The parameters are selected in a sequential manner so the whole

110



DESIGN METHODS

process has to be iterated if the �nal design violates any of the requirements. To

reduce or eliminate the amount of iterations required, estimation error margins

are incorporated into the design. The detailed design procedure can be described

as follows.

1. Choose the values of f̂ , M2, M3 and MD.

The value of f̂ must be smaller than 0.2 so that the nonlinear sti�ness force

fs can be accurately approximated by Eq. (6.24). M2, M3 and MD de�ne

the orders of the polynomial representation in Eq. (6.30). Similar to the

degree of polynomial curve �tting, the values of M2, M3 and MD should be

su�ciently high in order to accurately represent the power transmissibility

but not too high to avoid Runge's phenomenon and excessive computation.

2. Find γ1.

Assuming that the system only have linear forces (i.e. γ2, γ3, ξ3 = 0), �nd γ1

according to requirements (i) and (ii). For this purpose, two simultaneous

equations from Eq. (6.31) are obtained at Ω =
√
γ1 and Ω = Ωc where E(Ω)

takes the value of Em and Ec, respectively, to yield

Em =
γ1

2 + (ξ1
√
γ1)2

(γ1 −
√
γ1

2)2 + (ξ1
√
γ1)2

=
γ1 + ξ2

1

ξ2
1

(6.36)

and

Ec =
γ1

2 + (ξ1Ωc)
2

(γ1 − Ω2
c)

2 + (ξ1Ωc)2
. (6.37)

The solution of γ1, subject to the constraint 0 < γ1 < 1 of the equations, is

the result of the determined γ1. Note that if Ec = 1, γ1 is simply determined

by

γ1 =
Ω2
c

2
. (6.38)

In addition, the solution ξ1 to the simultaneous equations is not relevant here

and is discarded.
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3. Find ξ1.

Again, assuming that the system only have linear forces, solve

E(Ωl)|γ2,γ3,ξ3=0 = El (6.39)

for ξ1 according to requirement (iii). The solution gives the maximum value

for ξ1 as an increase in ξ1 leads to an increase in E(Ωl). To allow for the

e�ects of the nonlinear sti�ness and damping terms, reduce ξ1 by 10%.

4. Find M̄ di�erent sets of values for the nonlinear parameters γ2, γ3 and ξ3.

Because γ2 and γ3 are functions of k and l, the relation of which are con-

strained by the choice of γ1, the values of γ2 and γ3 are related. Rearranging

Eq. (6.25) to give

k =
l (1− γ1)

2 (1− l)
(6.40)

and substituting Eq. (6.40) into Eq. (6.26) and Eq. (6.27) gives

γ2 =
f̂ 2(1− γ1)

2l2(1− l)
(6.41)

and

γ3 = −3f̂ 4(1− γ1)

8l4(1− l)
(6.42)

respectively. As the values of f̂ and γ1 have been determined, Eqs. (6.41) and

(6.42) represent the nonlinear sti�ness coe�cients γ2 and γ3 as functions of

l only. All parameters a�ecting the linear forces are now �xed, so the power

spectrum only depends on l and ξ3.

Then, select M̄ di�erent sets of values of l and ξ3, denoted as l(J) and ξ3(J)

for J = 1, 2, · · · M̄ respectively. This populates the �rst three columns in

Table 6.1. The values of γ2 and γ3, which are functions of l, in the last two

columns are calculated using Eqs. (6.41) and (6.42).
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Set ξ3 l γ2 γ3

1 ξ3(1) l(1) γ2(l(1)) γ3(l(1))
2 ξ3(2) l(2) γ2(l(2)) γ3(l(2))
3 ξ3(3) l(3) γ2(l(3)) γ3(l(3))
...

...
...

...
...

M̄ ξ3(M̄) l(M̄) γ3(l(M̄)) γ3(l(M̄))

Table 6.1: Values of nonlinear parameters for the OFRF estimation.

5. Generate power spectra.

Obtain the power spectrum E(Ω) for γ2, γ3 and ξ3 taking values from each

row in Table 6.1 over the required frequency range Ω ∈ {Ω1,Ω2, · · · ,ΩS,Ωc,Ωl}
either by simulation or by experiment. These are denoted as E(i)(Ω) for

i = 1, 2, · · · , M̄ .

6. Check if the jump phenomenon is observed in any of the power spectra.

If the power transmissibility curve E(i)(Ω) shows any discontinuities, increase

the value of ξ3(i) and regenerate the spectrum. Iterate this step until all power

spectra are continuous functions.

7. Estimate the coe�cients Q̂j2,j3,jd(Ω) in the power spectrum using Eq. (6.33).

8. Find Ω̂max.

Ω̂max is the frequency at which the maximum estimated transmissibility oc-

curs and can be obtained from Eq. (6.35) where ξ3 = max
(
{ξ3(1), ξ3(2), · · · , ξ3(M̄)}

)
,

γ2 and γ3 are deduced from Eqs. (6.41) and (6.42) where l takes any value

within the range {l(1), l(2), · · · , l(M̄)}, i.e.

Ω̂max = arg max
Ω

Ê(Ω) (6.43)

where (in the expression of Ê(Ω)) ξ3 = max
(
{ξ3(1), ξ3(2), · · · , ξ3(M̄)}

)
and

l ∈
[
min

(
{l(1), l2(2), · · · , l2(M̄)}

)
,max

(
{l(1), l2(2), · · · , l2(M̄)}

)]
.

9. Find ξ3.
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Solve Eq. (6.35) at Ω = Ω̂max as below.

Ê(Ω̂max) =

MD∑
jd=0

[
M2∑
j2=0

M3∑
j3=0

Q̂j2,j3,jd(Ω̂max)γ2
j2γ3

j3

]
︸ ︷︷ ︸

only depends on l

ξjd3 = 0.95ERmax. (6.44)

ERmax is multiplied by a factor of 0.95 to compensate for the uncertainty of

Ω̂max.

10. Calculate k.

Calculate the value for k by substituting γ1 and l into Eq. (6.40). The design

parameters k, l and ξ3 are found.

11. Check the solutions against the requirements.

If requirement (i) is violated, repeat from Step 8 with the designed ξ3 to get

a better estimation of Ω̂max.

If requirement (ii) is violated, repeat from Step 8 with a smaller value of

l which would increase the isolation range. If requirement (ii) cannot be

satis�ed with the smallest possible value for l, repeat from Step 2 with a

smaller value of γ1.

If requirement (iii) is violated, repeat from Step 3 with a smaller value of ξ1.

The above design process, summarised by the �ow chart in Fig. 6.7, has pro-

vided a systematic way of deducing the linear and nonlinear parameters of the

proposed vibration isolation system according to the design requirements. As the

design requirements only restrict the performance at three critical points, multiple

solutions can be found. In Step 8, the value for l is chosen from the data range

that was used to �nd the polynomial coe�cients of the power transmissibility

expression in order to achieve good approximation of the power transmissibility.

There is a natural trade-o� between k, the sti�ness ratio of the auxiliary springs

to the primary spring, and l, ratio of the length of the auxiliary springs in the

horizontal position to their natural lengths, as their relationship is limited by γ1

as in Eq. (6.25). To achieve the same isolation range by holding γ1 constant, the

auxiliary springs are either lightly compressed (large l) but with a high sti�ness
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Figure 6.7: Nonlinear vibration isolator design procedures

(large k) or highly compressed (small l) but have a low sti�ness (small l). The

choice of l and the corresponding k are viewed as indi�erent as far as the require-

ments are concerned as they produce the same isolation range, but extreme values
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Figure 6.8: Vibration isolator design requirements. Dashed line: power transmis-
sibility curve of System (6.14) where γ1 = 1, ξ1 = 1.1 and all other nonlinear terms
are zero.

should be avoided as neither highly compressed auxiliary springs nor ones with

very high sti�ness are desirable in practice.

6.6 Numerical studies

6.6.1 Design process

In this section, a numerical example of the design of a nonlinear vibration isolator

in the form of Eq. (6.2) following the procedure in Section 6.5.1 will be conducted

to demonstrate the e�ectiveness of the proposed design approach. The objective of

the design is to derive parameters for System (6.14) such that the requirements in

Section 6.2 are satis�ed. In this numerical example, a graphical representation of

the requirements is given in Fig. 6.8 where Em = 2, Ec = 1, El = 0.02, Ωc = 1.2 and

Ωl = 3. The force transmissibility curve must lie in the white area. It is clear that

these requirements cannot be simultaneously achieved by a linear vibration isolator

as shown by the dashed line in Fig. 6.8 where γ1 = 1, ξ1 = 1.1, γ2, γ3, ξ3 = 0. The

linear damping ratio ξ1 is selected to reduce the resonant peak to below 2 speci�ed
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Figure 6.9: The power transmissibility of System (6.14) where ξ1 = 0.28, γ1 = 0.72,
k, l and ξ3 takes values from Table 6.2.

by requirement (i) but requirements (ii) and (iii) are violated as a result. Nonlinear

parameters must therefore be introduced.

The parameters of System (6.14) are designed according to the method in

Section 6.5.1 as below.

1. Take f̂ = 0.1, and M2,M3,MD = 1 �rst.

2. As Ec = 1, Eq. (6.38) gives the value of γ1 as = 1.22/2 = 0.72.

3. The solution of Eq. (6.39) where γ1 = 0.72, γ2, γ3, ξ3 = 0 at Ω = Ωl = 3 gives

ξ1 = 0.31. Reducing it by 10% gives ξ1 = 0.28.

4. M̄ = (M2 + 1)(M3 + 1)(MD + 1) = 2 × 2 × 2 = 8. Eight sets of values for

l and ξ3 are given in the second and the third columns in Table 6.2. The

corresponding values for γ2, γ3 in the last two columns are calculated using

Eqs. (6.41) and (6.42).

5. System (6.14) with parameters taking values from Table 6.2 is simulated to

produce the power transmissibility curves E(i)(Ω), i = 1, 2, · · · , 8 in Fig. 6.9.

6. All the curves in Fig. 6.9 are continuous functions and no jumps are observed.
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Set ξ3 l γ2 γ3

1 ξ3(1) = 0.3 l(1) = 0.70 γ2(l(1)) = 0.0952 γ3(l(1)) = −0.0146
2 ξ3(2) = 0.3 l(2) = 0.80 γ2(l(2)) = 0.1094 γ3(l(2)) = −0.0128
3 ξ3(3) = 0.3 l(3) = 0.90 γ2(l(3)) = 0.1728 γ3(l(3)) = −0.0160
4 ξ3(4) = 0.3 l(4) = 0.95 γ2(l(4)) = 0.3102 γ3(l(4)) = −0.0258
5 ξ3(5) = 0.6 l(5) = 0.70 γ2(l(5)) = 0.0952 γ3(l(5)) = −0.0146
6 ξ3(6) = 0.6 l(6) = 0.80 γ2(l(6)) = 0.1094 γ3(l(6)) = −0.0128
7 ξ3(7) = 0.6 l(7) = 0.90 γ2(l(7)) = 0.1728 γ3(l(7)) = −0.0160
8 ξ3(8) = 0.6 l(8) = 0.95 γ2(l(8)) = 0.3102 γ3(l(8)) = −0.0258

Table 6.2: Values of nonlinear parameters for the OFRF estimation.

7. In this example, the matrix XM̄ from Eq. (6.34) is

XM̄ =



1 1 · · · 1

γ2(1) γ2(2) · · · γ2(8)

γ2
2
(1) γ2

2
(2) · · · γ2

2
(8)

γ3(1) γ3(2) · · · γ3(8)

γ2(1)γ3(1) γ2(2)γ3(2) · · · γ2(8)γ3(8)

γ2
2
(1)γ3(1) γ2

2
(2)γ3(2) · · · γ2

2
(8)γ3(8)

ξ3(1) ξ3(2) · · · ξ3(8)

γ2(1)ξ3(1) γ2(2)ξ3(2) · · · γ2(8)ξ3(8)

γ2
2
(1)ξ3(1) γ2

2
(2)ξ3(2) · · · γ2

2
(8)ξ3(8)

γ3(1)ξ3(1) γ3(2)ξ3(2) · · · γ3(8)ξ3(8)

γ2(1)γ3(1)ξ3(1) γ2(2)γ3(2)ξ3(2) · · · γ2(8)γ3(8)ξ3(8)

γ2
2
(1)γ3(1)ξ3(1) γ2

2
(2)γ3(2)ξ3(2) · · · γ2

2
(8)γ3(8)ξ3(8)



T

. (6.45)

Substituting Eq. (6.45) and the power transmissibility results from Step 5

into Eq. (6.33) gives the values of Q̂0,0,0(Ω), · · · , Q̂1,1,1(Ω).

8. Take l = 0.75 which is within the range of l in Table 6.2 and ξ3 = 0.6 which is

the maximum value of ξ3 in the table. The corresponding γ2 and γ3 calculated

from Eqs. (6.41) and (6.42) are 0.010 and -0.0001 respectively. Using these

�gures, the estimated power transmissibility evaluated from Eq. (6.35) gives

Ω̂max = 0.54 as shown in Fig. 6.10.
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Figure 6.10: Design results. Dotted line: Estimated power transmissibility from
Step 8 where l = 0.75 and ξ3 = 0.6. The cross indicates the maximum power
transmissibility at Ω̂max = 0.54. Dashed line: Estimated power transmissibility
from Step 9 with the designed parameters l = 0.75 and ξ3 = 0.49. Solid line:
power transmissibility curve of the simulated designed system.

9. Substituting γ2 = 0.010, γ3 = −0.0001 and ERmax = 2 in Eq. (6.44) gives

Ê(Ω̂max) = 0.95ERmax =Q̂0,0,0(Ω̂max) + Q̂1,0,0(Ω̂max)γ2

+ Q̂0,1,0(Ω̂max)γ3 + Q̂1,1,0(Ω̂max)γ2γ3

+
[
Q̂0,0,1(Ω̂max) + Q̂1,0,1(Ω̂max)γ2

+ Q̂0,1,1(Ω̂max)γ3 + Q̂1,1,1(Ω̂max)γ2γ3

]
ξ3 (6.46)

and the solution is ξ3 = 0.49.

10. With γ1 = 0.72 and l = 0.75, Eq. (6.40) gives k = 0.42. The complete design

parameters are k = 0.42, l = 0.75, ξ1 = 0.28 and ξ3 = 0.49.

11. The power transmissibility curve generated using Eq. (6.35) where γ2 =

0.010, γ3 = −0.0001 and ξ3 = 0.49 in given in Fig. 6.10. The maximum

power transmissibility is 1.79 at Ωmax = 0.54 which satis�es requirement (i)

and shows that the estimation of Ωmax in Step 8 is su�ciently accurate.
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Figure 6.11: Alternative design results. Dotted line: Estimated power transmissi-
bility from Step 8 where l = 0.95 and ξ3 = 0.56. The cross indicates the maximum
power transmissibility at Ω̂max = 0.58. Dashed line: Estimated power transmissi-
bility from Step 9 with the designed parameters l = 0.95 and ξ3 = 0.56. Solid line:
power transmissibility curve of the simulated designed system.

It can be also observed that Ê(Ω) = 0.53 at Ω = 1.2 is less than the required

Ec = 1. Requirement (ii) is therefore satis�ed.

At Ω = Ωl = 3, Ê(Ω) = 0.018 which is just less than the required ER.

Requirement (iii) is also satis�ed.

Alternative solutions can be found by repeating Steps 8 to 11 by selecting

di�erent values of l. For example, when l = 0.95, k and ξ3 are 2.66 and 0.56

respectively. The results of this design are presented in Fig.6.11.

These two di�erent choices of l and the corresponding k demonstrate the phe-

nomenon of the auxiliary springs explained in Section 6.5.1. Both designs satisfy

all the transmissibility requirements. In the �rst case where k = 0.42 and l = 0.75,

the sti�ness of the auxiliary springs is softer than the primary spring but the 0.75

length ratio means that they are heavily compressed in the horizontal position,

that is a strain of 25%. The second case where k = 2.66 and l = 0.95 provides

an alternative solution. The auxiliary springs are only lightly compressed under a

strain of 5% but their sti�ness is now 2.66 times of the primary spring. In a prac-
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tical application, there would be limits on the maximum strain experienced by the

springs, which is restricted by their elastic range, as well as on the reaction force

on the supporting structure. The choice of k and l would therefore be subjected

to these constraints.

6.6.2 Design veri�cation and discussions

Figs. 6.10 and 6.11 compare the results estimated using the OFRF approach in

Section 6.6.1 with those obtained by simulation. All of these results satisfy the

three design requirements and the discrepancies between the curves are small. This

shows the e�ectiveness of the proposed design procedure in coping with a system

with several nonlinear parameters. The numerical studies have demonstrated the

following advantages of the OFRF based design.

(a) The power spectrum represented in the form of an OFRF provides a direct

relationship between the nonlinear parameters and the power transmissibility

at any frequency as given by Eq. (6.35). Therefore the e�ect of any of the

nonlinear parameters on the power transmissibility E(Ω), which is speci�ed

by the design requirements, can be understood. This is hugely bene�cial for

the design of the nonlinear parameters in order to achieve an objective in the

frequency domain.

(b) By measuring the performance of a vibration isolator with the power trans-

missibility, the OFRF based design method captures the e�ects of higher har-

monics in the system output caused by the nonlinear terms. Fig. 6.12 shows

three time domain responses of System (6.14) when excited by a sinusoidal

input where Ω takes di�erent values. It is clear that none of the outputs is a

simple sinusoid. The higher order harmonics are signi�cant when the excita-

tion frequency is low and around the resonant region so must be considered

when doing the system design.

The magnitude of each higher order harmonic can be calculated accurately

using a higher order harmonic balance method. Nonetheless, it is unusual to

include more than the �rst few harmonics as this will result in a large amount

of simultaneous equations which are di�cult and computationally demanding
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to solve. The OFRF based design takes all higher harmonics into account

by e�ciently converting the input and output in the time domain into the

power transmissibility in the frequency domain using Parseval's theorem in

Eq. (6.21) without performing any Fourier transform. If needed, each individ-

ual harmonic can also be examined using this method.

(c) With all linear parameters held constant, the numerical example has shown

that the nonlinear parameters k, l and ξ3 can be deduced from only eight

sets of simulation results. The estimation of the power transmissibility is

generally very good except around the resonant regions. Obviously , this can

be improved by raising the polynomial order M2, M3 and MD in Eq. (6.35).

But by keeping Eq. (6.35) as a �rst order multivariate polynomial, as in the

above example, the problem is simpli�ed and a solution can be found more

quickly. Note that the estimation only needs to be good enough for the design

to satisfy the requirements.

(d) Another key advantage of the OFRF approach is the use of simulation or

experimental data. In the numerical example in Section 6.6.1, the simula-

tion results were generated from a model of System (6.14) implemented in

MATLAB where the actual nonlinear spring force given by Eq. (6.13), not

the Taylor approximation, was used. In a practical situation, the eight sets of

results would be real experimental data which may re�ect some unmodelled

behaviours. The OFRF approach provides a relationship between the non-

linear parameters and the real output power level including the unmodelled

e�ects. The same design procedure can be applied to give a design based on

a real physical system.

The above discussions have highlighted the advantages of the proposed non-

linear vibration isolation system design. Making use of the relationship between

the nonlinear parameters and the power transmissibility provided by the OFRF

approach, the nonlinear parameters can be designed using only a few sets of simu-

lation or experimental results. This e�cient way of determining nonlinear param-

eters according to requirements in the frequency domain can be easily adapted for

other types of nonlinear systems.
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Figure 6.12: Time domain simulation results of System (6.14) where ξ1 = 0.1,
ξ3 = 0.3, k = 1 and l = 0.7.

6.7 Conclusions

Conventional linear sdof vibration isolation systems have two main disadvantages.

First, it is impossible to obtain a wider isolation range by reducing the cut-o�

frequency, which is �xed at 1/
√

2 of the system resonant frequency. Second, there

is a trade-o� between the level of resonance suppression and the high frequency

isolation capability. To address the �rst issue, springs with sti�ness nonlinearity

are widely used. As for the second problem, damping nonlinearity has been found

to be bene�cial across a wide frequency range.

The harmonic balance method is a well-established technique for the analysis

of nonlinear vibration isolation systems. The concept is straightforward but heavy

computation is required when higher order harmonics have to be considered. In

addition, only an implicit relationship between the system parameters and output

response can be produced by using the harmonic balance method. Recently, a new

analysis method called the output frequency response function (OFRF) approach

has been developed. The OFRF provides an explicit analytical description for

the output frequency response of a wide class of nonlinear systems which can

signi�cantly facilitate the system analysis and design. In addition, when systems
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are subject to harmonic excitations, the OFRF approach can readily take the

e�ects of higher order harmonics into account without requiring heavy analytical

computations.

In this chapter, a new vibration isolation system is proposed by exploiting

the advantages of both nonlinear damping and sti�ness in order to comprehen-

sively overcome the weaknesses of conventional linear vibration isolators. A design

technique for the vibration isolation system is developed which applies the OFRF

approach to express the system power transmissibility in terms of the parameters

that a�ects the system's nonlinearity. A detailed design procedure is provided,

that, according to the design requirement speci�ed by a transmissibility envelope,

�rst determines the system linear parameters and then �nds the nonlinear ones

using the OFRF based representation for the power transmissibility. Simulation

studies have been conducted to verify the e�ectiveness of the new design. The

results show that the proposed vibration isolation system can achieve an ideal

performance, namely, a large isolation range, a low resonant peak, and a low

transmissibility over higher frequencies indicating the system has potential to be

used for many engineering applications.

124



Chapter 7

Conclusions

The ever-growing demand for new technologies has led to the rapid development of

vibration control. In many engineering applications, it is necessary to protect the

plant from disturbances or to prevent the unwanted vibration travelling outward

from the source. This is why vibration control has become an inherent part of

many designs ranging from high-precision control for biochemical processes at the

microscopic level to seismic protection of full-scale structures. The fundamental

understanding of vibration control techniques and the design of practical vibration

control systems are therefore having a growing signi�cance.

Beginning with a general overview of the vibration problem regarding the short-

falls of linear vibration isolation, the weaknesses of common nonlinear analysis

methods and some current realisation of nonlinearities, the thesis has covered

some important aspects of vibration control focusing on passive vibration isola-

tion. In the search for an ideal vibration isolator that has a low resonant peak,

low high-frequency transmissibility and a large isolation range, the main objective

of the thesis is to provide a comprehensive view of nonlinear vibration isolation

systems from a solid theoretical foundation all the way through to their design

and practical implementation. First, the theoretical studies of nonlinear vibration

isolation systems have revealed their advantages over conventional linear vibration

isolators over a wide excitation frequency range. Then, these vibration isolators

with enhanced performance have been implemented experimentally using a semi-

active device under feedback control. Finally, a systematic design method has been

developed to select parameters for nonlinear systems according to some stringent
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requirements in the frequency domain. A brief summary of each chapter containing

original contributions is provided below.

Despite their reliability and intuitive appeal, linear vibration isolation systems

are known for their performance de�ciency. Their designs in a non-dimensional

form are dominated by only one parameter, the damping ratio, which suppresses

the resonance at the cost of the high frequency transmissibility. To tackle this

inability to provide a satisfactory performance over the whole frequency range,

spring and damping nonlinearities have been introduced to a force vibration iso-

lation system in Chapter 3. Applying the output frequency response function

(OFRF) approach, the force transmissibility of this nonlinear vibration isolator

has been expressed as a polynomial in the nonlinear spring and the nonlinear

damping coe�cients, which enabled the theoretical analysis of their e�ects.

Although known for causing discontinuities, called jump-up or down, in the

output spectra, nonlinear sti�ness reduces the displacement output of a force vi-

bration isolator. A cubic nonlinear damping characteristic has been shown to o�er

resonance suppression with minimal impacts on the non-resonant areas. The de-

tailed examination of the system's output spectra has revealed the advantages of

the combined use of these two types of nonlinearities, resulting in a force vibration

isolator that has a low resonant peak, a low high-frequency transmissibility and a

low level of output displacement. A table summarising the e�ects of the system

parameters has been provided in Chapter 3.

Another type of vibration isolation system, a displacement vibration isolator,

has been studied in Chapter 4. The e�ects of nonlinear viscous damping on a

displacement vibration isolation system are very di�erent from those on a system

under force excitation. A comparison of the OFRF representations of the displace-

ment transmissibility of systems with di�erent nonlinear viscous damping charac-

teristic over two frequency ranges has been conducted to show the importance of

the damping exponents without the need of resorting to graphical examination.

The theoretical analysis has concluded that for two vibration isolation systems

with indi�erent performance around the resonant region, the transmissibility of

the system with a lower damping exponent is lower over the high frequency range

and have lead to the conclusion that a nonlinear damping characteristic with a

low damping exponent has an advantageous e�ect on a displacement vibration
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isolation system.

Building upon the theoretical foundations in Chapters 3 and 4, the concept of

nonlinear viscous damping has been implemented by an MR damper under feed-

back control in Chapter 5. Simulation studies together with experimental work

have been presented to show the realisation of the theoretical viscous damping

characteristic. The results collected from the experimental vibration isolation sys-

tems have validated the theoretical results shown in the previous two chapters.

Another signi�cant aspect of the experimental study is the unprecedented incor-

poration of an MR damper as a passive energy dissipating device into a physical

vibration isolation system. Instead of placing the MR damper as an actuator in

a vibration control system, the presented work has o�ered a more robust solution

to vibration control problems.

The last main original contribution which is a novel and systematic way of

designing nonlinear vibration isolation systems according to some transmissibility

requirements has been presented in Chapter 6. Based on the OFRF estimation

technique, the parameters of a force vibration isolation system with a nonlinear

damping characteristic and a nonlinear sti�ness provided by two auxiliary springs

have been deduced. With a small set of simulation or experimental data, it is

possible to calculate the values of the nonlinear parameters for speci�c frequency

response requirements. The outcome of the design is a vibration isolator that has

a low cut-o� frequency, low resonant peak and low high-frequency transmissibility.

This design approach is not only bene�cial to vibration isolation systems, but also

easily adaptable for the design of other types of nonlinear systems.

The major contributions presented in the thesis are highlighted below.

• The application of the OFRF approach to the analysis of nonlinear vibration

isolation systems.

• The theoretical understanding of the strengths and weaknesses of nonlinear

sti�ness and nonlinear damping in a vibration isolation system excited by

either force or displacement disturbance.

• The achievement of a vibration isolation with low transmissibility across the

whole frequency.
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• Experimental validation of the theoretical properties of nonlinear damping.

• The realisation of a nonlinear vibration isolation system with an ideal damp-

ing characteristic implemented by a feedback controlled MR damper.

• A systematic design process for nonlinear vibration isolation systems.

The three key elements of the thesis are the strong theoretical support in Chap-

ters 3 and 4, the practical implementation of a desired damping force in Chapters 5,

and the nonlinear vibration isolation system design method in Chapters 6. There

are all very useful in many engineering applications for tackling the vibration prob-

lem. The theoretical analyses and the design method have been conducted in the

non-dimensional form hence are applicable to systems of any order of magnitude,

whereas the MR damper based implementation of the ideal nonlinear damping

characteristic is only suitable where the required damping force is in the order of

at least 200 N due to the properties of the currently commercially available MR

dampers.

The results presented in this thesis have focused on the fundamental under-

standing, design and realisation of nonlinear vibration isolation systems. The con-

clusions based on a single-degree-of-freedom system have marked the beginning of

the study of vibration control in the frequency domain and and have paved the

way for many practical applications. To fully exploit the bene�ts of nonlinearities

in vibration control, further investigation is required in the following areas.

• The analyses in the thesis has based the steady-state response a system under

a single-tone sinusoidal input. In reality, the input vibration may have a rich

frequency content. Therefore, the study of a nonlinear vibration isolation

system under a multi-tone excitation would be bene�cial.

• The study of the e�ects of nonlinear passive devices can be extended to

systems with multi degrees of freedom, such as vibration absorbers and car

suspension systems.

• The MR damper based implementation of nonlinear damping is only suitable

for systems under vibration inputs with amplitudes within a certain range.

A di�erent realisation method is required for smaller scale systems.
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• The practical application of the nonlinear vibration isolation system pro-

posed in the thesis could be considered. Because of its robustness and relia-

bility, the proposed system can be used in structural protection from seismic

ground motion.

In this thesis, the rigorous theoretical approach supported by simulation and ex-

perimental validation has provided new valuable insights into the vibration control

problem. Using a systematic design method, the bene�cial e�ects of the damping

and sti�ness nonlinearities on vibration isolation systems have been exploited to

create a robust vibration isolation system that provides a high level of vibration

isolation over a wide frequency range. The results have great signi�cance in both

the theoretical understanding of nonlinear systems and the practical application of

nonlinearities in vibration control problems. Further investigation in the nonlinear

vibration control domain will extend the current studies and bring great advances

in many engineering applications.
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Appendix A - Proof of

Proposition 3.2

According to [Lang & Billings, 1996], if System (3.2) is stable around zero equilib-

rium, the output spectra under the excitation of a sinusoidal input u(τ) = sin(Ωτ)

are given by

YJ(jω) =
N∑
n=1

1

2n

∑
ω1+···+ωn=ω

H(J)
n (jω1, . . . , jωn)Ā(ω1) · · · Ā(ωn) (1)

where

Ā(ωi) =


ej∠A(ωi) = e−jπ/2 when ωi = Ω

ej∠A(−ωi) = ejπ/2 when ωi = −Ω

0 otherwise

(2)

and

H(J)
n (jω1, . . . , jωn) =

∫ ∞
−∞
· · ·
∫ ∞
−∞

h(J)
n (τ1, . . . , τn)e−j(ω1τ1+···+ωnτn)dτ1 · · · dτn (3)

is the nth order generalised frequency response functions (GFRF) [George, 1959]

where h
(J)
n (τ1, · · · , τn) is the nth order kernel in the Volterra series representation
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of the system given by

yJ(τ) =
N∑
n=1

∫ ∞
−∞
· · ·
∫ ∞
−∞

h(J)
n (τ1, . . . , τn)

n∏
i=1

u(t− τi)dτi. (4)

The GFRFs of System (3.2) can be obtained by applying the results in [Swain

& Billings, 2001] as follows:

H
(1)
1 (jω1) = − 1

(jω1)2 + ξ1(jω1) + 1
= − 1

L(jω1)
(5)

H
(2)
1 (jω1) = (1 + ξ1(jω1))H

(1)
1 (jω1) (6)

H(2)
n (jω1, . . . , jωn) = −(jω1 + · · ·+ jωn)2H(1)

n (jω1, . . . , jωn), n = 2, · · · , N
(7)

H
(1)
3 (jω1, jω2, jω3) = γ2

∏3
i=1H

(1)
1 (jωi)

L[j(ω1 + ω2 + ω3)]
+ ξ2

∏3
i=1 jωiH

(1)
1 (jωi)

L[j(ω1 + ω2 + ω3)]
(8)

H
(1)
2n̄+1(jω1, . . . , jω2n̄+1) =

n̄∑
m̄=0

γm̄2 ξ
n̄−m̄
2

2n̄+1∏
i=1

H
(1)
1 (jωi)

L[j(ω1 + · · · + ω2n̄+1)]

Nn̄∑
Z=1

Gm̄,n̄−m̄

(
jω

Z
li(1)

, · · · , jωZ
l
i(jn̄

i
)

)
n̄−1∏
i=1

L

[
jω

Z
li(1)

+ · · · jωZ
l
i(jn̄

i
)

]

(9)

where

L[j(ω1 + · · ·+ ωn)] = −[(jω1 + · · ·+ jωn)2 + ξ1(jω1 + · · ·+ jωn) + 1] (10)
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jn̄i , i = 1, . . . , n̄− 1 ∈ {3, 5, . . . , 2n̄− 1} for n̄ > 2 (11)

ωZli(j̄)
, i = 1, . . . , n̄− 1, j̄ = 1, . . . , jn̄i ∈ {ω1, . . . , ω2n̄+1} for n̄ > 2,

(12)

Nn̄ is an n̄ dependent integer and b(N − 1)/2c represents the largest integer less
than or equal to (N − 1)/2. Gm̄,n̄−m̄

(
jωZli(1)

, · · · , jωZli(jn̄
i

)

)
is a multivariate polyno-

mial in jωZli(1)
, · · · , jωZli(jn̄

i
)
given by

Gm̄,n̄−m̄
(
jωZ

li(1)
, · · · , jωZ

l
i(jn̄

i
)

)
=

∑
k1+···+k(jn̄

i
)=3(n̄−m̄)

am̄,n̄,k1,...,k(jn̄
i

)

(
jωZ

li(1)

)k1
· · ·
(
jωZ

l
i(jn̄

i
)

)k
(jn̄

i
)

(13)

and its coe�cients are positive integers represented by am̄,n̄,k1,...,k(jn̄
i

)
which depend

on m̄, n̄ and k1, . . . , k(jn̄i ). The sum of the power of all the variables in each poly-

nomial term, i.e. k1 + · · ·+ k(jn̄i ), equals to n̄− m̄, which is three times the power

of ξ2 in Eq. (3.18). Eq. (13) can be further simpli�ed in two special cases: γ2 = 0

and ξ2 = 0. In the �rst case where γ2 = 0, the system is equivalent to the system

described in [Lang et al., 2009] where a nonlinear damping is present without any

nonlinear sti�ness. The polynomial can be factorised to give

G0,n̄

(
jωZli(1)

, · · · , jωZli(jn̄
i

)

)
=

2n̄+1∏
p=1

(jωp)
n̄−1∏
i=1

(
jωZli(1)

+ · · · jωZli(jn̄
i

)

)
(14)

for m̄ = 0. Substituting Eq. (14) back into the general expression for

H
(1)
2n̄+1(jω1, . . . , jω2n̄+1) in Eq. (9) gives the same results as in [Lang et al., 2009,

Eq. (25)]. In the second case where ξ2 = 0, Eq. (13) becomes

Gn̄,0

(
jωZli(1)

, · · · , jωZli(jn̄
i

)

)
=1 (15)

for n̄− m̄ = 0.
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Substituting Eq. (2)-(15) into Eq. (1) yields the spectrum of the �rst output

of System (3.2) in the form of a polynomial in γ2 and ξ2 given by

YJ(jω) =

b(N−1)/2c∑
n̄=0

n̄∑
m̄=0

P
(J)
m̄,n̄−m̄(jω)γm̄2 ξ

n̄−m̄
2 (16)

where

P
(1)
0,0 (jω) =

1

2
H

(1)
1 (jω)Ā(ω) = −1

2
· 1

L(jω)
Ā(ω) (17)

P
(2)
0,0 (jω) =

1

2
H

(2)
1 (jω)Ā(ω) =

1

2
(1 + ξ1(jω))H

(1)
1 (jω)Ā(ω) = (1 + jξ1ω)P

(1)
0,0 (jω)

(18)

P
(1)
m̄,n̄−m̄(jω) = 1

22n̄+1L(jω)

∑
ω1+···+ω2n̄+1=ω

2n̄+1∏
i=1

H
(1)
1 (jωi)Ā(ωi)

Nn̄∑
Z=1

Gm̄,n̄−m̄

jωZ
li(1)

,··· ,jωZ
l
i(jn̄

i
)


n̄−1∏
i=1

L

[
jω

Z
li(1)

+ · · · jωZ
l
i(jn̄

i
)

]

n̄ = 1, 2, · · · , b(N − 1)/2c m̄ = 0, 1, 2 · · · , n̄ (19)

P
(2)
m̄,n̄−m̄(jω) = −(jω)2P

(1)
m̄,n̄−m̄(jω) = ω2P

(1)
m̄,n̄−m̄(jω)

n̄ = 1, 2, · · · , b(N − 1)/2c m̄ = 0, 1, 2 · · · , n̄. (20)

and

Nn̄∑
Z=1

Gm̄,n̄−m̄

(
jωZli(1)

, · · · , jωZli(jn̄
i

)

)
∏n̄−1

i=1 L

[
jωZli(1)

+ · · · jωZli(jn̄
i

)

] = 1 n̄ = 1. (21)

This completes the proof of Proposition 3.2.
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Appendix B - Proof of

Proposition 3.3

Squaring the magnitude of Eq. (3.19) gives

|YJ(jΩ)|2 =

b(N−1)/2c∑
n̄=0

n̄∑
m̄=0

P
(J)
m̄,n̄−m̄(jΩ)γm̄2 ξ

n̄−m̄
2

b(N−1)/2c∑
n̄=0

n̄∑
m̄=0

P
(J)
m̄,n̄−m̄(−jΩ)γm̄2 ξ

n̄−m̄
2


=

N−1∑
n̄=0

n̄∑
m̄=0

γm̄2 ξ
n̄−m̄
2

m̄∑
k=0

n̄−m̄∑
l=0

P
(J)
k,l (jΩ)P

(J)
m̄−k,n̄−m̄−l(−jΩ). (22)

Evaluating the derivative with respect to γ2 yields

∂|YJ(jΩ)|2

∂γ2

=Re
[
P

(J)
0,0 (jΩ)P

(J)
1,0 (−jΩ)

]
+

N−1∑
n̄=2

n̄∑
m̄=1

m̄γm̄−1
2 ξn̄−m̄2

m̄∑
k=0

n̄−m̄∑
l=0

P
(J)
k,l (jΩ)P

(J)
m̄−k,n̄−m̄−l(−jΩ)

(23)

which is a polynomial in γ2 and ξ2 with a negative constant term

Re
[
P

(1)
0,0 (jΩ)P

(1)
1,0 (−jΩ)

]
=

−(1− Ω2)

24 [(1− Ω2)2 + (ξ1Ω)2]2 |(1− Ω2)− jξ1Ω|2
< 0 (24)
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when 0 6 Ω < 1. Eq. (23) therefore implies that there exists a γ̄2 > 0 and a ξ̄2 > 0

such that if 0 < γ2 < γ̄2 and 0 6 ξ2 < ξ̄2

∂|Y1(jΩ)|2

∂γ2

∣∣∣∣
Ω�1

< 0 (25)

which is result (i) of Proposition 3.3.

Taking the absolute value of Eq. (19) at ω = Ω gives

∣∣∣P (1)
m̄,n̄−m̄(jΩ)

∣∣∣
=

|j|
22n̄+1

∣∣{L [j(Ω)]}2
∣∣ |L [j(Ω)]|2n̄

∣∣∣∣∣∣∣∣
∑

ω1+···+ω2n̄+1=Ω

Nn̄∑
Z=1

Gm̄,n̄−m̄

(
jωZli(1)

, · · · , jωZli(jn̄
i

)

)
∏n̄−1

i=1 L

[
jωZli(1)

+ · · · jωZli(jn̄
i

)

]
∣∣∣∣∣∣∣∣

≤ 1

22n̄+1|L[j(Ω)]|2n̄+2

∑
ω1+···+ω2n̄+1=Ω

Nn̄∑
Z=1

∣∣∣Gm̄,n̄−m̄

(
jωZli(1)

, · · · , jωZli(jn̄
i

)

)∣∣∣∣∣∣∣∏n̄−1
i=1 L

[
jωZli(1)

+ · · · jωZli(jn̄
i

)

]∣∣∣∣ . (26)

Then, it can be obtained from Eq. (20) that

∣∣∣P (2)
m̄,n̄−m̄(jΩ)

∣∣∣ ≤ Ω2

22n̄+1|L[j(Ω)]|2n̄+2

∑
ω1+···+ω2n̄+1=Ω

Nn̄∑
Z=1

∣∣∣Gm̄,n̄−m̄

(
jωZli(1)

, · · · , jωZli(jn̄
i

)

)∣∣∣∣∣∣∣∏n̄−1
i=1 L

[
jωZli(1)

+ · · · jωZli(jn̄
i

)

]∣∣∣∣ .
(27)

When Ω� 1, Eqs. (13) and Eq. (14) imply that the value of∣∣∣Gm̄,n̄−m̄

(
jωZli(1)

, · · · , jωZli(jn̄
i

)

)∣∣∣ is bounded by ∣∣∣Gn̄,0

(
jωZli(1)

, · · · , jωZli(jn̄
i

)

)∣∣∣ which leads
to

∣∣∣Gm̄,n̄−m̄

(
jωZli(1)

, · · · , jωZli(jn̄
i

)

)∣∣∣ < 1. (28)
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Substituting Eq. (10) and Eq. (28) into Eq. (26) gives

∣∣∣P (2)
m̄,n̄−m̄(jΩ)

∣∣∣ 6 Ω2

22n̄+1

∑
ω1+···+ω2n̄+1=Ω

Nn̄∑
Z=1

1∏n̄−1
i=1 1

=
Ω2

22n̄+1
C1(n̄) (29)

where

C1(n̄) =
∑

ω1+···+ω2n̄+1=Ω

Nn̄∑
Z=1

1∏n̄−1
i=1 1

(30)

is a bounded constant which is dependent on n̄ but independent of Ω. Thus, when

Ω� 1

∣∣∣P (2)
m̄,n̄−m̄(jΩ)

∣∣∣ 6 Ω2

22n̄+1
C1(n̄) ≈ 0 (31)

for n̄ = 1, 2, . . . , b(N − 1)/2c, m̄ = 0, 1, 2 . . . , n̄, hence the magnitude of Y2(jΩ) in

Eq. (3.19) can be written as

∣∣∣Y2(jΩ)
∣∣
γ2,ξ2>0

∣∣∣ =

∣∣∣∣∣∣∣∣∣P
(2)
0,0 (jΩ) +

b(N−1)/2c∑
n̄=1

n̄∑
m̄=0

P
(2)
m̄,n̄−m̄(jΩ)γm̄2 ξ

n̄−m̄
2︸ ︷︷ ︸

≈0

∣∣∣∣∣∣∣∣∣ ≈
∣∣∣P (2)

0,0 (jΩ)
∣∣∣ =

∣∣∣Y2(jΩ)
∣∣
γ2,ξ2=0

∣∣∣
(32)

which is result (ii) of Proposition 3.3.

When Ω ≈ 1, it is known from Eq. (18) and Eq. (20) that

Re
[
P

(2)
0,0 (jΩ)P

(2)
1,0 (−jΩ)

]
≈ Re

[
−j(1 + jξ1)

2jξ1

· −j
22(−jξ1)2| − jξ1|2

]
=

1

23ξ4
1

> 0.

(33)
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Substituting Eq. (33) into Eq. (23) gives

∂|Y2(jΩ)|2

∂γ2

=
3

23ξ4
1︸︷︷︸

>0

+
N−1∑
n̄=2

n̄∑
m̄=1

m̄γm̄−1
2 ξn̄−m̄2

m̄∑
k=0

n̄−m̄∑
l=0

P
(2)
k,l (jΩ)P

(2)
m̄−k,n̄−m̄−l(−jΩ).

(34)

which implies that when Ω ≈ 1, there exists a γ̄2 > 0 and a ξ̄2 > 0 such that if

0 < γ2 < γ̄2 and 0 6 ξ2 < ξ̄2

∂|Y2(jΩ)|2

∂γ2

∣∣∣∣
Ω�1

> 0 (35)

which is result (iii) of Proposition 3.3.

When Ω� 1, from Eq. (13), it can be deduced that

∣∣∣Gm̄,n̄−m̄

(
jωZli(1)

, · · · , jωZli(jn̄
i

)

)∣∣∣ =

∣∣∣∣∣∣∣
∑

k1+···+k(jn̄
i

)=3(n̄−m̄)

am̄,n̄,k1,...,k(jn̄
i

)

(
jωZli(1)

)k1

· · ·
(
jωZli(jn̄

i
)

)k(jn̄
i

)

∣∣∣∣∣∣∣
6

∑
k1+···+k(jn̄

i
)=3n̄

a0,n̄,k1,...,k(jn̄
i

)

∣∣∣∣∣ (jωZli(1)

)k1

∣∣∣∣∣ · · ·
∣∣∣∣(jωZli(jn̄

i
)

)k(jn̄
i

)

∣∣∣∣
(36)

hence

∣∣∣P (1)
m̄,n̄−m̄(jΩ)

∣∣∣ 6 Ω3n̄

22n̄+1|L[j(Ω)]|2n̄+2

∑
ω1+···+ω2n̄+1=Ω

Nn̄∑
Z=1

An̄∣∣∣∣∏n̄−1
i=1 L

[
jωZli(1)

+ · · · jωZli(jn̄
i

)

]∣∣∣∣ =
C2(n̄)

22n̄+1Ω2n̄+3

(37)

138



APPENDIX B

where An̄ is a constant that is dependent on n̄ and

C2(n̄) =
∑

ω1+···+ω2n̄+1=Ω

Nn̄∑
Z=1

An̄
Ω∣∣∣∣∏n̄−1

i=1 (jωZli(1)
+ · · ·+ jωZli(jn̄

i
)
)2

∣∣∣∣ (38)

is a bounded constant which is dependent on n̄ but independent of Ω. Thus, when

Ω� 1

∣∣∣P (1)
m̄,n̄−m̄(jΩ)

∣∣∣ 6 C2(n̄)

22n̄+1Ω2n̄+3
≈ 0 (39)

for n̄ = 1, 2, . . . , b(N−1)/2c, m̄ = 0, 1, 2 . . . , n̄. Substituting Eq. (39) into Eq. (20)

gives

∣∣∣P (2)
m̄,n̄−m̄(jΩ)

∣∣∣ 6Ω2 C2(n̄)

22n̄+1Ω2n̄+3
=

C2(n̄)

22n̄+1Ω2n̄+1
≈ 0 (40)

for n̄ = 1, 2, . . . , b(N − 1)/2c, m̄ = 0, 1, 2 . . . , n̄. When Ω � 1, the magnitudes of

Y1(jΩ) and Y2(jΩ) in Eq. (3.19) can be written as

∣∣∣YJ(jΩ)
∣∣
γ2,ξ2>0

∣∣∣ =

∣∣∣∣∣∣∣∣∣P
(J)
0,0 (jΩ) +

b(N−1)/2c∑
n̄=1

n̄∑
m̄=0

P
(J)
m̄,n̄−m̄(jΩ)γm̄2 ξ

n̄−m̄
2︸ ︷︷ ︸

≈0

∣∣∣∣∣∣∣∣∣ ≈
∣∣∣P (J)

0,0 (jΩ)
∣∣∣ =

∣∣∣YJ(jΩ)
∣∣
γ2,ξ2=0

∣∣∣
(41)

which is result (iv) of Proposition 3.3.
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Appendix C - Proof of

Proposition 3.4

Rewriting Eq. (22) as

|YJ(jΩ)|2 =
N−1∑
n̄=0

n̄∑
m̄=0

γn̄−m̄2 ξm̄2

n̄−m̄∑
k=0

m̄∑
l=0

P
(J)
k,l (jΩ)P

(J)
n̄−m̄−k,m̄−l(−jΩ) (42)

gives its derivative with respect to ξ2

∂|YJ(jΩ)|2

∂ξ2

=Re
[
P

(J)
0,0 (jΩ)P

(J)
0,1 (−jΩ)

]
+

N−1∑
n̄=2

n̄∑
m̄=1

m̄γn̄−m̄2 ξm̄−1
2

n̄−m̄∑
k=0

m̄∑
l=0

P
(J)
k,l (jΩ)P

(J)
n̄−m̄−k,m̄−l(−jΩ).

(43)

When Ω ≈ 1, it can be shown that

Re
[
P

(J)
0,0 (jΩ)P

(J)
0,1 (−jΩ)

]
< 0 J = 1, 2 (44)

which implies that when Ω ≈ 1, there exists a γ̄2 > 0 and a ξ̄2 > 0 such that if

0 6 γ2 < γ̄2 and 0 < ξ2 < ξ̄2

∂|YJ(jΩ)|2

∂ξ2

∣∣∣∣
Ω≈1

< 0 J = 1, 2. (45)
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This is result (i) of Proposition 3.4.

The proof of Proposition 3.4(ii) is very similar to the proof of Proposition 3.3(ii).

Separating out the variable ξ2 in Eq. (22) gives

|YJ(jΩ)| =

∣∣∣∣∣P (J)
0,0 (jΩ) +

b(N−1)/2c∑
n̄=1

P
(J)
n̄,0 (jΩ)γn̄2 +

b(N−1)/2c∑
n̄=1

n̄−1∑
m̄=0

P
(J)
m̄,n̄−m̄(jΩ)γm̄2 ξ

n̄−m̄
2

∣∣∣∣∣
(46)

When Ω� 1, from Eq. (13), it can be shown that

∣∣∣Gm̄,n̄−m̄

(
jωZli(1)

, · · · , jωZli(jn̄
i

)

)∣∣∣ 6 ∑
k1+···+k(jn̄

i
)=3

am̄,n̄,k1,...,k(jn̄
i

)
Ω3

n̄ = 1, 2, · · · , b(N − 1)/2c and m̄ = 0, 1, 2, · · · , n̄− 1 (47)

so

∣∣∣P (1)
m̄,n̄−m̄(jΩ)

∣∣∣ ≤ Ω3

22n̄+1

∑
ω1+···+ω2n̄+1=Ω

Nn̄∑
Z=1

∑
k1+···+k(jn̄

i
)=3

am̄,n̄,k1,...,k(jn̄
i

)
=

Ω3

22n̄+1
C3(n̄)

and

∣∣∣P (2)
m̄,n̄−m̄(jΩ)

∣∣∣ =
Ω5

22n̄+1
C3(n̄) n̄ = 1, 2, · · · , b(N − 1)/2c and m̄ = 0, 1, 2, · · · , n̄− 1

(48)

where

C3(n̄) =
1

22n̄+1

∑
ω1+···+ω2n̄+1=Ω

Nn̄∑
Z=1

∑
k1+···+k(jn̄

i
)=3

am̄,n̄,k1,...,k(jn̄
i

)
(49)

is a bounded constant which is dependent on n̄ but independent on Ω.

Both
∣∣∣P (1)

m̄,n̄−m̄(jΩ)
∣∣∣ and ∣∣∣P (2)

m̄,n̄−m̄(jΩ)
∣∣∣ are approximately zero for n̄ = 1, 2, · · · , b(N−

1)/2c and m̄ = 0, 1, · · · , n̄− 1 when Ω� 1. Thus, from Eq. (46), it can be shown
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that

∣∣∣∣YJ(jΩ)
∣∣∣
γ2>0,ξ2>0

∣∣∣∣ =

∣∣∣∣∣P (J)
0,0 (jΩ) +

b(N−1)/2c∑
n̄=1

P
(J)
n̄,0 (jΩ)γn̄2 +

b(N−1)/2c∑
n̄=1

n̄−1∑
m̄=0

P
(J)
m̄,n̄−m̄(jΩ)γm̄2 ξ

n̄−m̄
2︸ ︷︷ ︸

≈0

∣∣∣∣∣
≈

∣∣∣∣∣∣P (J)
0,0 (jΩ) +

b(N−1)/2c∑
n̄=1

P
(J)
n̄,0 (jΩ)γn̄2

∣∣∣∣∣∣ =

∣∣∣∣YJ(jΩ)
∣∣∣
γ2>0,ξ2=0

∣∣∣∣ J = 1, 2.

(50)

Eqs. (41) and (50) con�rm that Eq. (3.30) holds and hence complete the proof of

Proposition 3.4(ii).
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Appendix D - Proof of

Proposition 3.5

Di�erentiating EJ(Ω) with respect to ξ2 gives

∂EJ(Ω)

∂ξ2
=

∞∑
p=1

{
Re
[
P

(J)
0,0 (jpΩ)P

(J)
0,1 (−jpΩ)

]
+

N−1∑
n̄=2

n̄∑
m̄=1

m̄γn̄−m̄2 ξm̄−1
2

n̄−m̄∑
k=0

m̄∑
l=0

P
(J)
k,l (jpΩ)P

(J)
n̄−m̄−k,m̄−l(−jpΩ)

}
.

(51)

From Eq. (17),

P
(J)
0,0 (jpΩ) = 0 p = 3, 5, · · · , b(N − 1)/2c, J = 1, 2 (52)

is true for all Ω so substituting Eq. (52) into Eq. (51) gives

∂EJ(Ω)

∂ξ2
=Re

[
P

(J)
0,0 (jΩ)P

(J)
0,1 (−jΩ)

]
+

∞∑
p=1

{
N−1∑
n̄=2

n̄∑
m̄=1

m̄γn̄−m̄2 ξm̄−1
2

n̄−m̄∑
k=0

m̄∑
l=0

P
(J)
k,l (jpΩ)P

(J)
n̄−m̄−k,m̄−l(−jpΩ)

}
(53)

where Re
[
P

(J)
0,0 (jΩ)P

(J)
0,1 (−jΩ)

]
is a negative constant independent of γ2 and ξ2

when Ω ≈ 1. Therefore Eq. (53) implies that there exists a γ̄2 > 0 and a ξ̄2 > 0

such that if 0 < γ2 < γ̄2 and 0 < ξ2 < ξ̄2

∂EJ(Ω)

∂ξ2

∣∣∣∣
Ω≈1

< 0, J = 1, 2 (54)
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which is result (i) of Proposition 3.5.

Substituting ω = pΩ into Eqs. (17), (18), (19) and (20) gives the expression of

P
(J)
m̄,n̄−m̄(jpΩ) and following the same procedure in 7, it can be shown that when

Ω� 1 and Ω� 1

∣∣∣P (J)
m̄,n̄−m̄(jpΩ)

∣∣∣ ≈ 0 n̄ = 1, 2, · · · , b(N − 1)/2c, m̄ = 1, 2 . . . , n̄, J = 1, 2.

(55)

From Eqs. (3.20), (52) and (55) it can be deduced that

EJ(Ω)
∣∣∣
ξ2>0

=
∞∑
p=0

∣∣∣∣∣∣∣∣∣P
(J)
0,0 (jpΩ) +

b(N−1)/2c∑
n̄=1

P
(J)
n̄,0 (jpΩ)γn̄2 +

b(N−1)/2c∑
n̄=1

n̄−1∑
m̄=0

P
(J)
m̄,n̄−m̄(jpΩ)γm̄2 ξ

n̄−m̄
2︸ ︷︷ ︸

≈0

∣∣∣∣∣∣∣∣∣
2

≈
∞∑
p=0

∣∣∣∣∣∣P (J)
0,0 (jpΩ) +

b(N−1)/2c∑
n̄=1

P
(J)
n̄,0 (jpΩ)γn̄2

∣∣∣∣∣∣
2

= EJ(Ω)
∣∣∣
ξ2=0

J = 1, 2

(56)

This is result (ii) of Proposition 3.5.
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