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Abstract

This thesis comprises works on novel quantum dot structures. New ways of growing III-V semiconductor quantum dots by integrating a ternary element or by growing on top of a silicon wafer are optically characterized, opening the way to more specific work on those new structures, while furthering our understanding of the epitaxy mechanisms behind them.

We study InGaAs/GaAs quantum dot structures monolithically grown on a silicon substrate, without use of germanium virtual substrate nor wafer bonding technique. Optical characterization of the sample with micro photoluminescence is performed and shows very good single quantum dot emission lines. Single photon emission from the InGaAs dots is demonstrated with photon correlation experiment showing clear anti-bunching. Photonic crystal cavities are fabricated for the first time with InGaAs dots monolithically grown on silicon and exhibit very high quality factor up to 13000 with a large percentage of cavities having Q-factors over 9000. This allows observation of Purcell effect for single photon emitting QDs and strong light-matter coupling between InGaAs QDs and cavities.

We also investigate unexpected emission lines on the same sample. The lines are identified as interface fluctuations in a GaAs/AlGaAs short period superlattice, making them the first Interface fluctuation quantum dots grown directly on silicon. Further optical characterization confirms the quantum dot nature of the emissions. Polarization measurements allow study of the fine structure splitting of exciton/bi-exciton pairs and the single photon emission of the dots is demonstrated.

Finally in a subsequent chapter we investigate InP/GaInP quantum dots with arsenic deposited during the growth process. Magneto-optic PL of samples with different concentrations of As allows to determine how the As changes the characteristics of the dots. Schottky diodes are fabricated and tested to show good characteristics, and electric field experiments demonstrate charge control over this new kind of dots.
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Chapter 1

Introduction

1.1 Low dimensional semiconductors

1.1.1 Semiconductors and how they define our technology

Materials can be classified in 3 categories, according to their electrical properties. Metals have their Fermi level in the middle of an allowed energy band (the conduction band), which allows charge carriers to be generated easily at room temperature. In the two other types of material, the Fermi level is in a forbidden band (band gap) situated between two permitted energy bands, the conduction band and the valence band. Due to the intermediate position of the Fermi level, without external energy contribution (basically at a temperature of 0 K) the conduction band is empty, and the valence band is completely filled, which means no bound electron from the valence band can attain a higher level of energy within the band. It would have to gain from an external excitation enough energy to “jump” from the valence band to the upper empty states situated in the conduction band. In insulators, the distance between the two bands, the band gap, is so big that it requires a lot of energy for the electrons to be excited. Therefore insulators do not conduct electricity easily. The third type of material is the semiconductor. Its band gap is of the order of 0.5 to 5 eV (Ge 0.63 eV, GaP 2.26 eV, diamond 5.5 eV). The possibility to engineer its energy diagram by doping it with different types of charge carriers has made semiconductors a widely researched topic since the 1950s. The association of two differently doped semiconductors (PN junction) is the basic building block of transistor structures, which are the basics of modern computation; therefore semiconductors are at the very heart of our society and our science.

Many engineers prophesied the predominance of semiconductors in human tech-
nology, as suggested by the example of the law of Moore (figure 1.1): Gordon Moore, engineer at Fairchild Semiconductor and co-founder of Intel, predicted in 1965 that the number of transistors on semiconductor processor chips would double every two years [2]. The exactness of this prediction so far only emphasized the fact that no technology has ever overpowered semiconductors and more particularly silicon semiconductors in the past 50 years in the field of computation, which defines human modern development.

1.1.2 Low-dimensionality in semiconductors

However decisive the semiconductor technology has been in human recent years, the bulk semiconductor does not take advantage of the principles of quantum mechanics. That is the reason why lower-dimensional semiconductor structures started seeing a lot of interest [3, 4]. The quantization of energy levels in those structures
makes it possible to confine electrons and holes (virtual particles created by the absence of electrons in the valence band of the material), thus yielding interesting quantum properties. Figure 1.2 shows the form of the density of states functions for different structures, respectively bulk (3 dimensions), quantum well (2 dimensions), quantum wire (1 dimension) and quantum dot (0 dimension).

As we can see on the lower part of the figure the density of states is asymptotic of $E^{1/2}$ for a bulk system, constant Heaviside function for a 2D system, proportional to $E^{-1/2}$ for 1D system and for a zero-dimensional system (namely a quantum dot) is a Dirac function. The density of states is continuous for a bulk semiconductor but starts to be quantized when the dimensionality is reduced in a quantum well. We can see energy thresholds $E_1$ and $E_2$ corresponding to the discrete energy levels that can be taken by electrons and holes in the direction of the quantization (the growth direction in epitaxially made quantum wells). Those energy levels are of the form $E_n = \hbar^2 \pi^2 n^2 / 2m^* L$ where $L$ is the width of the well and $m^*$ is the effective mass of the particle. They are illustrated on figure 1.3.

In the case of the quantum wire and quantum dot, the discrete energy levels are noted respectively with two and three indices ($E_{ab}$ and $E_{abc}$) corresponding to the direction of quantization. If we take the example of a zero-dimensional cube as represented on the far right of figure 1.2, an energy level labelled $E_{121}$ would correspond to the first level in the $x$ direction, the second level in the $y$ direction and the first level again in $z$ direction.
It is interesting to note the effects produced by an electric field applied to the direction of quantization. In a bulk semiconductor, an electric field would displace the electrons and holes to opposite sides of the material. In a quantum well (or any other quantum structure) the electron hole pair remains unseparated up to large electric fields due to the potential barriers of the well. Nevertheless the electric field decreases the energy of the electron and raises that of the hole, effectively redshifting the emission energy of the structure. This is called the quantum-confined Stark effect (QCSE) [6]. This ability to drag oppositely charged particles apart will be of particular interest for the charge control experiments described in chapter 4. Also, the total discretization of energy levels at 0D is a very interesting property that opens the way to manipulation of quantum effects in solid state matter. It is on this last structure, the zero-dimensional quantum dot, that the present thesis is based.

1.1.3 Quantum dots

Basically what is a quantum dot? It is a nanostructure which size is comparable to the electron wave-function. Its shape can be of a small ball, a square, a section of cylinder, a lens, in any case none of its characteristic lengths is significantly larger than the other (unlike wires or planes, which have ratios between their characteristic lengths of more than $10^2$). Quantum dots can be made from solid state
clusters of atoms obtained using epitaxial growth, from electric fields applied to a
two-dimensional electron gas (lateral QD or gated) or synthesized from chemical
compounds dissolved in solution (colloidal) (see section 1.3). One of the most stud-
ied quantum dots are epitaxially grown using the properties of strain caused by
lattice mismatch, phenomenon described in more details in the next section. Figure
1.4 gives a tunnelling electron microscope image of a lens shaped self-assembled
quantum dot.

Figure 1.4: Cross-sectional tunnelling electron microscopy of a self-assembled quan-
tum dot. Figure taken from [7].

One of the fundamental properties of quantum dots, and which is one of the main
interests in working with those nanostructures, is their ability to confine charges
in all three directions, exhibiting a discrete spectrum of energy levels. It is this
discretized energy scale, similar to that of pure atoms, that earned quantum dots
the name of “artificial atoms”. Quantum dots have a size comparable to that of
the electron and hole wave-function, which allows effective spatial confinement of
these. The size is usually of the order of a few to a few tens of nanometres. The
materials used to grow them can be either elemental, comprised only of atoms from
group IV (silicon, germanium) or compound III-V (group III gallium, indium, group
V arsenic, phosphorus...) and II-VI (group II zinc, cadmium, group VI tellurium,
selenium...). For more general literature about quantum dot early growth and study,
see the following references [3, 8–14].
1.1.4 Basic optical process in quantum dots: photoluminescence

Excitation by a photon of the bulk semiconductor surrounding the dots will create an electron-hole pair. This pair can undergo radiative or non-radiative relaxation. Non-radiative relaxation includes dissipation of the energy in the form of heat by emitting a phonon, or transmission of its energy to defects. In direct bandgap semiconductors, the non-radiative process rates are much smaller than radiative ones, meaning materials such as GaAs are good light emitters. The radiative process in semiconductors can be described by a four-step or four-regime process [15]. The excitation pulse creates a coherent population of carriers having the same energy and phase as the excitation photons. The coherence is destroyed through carrier-carrier scattering, in a process occurring in a fast timescale of the order of 200 fs. The carriers also thermalize to lower levels of energy by emitting longitudinal optical phonons (LO phonon scattering) until they reach the lowest possible energy level. The timescale of this regime being very fast, the probability that a recombination happens before the carriers reach the lowest energy is negligible [6]. This leads to the formation of a non-thermal carrier population at the bottom of the conduction band (electrons) and the top of the valence band (holes). The thermalization of the carrier population happens during the non-thermal regime where carrier-carrier scattering redistributes the energies between carriers, and creates a population of carriers characterized by a temperature higher than that of the lattice (this process takes a few picoseconds). This is the hot-carrier regime. The population is by that point said to be in quasi-equilibrium, that is to say there is more charge carriers than would be only with the thermal excitation. More interactions between hot carriers and phonons allow the population to reach the unified temperature of the lattice (isothermal regime). It takes various times to reach thermal equilibrium, depending on the population and on the density of carriers. Between 1 and 100 ps are necessary to reach the isothermal regime. Finally, to reach the thermodynamic equilibrium the system was in before the excitation the carrier population must be reduced either by phonon scattering or by recombining and emitting photons having the bandgap energy [6, 15]. It takes more than 100 ps to reach this state.

During the thermalization regimes an exciton can be trapped into a neighbouring material with lower bandgap, namely one of the quantum dots (see figure 1.5). This process takes place on a time scale of around ten picoseconds [7].

This “trapping” is made possible by the difference between the bandgap of
Figure 1.5: Excitation and relaxation process in quantum dots. Electrons and holes are excited in the bulk and then relax in the quantum dot. (Taken from [16].)

the quantum dot material and that of the surrounding material, the former being smaller so that it is more energetically favourable for the charges to remain inside. Inside the dot the carriers tend to relax to the lower energy state available in the dot (ground state) but this process is made difficult by the phonon bottleneck effect. Due to the quantization of energy levels, transitions to one energy to a lower energy by the emission of a single phonon becomes forbidden [17–19]. The main process for relaxation becomes carrier-carrier scattering, thus reducing significantly the relaxation rate in the quantum dots and leading to the usual emission lifetime of \( \sim 1 \) ns. The exciton recombines by emitting a photon having an energy that depends on the shape, size and atomic characteristics of the quantum dot. This property in particular makes quantum dots very attractive as controlled single photon emitters [20, 21], and entangled photon sources [22, 23]. The ability to trap and retain charges during a finite amount of time is also one many hope to use to perform operations on the spin of the charge, making it an effective tool for quantum computation [24, 25]. The wide range of wavelength at which QDs can emit also made them attractive for quantum dot lasers [8, 26].
1.2 Motivations: why are quantum dots desirable?

While the fabrication and optical properties of quantum dots are fascinating to study as they bring valuable insight about the electronic behaviour of solids at a quantum level, one might also be motivated by the prospect of finding for these nanostructures a real life application. Though the work presented in this thesis is mainly a work of observation and not oriented towards immediate industrial application, it is still interesting to non-exhaustively review a few applications where quantum dots have or are foreseen to have a significant role.

1.2.1 Quantum dot lasers

The laser, or Light Amplification by Stimulated Emission of Radiation is one of the most important invention of the 20th century. It has a huge range of applications in our everyday life, such as communications, medical probing and surgery, military, and it is also an essential element for scientific research. The gain medium which forms the main part of the laser can be made of various materials, the most used being gas (like helium-neon), doped crystal (titanium-sapphire), or semiconductor (diode lasers). Recently there has been interest in building lasers using quantum dots as their amplification material. Performances of quantum dot lasers has been investigated, and compare well to that of gas lasers. The advantages of QD lasers compared to quantum well lasers dwell in the quantized energy levels of QDs. It offers a high temperature stability of the threshold current density (up to 180 K), as well as an optimized gain [27]. Since QDs have properties similar to atoms, QD lasers avoid the negative aspects of bulk and quantum well semiconductor lasers, while having the huge advantage that the wavelength of the emitted light depends on the size and composition of the quantum dots. This widely opens the wavelength operation range for this type of laser compared to other types [28–30].

1.2.2 Entangled photon emitters

Entanglement is a theoretical quantum state of two particles where the properties of one can be measured through the other, independently of the physical distance separating them. Many applications could ensue from this phenomenon, including quantum computation [24, 25, 31], quantum teleportation for instant communication [32, 33], or superdense coding which consists in coding two classical bits of information into one quantum bit [34].
Recently bi-excitons in quantum dots have been proposed as entangled photon pair emitters [23], and later a system consisting of a quantum dot diode has been implemented, providing a compact and controllable source of entangled photon pairs [22]. Quantum dot emitters would prove an invaluable system for generating entangled photons, as it can generate them on demand and trigger emissions one by one, a feature not matched by other systems using optical parametric down conversion [35, 36].

1.2.3 Quantum bit: a possible candidate?

Quantum information theory has been imagined as a possible enhancement of current classical binary computation, by using the counter-intuitive properties of quantum mechanics [37]. The principle is to consider in the place of classical bit assuming values of only zero or one, a quantum bit (q-bit) that could not only take the values $|0\rangle$ and $|1\rangle$, but also a linear combination $|0\rangle + |1\rangle$ of both. By implementing circuits with newly imagined logic gates like Hadamard and Control-Not, it is possible for certain computational operations like factorisation of large numbers or database searching to be achieved much faster than with a classical method [25].

Though the theory has been well defined for a few decades now, we are still looking to physically implement the system. Electron spins have been proposed as q-bits due to their impressive coherence time ($\sim 200$ $\mu$s) [31]. The spin could then be transmitted through photons emitted by quantum dots. Electron spins in coupled quantum dots have also been considered as a possible quantum gate for computation [38].

1.3 Quantum dot fabrication

A low dimensional structure can only be of use for large scale application if we manage to reproduce it. For the last two decades various techniques have emerged and evolved to produce high quality quantum dot structures. The present section describes the main techniques used to obtain the samples the main chapters of this thesis are based upon, as well as some other widely studied types of quantum dots.
1.3.1 Epitaxial techniques

The typical semiconductor sample is a disc comprised of a thin (less than 1 mm) substrate with the active layers on top. The substrate is obtained from ingots of highly pure semiconductor grown by crystallization of melted material. The ingot is then sliced into thin discs by a wire saw. Wafers made of silicon are widely used in industry but compound semiconductor wafers can also be obtained with the same technique. The growth of the active layers on top of this wafer requires more complex techniques, the two main ones being molecular beam epitaxy (MBE) and metal-organic vapour phase epitaxy (MOVPE) also called metal-organic chemical vapour deposition (MOCVD) [39, 40].

MBE has been developed in 1968 in Bell Telephone Laboratories [41], it is a process by which elements (such as Gallium, Arsenic, Phosphorus...) are heated up to sublimation and deposited on the surface of the wafer, maintained at a high temperature of several hundreds of °C. There the atoms assemble epitaxially (in an ordered crystalline way). The operation relies primarily on high or ultra-high vacuum (10$^{-8}$ Pa) and slow deposition rate to achieve a very high level of material purity. MOCVD on the other hand, is a different process that removes the need for high vacuum. The material is grown by a chemical process rather than depositing sublimated pure components. Elements like Indium or Phosphorus are provided to the wafer through pure gases such as Trimethylindium (In(CH$_3$)$_3$) or Phosphine (PH$_3$), which react at the surface leaving the atom of interest ordered in the crystal and a gaseous by-product of the reaction (like methane), later evacuated. For this reaction to take place, the wafer needs to be heated at temperature of 500 or 600 °C, in order to break the atomic bonds of the gaseous reactants.

MOCVD is particularly useful for the growth of P-based materials, as phosphorus is difficult to evaporate through MBE. A more complete comparison of the two techniques can be found in a 1984 work by Dapkus [42]. These techniques allow growth of semiconductor material on a monolayer rate, and therefore have been used extensively for the growth of thin layers (among which quantum wells) as well as micro and nanostructures as we’ll see in the next paragraph.

1.3.2 Self-assembled quantum dots

The layer-by-layer growth process described in the previous paragraph is well adapted for the formation of thin layers like quantum wells, but they can also be used to
grow more complicated nanostructures like quantum wires and quantum dots. The formation of quantum dots uses interesting surface physics effects that will be qualitatively described in this paragraph.

It has been discovered in the late eighties that quantum dots formed naturally during the growth of epitaxial layers [43]. This phenomenon called Stranski-Krastanov regime has been studied and originates from lattice mismatch at the interface of different materials. Since the growth of the material is epitaxial, the atoms arrange themselves in a crystal lattice, but when a material is deposited on top of a different one, with different lattice size, there is formation of strain at the interface: the atoms of the new material have to adapt to the lattice size of the material onto which they are grown, but physically they tend to arrange with their own lattice size. Such situation occurs for example in the case when InAs is grown on top of GaAs, the two materials having \(\sim 7\%\) mismatch between their respective lattice characteristic sizes. After the deposition of the new material reaches a critical thickness (which depends on the amplitude of the mismatch) [44], the strain becomes such that it is more energetically favourable for the atoms to form islands. The process is described in figure 1.6.

After the islands have grown into pyramidal aggregates of the desired size (depending on the concentration of material deposited, but generally between 5 and 100 nm on the side of the base), they are capped with the same material onto which they have been grown. Those dots are levelled by the newly grown layers until they reach a shape of truncated pyramid, or sometimes that of a lens, depending on how the islands were formed. The layer below the critical thickness is similar to a quantum well and is called wetting layer. Self-assembled quantum dots are composed of \(\times 10^4\) to \(\times 10^6\) atoms.

Such quantum dots are called self-assembled, due to the minimal human intervention during their formation. As stated above, self-assembled quantum dots can be made of silicon, germanium, or be compounded of III and V elements (GaAs, InP, GaN) or II and VI elements (CdSe, ZnTe, etc...). The works depicted in this thesis are focused exclusively on III-V quantum dots. Typical emission wavelengths of III-V QDs span from 690 nm (InP) to 950 nm (InGaAs), this wavelength does not only depend on the material used but also on the shape and size of the dot, which can be controlled by varying growth parameters like substrate temperature or deposition rate [44].
1.3.3 Interface fluctuations from quantum wells

Some structures can present the same properties of charge confinement without actually being clearly limited in all three directions. It is the case for the so-called interface quantum dots, formed by interface fluctuations of ultra-thin layers (usually quantum wells). In the growth direction the charges are confined due to the difference in material bandgaps, and in the lateral directions the difference of one monolayer of the material makes it more spatially confined, and therefore it requires more energy for the trapped charge to escape. The principle is illustrated in the image in figure 1.7.

It is noteworthy that the width of the well must be smaller than the exciton radius in bulk material (of the order of 10 nm in GaAs [6]) in order for the exciton to be confined and effectively trapped in the interface fluctuations. Such nanostructures have been discovered in quantum wells in the early nineties [46] and have been the first zero-dimensional semiconductor structures studied, shortly before the
self-assembled kind. They present many differences with self-assembled. They are not strained, which can be an advantage as their formation does not create dislocations. Although they are well confined in the growth direction due to the small thickness of the quantum wells, their confinement in the lateral direction is weaker as it originates from a thickness fluctuation of the quantum well. The main reason why they are much less attractive compared with self-assembled is that unlike the latter, it is not possible to easily control their shape and size, and through that their optical properties. Chapter 3 of this thesis is based on a sample exhibiting interface fluctuations quantum dots.

1.3.4 Other types of quantum dots

There are other types of zero-dimensional nanostructures not addressed in this work, a non-exhaustive list of which is provided in this paragraph:

- **Colloidal quantum dots** are semiconductor nanocrystals obtained by a chemical synthesis. Precursor compounds are dissolved in a solution and start agglomerating upon heating into clusters of $10^2$ to $10^5$ atoms. The particularity of those quantum dots is that they are in liquid form, unlike the other types which are in solid state form. Colloidal quantum dots are one of the most promising methods for large-scale commercial applications, their synthesis is also known to be the least toxic. Colloidal quantum dots are interesting for biomedical applications, due to their free particle nature [47].

- Another way to obtain in a material the properties of quantum dots is to electrically pattern a two-dimensional electron gas. An electrode is litho-
graphically designed on top of a 2D structure filled with charges, typically a quantum well, and by applying a voltage between the gate and back electrodes, the charges, already confined in one direction due to the nature of the quantum well, are confined in the other two directions by the electric field. This kind of structure is called gated quantum dot.

- Within the same material different kind of crystal structures can grow. It has been demonstrated that when growing a nanowire of InP, the atoms could be ordered as a zinc-blende structure, much similar to most bulk semiconductors, but also as a wurtzite structure. Alternating the growth of both structures in a quantum wire would confine the charges in the direction of the wire, due to the difference in bandgap between the two types of crystal. Such quantum dots have been dubbed crystal phase quantum dots [48].

1.4 Experimental work on quantum dots

As seen in section 1.2 quantum dots are attractive in a wide range of domains, but they are not yet ready for large scale industrial applications. To this end, further understanding of their optical properties and the different ways to fabricate them is necessary. This section describes the main experimental techniques used to study quantum dots and what informations we can gather from them.

1.4.1 Micro-photoluminescence

The quantum dots studied in this thesis are all III-V self-assembled or interface fluctuations, emitting in the 700 nm or 950 nm regions. It has been said in the previous sections that quantum dots were good photon emitters. Indeed because of their direct band-gap, III-V materials can easily absorb and emit electromagnetic energy. Studying quantum dot emissions using micro-photoluminescence is the most direct way to obtain informations about their shape and size [49], energy levels [7], and spin polarization [50]. The experiment consists in exciting the sample with a laser while it is cooled at cryogenic temperature below 10 K and observe the resulting photoluminescence. This photoluminescence is diffracted through a spectrometer and directed at a charge-coupled device, providing a complete emission spectrum of the sample. First we’ll go through the processes occurring under optical excitation, and then we’ll describe the hardware used for the experiment.
Optical processes under excitation In our experiments the QD sample is excited non resonantly, which means the energy of the laser is greater than the bandgap of the semiconductor material surrounding the dots. Electrons and holes are excited in the bulk and then can either recombine at any point to emit a photon, or be trapped in a quantum dot (see section 1.1.4). When an electron and a hole relax into a quantum dot they form a Coulombic bond and result in an electron-hole pair that is usually called exciton. The exciton eventually recombines by emitting a photon with a frequency corresponding to the bandgap of the quantum dot. This phenomenon is best observed at a low temperature of below 10 K. At higher temperatures thermal processes becomes non-negligible and dominate optical emissions, resulting in a quenching of the photoluminescence. The average recombination time or lifetime can vary depending on size and shape of the dot, type of material and external factors but is generally of the order of the nanosecond for InGaAs self-assembled quantum dots [51].

If the surrounding bulk is saturated with charge carriers (which happens when the sample is excited with a high number of photons, or in other terms in the case where we use a high power of laser excitation) additional carriers can relax into the quantum dot before the first exciton recombines. The new electron and hole each fill the next available energy states, following the Pauli exclusion principle. The quantum dot then contains a bi-exciton, and with more electron-hole pairs a tri-exciton, etc... [52, 53]. It can also happen that a single electron or a single hole is trapped in the quantum dot. This can occur naturally due to the imperfect shape of the dot but it is also possible to control the charge in the dot by using an electric field. This technique is described in section 1.4.3 and in chapter 4. When an electron-hole pair relaxes into the dot it produces a trion, negatively or positively charged, depending on the nature of the particle present at ground state [52, 54, 55]. The study of charged exciton is very attractive for the purpose of implementing spin q-bit with the spin of single electrons or holes [56, 57]. The hole being a quasiparticle with a spin angular momentum of 3/2, unlike the electron whose spin angular momentum is 1/2, the exciton can have either a total spin of $\pm 1$ (bright exciton), a state which can emit or absorb a photon, or a total spin of $\pm 2$ (dark exciton), which is a state having a low probability of emitting a photon. Charged excitons can also be dark, it corresponds to the cases where the two electrons(holes) have identical spin, and to the cases where the electrons(holes) have different spins but the single hole(electron) has opposite spin from the electron(hole) at ground state [58–60]. Dynamics of dark excitons will not be described further in this thesis.
Experimental setup  The sample is placed into a cryostat filled or flowing with liquid helium, decreasing its temperature to less than 10 K. It is excited with a HeNe red laser emitting at 650 nm and collimated by a microscope objective. The setup is described on figure 1.8.

![Figure 1.8: Schematics of the experimental photoluminescence setup.](image)

The radiative efficiency of the quantum dot is almost 100% but it can happen in any direction upon a solid angle of 720°. The fraction of that angle that is not totally reflected at the interface between semiconductor and vacuum (around 2% for GaAs) is then collected through the microscope objective and directed at a monochromator. A charge coupled device at the exit of the monochromator allows to see a spectrum of light emitted by the sample. Such a spectrum is comprised of an inhomogeneously broad emission from recombinations happening in the bulk semiconductor (usually between 800 and 850 nm for GaAs), at lower energy we find the broad emission of the wetting layer and on the higher energy side of this emission the quantum dots. Studying the spectrum emitted by a sample containing
quantum dots would in principle allow the observation of specific lines of energy corresponding to the various excitonic complexes that can be trapped inside quantum dots. The intensity of those lines depends on the number of photons emitted by the dots, which in turn depends on the quality of the growth, the nature of the materials used, the quantum dots recombination rate and the intensity of the excitation source. The dot lines are not exactly homogeneous because of electrical noise, instead taking the form of a broad line with width spanning between 50 and 200 µeV [61, 62].

The microscope objective is a key element for the observation of single dot emission lines. Without it, due to the large sample area covered by the laser spot (of the order of the hundreds of µm), and the high density of dots yielded by the Stranski-Krastanov growth method (from $10^8$ cm$^{-2}$ to $10^{12}$ cm$^{-2}$) the number of quantum dots actually observed would be too high to be able to observe them individually, resulting in an inhomogeneously broadened ensemble PL. The microscope objective focuses the beam on the sample to a spot size as small as 1 µm of diameter. This allows single quantum dots to be observed individually. To observe and fully study single quantum dots it is desirable to have an even smaller density of lines. This can be achieved by using a metal mask containing apertures with a diameter of a few hundreds of nm. With this apparatus the lines are well isolated and can be studied separately.

1.4.2 Measurement of fine structure splitting

When an electron in a neutral quantum dot becomes excited, it can have a spin up or down (corresponding respectively to a $|\uparrow\rangle$ and $|\downarrow\rangle$ exciton). The same is true for charged excitons: the spin of the single hole (electron) of the excited state can have a spin up or down. Those are two states having the same energy which means the spectral line observed by photoluminescence is actually two-fold degenerate [55]. This degeneracy can be lifted using a magnetic field since it adds a linear term depending on the total spin of the exciton to its energy. This lifting of degeneracy is called Zeeman effect, and is illustrated on figure 1.9.

There are two main experimental approaches to apply magnetic field, along the quantisation or growth axis (Faraday geometry) and perpendicular to it (Voigt geometry). Voigt geometry can be interesting because it breaks the circular symmetry of the dot: self-assembled dots can be approximated to have a lens shape, so they can be considered to have one axis of symmetry along the growth direction. Ap-
Figure 1.9: Illustration of the Zeeman effect: the application of a magnetic field lifts the degeneracy on energy levels (b), splitting the original spectral line into several (a). From Del Pozo-Zamudio et al. [63].

Applying a magnetic field in the Faraday geometry conserves this symmetry whereas a magnetic field in Voigt geometry creates an in-plane anisotropy. It allows for the observation of dark excitons (fig. 1.9 (a) bottom and (b) left) [55]. Zeeman splitting can give us information about the electronic and hole g-factor, as well as the diamagnetic shift, a quantity useful for the determination of dot shape and dimensions [50].

The degeneracy can also be lifted naturally when the dot’s shape cannot be approximated to be symmetric. The fine structure splitting that results is generally of the order of 50 µeV [64, 65]. For neutral excitons the light emitted by the two states is linearly polarized. If the fine structure splitting is smaller than the broadening of the lines it is not possible to observe it, but since one state is horizontally polarized and the other vertically, the shift in energy from one state to the other can be observed using a linear polarizer. Such an experiment is described in chapter 3.

1.4.3 Charge control using electric field

To observe one specific excitonic complex can prove difficult if we have no way to trigger them on demand. One of the main experimental approaches to tune the
charge occupancy of a dot is through an electric field. In a quantum dot sample processed as a Schottky diode the electric field is applied between the quantum dot region and a doped region and allows control over the resident charge in the dot [52]. This principle is described in figure 1.10: a gate contact and a back contact are fabricated respectively on the surface of the sample and under the quantum dot region.

![Layer Structure](image)

**Figure 1.10:** Illustration of electrically controlled charging of quantum dots. (a) The layer structure of the sample shows that a voltage applied at the gate (right) would create a current of charges between the dots and the back contact (left), modifying the energy diagram in (b). Depending on the applied voltage, the ground state level of the dot can be above or below the Fermi level, in which latter case electrons would be able to tunnel into the dot. Figure taken from [54].

The layer structure is illustrated in figure 1.10(a), the sample then acts as a Schottky diode due to the presence of a doped (n or p) layer just below the back contact. As can be seen in 1.10(b), a modification in the voltage applied on the gate contact will change the energy level of the dot, bringing it on demand below or above the Fermi level of charge carriers originating from the doped layer. If the quantum dot level is brought below the Fermi level, electrons (or holes in the case of p-doping) tunnel into the dot, allowing us to engineer a dot into a neutral, positively or negatively charged dot. The barrier between the dots and the back contact is usually of the order of 50 nm thick [52]. Schottky diode structures are widely used in the study of quantum confined Stark effect [66, 67]. They are the
main topic of chapter 4.

1.5 Organization of the thesis

The present thesis is organized in the following way. Three projects are presented in three different chapters. Though they can be only slightly correlated and not always based on the same sample, they have in common to investigate the optical properties of quantum dots grown in a way that has not been done before, or with a material not widely studied before.

Chapter 2 relates to the study of self-assembled InAs quantum dots grown monolithically on silicon, and their coupling with photonic crystal cavities. The quality of the cavities, fabricated for the first time on a silicon substrate, is asserted as well as the single photon emission ability of the dots. Chapter 3 is based on the same sample, but the investigation focuses on quantum dots formed by interface fluctuations of GaAs/AlGaAs thin layer superlattices. Optical properties, fine structure splitting and photon anti-bunching are studied. Finally, in chapter 4 characterization of quantum dots grown from a new combination of material, InPAs, is conducted. Samples with various concentrations of arsenic have their emission spectra compared, and Schottky diode fabrication allows for study of the dots under controlled electric field.
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Chapter 2

Optical characterization and cavity coupling of InAs/GaAs quantum dots monolithically grown on silicon substrate

2.1 Introduction

Silicon chips have been used as our main computing technology for the last four decades, with a number of transistors per chip doubling every two years as predicted by Moore’s law. Since last decade though the scalability of bulk silicon technology has reached a limitation, prompting the fake solution of dividing computational tasks between multiple cores. To reach the next level of computing one must find a way of making operations that differ from the usual open/closed electricity current flow. Encoding bits of data into the spin of photons is one way of doing it that is heavily investigated since the nineties [1]. It would also allow for entanglement of particles (in this case photons) leading to a new, more effective way of computing, the so-called quantum information processing (QIP) [2]. Photonic technology is also of prime importance for domains such as quantum lithography and quantum cryptography. To replace silicon complementary metal-oxide semiconductor (CMOS) technology, the same type of material has been used, only in the form of nanostructures instead of bulk [3, 4]. Indeed a group IV semiconductor like silicon is praised by industry for its low cost of fabrication, its robustness and the possibility to easily create insulation layers by growing silicon oxide. Also being a state of the art technology, silicon processing is much more attractive for industry. On the other hand, silicon’s indirect band gap makes it a mediocre light emitter, whereas compound
semiconductors like III-V have direct band gap providing best opto-electronic capabilities, and better electron mobility. Furthermore, single photon emission have been demonstrated [5], a feature essential for any quantum manipulation.

A straightforward solution is to integrate III-V quantum emitters with existing silicon technology, feasibility of which is demonstrated in this chapter through the optical and structural study of InGaAs quantum dots monolithically grown on a silicon substrate, and embedded in photonic crystal microcavities [6].

First the sample structure will be discussed, then the quantum dots and the quality of cavities, then single photon emission demonstration, and finally strong coupling opening door to quantum electrodynamics.

2.2 Structural study

2.2.1 Previous attempts at growing III-V on IV

As explained in the introduction, the integration of compound semiconductors (III-V, or II-VI) with group IV is desirable among other things for quantum and classical computation. Though the first attempts can be traced back as early as 1962, the purpose there was to make hybrid heterojunctions with better characteristics for electronic applications [7]. Also the growth of GaAs on an intermediate substrate of germanium, due to the similar lattice constant of the two materials [8], does not present the same challenges as with silicon, whose lattice mismatch with III-V ranges from 4% to 8% (see paragraph 2.2.3). In later years, the need of bringing III-V optical capabilities with the high efficiency of state of the art Si technology became more apparent, and in 1984 Wang managed one of the first growths of GaAs/AlGaAs on silicon [9]. Less than a year later Metze from MIT realized a metal-semiconductor field-effect transistor (MESFET) with good device characteristics from GaAs layers grown directly on silicon [10]. As more studies were being made on the subject [11, 12], growth techniques started to emerge to overcome the issues of semiconductor hybridization and make it more suitable for the growth of complex structures like quantum wells or quantum dots [13]. For the past decade quantum dots fabricated on Si allowed for semiconductor lasers with good characteristics to be integrated with silicon technology, opening the way to the introduction of III-V to silicon photonics [14–16] (see figure 2.1).
Figure 2.1: Illustration of hybrid III-V/Si technology: in this hybrid Si FabryProt laser, the InP active layers are bonded on a Si waveguide. Adapted from “Recent progress in lasers on silicon” from Di Liang and John E. Bowers [14]

Now that coherent light sources are implemented on silicon, the next step towards optical devices on silicon is the single photon emitter. Only recently was that feature achieved, on one hand by Cavigli et al. using the method of droplet epitaxy dots, grown on top of a Ge-on-Si virtual substrate [17] and on the other hand by our team at University of Sheffield [6] based on a InAs quantum dots sample monolithically grown on Si substrate by Hui-Yun Liu at University College London [16]. The present chapter is based on this last work.

2.2.2 Structure description

Now we will explore the structure of the sample grown by Liu et al.. It consists of a phosphorus-doped silicon substrate oriented in the (100) direction, with a 4° offcut towards the [110] plane. To remove surface oxidation, sample was maintained at a high temperature of 900 °C for 10 minutes. After cooling down the wafer, the III-V part of the sample has been realized using molecular beam epitaxy (MBE), starting with a 30 nm nucleation layer grown at 400 °C with a low growth rate of 0.1 monolayers per second (ML/s). The remaining 970 nm of the GaAs were grown at high temperature at a rate of 0.7 ML/s, accounting for a total contact layer of 1 µm, as can be seen on figure 2.2.

Next layers to be grown were dislocation filters [11, 18]. The strain filters consist of a fourfold repetition of a more complex structure, composed of five layers of 10 nm thick In_{0.15}Al_{0.85}As, alternating with five layers of 10 nm thick GaAs, all of this
capped with 300 nm of GaAs. On top of that is grown a short period superlattice comprised of 50 times a 2 nm layer of Al$_{0.4}$Ga$_{0.6}$As topped with a 2 nm layer of GaAs.

On top of all that after a capping layer of 300 nm GaAs is a 1 µm thick Al$_{0.6}$Ga$_{0.4}$As sacrificial layer, which is used for the fabrication of photonic crystals described in paragraph 2.4.2, and on which lay the active layer of InAs self-assembled quantum dots embedded in 140 nm GaAs (70 nm below and 70 nm above). The quantum dots height has been engineered through the indium flush technique [19], thus three samples have been grown with heights of 2 nm, 2.5 nm and 3 nm.
2.2.3 Structure discussion

Due to huge lattice mismatch between silicon and GaAs, one finds it very difficult to obtain high quality quantum dots and other nanostructures. Indeed the lattice mismatch, of near 4% between Si and GaAs and 8% for Si and InP, favours the creation of threading dislocations (they can be seen clearly in fig. 2.4), which act as non-radiative recombination sites, thus potentially dramatically lowering PL efficiency. Many a feature of this complex growth structure (described above) is aimed at reducing the natural drawbacks of the semiconductor hybridization, mainly by reducing the density of dislocations.

Nucleation layer

First to be taken into account is the growth temperature of the GaAs nucleation layer. On top of the silicon substrate is grown a 1 µm layer of GaAs, and to introduce this layer, the first 30 nm of GaAs are grown at a low temperature and slow rate of 0.1 MonoLayer per second (ML/s) against the faster 0.7 ML/s for the rest of the GaAs. The temperature at which the nucleation layer is grown has been specifically engineered to reduce strain. Test growths at different temperatures have shown a distinct reduction in strain density at 400 °C [16], as can be seen in fig. 2.3. Three different samples have been grown, with nucleation layer temperature of 380 °C, 400 °C and 420 °C, cross-sectional TEM image of the samples revealed a significantly smaller density of defects in the 400 °C sample, prompting the growth of all subsequent samples at this temperature.

Figure 2.3: cross-sectional TEM image of Si/GaAs interface. The nucleation layer is grown at different temperatures: (a) 380 °C, (b) 400 °C, (c) 420 °C. Images taken from [16].
Strain filter

Though being an optimized parameter for the growth of the nucleation layer, this temperature of 400 °C does not prevent the formation of a high density of defects propagating through the full thickness of III-V material and greatly lowering photon emission. To reduce the number of such dislocations a strain filter is still necessary. An InAlAs/GaAs strained layer superlattice (SLS) is grown for that purpose. The SLS have started to see a lot of studies and applications from the 70s when interest was growing on mismatched compound semiconductor growth [13, 18, 20]. The principle is to create an array of thin layers, alternating materials of mismatched lattice parameter. Because of this mismatch, strain is naturally created in the SLS, though due to the small thickness of the layers it does not propagate to the upper layers. These strains capture or deviate the dislocations coming from the lower layers, eventually reducing them by a huge percentage.

![Figure 2.4: TEM image of the layer structure. The clearer layer on the bottom of the image is Si, strain formation can be seen on the upper III-V layers.](image)

Indeed the effect can clearly be seen on figure 2.4 representing a cross-sectional TEM image of the sample realized by A. Sanchez and R. Beanland from University
of Warwick. In a clear color, is the Si substrate. On top of it is the 1 μm layer of GaAs presenting a high density of dislocations, which propagate along the growth axis. The four InAlAs/GaAs superlattices can be observed located one after the other in the middle top of the TEM image. After each of these SLS a smaller number of dislocations is observed, finally giving a density of $\sim 6 \times 10^6$ cm$^{-2}$ at the sample surface (measured from etch-pit density).

**Antiphase disorder**

Another source of dislocations is caused by the polar nature of III-V semiconductor. Indeed III-V lattice is formed of two poles, an anion (arsenic in the case of GaAs) and a cation (gallium) whereas silicon is a non-polar substrate. Since there is no or little preference as to which ion is bound to the surface during the early stages of the growth, it can lead to situations where a region starts with the cation plane and another region starts with the anion plane, leading to atom mismatch (see figure 2.5). This phenomenon is called anti-phase disorder [11], and as can be seen on the figure can also be caused by steps on the surface of the substrate. It has been found though that starting the III-V growth with a prelayer of only one of the elements effectively suppresses the formation of anti-phase domains [12].

![Figure 2.5: Antiphase boundary for GaAs grown on a Ge substrate. (a) The two antiphase domains started on the same plane, but with different atom deposition. (b) The two antiphase domains started with the same atom, but on two different planes separated by a one atom step. Figure taken from [11].](image-url)
Smoothing layers

Since the main purpose of this sample is to make photonic crystal with cavities as small as a few hundreds of nm, a smooth surface is desired. This is realized by growing a short period superlattice (SPL, see fig. 2.4), alternating super thin layers of GaAs and AlGaAs. This technique, though not tested, has been inspired from Fischer et al. [11]. In this work the growth front after the first GaAs layer on top of Si is revealed (by TEM) to be not planar, but shaped in pyramids and valleys. It was demonstrated that a superlattice of 40-period GaAs/AlGaAs reduces the undulation amplitude of the growth front. It is not at the moment possible to objectively assert of the effectiveness of this technique, but the undeniable great quality and bright emission of QD and photonic crystal cavities on this sample cannot be attributed only to the reduction of threading dislocations.

Additionally, this superlattice is interesting for its ability to show single QD-like emissions. This property will be studied in chapter 3.

Indium flush

QDs can grow in a variety of shapes and sizes. In order to homogenize their emission one can cap their height to a fixed value using a technique such as indium flush [21]. Also, as this material is aimed at silicon photonics applications, it makes sense to limit the emission wavelength to less than 1 \( \mu \)m so that it can efficiently work with silicon photon detectors. Furthermore, the use of this method facilitates the achievement of low dot density, which can prove critical for single dot study.

The QDs in this sample have been capped with a thickness of GaAs smaller than the natural height of the dots. This layer stabilizes around the dots as the InAs islands are energetically unfavourable sites for the growth of GaAs. The sample has then been annealed in an indium environment which caused desorption of the resident indium in the dot parts that still emerged from the GaAs capping. This technique is called indium flush. This resulted in the levelling of the dots at the desired height of the first capping layer. The QDs are then capped with a second layer of GaAs as in the usual growth method.

Techniques consisting of interrupting the capping of the dot layer in the aim of controlling the dots shapes and properties have been called double capping [22] or partial capping and annealing [23], and can be used with desorption of other
elements as well [19]. In our study presented in this chapter, three samples have been realized, with different QD heights, respectively 2 nm, 2.5 nm and 3 nm. The 3 nm sample was chosen due to relatively low and uniform dot densities achieved across the wafer.

**Thermal expansion**

The lattice constant of silicon crystal is 5.431 Å whereas for GaAs crystal it is 5.65325 Å. (All the values are taken from [24].) The lattice mismatch is therefore 4.09%. This mismatch changes during the growth as both materials have a different thermal expansion coefficient. The linear thermal expansion coefficient $\alpha$ of a material represents how a characteristic length of said material changes with temperature. The coefficient itself is not a constant, but we can approximate the expansion of the materials during the growth. If we take an average $\alpha$ of $3.5 \times 10^{-6}$ parts per K between 300 K and 675 K (growth temperature) for Si, and $5.73 \times 10^{-6}$ parts per K for GaAs, we obtain a lattice constant during growth of 5.317 Å and 5.66556 Å for Si and GaAs respectively. The lattice mismatch is then 6.56%. It has been demonstrated that a difference of lattice mismatch between growth and room temperatures can be the source of dislocations unless cooling rate is reduced [25], this phenomenon is yet another possible cause of the high density of threading dislocations in the sample.

### 2.3 Spectral landscape and optical properties

#### 2.3.1 Micro-photoluminescence experimental setup

The setup used for the optical characterization ($\mu$PL) of the sample is the one described in the previous chapter (see paragraph 1.4.1), except light can pass through either a single or a double spectrometer. A flipping mirror would allow the light emitted from the sample to be directed at the suitable spectrometer, after which the light is collected by a charge-coupled device. The complete setup used for all PL measurements in this chapter is represented figure 2.6. All measurements are performed at a temperature of 10 K.

The single spectrometer is mounted with three gratings, respectively 300, 600 and 1200 grooves per millimetre (g/mm). While those gratings provide a smaller resolution than the double spectrometer, the single light diffraction also means less signal loss, and the better performances of the new CCD accounts for a much
brighter PL reading. As a rule of thumbs, the single spectrometer would be used first to identify interesting dots on the sample, and afterwards the double spectrometer would be used on those dots, with a longer exposition time, to conduct experiments requiring a higher spectral resolution.

The samples are measured with a red HeNe laser emitting at a wavelength of 633 nm. A rotating attenuating filter allows rough tuning of the excitation power, from the 1 milliwatt output of the laser down to a few tens of nanowatts.

2.3.2 Micro-PL spectra of QD ensembles

This section regroups characterization studies of the raw surface of the 3 samples with differing QD heights.
Quantum dot height

As explained in section 2.2.3, three samples have been realized with different QD heights, namely 2 nm, 2.5 nm and 3 nm. To make it convenient they will be called 2 nm, 2.5 nm and 3 nm samples from now on. µPL of those samples was performed at different locations on the wafers to account for dot density non-uniformity. The first striking observation made from this preliminary PL is that the 2 nm and 2.5 nm samples present similar spectra in the region 1.31 eV to 1.44 eV consisting of a broad ensemble of either very dense dots, or a high level of noise. In the same region on the 3 nm sample (figure 2.7) one can observe the InAs dots, with density allowing clear detection of single lines with full width at half maximum (FWHM) as narrow as 50 µeV (see inset of figure 2.7). On the 2 nm and 2.5 nm samples no regions with a suitably low QD density were found, so only the 3 nm sample will be studied in this chapter. Therefore all the subsequent data shown in this chapter will be coming from the 3 nm sample, if not otherwise stated.

Figure 2.7: µPL spectrum of the 1.31 eV - 1.44 eV region of (a) the 2 nm sample and (b) the 3 nm sample at excitation power 10 µW
Description of the broad range PL spectrum

The broad range $\mu$PL spectrum represented on figure 2.8 allows observation of various features, most of which are expected from this kind of sample, but some of unknown origin. InAs QD appear from 1.31 eV and up to 1.42 eV, followed by the InAs wetting layer centred at 1.415 eV with slight variations of the order of the tenth of meV depending on the position of the excitation spot on the surface of the sample. The emission of GaAs bulk is located around 1.48 eV. Weaker PL features can be observed at 1.445 eV and 1.465 eV. These are believed to come from the deep strained layers of GaAs. Due to the structure of the sample (see figure 2.2), many layers of bulk GaAs are grown between the strained layer superlattices besides the GaAs capping layer, and each can have slightly different spectral properties.

![Figure 2.8: Long range spectrum of the sample.](image)

The last but not least feature of this full spectrum is the presence of undefined sharp lines in the 1.81 eV - 1.82 eV region: those lines look identical to QD lines, and also have narrow linewidth of 60 $\mu$eV. They are emitted by QD-like nanostructures formed by the interface fluctuations between the superthin GaAs/AlGaAs superlattices. They have been extensively investigated in a study that is the topic of chapter 3, and therefore will be left aside for the remnant of this chapter. It is interesting to note that the interface dots appear with the same density and the same PL brightness when the excitation spot is focused at any place on the surface.
of the wafer, and as well on the 2 nm and 2.5 nm high dots wafers. Indeed those
dots being created by a process occurring in the lower layers have uniform character-
tics throughout the wafer, independent from the parameters used during the
growth of the InAs dots.

Density of dots

The density of dots is varying across the sample surface, following a gradient to-
ward the edge of the wafer. Figure 2.9 shows three different spectra representing
the characteristic densities of dots that can be found on the wafer.

![Figure 2.9: μPL representation of dot density across the surface of the wafer. Inset
left: AFM image of the uncapped dots. Inset right: position of the measurements
on the surface of the wafer.](image)

From top to bottom the spectra are taken respectively in the centre of the
wafer, between the centre and the edge and at the top edge of the wafer. In the
inset of each spectrum is an atomic force microscope (AFM) image of the surface
of the sample at the corresponding place on the wafer, taken on uncapped test QDs
grown on the sample surface. The place onto which the AFM and µPL spectrum
have been acquired is represented in the right part of the inset, by a red point on
the blue wafer. The AFM pictures represent a 1 \( \mu \text{m}^2 \) surface, where uncapped QDs
can be seen in a brighter colour. From the AFM data we can extract a dot density
of approximately \( 10^8 \text{ cm}^{-2} \), \( 10^9 \text{ cm}^{-2} \) and \( 10^{10} \text{ cm}^{-2} \) for those places. Each spectrum
features a large and bright peak (1.435 eV for the top graph, 1.417 eV for the
bottom one) which is associated with the emission of the InAs wetting layer (WL).
On the lower energy side of the WL, single lines can be observed that grow more
numerous as the position on the wafer is close to the edge. An estimation of the
number of those QD lines ranges from a few units (top) to a few hundred (bottom),
which considering the laser excitation spot area of the order of 1 \( \mu \text{m}^2 \) accounts for
a density of dot consistent with the AFM observations. One can notice by looking
at the PL intensity scale on the left that the intensity of the WL decreases with
increasing density of dot, and that the WL emission redshifts. The former can be
attributed to the higher number of carriers from the WL being captured by the
QDs to undergo radiative recombination, while the latter can be explained by a
higher In concentration. These observations are similar to the optical behaviour of
InGaAs/GaAs QD grown on III-V (GaAs) substrate [26].

Excitonic complexes characterization

Closer optical characterization has been brought to the sample to investigate excitonic
complexes and exciton binding energy. Particularly a study of PL intensity
of single lines with respect to excitation power allows determination of bi-excitons,
as their PL increases with power in a quadratic way, as opposed to neutral and
charged excitons increasing linearly. Figure 2.10 shows characterization of such a
neutral exciton/bi-exciton (X/XX) pair.

Fig. 2.10 (a) represents three PL spectra of two lines, here denoted X for the
exciton and XX for the bi-exciton. Each spectrum was acquired at a different excitation
power so the evolution of the photon count can be estimated: indeed it can
be seen that X appears and reaches saturation before the other line. The integrated
number of photon counts is plotted for each of the two lines against excitation power
in figure 2.10 (b). The X line is in black squares while the data representing XX are
red dots. Emission of the XX remains low up to 2 \( \mu \text{W} \). Saturation of X peak is ob-
Figure 2.10: Optical characterization of a pair exciton/bi-exciton. (a) $\mu$PL measurement of the pair at three different excitation power, (b) integrated PL intensity of the same pair with respect to excitation power. The scales are logarithmic.

served at lower power than for XX: $\sim 3.5 \, \mu W$ and $\sim 8 \, \mu W$, respectively. The scales in figure 2.10 (b) being represented logarithmically, it is easy to observe the nature of the power dependent PL: since X increases linearly and XX quadratically \[27\], before saturation linear slopes can be expected on the logarithmic graph, with a slope of 1 and 2 respectively for X and XX line. The two lines are fitted with a blue straight line, whose slope is calculated to be respectively of 0.92 and 1.88, which fits reasonably with the theory, and confirms the X/XX nature of this pair. Three X/XX pairs measured across the sample exhibited binding energies of 1.18 meV, 1.56 meV and 2.43 meV. These results are reasonably in accordance with what can be found in the literature for InGaAs QDs grown on GaAs substrate [26, 28]. The disparity in binding energies can be explained by variations of quantum dot sizes through the sample [28]. Such a variation in size can indeed be observed on the AFM images in figure 2.9.

### 2.4 Photonic crystal cavities

Photonic crystal cavities (PCC) are microstructures that can be fabricated on the sample to observe light-matter interactions. They have been fabricated on the sample by Isaac Luxmoore from our group in University of Sheffield. A more extensive description of the device will be found in the next paragraph, after which the fabrication process will be detailed. Finally, the performances of the PCC are revealed through optical experimentation in the last paragraph of this section.
2.4.1 Principle

This paragraph is aimed at providing a general description of the principles of PCC. A more in depth review of the mathematics involved will not be found in this thesis, as the main domain of its author is semiconductor quantum dots, and the PCC are merely used as a tool. The reader will be redirected to the corresponding literature: [29].

The same way the goal of low dimensional semiconductors nanostructures like quantum dots and quantum wells is to gain control over electric charges, photonic crystals are a type of nanostructures that allow control over photons. In any bulk material, the characteristics of the crystal lattice will dictate the behaviour of electron propagation in it. This phenomenon arises from the quantum nature of charges: propagating as waves, their interaction with the periodic crystal of the medium will be different depending on their wavelength characteristics. By extending this concept, any medium can also block the propagation of certain wavelengths, leading to band gaps in the energy band structure. By analogy, photons with specific wavelengths can be trapped or directed within a periodic lattice, hence the name: photonic crystal. In this case, the lattice would be formed of mediums with different refractive indexes, this periodicity of refractive indexes would be to the photon what the periodicity of crystal lattice atomic potential is to a charge carrier. A photonic crystal could be periodic along one dimension, two or three (see figure 2.11).

![Figure 2.11: Simple cases of one, two and three-dimensional photonic crystals. The different colors represent materials with different dielectric constant. Adapted from “Photonic Crystals: Molding the Flow of Light”, Joannopoulos 2008 [30] ](image)
By using the appropriate formation of materials, one can be able to confine photons with specific wavelength, or to guide them in the same way a metallic waveguide directs microwaves. These applications aim at using photons as spin Q-bits. Another well-known application is to use a one-dimensional stack of alternating layers of materials with different dielectric constants to block light with a specific wavelength. This technique is commonly used in dielectric mirrors, dielectric Fabry-Perot filters, and distributed Bragg reflectors. For a more extensive review of the properties and applications of PCC, the reader is invited to read “Photonic Crystals: Molding the Flow of Light” by John Joannopoulos [30].

The goal for this study is to have a QD physically placed inside a PCC, so that an exciton inside the QD can enter in resonance with the photon that is trapped in the cavity (cavity light mode). The interaction between photon and exciton will then be studied in section 2.6.

2.4.2 Fabrication

The fabrication of PCC is enabled by the presence, below the GaAs layer that surrounds the QD, of an AlGaAs sacrificial layer. The aim of this fabrication is to obtain QDs embedded in a micrometric slab of GaAs surrounded by air in all three directions (see figures 2.12, 2.13). The difference in dielectric constant between air and GaAs would allow photons to reflect back into the slab and to interfere destructively with itself, unless its wavelength permits resonance with the cavity.

The fabrication procedure is the following: the cavities are first patterned over the surface of the sample using electron beam lithography (EBL). For that purpose a thin layer of resist is first deposited on the sample, and then the electron flux of the EBL irradiates parts of the polymer, making it sensitive to solvent. The pattern varies according to the type of cavity fabricated, for the L3 cavity represented in the main part of figure 2.13 it consists in a triangular lattice of circular holes, with lattice constant $a = 255$ nm to 260 nm and various hole radii of the order of 50 nm. Within one cavity all holes have exactly the same radius. (It is interesting to note that by varying the exposure time of the EBL, the scattering of electrons on the hard surface of the sample causes wider irradiation of the polymer film, resulting in larger holes. The purpose of making holes with different radii will be explained in paragraph 2.4.3.) The actual cavity is formed by the omission of three aligned holes, effectively making an elongated bulk of GaAs surrounded with air holes (L3 cavity). After solvent dipping, the holes are etched in the sample using inductively coupled
plasma reactive ion etch (ICP-RIE) from the surface down to the underlying sacrificial layer. The sacrificial layer is then removed (hence its name) entirely under the honeycomb lattice by infiltration of hydrofluoric acid. The resulting structure is a membrane of GaAs pierced with holes and containing in its centre the InAs QDs. A side-view representation of the structure is shown in figure 2.12.

![Side view schematic of InAs quantum dots embedded in a GaAs membrane](image)

**InAs quantum dots embedded in a GaAs membrane**

**Former AlGaAs sacrificial layer removed with hydrofluoric acid**

**GaAs**

Figure 2.12: Side view schematic of InAs quantum dots embedded in a photonic crystal cavity membrane.

Figure 2.13 shows a top view SEM image of the L3 cavity acquired by I. Luxmoore after the fabrication. Many other types of cavities have been fabricated on the sample, as represented in the inset: (a) H1 cavities with only one missing hole, (b) and (c) microdisks, though only the L3 cavities exhibited good enough characteristics to be studied in detail.

As mentioned before, the aim of this whole fabrication is to have a QD confined into a cavity so that the confined exciton will have strong interaction with the photon mode of the cavity. In practice it is impossible to engineer exactly a self-assembled QD into a cavity, or to fabricate a cavity exactly at the location of a QD without using advanced localization or growth techniques [31, 32]. That is why the method used here is of a more statistical nature: many cavities have been fabricated in an area of relatively high density of QDs ($5 \times 10^9$ cm$^{-2}$ to $1 \times 10^{10}$ cm$^{-2}$) and later
in the laboratory environment measured until a suitable QD-in-cavity was found.

### 2.4.3 Characterization of the performances

A cavity can be characterized by two properties: its mode frequency and its quality factor (Q-factor) \[29\]. The mode frequency is the frequency at which a photon is in resonance with the cavity, which means the round trip of the photon trapped into the cavity leads to constructive interference. The mode frequency depends on the dimensions of the cavity and the dielectric constant (or refractive index) of the medium. Since the latter is constant in the GaAs membrane, tuning of the cavity mode frequency can be achieved through variations of characteristic lengths. For that purpose the L3 cavities on the sample have been fabricated with various hole radii, the clusters of cavities with a specific radius being sorted in columns on the wafer surface for convenience. The cavities fabricated on the sample have mode frequencies or energies ranging from 1.3 eV to 1.4 eV, effectively covering the range of InAs QD energies (see figure 2.14).

The interesting characteristic here is the Q-factor that reflects the intrinsic quality of the cavity. It is a measurement of the how the cavity is not damped when it
resonates, in other terms the higher the Q of an oscillator the longer it will resonate [33, 34]. Indeed, in our case the Q is inversely proportional to the photon decay rate of the cavity, which means the higher the Q, the longer a photon stays in the cavity and have a chance to interact with the QD [29]. The properties of the Q-factor and how it affects the performances of the cavity or its interaction with QDs will be discussed in more detailed in the part concerning light-matter interaction, in paragraph 2.6.1. Examples of the best Q-factors measured can be seen in figure 2.14 where they are measured by observing the cavity mode emission in µPL at low temperature. The Q is estimated by the following formula:

\[
Q = \frac{\omega}{\Delta\omega}
\]  

where \(\omega\) is the frequency of the cavity mode, and \(\Delta\omega\) is the FWHM of the cavity mode emission. Among the 30 cavities investigated, Q-factors range from 6000 to a maximum observed of 13000 (figure 2.14 inset), which is comparable with the best quality cavities fabricated on III-V substrate over the last years. At this point it is useful to remind that the whole structure that is studied in this chapter is grown

Figure 2.14: PL spectra of three PCC with mode energy in the 1.31 eV region. The first harmonic mode can be seen in the higher energy side, typically at 5.5 eV from the fundamental mode. Inset: PL of cavity with highest Q-factor measured from PCC on the sample.
on silicon, making this quality very good indeed for a first attempt. More than 10% of the observed cavities have Q of at least 10000, while the majority of the cavities exhibit a Q over 9000, number widely accepted to be high enough to observe strong coupling.

2.5 Single photon emission

As explained in the introductory section 2.1, one of the main goals of the study of semiconductor nanostructures is to find a new way of computing, way that can be achieved by manipulating exciton spins. While the electron and/or hole in a QD is a potential good candidate for quantum operation, because of the solid state nature of the material, to transport the information one needs a good carrier, and a photon can accordingly fill this role. Therefore, the first essential ability researched in any new semiconductor nanostructure material is the ability to emit single photons [35], so that information can be passed reliably for example from one QD to another. This study has been conducted on our sample based on auto-correlation data acquired by our fellow group members N. Wasley and I. Luxmoore. It will be described in the present section, first by its experimental procedure and then by the yielded results.

2.5.1 Experimental setup

The photon-correlation experiment, that measures the probability of any two photons to reach a detector at the same time, depending of the delay between their emission, is conducted with a Hanbury Brown and Twiss interferometer (HBT). Figure 2.15 represents a schematic of the HBT setup. The working principle is the following: photons emitted from the sample, excited beforehand with a coherent source, go through a beam splitter, and hit two avalanche photodiodes (APD) placed on either ends of the beam splitter. An APD is a semiconductor device that generates electrical current through photo-generation. It is constituted of a built-in gain system using avalanche multiplication, meaning very low intensity light can be converted into electricity, and therefore detected. This device is ideal for the detection of photons, and that is the reason why it is a choice equipment for an HBT setup. First, one has to make sure that all photons emitted from the sample are coming from the same source, in this case a single QD. To achieve that, the best way is to use a narrow bandpass filter tailored to the wavelength of the measured QD, or to use a monochromator to separate the different frequencies of the light and isolate the exact frequency at which the QD of interest emits. The latter solution
dramatically reduces the emission intensity though, and since photon-correlation requires a lot of intensity to yield results in a timely manner, the former solution is preferred. For this experiment a narrow band-pass filter centred around the source QD emission wavelength and with transmission bandwidth of 2 nm has been used.

![Diagram](image)

Figure 2.15: Hanbury Brown and Twiss experimental setup.

Upon reaching the separating beam splitter, photons have a 50% probability of going one way or the other, and hit one of the two APDs. APDs are light detectors sensitive enough to count accurately the number of photons. Each of them is connected to a photon-counting module hardware in a computer onto which a software draws the photon auto-correlation function using a method that will be explained in the next paragraph.
2.5.2 Results

To study the photon statistics of light the following function is used:

\[ g^{(2)}(\tau) = \frac{\langle I_1(t)I_2(t + \tau) \rangle}{\langle I(t) \rangle^2} \]

(2.2)

Where \( \langle I_1(t) \rangle \) and \( \langle I_2(t) \rangle \) are the time averaged number of photons arriving at APD 1 and APD 2 respectively, and \( \tau \) is the time delay between the two APD triggers. This function \( g^{(2)}(\tau) \) is the second order correlation function, it represents the probability that two photons are emitted with a time delay \( \tau \). In an expected ideal case, for a single photon emitter this function would be equal to 0 at \( \tau = 0 \) ns and for relative time delays larger than the lifetime of the emitter it would be equal to unity. Now it is not possible to generate this exact function as it would require to know the exact photon emission properties of the source at any time, but it can be approximated with a histogram implemented by taking, for each photon hitting APD 1, the time delay until another photon hits APD 2. This method can reasonably approximate \( g^{(2)}(\tau) \) if the delays are much less than the average time between two APD triggers. If the source emits photons one by one, the histogram should present a constant value except for a dip around a certain time delay which by taking into account the relative distances of the APD from the source, corresponds to the zero time delay of the emission of two successive photons. Usually in an experimental system the dip will not reach zero due to various factors including noise, parasitic emissions and coupling with charge carriers [36].

Figure 2.16: Second order correlation function of a single QD under CW excitation.
The result of the experiment realized on an InGaAs single QD located outside the cavities and pumped with continuous-wave (CW) laser is represented figure 2.16. The measurement has been carried out with a HeNe laser at a low excitation power of 2 $\mu$W, and took 1.4 hours to complete. The dip of 55% observed at time delay $\tau = 0$ ns accounts for clear anti-bunching. This demonstrates the single photon emitter nature of the InGaAs dots grown on silicon.

The result is further supported by the same experiment realized with pulsed laser, this time on a QD located in a cavity (figure 2.17). The excitation used here is a titanium-sapphire pulsed laser, with a 82 MHz pulse rate and a pulse duration of 80 fs. The excitation power used for the experiment was 100 nW. The pulsed laser experiment allows a more direct observation of the effect since the pulses are separated in time (by 12 ns) so that only the central pulse (for time delay $\tau = 0$ ns) is affected by the quantum nature of the light. Here a clear reduction of the light field of more than 80% achieves to prove single photon emission of the QD on the sample.

![Second order correlation function of a single QD under pulsed excitation.](image)

Figure 2.17: Second order correlation function of a single QD under pulsed excitation.
2.6 Light-matter coupling

This section, introduced by section 2.4 about photonic crystals, deals with the most interesting results obtained with this sample: the coupling, at different levels, of light and matter in InAs QD embedded in PCC fabricated directly on silicon substrate. A more in-depth explanation of this phenomenon is to follow, then the two levels of coupling observed will be displayed on subsequent paragraphs.

2.6.1 Principle

The coupling between a cavity mode and an atom (in our case a quantum dot) situated in the centre of the cavity will happen if the transition energy of the atom is in resonance with the photonic mode [29]. The level of coupling depends on three parameters, the atom-photon coupling parameter $g_0$, the photon decay rate of the cavity $\kappa$ and the non-resonant decay rate $\gamma$. The condition to have strong coupling is that $g_0 \gg \text{Max}(\kappa, \gamma)$, the condition to have weak coupling is $g_0 \ll \text{Max}(\kappa, \gamma)$. Indeed, the atom-photon interaction represents the ability of the QD to absorb or re-absorb a photon trapped in the cavity. If the QD can absorb a photon faster than the photon being lost out of the cavity mode, there is a reversible process of emission/absorption of photons from the QD. Reversely, if the atom-photon interaction is not strong enough, the photon decays out of the cavity in an irreversible manner. In the intermediate case where $g_0$ is of the order of the strongest leakage process rate of the cavity, strong coupling evidence can still be seen though not as pronounced. The cavity decay rate is equal to the FWHM $\Delta \omega$ of the cavity mode, so as we’ve seen in paragraph 2.4.3 $\kappa$ is related to $Q$ by $Q = \omega/\kappa$. Now we can estimate the necessary Q-factor to observe strong coupling by using the value of $g_0$ (See chapter 10 from ref [29]):

$$g_0 = \left(\frac{\mu_{12}^2 \omega}{2 \epsilon \hbar V_0}\right)^{1/2}$$ (2.3)

Where $\mu_{12}^2$ is the electric dipole moment of the quantum dot transition from ground state to the first excited state, $\epsilon = \epsilon_0 \epsilon_r$ is the permittivity of the material, $\hbar$ the reduced Planck constant and $V_0$ the mode volume of the cavity. The mode volume is the spatial integral over the electric field intensity [37], from previous studies of properties of L3 cavities we can calculate it from:

$$V_0 = 0.64 (\lambda/n)^3$$ (2.4)

With $\lambda$ the wavelength of the photonic mode and $n$ the refractive index of the
material [38]. By substituting $g_0$ and $\kappa$, we find that the condition to be able to observe strong coupling is:

$$Q \approx \left( \frac{2\epsilon_0 \hbar \omega V_0}{\mu_{12}^2} \right)^{1/2}$$

(2.5)

By taking $\lambda = 900$nm and $n = 3.598$ for GaAs at this wavelength, we obtain an estimate of the mode volume: $V_0 \approx 9.99 \times 10^{-21}$ m$^3$. With a value for the relative permittivity of GaAs of 12.9 and for an average value of $\mu_{12}^2 \approx 9 \times 10^{-29}$ Cm for the dipole moment, based on literature values both theoretical [39, 40] and experimental [41], we obtain $Q \approx 7890$.

As can be seen from the experimental results of section 2.4.3, the quality of the cavities is good enough to observe strong coupling, provided the QD is located relatively close to the maximum of the cavity mode. An off-centred QD would result in an increased non-resonant decay rate, and a regime of weak coupling instead.

At this point it is good to remind that the procedure for the fabrication of PCC was to pattern them on the surface of the sample without any prior knowledge of the position of the QD. Therefore, the position of QDs relative to cavities is the limiting factor in the observation of any light-matter interaction, and a systematic work had to be done to probe the cavities until an ideal system was found. The next two sections will describe two such cavities, where weak and strong coupling respectively has been observed.

### 2.6.2 Weak coupling

In the weak coupling regime, as seen in the previous section a photon emitted by the QD quickly decays out of the cavity, making the process of emission irreversible. But what is very interesting in this regime is that the spontaneous emission rate of the QD is significantly modified by the cavity around it. This result has been investigated by E. M. Purcell in 1946, and is therefore called Purcell effect (see E. M. Purcell article on page 681 from ref. [42]). Indeed, the spontaneous emission rate of the QD depends on the density of photon states available outside the dot, density of states which has a different form based whether the QD is in free space or inside a cavity. To calculate the effect of the cavity on the QD emission, we can calculate the Purcell factor $F_P$:

$$F_P = \frac{W_{cav}}{W_{free}}$$

(2.6)
$W^{\text{free}}$ and $W^{\text{cav}}$ are the spontaneous emission rates of the QD in free space and inside the cavity respectively. The spontaneous emission rate has the following form (calculated using Fermi’s Golden rule, see chapter 10.3 from ref. [29]):

$$W = \xi^2 \frac{\pi \omega \mu_{12}^2}{\hbar \epsilon_0 \epsilon_r V_0} g(\omega)$$  \hspace{1cm} (2.7)

$\xi$ is a factor that evaluates the orientation of the dipole moment of the QD with respect to the external electric field, and is equal to 1 when perfectly aligned. For a QD that emits randomly in every directions (like in a free space) $\xi^2$ will be averaged to 1/3.

The main difference comes from the density of state function $g(\omega)$: for free space the available states are a continuum which increases quadratically with $\omega$:

$$g_{\text{free}}(\omega) = \frac{\omega^2 V_0}{\pi^2 c^3}$$  \hspace{1cm} (2.8)

Whereas in a cavity, the available states for the photon emitted by the QD are reduced to the photonic mode of the cavity, which takes the form of a Lorentzian function:

$$g_{\text{cav}}(\omega) = \frac{2}{\pi} \frac{\Delta \omega_c^2}{\Delta \omega_c^4 + (\omega - \omega_c)^2}$$  \hspace{1cm} (2.9)

$\Delta \omega_c$ and $\omega_c$ are the FWHM and the frequency of the cavity mode, and are related to the quality factor (equ. 2.1). When substituting into equation 2.6 we obtain:

$$F_P = \frac{3Q(\lambda/n)^3}{4\pi^2 V_0} \frac{\Delta \omega_c^2}{\xi^2 (\omega - \omega_c)^2 + \Delta \omega_c^2}$$  \hspace{1cm} (2.10)

As we can see, if the angular frequency $\omega$ of the QD emission is too far off resonance with the cavity mode $\omega_c$, this factor rapidly decreases below unity and close to 0. On the other hand, when the QD is in resonance with the cavity its spontaneous emission rate can dramatically increase. Let’s estimate what would be the Purcell factor for a cavity of 8000 Q factor: we assume the QD is in the centre of the cavity, that its emission is perfectly in resonance and that its dipole is aligned with the electric field in the cavity, we therefore have:

$$F_P = \frac{3Q(\lambda/n)^3}{4\pi^2 V_0}$$  \hspace{1cm} (2.11)

Which for a $Q = 8000$, emission wavelength of 925 nm and refractive index and
mode volume as calculated in the previous section, gives a Purcell enhancement of 1034.71. Of course this is an ideal value, and is very unlikely to be observed in our sample, due to the facts that it is very difficult to observe a QD located in the maximum of the cavity mode, and that it is not possible to observe with $\mu$PL a dot in resonance, its emission being completely covered by the photonic mode emission line. This last issue can be overcome by using a dot coupled with a second or third-order mode of a cavity. Lesser-order modes are broader and less bright than the fundamental mode, so a QD emission in resonance with the mode can be visible on PL. A reasonable Purcell enhancement has been observed by I. Luxmoore and is illustrated on figure 2.18.

![Figure 2.18: Time-resolved $\mu$PL of single dot emission in a photonic crystal cavity (red, lower curve) and in the unprocessed wafer (black, upper curve). The slight difference in rise time could be explained by the difference of the complexes (exciton or bi-exciton) studied in each QD. The experimental conditions like laser pump power were also not exactly the same for the two measurements, one of them having its natural luminescence intensity enhanced by the cavity.](image)

The figure represents a time-resolved $\mu$PL measurements of two dots, one being taken on the raw surface of the wafer without cavity (denominated $\tau_{\text{bulk}}$), and the other being weakly coupled with the third-order mode of a cavity ($\tau_{\text{PC}}$). The spontaneous emission rate of the QD in cavity is $1/\tau_{\text{PC}} \approx 1.54 \times 10^{12}$ s$^{-1}$ is increased compared to the one in the bulk $1/\tau_{\text{bulk}} \approx 0.91 \times 10^{12}$ s$^{-1}$, accounting for a Purcell enhancement of $\sim 1.7$, demonstrating weak coupling effect in the cavity. The huge
difference between the theoretical and experimental values of the Purcell enhancement is partly due to the position of the dot off the maximum of the cavity mode, but the main reason is the Q-factor of the third order mode, much smaller than that of the fundamental mode (see eqs. 2.1 and 2.11).

This result is important because increasing the photon emission rate of a QD can be extremely useful for numerous applications, one of the main ones being efficient single photon emitters. It is interesting to note that the results from section 2.5.2, figure 2.17 have been obtained on a QD in a cavity, exhibiting such Purcell enhancement.

### 2.6.3 Strong coupling

When the QD-photon coupling is strong enough, a photon emitted by the QD is reabsorbed before it can escape from the cavity, making the process reversible. This regime of emission/absorption of the photon is called cavity quantum electrodynamics (cavity-QED), a concept that has been studied for the first time by Jaynes and Cummings in 1963 [43]. Such a complex phenomenon will not be mathematically described here, as the aim of this thesis is the study of quantum dots.

![Figure 2.19: The Jaynes-Cummings ladder describing the states of a coupled atom-photon system (right) and the same system without any coupling (left). Taken from figure 10.9 of ref. [29]](image)
The principle can better be understood by looking at figure 2.19: the system comprises an atom (in our case a quantum dot) with two states, ground labelled $|g\rangle$ and excited $|e\rangle$, and a certain number of photons represented by the states $|0\rangle$, $|1\rangle$, ..., $|n\rangle$ (in our system the only photon states we will consider will be $|0\rangle$ and $|1\rangle$). The uncoupled states are represented on the left, the excited state of the total system corresponds to either the state $|g,1\rangle$ or the state $|e,0\rangle$, which share the energy $\frac{3}{2}\hbar\omega$, making this first excited level degenerate. It would be the same for each subsequent level if we had more than one photon in our cavity, the $n^{th}$ energy level being contributed by both $|g,n\rangle$ and $|e,n-1\rangle$. The effect of strong coupling between the photon and the QD mixes the states and lifts the degeneracy of energies, as depicted on the right part of figure 2.19 called the Jaynes-Cummings ladder: the photon and QD are now one and only mixed system, where the first excited state actually comprises two energies, separated by $\Delta E = 2\hbar g_0$.

Such a system could be compared to the classical analogue, the coupled oscillators depicted figure 2.20: two oscillators with natural (uncoupled) frequencies of $\omega_1$ and $\omega_2$ respectively, linked by a spring giving a coupling strength $\Omega$. The system exhibit two frequencies:

$$\omega_{\pm} = \frac{(\omega_1 + \omega_2)}{2} \pm \sqrt{\Omega^2 + (\omega_1 - \omega_2)^2}$$

(2.12)

Which reduces when the natural frequencies of the two oscillators are equal (in our case when the cavity is in resonance with the QD emission) to $\omega_{\pm} = \omega \pm \Omega$, where the frequency of the system is now “split” by the coupling strength of the spring.

In our case we can estimate a possible splitting, provided we find a cavity with a quantum dot strongly coupled to it and located reasonably close to the maximum of the mode. This splitting is called the vacuum Rabi splitting, and we can calculate it from the formula:

$$\Delta E = 2\hbar g_0 = \sqrt{\frac{2\mu_1^2 \hbar \omega}{\epsilon_0 \epsilon_r V_0}}$$

(2.13)

With the values of our system and the same approximations made in paragraph 2.6.1, we obtain a value (ideal) of $\Delta E \approx 349.8 \mu eV$. This value of course is quite high and would need perfect conditions to be obtained.

The observation of strong coupling in our work has been done experimentally...
on the InGaAs QDs embedded in cavities and grown on silicon, by the following method: first a cavity has to be found with a QD emission close enough to the frequency of the fundamental mode of the cavity, on the higher energy side. As mentioned earlier, the detected QD needs to be physically inside the cavity, but since this information is impossible to verify, we have to probe cavities until we find a suitable one (only one cavity exhibiting observable strong coupling has been found, out of the 200 measured). The procedure is then to put the QD and mode emission in resonance by raising the temperature, from 4 K and up to 50 K. Indeed, the increase in temperature changes the refractive index of the cavity, redshifting slightly its fundamental mode emission, whereas the quantum dot emission depending on the band gap of the semiconductor material is redshifted at a higher rate. This leads at some point to the resonance of photonic mode and QD emission, such an experiment is represented figure 2.21: the figure represents two µPL spectra of a cavity mode with a QD emission slightly off-resonance (smaller peak on the higher energy side, at 40 K), at multiple temperatures (increasing from bottom to top).

In fig. 2.21 (a) the QD and the cavity are not strongly coupled, we can see as the temperature rises that the emission lines of the QD and the mode overlap. In fig. 2.21 (b) the QD and the cavity mode are strongly coupled. Around $T = 40$ K where the two emissions would be expected to overlap, instead we can see the lifting of the degenerate energies of the mixed state as two peaks still appear. The QD (mode) is represented at temperatures 35 K and 45 K with a red (blue) Lorentzian fitting. The two peaks are clearly separated and never cross all along the temperature sweep, this “anti-crossing” is the signature of strong coupling between the
Figure 2.21: $\mu$PL spectra at increasing temperature of a InAs QD slightly off-resonance with a cavity mode. (a) The QD and cavity are not strongly coupled. (b) The QD and cavity exhibit strong coupling.

Figure 2.22 shows the plotted energies of the two lines from figure 2.21 (b) with respect to temperature, where the anti-crossing is even more clearly depicted. The red (blue) dashed lines represent the temperature dependence of the QD (cavity mode) emission if they weren’t coupled. The upper and lower ensembles of plotted values are fitted with the frequencies $\omega_+$ and $\omega_-$ from equ. 2.12 of the classical coupled oscillators (grey curves).

A reading of the energy splitting at the cross-section of the red and blue dashed lines gives a vacuum Rabi splitting of: $\Delta E = 212 \mu eV$, which is reasonably close to the theoretical estimation of 350 $\mu$eV we have done earlier. This result is also comparable to the highest Rabi splittings obtained with InGaAs QDs grown on GaAs substrate [32, 44, 45], which is attributed to the high quality of our sample.
2.7 Conclusion

To summarize, we have studied InGaAs/GaAs quantum dot structures monolithically grown on a silicon substrate, without use of germanium virtual substrate nor wafer bonding technique. Optical characterization of the sample with microphotoluminescence showed very good single quantum dot emission lines with a variable density across the wafer suitable both for single dot study and observation of QD / photonic crystal cavity coupling, as well as unexpected but nevertheless interesting high energy QD-like lines. Single photon emission from the InGaAs dots have been demonstrated with photon correlation experiment showing clear antibunching. Photonic crystal cavities fabricated on the sample exhibited very high quality factor up to 13000 with a large percentage of cavities having Q-factors over 9000. This allowed observation of Purcell effect for single photon emitting QDs and strong light-matter coupling between InGaAs QDs and cavities.

This work is one of the precursors in the study of single QDs grown on silicon, and the first comprising photonic crystals, and is opening the way to future studies in the fields of integration of III-V single photon emitters on silicon and cavity quantum electrodynamics in hybrid III-V/Si structures.
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Chapter 3

GaAs/AlGaAs single photon emitters from interface fluctuations of short period superlattice monolithically grown on silicon substrate

3.1 Introduction

Chapter 2 introduced the need to merge existing silicon technology with more efficient semiconductor photon emitters. Back then the single photon emitters in question were self-assembled quantum dots, but although they are the most widely studied quantum dots since 1993-1994 [1, 2], the first referenced study or prediction of zero-dimensional nanostructures traces back to the early 80s [3–6], when Weisbuch predicted that interface fluctuations in the well-known two-dimensional quantum well structure could cause trapping of charges leading to exciton confinement in all three directions. Later the phenomenon was experimentally observed and described in AlGaAs/GaAs quantum wells by Zrenner et al. in 1994 [5], who coined the “interface fluctuation quantum dot” term.

Discovering such nanostructures in our sample provides a very good and unexpected opportunity for two reasons: first III-V on silicon is getting a lot of attention, and a more complete understanding and mastery of the techniques to grow such structures can only be acquired through the study of various different combinations
of materials. Indeed research on quantum technologies is still at an early stage, and no contender for physical implementation of quantum devices has taken a significant lead over the others. Secondly, the usually higher energy emission of interface dots (in the region of visible red light or near infrared) compared to InGaAs self-assembled dots, make them good candidates for other applications like a new type of free-space communication [7], and they are also in the higher sensitivity range of Si detectors.

The present chapter is dedicated to the optical study of interface dots discovered in a hybrid III-V on Si sample. We start with the description of the sample and experimental setup, then continue with formal identification of the origin of the unknown QD-like emission, that will demonstrate their interface nature. A more comprehensive optical study of the emission lines with polarization detection is to follow, and finally the ability to emit single photons will be demonstrated and discussed.

3.2 Sample structure and experimental setup

3.2.1 Sample structure

The sample grown by H.-Y. Liu from UCL on which this study is based is the same as in chapter 2, and the reader should be referred to section 2.2 for a more complete review of the sample structure, the III-V-to-silicon merging history, and the growth techniques employed. In this paragraph though we will emphasize on the other parts of the sample that will be of interest. Figure 3.1 shows the same layer structure drawing as figure 2.2 except the height of each layer is now depicted in the scale. The silicon substrate is represented in green at the bottom, on top of it a layer of 1000 nm of GaAs, then the four dislocation filters are represented in one block in orange. These 10 nm InAlAs / 10 nm GaAs strained layer superlattices are meant to capture and reduce the threading dislocations arising from the huge lattice mismatch (∼4%) between Si and GaAs [8–10]. The small magenta slab above it is the AlGaaS/GaAs short period superlattice composed of 50 alternating layers of 2 nm AlGaAs and GaAs. The purpose of those layers is to smooth the surface of the sample to increase quality of subsequent growth [11]. The top layers contain the InGaAs QDs, an intermediate 300 nm layer of GaAs and a sacrificial layer of 1000 nm AlGaAs. Represented in gray on the figure, they are not of interest to this chapter, and will be ignored.
3.2.2 Experimental setup

The experimental setup used for micro-photoluminescence is the same as in chapter 2, it is illustrated on fig. 2.6 and described in section 2.3.1. Only the single spectrometer was used in experiments presented in this chapter, since it provided sufficient spectral resolution.
3.3 Optical identification of the internal layers

3.3.1 Principle

The first micro-photoluminescence spectra of the sample showed, on top of the expected InGaAs quantum dot emissions in the 1.3 - 1.4 eV region, some unexpected features in the higher energy region (see figure 3.2). Those single lines spread from 1.7 eV to 1.8 eV, are followed by a broad band similar to a quantum well emission, and have a full width at half maximum as small as 50 µeV. They present all characteristics of zero-dimensional quantum structures. Nevertheless, such quantum dots were not intentionally included during the growth process of the sample.

![Micro-photoluminescence spectrum of the sample in the 1.7 - 1.8 eV region. Single lines with linewidth as narrow as 50 µeV appear in this region where nothing would have been expected.](image)

Figure 3.2: Micro-photoluminescence spectrum of the sample in the 1.7 - 1.8 eV region. Single lines with linewidth as narrow as 50 µeV appear in this region where nothing would have been expected.

The first step in the study of these emission lines is to determine their source. It is probable that the complex structure of the sample, comprising many superlattices, has allowed formation of nanostructures at some point. The two possible origins are the strained layer superlattice, acting as dislocation filters (orange in figure 3.1) and the AlGaAs/GaAs short period superlattice (magenta on figure 3.1). Indeed the other parts of the sample are all bulk, and cannot host any structure...
exhibiting narrow lines.

The strained layer superlattice is formed of alternating 10 nm wide layers of InAlAs and GaAs, such structure has been known to produce self-assembled quantum dots [12, 13]. Indeed the Stranski-Krastanov method relies on the strain between the wetting layer material and the surrounding bulk material to induce self-creation of quantum dots, the accumulated strain being released after a critical number of layers by the formation of islands. Such a strained structure is ideal to capture and eliminate threading dislocations propagating from deeper layers. Reversely, the strain filters used in this sample to diffuse dislocations could very well have released strain by forming nanostructures during growth.

Figure 3.3: Scanning tunnelling microscope image of the surface of a GaAs quantum well layer. The differences in color represent fluctuations of one monolayer. Figure taken from Gammon et al., PRL 1996 [14]

AlGaAs/GaAs short period superlattices, on the other hand, are comprised of 2 nm thick alternating layers, which is the average thickness of many reported quantum wells, from which interface fluctuations formed quantum dot structures [5, 6]. Quantum wells are two-dimensional slabs of semiconductor. Charges in a quantum well encounter a potential barrier that hinders them from escaping in adjacent layers, but are free to propagate in the two dimensions of the well. But in some circumstances, mainly due to imperfect growth, thickness fluctuations may appear at the interface between a well and a neighbouring layer, creating
terraced steps (see figure 3.3). The steps can form a finite area where the well is one monolayer thicker than the surrounding, producing a lateral confinement that would make the propagation of a charge carrier more difficult (though not as much as in the growth direction of the quantum well). When those areas have a size comparable with the exciton Bohr radius of \( \approx 10 \text{ nm} \), they can effectively trap excitons, making sharp quantum dot-like emission lines upon recombination. Those nanostructures are called interface quantum dots [5]. The following experiment aims at determining the source of the emission between the two possible candidates, through a basic idea of variable etching.

### 3.3.2 Variable etching technique

The idea behind this experiment is quite simple: the layers where we suspect nanostructures could have been formed are situated at different depths from the surface of the sample, so by taking a certain number of pieces of the wafer and etching them at different depths, we can observe micro-photoluminescence at different depths, and see clearly which spectral features disappear and which remain.

The study focuses around five samples, four being etched at different depths, and the last one being a raw piece of the wafer to measure photoluminescence of the surface. The samples have been etched using a solution of sulphuric acid and hydrogen peroxyde in a class 10000 clean room. Since this wet etching can be quite non-uniform on the surface, the preferred technique has been to cover the sample with photoresist and to pattern small holes a few hundreds microns wide. After dipping the sample in the etchant, the depth was checked using a Dektak profilometer, an equipment that can measure the surface of objects with a resolution of a few nanometers.

Figure 3.4 depicts the layer structure of the sample (a) along with a transmission electron microscope (TEM) image of a lateral view of the structure (b), provided by A. Sanchez and R. Beanland from University of Warwick. The scale of the layer structure schematic is so that layers correspond between the schematic and the TEM. We can see red arrows numbered from 1 to 4, they represent the depths of the 4 etched samples. For the first arrow the etching has been stopped into the GaAs bulk layer immediately above the AlGaAs/GaAs superthin lattice. At this point, the high energy emission is not expected to disappear yet. The second etching stops within the superthin layers, to check the evolution of the emission lines. The third etching stops in the GaAs bulk layer above the InAlAs/GaAs strained
superlattices of the dislocation filters and the last in the middle of said dislocation filters.

<table>
<thead>
<tr>
<th>Layer Structure</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>a)</strong></td>
</tr>
<tr>
<td>1000nm AlGaAs</td>
</tr>
<tr>
<td>300nm GaAs</td>
</tr>
<tr>
<td>AlGaAs/GaAs (2nm/2nm) x50</td>
</tr>
<tr>
<td>Dislocation filter: 300nm GaAs</td>
</tr>
<tr>
<td>InAlAs/GaAs (10nm/10nm) x5</td>
</tr>
<tr>
<td>Repeated 4 times</td>
</tr>
<tr>
<td>1000nm GaAs</td>
</tr>
<tr>
<td><strong>SI Substrate</strong></td>
</tr>
</tbody>
</table>

Figure 3.4: Corresponding representations of the structure of the sample. (a) schematic of the layer structure (b) cross-sectional TEM image of the sample. The four markers between part (a) and part (b) indicate the 4 depths at which the sample has been etched to determine the origin of the high energy emissions.

### 3.3.3 Interpretation of the results

Micro-photoluminescence of the five samples (4 etched plus 1 raw) allows us to see the evolution of spectral features within the internal layers of the sample. Figure 3.5 represents the five spectra organized from top to bottom according to the depth at which they have been measured, with the spectrum of the non-etched sample on top and the one more deeply etched on the bottom (see figure 3.4). The low energy part of the PL spectrum in part (a) gives us insight about the evolution of the different bulk and active layers emissions with depth, while high energy end PL represented on part (b) mainly allows us to determine at which point the high energy QD emission disappear. PL measurements were performed at an excitation power of 300 nW per µm² (HeNe laser 633 nm).
Figure 3.5: PL spectra at low energy (a) and high energy (b) of the sample at different depths after wet etching: from top to bottom: on the raw surface of the wafer, without etching; and at the numbered four depths represented figure 3.4.

On the top spectrum we can see bulk emission at 1.46 eV and 1.475 eV, the presence of multiple bulk peaks is attributed to the several GaAs bulk layers in the structure. The high density cluster of InAs QDs can be observed between 1.32 eV and 1.42 eV, as expected, and the high energy region shows the weak yet unmistakable emission of QD lines (on top of figure 3.5 (b) enhanced 40 times) that interests us. At first depth just above the AlGaAs/GaAs superthin layers we can see complete disappearance of the InAs QDs as expected, and high energy spectrum shows a clear enhancement of the high energy QD emission, justified by the fact that those emissions have higher energy than the bandgap of bulk GaAs. Being closer to the surface (that is, with less bulk GaAs covering their source) makes them less heavily absorbed by the GaAs bulk, and so they appear brighter. In the same fashion, the brighter GaAs bulk emission seen at 1.45 eV, 1.46 eV and 1.475 eV are believed to come from the carrier recombination in the GaAs layer situated below the sacrificial layer. It is confirmed by the disappearance of those emissions at the third depth in the center of the superthin layers. At the two subsequent depths a broad PL band emerges centred around 1.49 eV, probably generated by the heavily strained GaAs layer grown directly on top of silicon. The third depth yields a high energy
dot emission even stronger, with a broad peak at 1.81 eV similar to what would be expected of GaAs/AlGaAs quantum wells, as observed in previous work [5, 6]. The two subsequent samples etched below the AlGaAs/GaAs superlattice do not show any trace of high energy PL. This together with the peak at 1.81 eV constitute the main proofs that the high energy PL lines observed originate from QDs formed by interface fluctuations in the AlGaAs/GaAs superthin lattice.

3.3.4 Further confirmation with temperature dependence

Though the previous experiment shows in a pretty clear fashion that our dots originate from interface fluctuations and not self-assembled, the only way to have full proof of the origin of the dots would be to grow the strain filter and short period superlattice separately. The Dektak’s accuracy can vary, particularly when the etching goes as deep as a few µm. To further ascertain our result, a simple test is to observe micro-PL of the emission lines while raising the temperature of the sample. Indeed, at cryogenic temperature, radiative recombination of excitons trapped in dots is the main recombination process, but when temperature raises, a process that was negligible becomes predominant: thermal escape of carriers from the dots. This results in a quenching of the emissions, and as the interface dots are less energetically confined than self-assembled dots, thermal escape becomes effective at much lower temperature. A temperature dependence of both the InAs self-assembled QDs and the high energy emissions would show us which quench the fastest.

The results of this temperature dependent PL are plotted in figure 3.6. The PL spectra at increasing temperature are represented from bottom to top, for low energy InAs dots (a) and high energy interface dots (b). As expected, we can see a much quicker quenching of the high energy emissions, around 40 K while for the InAs dots broadened signal still appears after 70 K. This confirms the shallow nature of the high energy dots, as thermal escape occurs at much lower temperature.
Figure 3.6: Temperature dependent PL of the raw surface of the sample at low energy (a) and high energy (b). Spectra at increasing temperature are represented from bottom to top.

3.4 Polarization study and fine structure of the dots

A more comprehensive study of the optical properties of the dots follows in this section. It will include the observation of the polarization of light emitted by the sample, and dependence of the photoluminescence intensity on excitation power, and will give us insight about the fine structure splitting and the bi-exciton binding energy of the dots.

3.4.1 Principle of light polarization

Light can be polarized in many ways according to how its electric field vector evolves with time. Since the light, in its wave form representation, is composed of a packet of electromagnetic waves, any light coming from a single source can be defined by the characteristic orientations of the electric fields that compose it. Those orientations can be classified into two main types, namely linear polarization and circular polarization. Each other polarization can be seen as a combination of those two components (for more details read about Stokes parameters and Jones calculus). The excitation light will usually not be polarized, which means the ratio between circular and linear polarization is unknown. For our experiment we need to have it
polarized in a certain way, this has been done by using a linear polarizer, a quarter-wave plate and a half-wave plate. The experimental setup for this measurements is illustrated on figure 3.7.

Figure 3.7: Schematic of the setup used to measure polarization dependent $\mu$PL.

The excitation beam first goes through the linear polarizer and then through a quarter-wave plate. The quarter-wave plate inverts the linear and circular components of the polarization, which allows to have a circularly polarized beam. The process is described on figure 3.8. The half-wave plate is used to change the polarization from left-hand circular to right-hand circular. The beam then reaches the sample, pumping it with horizontal, vertical, left-hand or right-hand circular polarization depending on the orientation of the optical equipments on its path.

The light emitted from the sample then goes through another set of quarter-wave plate, half-wave plate, and linear polarizer. This combination ensures that we can filter any component of the polarization of the light emitted by the sample, linear of circular. The filtered beam finally enters the spectrometer and CCD.
3.4.2 Observation of fine structure splitting

The energy levels of a quantum dot are degenerate and can be studied through several orders of precision, namely through the gross, fine and hyperfine structure of the exciton. The gross structure is the zero-order description of energy and doesn’t take into account any quantum effect, only relying on the first energy quantum number $n$ [16]. The fine structure is about the interaction between the electron and the hole, and makes use of the spin and angular momentum of the particles [14, 17]. As for the hyperfine structure, it deals with the interaction of the exciton with the nuclei forming the quantum dot [18, 19]. An entire description of the energy levels will not be given in this chapter, but the fine structure behaviour of a quantum dot being unique compared to that of a higher dimension structure, the observation of the fine structure from energy emissions can give us further confirmation of their quantum dot origin.

The exciton in a quantum dot is formed of an electron with spin $\pm 1/2$ and a hole with spin $\pm 3/2$ (heavy holes) or $\pm 1/2$ (light holes). The light hole and heavy hole energies presenting a difference of the order of tens of meV for quantum dots, the former can be neglected, which gives us total angular momentum numbers of $+1$, $-1$, $+2$ and $-2$. The last two are forbidden transitions that cannot interact with the light field (i.e. emit photons) unless they are mixed with the former two (bright) states by means of a strong non-symmetry of the dot or application of an external
magnetic field in the Voigt geometry [17], and therefore are very difficult to observe, hence their name dark states or dark excitons. Such states are not studied nor observed in this work. The bright states, on the other hand, are degenerate under normal conditions and if the dot has a perfectly circular base. The degeneracy is lifted when a magnetic field is applied in the Faraday geometry, when the +1 and -1 exciton states split (Zeeman effect, see section 1.4.2). When no magnetic field is applied, in the case of reduced symmetry (when the base of the dot is not circular) a smaller fine structure splitting can be observed between the +1 and -1 energy levels [14, 17, 20–22] (for a mathematical demonstration of this read ref.[17]). Furthermore, the two states will emit linearly polarized light, perpendicular to one another.

![Figure 3.9: Fine structure splitting of a pair exciton (right)/bi-exciton (left) observed under horizontal linear polarization (top) and vertical linear polarization (bottom). The inset displays an energy diagram of the bi-exciton decay. S is the fine structure splitting.](image)

This effect can be observed in figure 3.9, representing photoluminescence spectra of an exciton/bi-exciton pair under different polarization detection. The line on the right, assumed to be the exciton X, is separated from the other line that we assume is the bi-exciton XX by a binding energy of 5 meV, which would be quite high for a self-assembled quantum dot but has been previously observed in interface
fluctuation dots [6]. The top of figure 3.9 represents the horizontal polarization\(^1\) detected from the excitonic states. When detecting vertical polarization of the same states (bottom), we can see a clear shift of the lines, to lower energy for the exciton and higher energy for the bi-exciton. The fine structure splitting showing here cannot be measured accurately as it is close to the best resolution of the single spectrometer used for the experiment, but with the adequate fitting of the lines using Lorentzian curves, we can have a good estimate of the splitting. This particular dot shows the biggest splitting recorded on the sample with 120 $\mu$eV. Throughout the sample fine structure splittings ranging from 40 $\mu$eV to 100 $\mu$eV have been measured, as similarly observed in other works [14].

### 3.4.3 Power dependence of exciton/bi-exciton pairs

The lines studied in the previous paragraph have been subject to power dependence measurements to confirm that they are indeed exciton and bi-exciton, as well as to gather information on the dynamics of charge carriers. Figure 3.10 shows the result of such an experiment, with photoluminescence integrated intensity of the exciton (black squares) and the bi-exciton (red triangles) plotted against excitation power. Excitation power ranges from 200 nW to 50 $\mu$W where phenomenon of saturation begins to appear.

The axis are represented in a logarithmic scale to better understand the relation between excitation power and number of photons emitted by the dot, in the same fashion as in section 2.3.2. Slopes for the exciton and the bi-exciton are calculated to be respectively 0.72 and 1.35, which denotes a sublinear dependence on power for the exciton and super linear though not quadratic dependence for bi-exciton. Those numbers, though related by a ratio of two as would be expected of an exciton/bi-exciton pair, are below the expected values of 1 and 2 [6]. This phenomenon has not been investigated in the present study, but a probable explanation can be given considering the mechanisms involved are not uncommon. The main hypothesis here is that charge carriers in delocalized states interact with charges trapped in the quantum dot. As excitation power increases, so the number of free charge carriers in the surrounding semiconductor, leading to a depletion of quantum dot states and to a sublinear power dependence [23, 24].

\(^{1}\)In this study the terms horizontal and vertical are arbitrary since it is difficult to know the orientation of the crystal lattice. Therefore the terms horizontal and vertical will be used to refer to two linear polarizations normal to one another.
3.5 Photon emission and lifetime properties

Complementary measurements have been realized to study single photon emission ability of the interface fluctuation quantum dots. They are described in this section, together with complementary information on the lifetime of the dots, based on experiments conducted by J. Chana and M. Sich from our group in Sheffield.

3.5.1 Experimental setup

For the lifetime experiment the sample is pumped with a Titanium-Sapphire 800 nm pulsed laser, with a pulse frequency of 82 MHz and a pulse width of less than 3 ps. The beam goes through a frequency doubler to obtain a blue pulse at 400 nm. Light collected from the sample is directed at a monochromator which is connected to a Hamatsu C5680 streak camera. The aim of the experiment is to measure the lifetime of an isolated quantum dot, and since the density of dots is not variable throughout the sample, the isolation can be achieved only through a custom designed 1 nm wide narrow band-pass filter. Two filters have been designed, based on the wavelength of suitable dots with high intensity count, at 722.9 nm and 713.3 nm. The 722.9 nm one has been successfully used during all the experiments. The
monochromator was first used to verify that the filter was isolating the dot properly (see fig. 3.11 (a) and (b)), and when we were certain that the only light coming to the monochromator was from the dot of interest, the diffraction grating was replaced by a simple mirror to maximize the signal (indeed the grating causes a 50% loss of signal compared to a mirror).

Figure 3.11: Illustration of the setup used to measure lifetime and photon correlation despite the low signal of the sample: (a) the whole spectrum is measured using a monochromator; (b) a narrow band-pass filter is applied to isolate the dot emission of interest and (c) the diffraction grating is replaced by a mirror to obtain a strong clear signal.

For the photon correlation experiment a Hanbury-Brown and Twiss experimental setup has been used, with a continuous excitation using He-Ne laser at 633 nm. The method to maximize the signal is the same as for the lifetime experiment, described in figure 3.11.

3.5.2 Lifetime of interface quantum dots

The lifetimes of the interface fluctuation quantum dots of the sample have been investigated to gain further knowledge of the dynamics of such structures. As explained in section 1.4.1, the lifetime is the average time an exciton exists in the
quantum dot before it recombines to emit a photon. The probability that the exciton recombines is a decreasing exponential, with characteristic time $\tau$ being the quantum dot lifetime. During the experiment, a laser pulse illuminates the sample and an electron-hole pair relaxes into the quantum dot. It recombines and the emitted photon is collected by the streak camera. After thousands of pulses the CCD matrix behind the streak camera has reconstituted a histogram of the quantum dot emission times (to obtain our result it took a typical time of 30 s), that can be extracted and is plotted on figure 3.12.

![Figure 3.12: Lifetime measurement of a single interface fluctuation quantum dot. The first peak comes from light scattered from the laser, so the fitting starts at the second peak caused by the emission of the QD.](image)

The experiment yielded a lifetime of 1.1 ns, which is comparable to the lifetimes measured in self-assembled InGaAs quantum dots from the same sample [25] and is rather typical for QDs.

### 3.5.3 Single photon emission

As seen in the previous chapter, the ability to emit single photons is of prime importance for the integration into silicon photonics and many quantum applications of a material [26–29]. It has been demonstrated for the interface fluctuation dots
The experimental setup is a Hanbury-Brown and Twiss interferometer similar to the one used to demonstrate single photon emission for the InAs self-assembled dots on silicon (see paragraph 2.5.1). The time resolution of the avalanche photodiodes used in the setup is 500 ps, which is half the lifetime of the dots in the sample. The measurements have been conducted by exciting the sample with a continuous-wave HeNe 633 nm laser, at 3 $\mu$W per cm$^2$ power. The signal is sent to two avalanche photodiodes using a beam splitter optical fiber. The emission of the quantum dot of interest is isolated from the other emissions by the same narrow band-pass filter used in the previous section.

![Autocorrelation function](image)

Figure 3.13: Autocorrelation function of a GaAs/AlGaAs single quantum dot. At a time delay of 0 s, a clear anti-bunching of 65% is observed.

Results of these experiments are demonstrated in figure 3.13. As can be seen very clearly, autocorrelation function at a time delay of 0 s shows a 65% dip, thus demonstrating strong anti-bunching. The anti-bunching has a decay time of $t_1 = 0.55$ ns. It is determined by fitting the $g^{(2)}(\tau)$ curve with the following decreasing exponential function:

$$g^{(2)}(\tau) = 1 - \exp\left(-|\tau|/t_1\right)$$

(3.1)
The fact that the anti-bunching dip doesn’t reach 0 at zero time delay is partly due to background noise and the limitations due to the time response of the APDs. The main cause is the intermittent charging occurring in the dot [30]. This charging can be reduced by decreasing the intensity of the excitation laser, but it would also reduce by too much the intensity of the dot photoluminescence. Another way of avoiding trapping of charge carriers would be to use a pulsed laser and to excite the sample closer to resonant excitation [31].

3.6 Conclusion

In conclusion, we have investigated unexpected emission lines on a InAs/GaAs quantum dot sample monolithically grown on silicon. The lines have been identified as originating from interface fluctuations in a GaAs/AlGaAs short period superlattice, by a method of variable etching at different depths from the surface. Further optical characterization confirmed the quantum dot nature of the emissions, and its single photon emitting capabilities.

This work, though not combined with photonic crystals as the previous one was, is interesting in the way that it presents a different way of growing zero-dimensional structures that has not been attempted before, and which yet yielded successful results. Particularly, the energy range of the dots situated in the far visible (1.7 - 1.8 eV) makes them attractive for applications in fields such as free-space communication [7] and provides single photon emitters in the range of high sensitivity of Si detectors.
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Chapter 4

Effects of arsenic concentration in InPAs/GaInP self-assembled quantum dots

4.1 Introduction

When quantum dots started getting a lot of attention, the main materials used for their fabrication were GaAs/AlGaAs and InGaAs/GaAs. It was also known that InP/GaInP could constitute a possible combination for self-assembled quantum dots, but due to the difficulty of using phosphorus with molecular beam epitaxy, such systems were fabricated using another epitaxy technique called metal-organic chemical vapour deposition (MOCVD) (see section 1.3.1). InP quantum dots have been studied since 1994 [1, 2], and soon displayed properties that made them advantageous comparably to InGaAs dots. The main one being that their emission wavelength range is situated around 650 to 740 nm where lies the maximum efficiency of silicon photon detectors, as opposed to InGaAs dots that emit in the near infrared region (950 nm). The growth of InP dots with MOCVD presents the issue of having a multi-modal distribution of quantum dot sizes that leads to multiple-charge trapping into big quantum dots [3, 4] but this has been addressed by controlling the growth rate and temperature [5].

Recently there has been a growing interest towards incorporating arsenic to this structure to produce InPAs quantum dots embedded in InP nanowires for photonic applications [6–8] or self-assembled for the short-wavelength infrared lasers [9]. InPAs/GaInP self-assembled dots have a strong potential for tuning the emission wavelength by varying the As concentration, from the visible light emission...
of InP to the near-infrared emission of InAs. Another interesting property is the high energy confinement they provide, enabling a more effective trapping of charges without necessarily maintaining the sample at a cryogenic temperature (≤ 20 K). This feature makes this material ideal for the study and manipulation of charges, particularly when combined with Schottky diode structures that allow control over the resident charges of the quantum dots [10].

This chapter presents experimental study of such a structure, InPAs/InGaP self-assembled quantum dots embedded in Schottky diodes. The samples have been grown by A. Krysa from the Electronic and Electrical Engineering dpt. The first section offers a description of the samples and experimental setups used for the project, then a second one describes how the concentration of arsenic in the samples modifies the optical and electronic properties of the dots. The third section is about charge control in the dots using Schottky diodes.

4.2 Sample description

Several samples have been grown by A. Krysa using metal-organic chemical vapour deposition, having various arsenic concentrations, and grown at different substrate temperature and deposition rates. These samples have been grown by using the well-known recipe of InP/InGaP MOCVD growth and adding arsine (AsH₃) reactant during the growth of the active quantum dot layer [10]. The samples can basically be divided into two categories. The first category comprises a comparative InP/InGaP sample and 5 samples using the same recipe with additional concentration of As. Those samples can then be compared based only on their arsenic concentration. The second category are two samples with different As concentration but more importantly having a n-doped layer, necessary for the fabrication of Schottky diodes (further described in 4.4.1). The structure of samples from the first category is shown figure 4.1.

The active layers have been grown on top of a GaAs substrate with a cutting inclination of either 3° or 10°. This means semiconductor ingot from which the substrate originates has been cut so the growth direction of the substrate wafer is not normal to the lattice but forms with it an angle of 87° or 80°. Making the substrate with a cutting angle of more than 0° enables to have a terraced surface instead of a flat one, more favourable to the formation of atomic islands. A first layer of 500 nm Ga₀.₅In₀.₅P is grown, followed by the dot layer capped by 300
nm of bulk Ga$_{0.5}$In$_{0.5}$P. The quantum dot layer is grown by evaporating reactants (trimethylindium In(CH$_3$)$_3$ and phosphine PH$_3$) for 5 seconds, a technique already successful for the growth of conventional InP quantum dot samples \cite{10}, except AsH$_3$ is introduced for 3 seconds in the process. The different InPAs samples have been realized with respectively 1.5, 3, 6, 16.7 and 50 standard cubic centimetres of AsH$_3$ per second (sccm). Since the exact dynamic of InPAs growth as not been studied of yet, it is difficult to accurately link the AsH$_3$ sccm with the concentration of As inside the dots.

The two doped samples have a different structure, represented figure 4.2. Under the active quantum dots layer is 200 nm of Ga$_{0.5}$In$_{0.5}$P doped with $10^{18}$ atoms of silicon per cm$^3$ to provide a sea of negative charge carriers. The doped layer is
separated from the dots by a layer of 80 nm undoped InGaP, and a barrier layer of AlInP is grown 200 nm above the quantum dots layer. The larger bandgap provided by the aluminium helps maintaining the holes in the layers surrounding the dots. The AsH₃ deposition rates for those doped samples were 6 sccm and 13.2 sccm. The doped samples are designed to be used with an electric field in order to manipulate the charge carriers inside the dots. For that purpose a Schottky diode structure has to be fabricated out of the sample. Their fabrication is described in section 4.4.1.

4.3 Spectral distribution of quantum dot emissions

Micro-photoluminescence has been performed at cryogenic temperature on the five InPAs samples as well as the test sample InP.

The experimental setup used to perform these measurements is the one described in chapter 1 figure 1.8. The results of the experiment are represented on figure 4.3, where we can see the six curves corresponding to the aforementioned six samples, each labelled with the number of sccm of AsH₃ used during growth (except for the
InP sample, labelled InP). All spectra exhibit single quantum dot emission lines, with an typical linewidth of 100 µeV. Two features are striking when reviewing this data. First the emission range changes with the increase in As concentration by spreading on the low energy side (see fig. 4.4).

![Figure 4.4: Energy range of the quantum dot emissions as a function as AsH₃ sccm for all 5 InPAs samples. The energy range of InP is represented on the left of the figure.](image)

Usual InP quantum dot emission is situated between 1.7 eV and 1.8 eV. With 3 sccm of As the dot PL are between 1.5 eV and 1.8 eV, while at higher As concentrations PL can be seen down to 1.4 eV. It is convenient to remind at this point that the usual emission of InGaAs/GaAs quantum dots ranges between 1.05 eV and 1.4 eV [11], so it makes good sense that the introduction of As into InP dots would shift the emission energies more toward the InAs QD emission region. On the other hand, the fact that the highest emission remains in the same region for all InPAs samples and for InP denotes that there are dots in the InPAs samples that are unaffected by As. The energy of the emission could depend on either the size of the dot (it decreases as the dot is bigger) or the concentration of As (as with more As the dots are assumed to have properties more similar to InAs dots). We can have a rough estimation of the dot size by using magneto-optical characterization. This experiment is described in section 4.5. The InPAs samples display a wide range of evenly spread emission energies, which could signify either an inhomogeneous
distribution of As among dots, or a large range of dot sizes but it will be shown in section 4.5 that the latter is more probable.

The second notable observation is that the emission intensity decreases dramatically as the concentration of As increases. This phenomenon has been explained by the formation of type-II (core-shell) quantum dots with increasing As concentration [12]. Type-II quantum dots are comprised of a core wrapped in a shell of a different material (InAs-rich core in InP-rich shell in this case [12]), and electrons (holes) are confined in the InP (InAs) region, reducing the rate of radiative recombination. The ideal concentrations of As to observe bright lines in the region from 1.6 eV to 1.8 eV are 3 sccm and 5.9 sccm.

Having emission lines in a range stretching from 1.4 eV to 1.8 eV is particularly interesting as no previous self-assembled QDs provide such a wide range of emission energies. Wideband light sources are desirable for a range of applications and particularly optical coherence tomography (OCT) [13, 14]. OCT is a non-invasive imaging technique for biological and medical tissues used in ophthalmology. The principle is to detect the interferences of infrared light scattered into the medium (retina) with a micrometre resolution. Wide band light source would prove effective as depth resolution of the technique is inversely proportional to the FWHM of the source [15, 16].

4.4 Study of excitonic complexes through charge-controlled PL

As previously seen in chapter 1, charged excitons are of prime interest due to the prospect of using a single charge carrier as a spin q-bit [17, 18]. It is also desirable to be able to control charges in single quantum dots to enable study of quantum confined Stark effect [19, 20] as well as many-body interactions [21]. To achieve charge control in InPAs quantum dots, a Schottky diode structure will be used. The aim of this project is to determine whether the InPAs samples are suitable for charge control, if Schottky diodes can be fabricated using this material and show good I/V characteristics, and if different excitonic complexes can be observed and isolated on demand.
4.4.1 Schottky diode fabrication

The fabrication of a diode structure is enabled by the doped layer below the InPAs QDs layer (see fig. 4.2).

![Figure 4.5: The ten steps of the fabrication of Schottky diodes.](image)

The fabrication is a work of precision and must be carried out in a clean-room environment. The device fabrication laboratory of the EPSRC National Centre for III-V Technology in Sheffield is the ideal place to do it. The aim here is to make an electrical connection between the doping layer and the dots. For that metallic contacts need to be implemented on each of the two layers. The whole process is described on figure 4.5. First the sample must be etched down to the doping layer.
To do that the etching zone is patterned on the sample using a layer of photoresist covered with a shadow mask and irradiated using ultra-violet light (steps 1 to 5). The sample is now entirely covered in photoresist except in the places where the etching will be done. These places form the back contact, depicted on figure 4.6 (A).

![A - back contact pattern](image)

**Figure 4.6:** Drawing of the Schottky diode patterns. (A) Back contact pattern, connected to the doping layer. (B) Top contact pattern, connected to the surface of the sample.

The sample is etched using a solution of diluted sulfuric acid and hydrogen peroxide until the doping layer is exposed (step 6). After that a metallic contact consisting of gold, nickel and titanium is deposited on the surface of the sample using a monolayer metal evaporator. The photoresist is removed using acetone, leaving only the back contact parts covered with metal (steps 7, 8). The top contact is evaporated from titanium and gold following the pattern on figure 4.6 (B) (step 9). The sample is now ready to be connected to a voltage controller using the connectors plugged into the helium continuous flow cryostat (step 10).

### 4.4.2 Principle of charge control by electric field

The Schottky diode allows to exploit the benefits of the doping layer by applying a gradient of electric potential between the surface of the sample and the sea of electrons provided by the doping silicon. The effect of the electric field on the energy diagram of the sample are illustrated in figure 4.7: in zero electric field condition (a) the dot is hosting a certain number of positive and negative charges. When a negative bias is applied (b) the electrons and holes tunnel out of the dot as the
potential barriers on either side become thinner.

![Energy diagram](image)

**Figure 4.7**: Energy diagram of the sample submitted to an electric field. (a) without bias and (b) with an applied reverse bias.

The AlInP barrier layer provides a higher potential to limit the escape of negative charge carriers, theoretically favouring the observation of singly ($X^{-1}$), doubly ($X^{-2}$) and even triply ($X^{-3}$) negatively charged excitons [10, 21]. In forward bias, the high electrical current flowing into the diode results in a high number of charges, which in turn decreases signal-to-noise ratio. For that reason, only reverse bias is used for the observation of single dots.

### 4.4.3 Results

First the diodes have been tested at room temperature to assert that the current/voltage (I/V) characteristic was suited for the charge control experiment. The ideal behaviour of the diode is to have a current flow of 0 in reverse bias, an infinite one in forward bias. In practice, the I/V slope in the reverse bias region is not
zero due to leakage current. A good diode should have a leakage of less than 10 μA.cm⁻² over the voltage region used for the experiment, in our case from 0 V to -1.7 V [17, 22].

![Diagram of J/V characteristic of the Schottky diode fabricated on the sample. A reasonably low leakage current density of 4.5 × 10⁻⁶ A.cm⁻² over the first 2 V of reverse bias is demonstrated.]

Figure 4.8: J/V characteristic of the Schottky diode fabricated on the sample. A reasonably low leakage current density of 4.5 × 10⁻⁶ A.cm⁻² over the first 2 V of reverse bias is demonstrated.

The I/V curve depicted on figure 4.8 demonstrates the acceptability of the fabricated diode with a current leakage of only 500 pA over the region we will use for the experiment.

Experiments have been conducted on the sample grown with 13.2 sccm of AsH₃. Several dots have been measured, micro-photoluminescence of one of them is plotted against energy and applied bias on figure 4.9.

First a strong negative bias of -1.7 V is applied, causing the tunneling of all charge carriers out of the dot. Then the bias is gradually reduced. At -0.35 V a line can be seen with an energy of 1.418 eV, and with further reduction of the bias a second line appears on the low-energy side of the first. Considering the very low density of QD lines, it is safe to assume that the two clear lines appearing are emitted by the same quantum dot. The first line is believed to be a neutral exciton X₀ and the second line its associated negatively charged exciton X⁻¹. The fact that X⁻¹ is on the low-energy side of X₀ is in accordance with what has been previously observed for InP/GaInP quantum dots [10]. The PL lines are represented for three different biases in figure 4.10.
The $X_0$ and $X^{-1}$ lines exhibit linewidths of $109 \, \mu eV$ and $142 \, \mu eV$ respectively, and are separated by $2.8 \, \text{meV}$. The same line switching behaviour is observed for two additional dots emitting at $1.735 \, \text{eV}$ and $1.663 \, \text{eV}$. The trion binding energy for those two dots is respectively $7.9$ and $9.7 \, \text{meV}$. This is in the same order of magnitude as the binding energies observed in InP [10] and also in previous charge-tunable work done with InGaAs dots [23].

What we can gather from this result is that the fabrication of Schottky diodes with InPAs/GaInP quantum dots is possible, and charge control works. This result is important as this material combines the reduced QD bandgap enabled by the introduction of As with the large bandgap of the GaInP surrounding bulk. The enhanced confinement provided by InPAs/GaInP compared to previously studied InAs/GaAs and InP/GaInP Schottky structures allows for a better trapping of charges, making it a more effective material for the study of spin processes in quantum dots.
Figure 4.10: PL spectrum of the $X_0$ and $X^{-1}$ lines for biases of -0.15, -0.1 and -0.05 V.

4.5 Study of the effect of As concentration on magneto-optical properties

This section describes how the concentration of arsenic of the samples changes the photoluminescence features, as well as diamagnetic shift and exciton g-factor under magnetic field. The magnetic field lifts degeneracy of the Zeeman energies, allowing us to calculate the diamagnetic shift of the dots. The diamagnetic shift can then be used to calculate shape and size properties of the dots. This will provide information about how the concentration of As in the dots changes their size.

4.5.1 Experimental setup

To study the sample under magnetic field we have used the setup described on figure 4.11.

To study the optical behaviour of the dots in a high magnetic field environment, a superconducting magnet displaying magnetic field of as high as 10 T has been used. The magnet is a cylinder 2 m tall and 60 cm wide containing superconducting coils in a chamber filled with liquid helium. Inside the chamber the sample is mounted
in an exchange gas cryostat. This tube is put under vacuum then inserted with a few mm$^3$ of gaseous helium. The liquid helium acts as a cooling system for both the superconducting coil and the sample. The low temperature is effectively conveyed to the sample by the gaseous helium in the tube. For this experiment, excitation light from the laser is brought to an optical table on top of the magnet via optical fibre. The beam is directed along the central tube via a beam splitter and down to the sample. The signal emitted from the sample is then collected through another optical fibre linked to a single spectrometer and CCD. The sample can be placed either in Faraday (fig. 4.11 (b)) or Voigt geometry (fig. 4.11 (c)).

4.5.2 Results

Applying a magnetic field to the sample allows for the extraction of useful information about exciton g-factor and diamagnetic shift. These quantities in turn will give us insight about the shape and size of the dots, so that the effects of the concentration of As over the properties of the dots are better understood. The g-factor, also called dimensionless magnetic moment is a quantity that links the total magnetic moment $\mu_S$ of a particle with its spin $S$ and the Bohr magneton $\mu_B$ (equ. 4.1). It is
directly proportional to the Zeeman splitting that emission lines experience when a quantum dot is placed in a magnetic field.

\[ \mu_s = \frac{g \mu_B S}{\hbar} \]  

(4.1)

The diamagnetic shift represents the particle’s response to an applied magnetic field. Since the magnetic field is known to shrink the excitonic wavefunction and to make it more confined, the emission line of the exciton shifts to higher energy [24, 25]. The spectra represented on figure 4.12 (a), of a neutral quantum dot line under different magnetic fields demonstrate modification of QD PL.

Figure 4.12: (a) Micro-photoluminescence of the InPAs sample containing 3 sccm of As. The luminescence is measured for various applied magnetic fields, applied in Faraday geometry. The detection of two linear orthogonal polarizations allows for clear observation of a splitting of the QD line. (b) Energy splitting plotted against magnetic field. (c) Middle position of the two energy lines plotted against the square of the magnetic field.

At zero field the QD exhibits a single PL line, which splits due to Zeeman effect under non-zero field. Six spectra are displayed, representing the same neutral dot emission at six different magnetic fields, from bottom to top 0, 2, 4, 6, 8 and 10 T. The amplitude of the splitting is represented figure 4.12 (b) as a function of
the magnetic field. It appears clearly that the splitting is linear with the magnetic field \( B \), as it is expected. We can also see the diamagnetic shifts acting on the dot, blue-shifting the median position between the two emissions of the dot quadratically with \( B \). This effect is observed on figure 4.12 (c) where the average between the two energy lines is plotted as a function of \( B^2 \) the square of the magnetic field. Equation 4.2 explains the behaviour of the energy of the two lines \( E(B) \) with respect to magnetic field \( B \) using the diamagnetic shift \( \kappa \), the energy of the dot at zero-field \( E_0 \), the g-factor \( g \) and the Bohr magneton \( \mu_B \).

\[
E(B) = E_0 + \kappa B^2 \pm \frac{1}{2} g \mu_B B
\]  

Equation 4.2

The diamagnetic shift measured on 19 dots on the sample with 3 sccm of AsH\(_3\) do not show any trend of being dependent on the energy of the dot, though they seem to be situated mostly in the region between 3 \( \mu \text{eV/T}^2 \) and 4.5 \( \mu \text{eV/T}^2 \) (see figure 4.13).

![Figure 4.13: Diamagnetic shift of 19 dots from the sample with 3 sccm of AsH\(_3\) plotted as a function of the energy emission of the dot. The magenta band represents the region containing the most data plots.](image)

The size of the measured dots can be estimated through the following formula [25, 26]:

\[
\kappa = \frac{e^2}{8\mu_r X^2}
\]  

Equation 4.3
Where $\kappa$ is the diamagnetic shift, $\mu$ the reduced exciton mass and $r_X$ is the exciton Bohr radius, from which we can deduce an estimate of the dot size. If we take the reduced mass of the exciton to be $\mu \approx 1.0 \times 10^{-31}$ kg [27] we find a range of exciton radii going from 3.9 to 4.7 nm. From the fact that the estimated exciton radii (and thus quantum dot size) does not depend on emission energy, we can deduce that in the InPAs samples the wide range of emission energies is less due to an inhomogeneous size distribution of the dots than to a varying level of As concentration in the dots throughout the sample.

Further knowledge could be extracted from the magneto-optical measurements of the samples with other concentrations of As, as well as measurements in Voigt geometry. Those measurements would allow us to obtain the electron and hole g-factors and to see how they are modified with the change in As concentration. Knowing the behaviour of electron and hole g-factor and comparing it to g-factors for known structures like InP/GaInP and InAs/GaAs would provide useful insight about the way the charge carriers are confined into the InPAs quantum dots. More experiments have been carried out in a separate project, and reported by Del Pozo-Zamudio et al. ([12], in the process of submission). The insight about dot structure brought by this project is important because it could lead to a better growth control of the material, and the ability to grow dots with uniform size and As concentration for use in quantum communication [28] or wideband ensembles for OCT applications [13, 15].

4.6 Conclusion

In this chapter we have investigated a new type of quantum dot, grown using an optimized technique for InP but with arsenic deposited during the process. The various concentrations of As in the different samples allowed for characterization of the dependence of the dot characteristics with As. Among those characterizations, micro-photoluminescence demonstrated a dependence of the emission lines energies with As, with the minimum of emission being lower with higher concentration. The application of a magnetic field up to 10 T helped understand how the As concentration affects properties of the dots, through measurements of the exciton g-factor and diamagnetic shift. Particularly, the dots exhibit a wide range of emission energies not due to changes in size but more in As concentration. Finally, The fabrication of Schottky diodes and good charge control have been proven possible with this structure. The emission properties of these dots finally bring a way to
fill the gap in energy between the better studied InGaAs dots (1.05-1.4 eV region) and the InP dots (1.7-1.8 eV). Furthermore, the magnetic field and electric field experiments conducted on these samples were decisive in opening the way to the exploration of InPAs spin properties, in work that will be based on similar projects conducted on InP [10, 29, 30], some of which having already been concluded [12].
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Chapter 5

Conclusions

During the time of this PhD, many projects have been conducted. Some of them yielded no results and have not even been mentioned in this thesis, some produced impressive results that have been published in high profile journals [1, 2], but the link between these projects is difficult to understand at first sight.

Right now the silicon semiconductor technology that defines our modern world has reached a turning point, where the so much necessary power of processing depends on miniaturization, which is no longer possible using bulk silicon materials since quantum effects begin to be non-negligible. On the other hand the theoretical and more recently experimental progress made in the field of quantum mechanics [3–7] have lead us to envision new kinds of technologies, like quantum teleportation, quantum cryptography or quantum computation [8–12]. The quantum effects from which these technologies originate are made possible in semiconductors by new complex epitaxy techniques that allow for the growth of low-dimensional structures like quantum wells or quantum dots [13, 14]. Semiconductor materials offer us a wide range of properties and compound combinations. They are one of the main contenders in the ever growing race for the title of successor to silicon technology, but for that to happen we must understand their electronic properties at the atomic level. The exploration of many different material compounds and structures using a wide panel of experimental techniques is necessary to have a global view of the most promising ones, and the work presented in this thesis achieves a step toward this goal, with the optical investigation of three novel quantum dot structures.

The first two chapters offered results based on the same sample, comprising III-V nanostructures monolithically grown on silicon. Our current technology being silicon-based and III-V compounds having better optical properties, the integration
of the latter with the former is the next logical step for technological evolution. Indeed the field of hybrid IV/III-V semiconductor materials have seen an increasing amount of interest in the last decade, even though the epitaxial challenge is difficult to overcome. In chapter 2 we have proven that it was possible to grow a good quality InGaAs quantum dots system on top of a silicon substrate without resorting to wafer bonding or intermediate germanium layers. The dots, grown atop a complex system of InAlAs/GaAs strain filter layers showed excellent photoluminescence emission. What is more, the ability to emit single photons which is essential to any application in quantum optics has been demonstrated both with continuous and pulsed laser. The measured $g^{(2)}(\tau)$ at zero time delay is as low as 16%. The most exciting result though about this sample is certainly the successful fabrication and characterization of photonic crystal cavities. The cavities exhibited average Q-factors of 9000, with a maximum measured of 13000, emphasizing the good quality of III-V-on-Si epitaxial growth. Light-matter interaction within the cavities was also investigated, and weak coupling (effective Purcell enhancement of 2) as well as strong coupling (vacuum Rabi splitting of 212 $\mu$eV) regimes are demonstrated, opening the way to cavity quantum electrodynamics on silicon.

On top of the exciting results displayed in chapter 2, the silicon sample featured an unexpected yet interesting formation of quantum dots, originating from interface fluctuations of GaAs/AlGaAs layers used to remove dislocations. Studied in chapter 3, these dots were submitted to a simple experiment to confirm their origin, where multiple slabs of the same sample were etched at various depths to compare their emissions. After confirming that the emission lines originated from GaAs/AlGaAs short-period superlattice, polarization selective photoluminescence measurements gave us insight about the fine structure of the dots. Neutral excitons and bi-excitons were identified, presenting a substantial binding energy of 5 meV and a fine structure splitting ranging from 40 $\mu$eV to 100 $\mu$eV. Finally autocorrelation measurement under continuous-wave excitation demonstrated anti-bunching of more than 65%. This will have proven that the growth of good quality interface fluctuation dots is possible on a silicon substrate, and is made particularly interesting by its emission energy in the 1.75-1.8 eV region, a visible region of the spectrum widely considered for free-space communication applications [15].

The project related in chapter 4 deals with a new approach to grow InP quantum dots, by introducing various levels of arsenic during the metal-organic chemical vapour deposition process. The main idea behind this approach was to fill the emis-
sion energy gap between InP and the more classical InGaAs quantum dot systems, and it was concluded in the experiments that indeed good intensity emission lines spread from 1.8 eV and down to 1.4 eV as samples with higher As concentration were measured. Magneto-optic characterization allowed us to extract exciton g-factor and diamagnetic shift from 20 dots, a study that constituted the starting point for another ongoing project. The last part of this project is the study of excitonic complexes under electric field, made possible by the fabrication of Schottky diode structures. The application of negative biases modifies the resident charges in the dots, allowing for the observation on-demand of neutral and negatively charged excitons from the same quantum dot. Now future work an be undertaken using these Schottky structures like polarizability, characterization of the wave-function or photocurrent [16].
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