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Abstract

Plasma processing on industrial scale is becoming increasingly complex, demanding new strategies for process control and monitoring. Of particular interest is the energy transport in the interface region between the non-equilibrium low-pressure plasma and the surface. The individual plasma components have varying properties and exhibit different dynamics, which enable numerous chemical and physical modifications of surfaces simultaneously. Measurements of the in-situ surface condition and important chemically active radical species are extremely challenging. The most promising approach to overcome these challenges to achieve advanced process control is the active coupling of numerical simulations and experiments. In this regard, numerical simulations are a well-established technique to study fundamental plasma parameters and plasma dynamics for a variety of discharge sources.

The utilised numerical simulation is an experimentally benchmarked 1D fluid model, with semi-kinetic treatment of electrons and an improved energy dependent ion mobility treatment. This model is applied for a geometrically symmetric and asymmetric capacitively coupled oxygen RF discharge. Within the investigated pressure range of 10 Pa–100 Pa the simulations predict that changing surface conditions have a significant effect on dynamics of the plasma-surface interface. In particular, the surface loss probability and lifetime of metastable singlet delta oxygen as well as the secondary electron emission coefficient are identified to substantially influence the electronegativity and the plasma sheath dynamics on a nanosecond timescale. Phase resolved optical emission spectroscopy measurements, utilising different surface materials, confirm these predictions by comparing measured and simulated excitation features for three different optical emission lines.

Through the synergistic coupling of numerical simulations and experiments, the surface work functions as well as other key surface parameters are assessed. Furthermore, the use of an advanced actinometry technique, demonstrated by coupling simple electron kinetic simulations and optical measurements, enables measurements of the spatial distribution of radical atomic oxygen densities and local electron energies over the total discharge volume.
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1. Introduction

1.1. Motivation

Plasmas have undoubtedly become an important part of modern day life with particular regard to their applicability in the lighting, semiconductor or material processing industry. Generally, plasmas can be classified as forth state of matter beside solids, liquids and gases. By definition, a plasma is a quasineutral fully or partially ionised gas in which all charged particles, i.e. electrons, positive and negative ions, exhibit collective behaviour. Apart from technical applications they are interesting for fundamental research due to their variability and flexibility. A common categorisation of plasmas is done in thermal and non-thermal plasmas.

In thermal or high temperature plasmas all components are usually in thermal equilibrium with a significant fraction of the gas being ionised. Electrons, ions and neutrals can be described by the same temperature ranging from several thousand Kelvin to millions of Kelvin. This makes them important as energy converters in fusion experiments or as deliverers of heat to surfaces in welding applications.

In contrast, in low temperature plasmas the components are not in thermal equilibrium and only a very small fraction of the gas is ionised. Electrons, as the much lighter particles, exhibit much higher temperatures than the heavy particles which stay roughly at room temperature. Despite this, chemically active species are efficiently produced by the much hotter electrons, e.g. by dissociation of an inert molecular gas. Generally, non-thermal plasmas are operated at low gas pressures where the lower collisionality helps to prevent thermodynamical equilibrium.

These unique properties make non-thermal plasmas play a key role in technological applications. Some of the most prominent application examples are treatment of thermally sensitive materials, use as light sources (lighting, display industry), for surface
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modifications (surface hardening, wettability), in various fields of medicine (influence on cell growth, sterilisation) or in etching and deposition processes (microelectronics, coatings).

The development of non-equilibrium low pressure plasma sources, especially for technological applications, has been of rapidly growing interest over the past years. In this context, non-equilibrium low pressure capacitively coupled plasmas (CCP) are well established for technological applications, in particular for etching and deposition processes in the semiconductor industry. Capacitively coupled discharges can be operated at pressures ranging from about 0.1 Pa to atmospheric pressures and at powers ranging from a few W to several kW. Typically, the driving frequency is \( f = 13.56 \text{ MHz} \) and the plasma density is \( n_p \approx (10^{15} - 10^{18}) \text{ m}^{-3} \) in the bulk.

Despite the enormous relevance of such non-thermal plasmas for industrial applications the fundamental processes are usually not fully understood. The delicate environment of these low pressure plasmas and the increasing complexity in plasma processing for nano-structures demand new strategies for process control and plasma monitoring. The energy transport mechanisms and radical species formation in the plasma-surface interface region are of particular importance. Without detailed comprehension of power dissipation mechanisms under industrially relevant conditions, plasma processes can only be optimised empirically, but not predictively on a scientific basis. The non-intrusive measurement of in-situ surface conditions and radial species densities, which strongly affect the plasma-surface interaction processes, is therefore of key importance but extremely challenging. Particularly, the surface loss probability of metastable particles and the secondary electron emission through impacting ions as well as atomic oxygen in these complex environments are expected to strongly influence the plasma.

Despite the actual plasma complexity, numerical simulations are capable of accurately describing the intrinsic plasma processes and thereby improving the fundamental understanding of low temperature and low pressure radio-frequency driven plasmas. In particular, fluid simulations are commonly used due their capability to easily solve complex plasma chemical reactions. Therefore, new concepts for process control and plasma monitoring have been developed based on the combination of numerical simulations and advanced ultra-fast optical plasma diagnostics.
1.2. Outline

The thesis is organised as follows:

Chapter 2 contains a brief description of properties associated with low-temperature plasmas, with special regard to capacitively coupled radio-frequency plasmas. Plasma sheath formation as well as population dynamics of excited states are presented.

Chapter 3 gives a general overview of available numerical modelling methods, including a detailed description of the applied modelling method in this thesis.

In Chapter 4, the impact of residual oxygen in a helium-oxygen plasma is analysed by means of an systematic parametric study. Reaction rates are discussed and set into relation allowing to draw conclusions on the importance of oxygen in such plasmas.

Chapter 5 discusses the relevance of a correct ion mobility treatment in fluid simulations of plasma discharges. Therefore, symmetric and asymmetric discharge geometries are considered and the results are compared to research of independent work groups.

In Chapter 6, the role of metastable singlet delta oxygen in oxygen discharges is explored on the basis of the surface loss probability and the effective lifetime. As result, the impact on discharge properties and dynamics is investigated.

In Chapter 7, important plasma-surface interaction processes are identified and a systematic study of their influence, particularly on electron-impact excitation is examined. Conclusively, the mutual dependence of actual surface condition and plasma properties is discussed.

Chapter 8 introduces the experimental measurements, including the used discharge chamber, electrical and other peripheral equipment as well as the applied optical diagnostics. Furthermore, the experimental method to measure nanosecond resolved excitation dynamics, from which various plasma parameters can be deduced, is presented.

In Chapter 9, the utilised wafer materials with distinct surface conditions and properties are characterised.

Chapter 10 presents the conducted phase resolved excitation dynamics measurements
and discusses the determination of relevant surface parameters by comparing experiments to simulations.

Chapter 11 discusses the measured local and spatially resolved atomic oxygen densities as well as electron energies.

In Chapter 12, the main conclusions are summarised and a brief outlook for future research is presented.
2. Theoretical Background

In this chapter, a general overview of low temperature plasmas is given. Basic characteristics of plasma discharges and the sustainment criterion are discussed for direct current discharges. For alternating current discharges, the plasma frequency is derived and the concept of quasineutrality is explained. A typical setup for a capacitively coupled radio-frequency plasma is presented and the spatio-temporal behaviour of the plasma is discussed based on the electrode configuration, development of a bias voltage, heating mechanisms and the sheath motion. Population dynamics of excited states is introduced by means of a simple corona model and an extended collisional-radiative model. Finally, the use of an advanced actinometry approach is motivated.

2.1. Low Temperature Plasmas

Low temperature plasmas, or non-thermal plasmas, are defined to be weakly ionised (ionisation degree $< 10^{-4}$) and not to be in thermal equilibrium. Thus, they are generally referred to as non-equilibrium plasmas. In a regime where the plasma is in thermal equilibrium all plasma species (neutrals, ions, electrons) will have the same temperature $T = T_n = T_i = T_e$. For example, this condition is fulfilled in fusion plasmas. However, due to the high mass difference between electrons and ions many collisions are necessary to achieve a thermal equilibrium. In that case the energy content of the plasma can be described by a Maxwellian distribution function which represents a velocity distribution $f(v)$ of maximum entropy:

$$f(v) = n \left( \frac{m}{2\pi k_B T} \right)^{3/2} \exp \left( -\frac{mv^2}{2k_B T} \right)$$  \hspace{1cm} (2.1)

Here, $n$ represents the number density, $m$ the mass, $v$ the velocity and $T$ the temperature of the involved particles, $k_B = 1.3807 \times 10^{-23}$ JK$^{-1}$ is the Boltzmann constant. From this
velocity distribution the mean kinetic particle energy \( \langle e \rangle \) follows as:

\[
\langle e \rangle = \frac{\int \frac{1}{2} m v^2 f(v) d^3v}{\int f(v) d^3v} = \frac{3}{2} k_B T
\]

Equation 2.2 motivates the use of a temperature concept to describe the particles' energy within a plasma. In spite of that, several different temperatures can be associated with a plasma so that ions and electrons can have individual Maxwellian distributions with different temperatures \( T_i \) and \( T_e \). This originates from the fact that the collision rate of ions and electrons among themselves is much higher than the direct collision rate between ions and electrons. Accordingly, both species can be associated with their own partial thermal equilibrium temperature while usually no interchange of temperatures takes place between different species [1].

Temperatures within the plasma mainly depend on the electrical power coupled into the plasma. Due to their much higher mobility electrons are heated more effectively by electrical excitation, whereas ions efficiently interchange energy with neutral particles through collisions. Generally, in non-thermal plasmas it can be assumed that electrons as well as ions do not reach thermal equilibrium and exhibit a non-Maxwellian distribution. In this respect, electrons typically possess a much higher temperature than ions and neutral particles \( (T_e \geq 11{,}000 \text{ K} \gg T_i, T_n) \) which temperatures lie in the range of the room temperature \( (T_i \approx T_n \approx 300 \text{ K}) \).

Discharges where a relatively small number of collisions occurs and a thermal equilibrium is effectively suppressed can be realised easily at low pressures (0.1 Pa—1000 Pa). This creates a broad spectrum of possible applications especially for industrial purposes. For example, those discharges can be used as miniature factories where feed gases are used to produce "cold" chemically active species to then modify thermally sensitive surfaces at room temperature.

The fundamental production processes of non-thermal plasmas can be divided into two groups regarding the electrical power coupling. Firstly, direct current (DC) discharges and secondly, alternating current (AC) discharges.

DC discharges have an apparent advantage - their macroscopic time independence. Thereby, DC discharges are theoretically easier to describe than AC discharges. However, the necessity for continuous current, that provides the power to sustain the dis-
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charge presents an additional complication to the operation.

Generally, a cylinder symmetrical enclosed configuration with the anode on one side and the cathode on the other side is considered. The gap between the electrodes is filled with gas. This type of configuration has been well studied [2].

In case of an applied voltage difference at the electrodes, free charge carriers are accelerated in the electric field and may ionise gas particles on impact. As possible sources for the initial charge carriers serve usually cosmic radiation or photo-ionisation. The ionisation can be amplified under the presence of a sufficient voltage by an electron avalanche that increases the charge flux $\Gamma$ in direction of the electric field. Nevertheless, the flux will still remain dependent on the initial number of available free charge carriers, i.e. the source term $S_{ext}$:

$$d\Gamma = a_{T_d}\Gamma dx + S_{ext}dx$$  \hspace{1cm} (2.3)

The amplification factor $a_{T_d}$ equates to the number of ionisation processes per unit length and electron, and is also referred to as "1st Townsend coefficient".

The discharge ignition depends on the quantity of initial free charge carriers, on the strength of the electric field as well as on the gas pressure. The latter is proportional to the particle number density and to the mean free path of the electrons respectively. Since these kind of discharges are strictly bound to an external electron source they are also called dependent or Townsend discharges.

In contrast to Townsend discharges the electron production in independent discharges is not solely caused by an external source. These glow discharges are sustained mainly by secondary electron emission from the surfaces. The production process is strongly driven by the applied electric field. If it is sufficient high, secondary electrons will be emitted through electron-impact at the anode as well as through ion impact at the cathode. However, secondary electrons produced at the anode cannot contribute to sustain the plasma because they are immediately accelerated back to the anode and lost. In contrast, secondary electrons emitted at the cathode as a result of ion impact are beam like accelerated into the plasma due to the electric field and ionise gas particles. The yield of secondary electrons, produced by positive ions at the cathode, is described by the so-called $\gamma_{T_d}$-coefficient or "2nd Townsend coefficient".
An important condition for sustaining the glow discharge is that the charge carrier loss must balance their gain. Thereby, the ignition criteria for glow discharges with an electrode gap $d$ can be derived as:

$$\alpha_{Td} = \ln \left( 1 + \frac{1}{\gamma_{Td}} \right)$$

(2.4)

Discharges where the charge carrier multiplication is dominated by electron avalanches in the plasma bulk are also known as "$\alpha$-mode discharges" corresponding the amplification factor $\alpha_{Td}$. In spite of that, discharges where the charge carrier multiplication is mainly driven by ion impact at the cathode are called "$\gamma$-mode discharges". It is obvious that in the $\gamma$-mode the electron production is determined by the electrode material. Whilst the discharge is normally in $\alpha$-mode at low power, an increase of power yields a higher ion impact at the cathode and thereby an increased production of secondary electrons so that the discharge transits into the $\gamma$-mode.

Considering that $\alpha_{Td}$ depends on the ionisation energy of the background gas as well as on the applied voltage and pressure, equation 2.4 can be transformed to:

$$V = \frac{B_ppd}{\ln(A_ppd) + \ln[\ln(1 + \frac{1}{\gamma_{Td}^{-1}})]}$$

(2.5)

Where $V$ is the ignition voltage, $B_p$ corresponds to a gas specific factor which includes the ionisation energy and the electron-impact ionisation cross section, $p$ is the pressure and $A_p$ is an empirically obtained proportionality factor.

By means of equation 2.5 the so-called "Paschen curve" can be illustrated (figure 2.1(a)). For high values of $pd$ the voltage for which ignition is possible increases linearly with $B_ppd$. However, for lower values of $pd$ the curve exhibits a minimum ignition voltage under which the ignition of the plasma is not possible any more. From a power efficiency perspective, this minimum ignition voltage and the corresponding $pd$ value can be regarded as optimal plasma operation parameters. Furthermore, a lower threshold exists for the $pd$ value, which depends on the $\gamma_{Td}$-factor and the electrode material respectively. This threshold follows from the divergence of the denominator in equation 2.5.

The properties of Townsend and glow discharges can be described in a general voltage-
current characteristic if one assumes the current $I$ as main controlling variable. The current values shown in figure 2.1(b) are representative for a typical DC discharge in a glass cylinder of several cm diameter at a few 100 Pa pressure. However, it has to be noted that the current values are also influenced by several other parameters such as the used gas or the surface area of the electrodes. Therefore, these values need to be understood as rough reference points.

At currents below $I \approx (10^{-4} - 10^{-5})$ A the discharge is dependent on an external source of initial electrons. As the current increases the glow steadily builds up until the transition into the normal glow is reached at a voltage $V_c$. This transition is characterised by its rapid voltage drop due to the expansion of the plasma and is usually accompanied by a hysteresis effect.

The following flat normal glow discharge region generally exhibits a slightly negative slope $dV/dI$. Here, the voltage remains roughly constant while the current increases which is a consequence of an expanding plasma. If the currents exceeds a certain value (here: $I \approx 5 \times 10^{-2}$ A) the voltage also starts to increase again (abnormal glow). A further increase of the current leads to an sudden voltage drop at $I \approx 10^{-1}$ A, again characterised by hysteresis. This regime is known as arc discharge because a direct breakdown of secondary electrons between anode and cathode develops. The voltage continues to decrease asymptotically with increasing current.

Apart from the use of a direct current to operate low temperature plasmas, an AC voltage can also be applied at the electrodes to excite the gas. However, electrons and
ions respond to the electric field differently due to their distinct inertia.

If electrons and ions are displaced in a plasma against each other by a distance $\Delta$, an internal electric field builds up which counteracts the particles’ motion to re-establish quasineutrality (see figure 2.2). The essential criterion for quasineutrality is that the considered plasma dimension must be bigger than the Debye length $\lambda_D = \sqrt{\varepsilon_0 k_B T / (e^2 n_e)}$ [3]. Due to their lower inertia electrons oscillate around the equilibrium position with a characteristic frequency, the so-called plasma frequency $\omega_p$. This oscillation takes place on a small enough timescale so that the heavier ions cannot respond to the alternating electric field and therefore are assumed to remain static.

![Figure 2.2: Illustration of the concept of plasma frequency and quasineutrality](image)

A mathematical expression for the plasma frequency $\omega_p$ can be obtained under the following assumptions: (1) no external magnetic field; (2) no thermal motion ($k_B T = 0$); (3) the plasma is infinite and (4) the electron and ion motion is confined to one dimension [4].

$$\omega_{p,i} = \sqrt{\frac{e^2 n_{e,i}}{\varepsilon_0 m_{e,i}}} \quad (2.6)$$

Here, $e$ is the elementary charge, $n_{e,i}$ are the number densities of electrons and ions, respectively, $m_{e,i}$ are their masses and $\varepsilon_0$ is the permittivity of vacuum.

Three possible scenarios can be distinguished, if an external electric field with frequency $\omega$ is applied. Firstly, the external driving frequency lies below the ion and electron plasma frequency ($\omega < \omega_p < \omega_{p,e}$). In this case, both particle species can easily follow the change of the electric field and the discharge shows a similar behaviour as a
DC discharge. Secondly, the driving frequency exceeds both the ion and electron plasma frequency ($\omega_p < \omega < \omega_p$). A plasma cannot be ignited under these conditions because neither ions nor electrons can follow or be accelerated by the external field. Finally, if an external driving frequency is chosen which lies between the plasma frequencies of electrons and ions ($\omega_p < \omega < \omega_p$), electrons will respond to the changing electric field while ions won’t. Because of the AC excitation charge carriers will remain "trapped" within the plasma and not easily get lost at the electrodes so that much higher particle number densities are achievable than in DC discharges. Typical excitation frequencies lie in the range of several kHz to MHz (radio-frequency), with $f = 13.56$ MHz as the most prominent example, and for this reason these plasmas are mainly known as RF plasmas or RF discharges.

2.2. Capacitively Coupled Radio-Frequency Plasmas

A typical setup for capacitively coupled plasmas (CCP) consists of two plane parallel electrodes embedded in a vacuum chamber and is illustrated in figure 2.3.

![Diagram of a typical capacitively coupled radio-frequency plasma setup](image)

**Figure 2.3:** Typical capacitively coupled radio-frequency plasma setup.
The vacuum chamber and one of the electrodes are electrically grounded while the other electrode is powered by a sinusoidal RF voltage via an impedance matching network. This matching network guaranties an efficient power coupling into the discharge by matching the impedance of the discharge setup to the output impedance of the RF voltage generator. Furthermore, a blocking capacitor C is typically located between powered electrode and matching network or more often integrated into the matching network.

Due to this blocking capacitor, there is no net charge transport across the discharge time averaged over one RF cycle \( T_{rf} \). This means that the positive particle (ions) fluxes balance the negative particle (electrons) fluxes. However, as result of the higher electron mobility compared to the ion mobility a positive net charge region emerges in the discharge in front of the electrodes - the so-called sheath region. In the sheath region positive charge carriers are accelerated towards and impact the electrodes so that effectively positive charge is lost from the discharge within one RF cycle. To compensate the loss of positive charge, electrons leave the discharge during the period of sheath collapse.

In practice, the discharge dynamics are not ideally symmetric. Generally, the symmetry is determined by the electrode surface areas. Since the vacuum chamber walls are typically grounded as indicated in figure 2.3, the total grounded electrode surface area exceeds the powered electrode surface area. This can create a highly asymmetric discharge with a larger voltage drop between plasma and driven electrode than between plasma and grounded electrode. As consequence, a so-called "DC bias voltage" develops at the driven electrode with respect to ground. The DC bias voltage is predominantly negative and results in an enhanced ion impact of the driven electrode. This is a welcome effect which is widely exploited in technological applications, in particular for plasma etching applications in the semiconductor industry. The DC bias voltage is determined by the voltage drops between plasma and electrode and can be related to the surface areas in the following way:
\[
\frac{V_1}{V_2} = \left( \frac{S_2}{S_1} \right)^q \tag{2.7}
\]

\[
V_{dc} = -(V_1 - V_2) = -V_1 \left[ 1 - \left( \frac{S_1}{S_2} \right)^q \right] \tag{2.8}
\]

Here the indices 1 and 2 denote the powered and grounded electrodes, respectively, \( V_1 \) and \( V_2 \) are the corresponding potential drops, \( S_1 \) and \( S_2 \) the surface areas and \( q \leq 2.5 \) is an empirically found scaling factor depending on additional experimental parameters.

The distinct ion and electron dynamics are illustrated in figure 2.4 for a symmetric and asymmetric discharge. There, the spatial variation of the normalised net charged particle number density \( (\sum n_i - n_e) \) within one period of the discharge as well as the total potential \( \phi \) variation across the discharge gap is shown for a capacitively coupled radio-frequency oxygen plasma operated at 100 Pa pressure and 300 V driving voltage. The quasineutral region corresponds to a zero net charge (blue colour) and the positively region is indicated on a false colour scale with a maximum positive charge of 1 in the sheath regions (red colour).

Figures 2.4(a) and 2.4(c) show that the plasma bulk exhibits approximately a net zero charge, i.e. quasineutrality. This also manifests in a spatially almost constant plasma potential \( > 0 \) in the plasma bulk (figures 2.4(b), 2.4(d)). However, the sheath region at each electrode undergoes a period of expansion and collapse forcing the bulk region to follow its dynamics. During the sheath expansion a high electric field develops that accelerates the ions within the sheath and inhibits electrons from entering it. During sheath collapse the electric field decreases significantly allowing electrons to propagate into the sheath region and to reach the electrodes so that in total the positive particle flux is balanced. It has to be noted that the sheath region is significantly bigger in the asymmetric discharge due to the developing DC bias voltage, which typically lies between 0.5 – 1 times the applied voltage amplitude \( V_{ef} \) (see figure 2.4(d)).

Apart from the geometric configuration, heating mechanisms are an important factor for sustaining CCP discharges. Generally, they depend on several experimental parameters such as pressure, frequency and the applied driving voltage. The dominant energy coupling mechanism is the energy coupled to electrons by the oscillating electric field.
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**Figure 2.4:** Spatial variation of (a) time resolved normalised net charged particle number density ($\Sigma n_i - n_e$) and (b) total potential $\phi$ across a symmetric discharge for four different times during the RF cycle. (c) and (d) correspond to an asymmetric discharge.

As already mentioned above electrons can follow the electric field instantaneously which leads to their oscillatory motion within the RF cycle with the applied driving frequency, because the necessary condition $\omega_{pe} > \omega$ is fulfilled. The oscillatory motion is usually in phase with the electric field. Net energy is gained whenever this phase-coherent motion of electrons is destroyed. This can occur in two ways - by electron collisions with other particles, also referred to as collisional or ohmic heating, and by other collisionless mechanisms, namely, stochastic heating.

Both heating mechanisms occur in a typical CCP discharge, however the dominance of one mechanism over the other depends on the specific experimental conditions. For
example, ohmic heating is the dominant energy transfer mechanism for elevated pressures (> 10 Pa) whereas a decrease of operating pressure results in a transition to the collisionless mode [5]. Despite the pressure, several other discharge properties can help distinguish between ohmic and collisionless heating modes. The most prominent distinguishing feature is the shape of the electron energy distribution function (EEDF), which is illustrated in figure 2.5. The EEDF is usually obtained in the experiment only on time average as an approximation from the second derivative of Langmuir probe current measurements because its time resolved dynamics are generally very difficult to measure. In case of collisional heating the EEDF is Druyvesteyn-like with overall high electron mean energies. When the heating is predominantly collisionless the EEDF exhibits generally a bi-Maxwellian shape.

![Figure 2.5: Typical shape of EEDF for different dominant heating mechanisms.](image)

However, the details of the exact mechanisms involved in collisionless heating are still not fully understood and an ongoing research topic. There are numerous models to describe collisionless heating. One of the most prominent approaches is the hard-wall model introduced by Lieberman et al. [6, 7] which assumes that electrons are reflected at the oscillating sheath edges that serve as hard walls. Thereby, electrons can only gain energy if they are in stochastic phase with the oscillation of the sheath edges.

Recent studies suggest that such hard-wall models of the sheath are inadequate in explaining collisionless heating and alternative theories may be necessary [8–10].
2.3. Plasma Sheath

Classically, the plasma sheath is defined as the region between bulk plasma and electrode surface where the quasineutrality breaks down, because the positive ion density exceeds the electron density, as illustrated in figure 2.6. The sheath region is a result of the difference in thermal motion of electrons and ions. Electrons, having a smaller mass and higher temperature than ions, thus a significantly higher thermal velocity, are not confined by the quasineutral plasma bulk and can therefore be rapidly lost to the electrode surfaces. To satisfy the condition of a zero-net flux at the surfaces, a positive space charge region develops, which repels electrons and accelerates ions towards the surfaces, respectively.

![Figure 2.6: Classical plasma sheath definition.](image)

Theoretically, the plasma sheath can be described by the Child-Langmuir law, which is based on ion and electron current calculations in simple DC gas discharges using various electrode shapes [11, 12].

Two cases can be distinguished from one another. Firstly, a collisionless plasma sheath where no ionisation and no collisions take place, and secondly, a collision dominated plasma sheath.

As consequence of the collisionless plasma sheath assumption, the ion energy and flux are conserved and the electron density can be described in first approximation by
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the Boltzmann relation. This leads to a minimal velocity with which the ions enter the sheath, the so-called Bohm velocity \( v_B = \sqrt{k_B T_e/m_i} \). Using the Bohm velocity and corresponding Bohm flux \( j_B = e n_i v_B \) an expression for the sheath width \( s \) can be derived:

\[
  s = \frac{\sqrt{2}}{3} \lambda_D \left( \frac{2eV_s}{k_B T_e} \right)^{3/4} \propto \frac{V_s^{3/4}}{T_e^{1/4} n_e^{1/2}} \tag{2.9}
\]

Here, \( V_s \) is the voltage drop over the sheath and \( \lambda_D \) is the Debye length at the sheath edge. From this follows, that the sheath width can be estimated for a given plasma discharge and scales with voltage, electron temperature and electron density. With increasing voltage the sheath width increases, whereas it decreases with increasing electron temperature or electron density.

For technological applications, however, the detailed quantitative relationship is important and usually depends on the assumption whether ion collisions in the sheath can be neglected or not. For pure \( \alpha \)-mode discharges the collisionless assumption holds, however, if the discharge is dominated by secondary electron release at the surfaces (\( \gamma \)-mode discharge), ion energy conservation is not fulfilled. Thus, the ion dynamics is strongly modified.

Similar calculations, under the assumption that the ion mean free path can be regarded constant in low pressure discharges, yield a modified expression for the sheath width dependency:

\[
  s \propto \frac{V_s^{3/5}}{(p T_e)^{1/5} n_e^{2/5}} \tag{2.10}
\]

This expression is very similar to equation 2.9, however showing slightly different weighting and an additional dependence on the background gas pressure. Assuming a constant electron temperature of 4 eV, a constant electron density of \( 0.5 \times 10^{15} \text{ m}^{-3} \), typical operation pressures of 10 Pa—100 Pa, and voltage drops across the sheath of 100 V—500 V, the collision dominated sheath width will generally be smaller than the collisionless sheath width. Only for pressures below 20 Pa and voltages below 300 V, the collision dominated sheath can be bigger than the collisionless sheath.

Analytical and numerical models, describing the sheath motion in RF discharges and its effect on electron heating and ion energy distributions for both the collisionless and
collision dominated cases can be found in the literature [6, 13–16].

Generally, the actual time dependent sheath position is a matter of definition. In this work, the sheath position is defined on the basis of spatial particle density profiles using the concept of an equivalent sharp electron step [17]. This concept is illustrated in figure 2.7. Here, the sheath position \( s(t) \) results from the balance of the electron excess left of \( s(t) \) and the lack of electrons on the right hand side of \( s(t) \).

![Figure 2.7: Schematic of an equivalent electron step to determine the sheath position.](image)

Quantitatively, the sheath position \( s(t) \) can then be defined as the solution of:

\[
\int_{0}^{s(d)} n_e(z,t)\,dz = \int_{s(t)}^{d/2} \left( \sum_i \text{sgn}(q)n_i(z,t) - n_e(z,t) \right)\,dz
\]

(2.11)

Here \( d/2 \) represents the distance from the electrodes to the symmetry axis, i.e. the centre of the plasma bulk, \( n_e \) is the total electron density, and \( \sum_i n_i \) is the sum over the total densities of all ion species including negative ions by taking into account their charge sign via \( \text{sgn}(q) \). Consequently, the determined sheath widths will be smaller compared to the classical approach (see figure 2.6), in which the sheath position is given when the condition of quasineutrality breaks down.
2.4. Population Dynamics of Excited States

The simplest models to describe population dynamics of excited states are the so-called equilibrium models in which it is assumed that individual or all components of a plasma can be described by distribution functions due to their interactions. The most prominent distribution functions are the Boltzmann and Maxwell distribution functions. They characterise the population of excited, bound or ionised states, velocities etc. However, they mostly presume high electron densities and have thereby only a limited applicability for low temperature plasmas.

The transition to low electron densities in the range of \( \lesssim 1 \times 10^{19} \text{ m}^{-3} \) for low temperature and low pressure plasmas can be described by the so-called corona model. There, it is assumed that during the lifetime of an excited state no additional collisions leading to excitation or de-excitation take place. Additional excitation and de-excitation mechanisms that are not covered by the corona model will be discussed in the extended collisional radiative model. The population dynamics of excited states can then be characterised appropriately, as demonstrated in [18].

2.4.1. Corona Model

The corona model accounts in its simplest form merely the electron-impact excitation out of the ground state and the de-excitation by spontaneous emission into lower states, as illustrated in figure 2.8. These processes affect the population density \( n_i \) of an excited state \( i \) and can be described by the following rate equation [19–21]:

\[
\frac{dn_i(t)}{dt} = n_0 E_i^e(t) - \sum_k A_{ik} n_i(t)
\]  

(2.12)

Here, \( n_0 \) represents the ground state density, \( E_i^e \) the electron-impact excitation rate out of the ground state into the state \( i \) and \( \sum_k A_{ik} n_i(t) \) the sum over all transition rates due to spontaneous emission out of state \( i \) into lower states \( k \) with \( A_{ik} \) as the corresponding
Einstein coefficient.

The hereby occurring electron-impact excitation rate $E_i^e$ of the excited state $i$ can be expressed by the electron number density $n_e$, the integral over the normalised electron energy distribution function $f(e)$ and the energy dependent electron-impact excitation cross section $\sigma_i(e)$:

$$E_i^e = n_e \int_0^\infty \sigma_i(e) \sqrt{\frac{2e}{m_e}} f(e) \, de = k_e n_e,$$

(2.13)

where $k_e$ is the electron energy dependent excitation rate coefficient.

Now, two special cases can be examined to simplify equation 2.12 which lead to a constant excitation and a pulsed excitation, respectively.

In the case of a constant excitation the population density reaches an equilibrium between excitation and de-excitation processes. For this stationary condition the following applies:

$$\frac{dn_i(t)}{dt} = 0$$

$$\Rightarrow n_i = n_0 \frac{E_i^e}{\sum_k A_{ik}}$$

(2.14)

In case of a pulsed excitation a prerequisite that the excitation process stops after a distinct time $t_0$ applies, i.e. $E_i^e(t > t_0) = 0$. If this condition is fulfilled, the population density $n_i$ can be simplified for times $t > t_0$:

$$\frac{dn_i(t)}{dt} = -\sum_k A_{ik} n_i$$

$$\Rightarrow n_i \propto \exp \left( -\sum_k A_{ik} t \right)$$

(2.15)

The resulting exponential decay of the population density of an excited state $i$ thus is determined by the inverse of the sum over all transition rates for spontaneous emission out of state $i$. From this relationship the lifetime $\tau_i$ of such an excited state can be derived:
\[ \tau_i = \left( \sum_k A_{ik} \right)^{-1} \] (2.16)

Due to additional excitation and de-excitation processes that might influence the population density except the already discussed electron-impact excitation and spontaneous de-excitation it is evident that the applicability of the corona model is relatively limited. These additional processes will be discussed in the following section.

2.4.2. Collisional Radiative Model

Possible excitation processes within the plasma volume that are not covered by the corona model are heavy particle impact excitation processes, cascade processes out of energetically higher states, electron-impact excitation out of metastable states, or re-absorption of the emitted radiation. The most important de-excitation process is the radiation free impact de-excitation, also referred to as "quenching". For this reason the corona model needs to be extended to a collisional radiative model to describe the observed plasma appropriately.

Excitation processes triggered by heavy particle impact can be expressed by a generalised excitation rate \( E_i \):

\[ E_i = E_i^e + E_i^h \] (2.17)

Here, \( E_i^e \) is the already known electron-impact excitation rate introduced in equation 2.13 and \( E_i^h \) is the additional rate term from heavy particle impact excitation.

The excitation of the observed state \( i \) by a first order cascade process out of state \( c \) which population density is \( n_c \) can be described through introduction of an additional excitation rate \( A_{ci} \) to rate equation 2.12. \( A_{ci} \) is equitable to a transition rate out of cascade state \( c \) into the observed state \( i \). Cascade processes of higher order are neglected in this approximation.

Metastable states are depleted relatively slow and can thereby be populated very effectively so that they subsequently contribute to the excitation of state \( i \). To account for these excitation processes out of metastable states \( m \) with a population density \( n_m \) the excitation function \( E_{i,m} \) is introduced. The resulting modified rate equation for the
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The population density of the observed state $i$ is:

$$
\frac{dn_i}{dt} = \left( E_{i,0}^f + E_{i,0}^H \right) n_0 + \left( E_{i,m}^f + E_{i,m}^H \right) n_m
\]

$$

\[+ \quad A_{ci} n_c - \left( \sum_k A_{ik} g_{ik} + \sum_q k_q n_q \right) n_i \]

(2.18)

Here, $E_{i,0}$ and $E_{i,m}$ are the generalised excitation functions for the excitation out of the ground state and out of the metastable state, respectively, including additional heavy particle impact excitation processes; $A_i$ is the effective de-excitation rate which takes into account spontaneous emission, radiation reabsorption and collisional de-excitation processes.

Radiation reabsorption is represented by so-called escape factors $g_{ik}$. These $g_{ik}$ are a measure for the probability that an emitted photon leaves the plasma volume during the transition from state $i$ into state $k$ without being absorbed by other particles within state $k$. Thus, this reabsorption can reduce the effective loss rate and as a result increase the effective lifetime of an excited state. Consequently, two extreme cases can be distinguished. If either no emitted photons ($g_{ik} = 1$) or all emitted photons ($g_{ik} = 0$) are reabsorbed, the plasma will be called "optically thin" or "optically thick", respectively.

Equation 2.18 also includes quenching in form of an additional de-excitation rate. This rate results from the sum of the products between quenching coefficients $k_q$ and the involved collision partner number densities $n_q$. The $k_q$'s can be understood as effective collisional de-excitation coefficients which include all de-excitation and excitation processes of the observed state through inelastic collisions with the collision partner $q$. The denotation as de-excitation coefficients originate from the generally dominant nature of de-excitation processes over excitation processes. De-excitation based on collisional processes are characterised by energy transfer from excited particles to the internal energy of collisional partner $q$ as well as to the translational motion of both collisional partners. A more detailed description of these processes can be found in references [22–25].

The quenching coefficient depends predominantly on the square root of the tempera-
ture of the particles involved due to the weak temperature dependence of the collisional de-excitation cross section $\sigma_q$ [26, 27] if one assumes a mean thermal velocity distribution $\langle v \rangle$ [28]:

$$k_q(T) = \sigma_q \langle v \rangle = \sigma_q \sqrt{\frac{8k_B T_q}{\pi m_{\text{red}}}}$$

(2.19)

$m_{\text{red}}$ is the reduced mass of both collisional partners. Equation 2.19 shows that it is not sufficient to know the number densities of the involved particles, but also their temperature.

The collisional radiative model shows that generally the extension of the corona model to describe additional excitation and de-excitation processes is possible, yet requires the knowledge of atomic and molecular data as well as numerous plasma parameters. A more detailed overview of the discussed models can also be found in the literature [19–21, 29, 30].

2.5. Advanced Actinometry

In a wide range of industrial plasma processes, where oxygen is used, atomic oxygen radicals can play a substantial role in determining the outcome of these processes. However, measuring this chemically active species non-intrusively is challenging. A qualitative method was first introduced by Harshbarger et al. in 1977 [31] by observing atomic oxygen emission intensities in order to monitor a silicon etch process.

Later, the classical actinometry approach was introduced by Coburn and Chen [32] to quantify reactive species densities by deliberately adding a suitable noble tracer gas and observing the ratio of both the tracer gas emission and the reactive species emission induced by direct electron-impact excitation. This concept is based on the assumption of similar energy levels of both involved excited states and thereby by similar excitation efficiencies of these levels. The time averaged emission intensity $\langle I \rangle_{rf}$ from one state is given by:

$$\langle I \rangle_{rf} = h \nu a_{ik} \langle k_e n_e \rangle_{rf} n_0$$

(2.20)
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Here, \( h\nu \) is the photon energy, \( k_r \) the excitation rate coefficient (see equation 2.13), \( n_0 \) the ground state density and \( a_{ik} \) the optical branching ratio. The \( a_{ik} \) depend on the Einstein coefficient for spontaneous emission \( A_{ik} \) and the optical decay rate of the excited state \( A_i \), which also includes the effective collisional quenching rate \( \sum_q k_q n_q \) (see equation 2.18):

\[
a_{ik} = \frac{A_{ik}}{A_i}
\]

(2.21)

More recently, in case of atomic oxygen, the classical approach was extended to also include dissociative excitation of the reactive species due to its dominance, especially in the case of low dissociation degrees of the background gas [33]. Generally, absolute values for atomic oxygen densities are obtained through observing the upper O(3p\(^3\)P) (\( \lambda = 844.6 \) nm) atomic oxygen state and the upper Ar(2p\(_1\)) (\( \lambda = 750.4 \) nm) tracer state. The reactive species density can then be expressed by:

\[
n_O = \frac{I_O}{I_{Ar}} \frac{h\nu_{Ar}}{h\nu_O} \frac{k_{Ar,d}^* a_{ik,Ar}}{k_{Ar,d}^* a_{ik,O}} n_{Ar} - \frac{k_{O,de}^*}{k_{O,d}^*} n_O
\]

(2.22)

where: \( k^* = \frac{\langle k_e n_e \rangle_{rf}}{\langle n_e \rangle_{rf}} \)  

(2.23)

The first term of equation 2.22 corresponds formally to the classical actinometry approach and the second term is the correction for dissociative excitation. The effective excitation rate coefficient \( k^* \) for direct electron-impact excitation is indexed with \( d \), while the dissociative electron-impact excitation is indexed with \( de \).

Usually, the \( k^* \) can adequately describe the time and space integrated optical emission intensity, which supports the use of actinometry. Furthermore, several research groups have shown the validity of the actinometry approach for various plasma sources [33–36]. However, the major drawback is the uncertainty in the knowledge of effective excitation rate coefficients because they are strongly dependent on the electron energy, so that they are often treated as constant and based on crude assumptions of the electron energy distribution.

To overcome this, the electron energy distribution needs to be explicitly calculated including the respective (complex) plasma chemistry to obtain correct effective excitation
rate coefficients. This has already been successfully demonstrated in high pressure micro plasma jets [37] as well as low pressure CCP plasma discharges [38], but generally requires high computational power to achieve.

In this work, a much simpler approach that does not require an explicit fluid dynamic treatment is proposed. Therefore, the effective excitation rate coefficients are determined using the two-term approximation Boltzmann equation solver BOLSIG+ to calculate the appropriate EEDF, as will be described in section 3.5. Furthermore, the usual actinometry approach is extended to also include the atomic oxygen emission from the excited state O(3p^5P) (λ = 777.4 nm) and modified to account for the pressure independent excitation ratios instead of the emission intensity ratios. This opens the possibility to directly obtain not only the atomic oxygen density but also the electron energy simultaneously, and spatially resolved instead of spatially integrated.

The used cross sections and resulting rate coefficients for direct and dissociative electron-impact excitation of the Ar(2p_1), O(3p^5P), and O(3p^3P) atoms are shown in figure 2.9. The rate coefficient is only dependent on the gas composition, gas temperature, and the cross section data.

![Cross sections and rate coefficients](image)

**Figure 2.9:** (a) Cross sections and (b) resulting rate coefficients for direct and dissociative electron-impact excitation of the Ar(2p_1), O(3p^5P), and O(3p^3P) states.

Cross section data for direct electron-impact excitation into the Ar(2p_1) state is taken from reference [39], for the direct and dissociative electron-impact excitation into the O(3p^5P) and O(3p^3P) states from references [40, 41].

Similar for all direct electron-impact excitation channels is the relatively low threshold
energy with a rapid increase in cross section, followed by a monotonic decline with increasing electron energy. The dissociative channels show higher threshold energies but increase monotonically with increasing electron energy, even exceeding the direct channel cross sections for high electron energies.

Comparing the two oxygen states, the O(3p⁵P) state has a slightly lower threshold energy (10.73 eV) than the O(3p⁵P) state (10.98 eV). Same applies for the dissociative channels which have threshold energies of 16.1 eV and 16.3 eV, respectively. The threshold energy for the argon Ar(2p₁) state lies between the direct and dissociative channel energies (13.48 eV). An overview of the relevant energy levels of argon and oxygen can be found in appendix A.

As result, the corresponding rate coefficients behave similarly, as shown in figure 2.9(b). For mean electron energies in the range of 0 eV—10 eV, especially in the lower energy range, the direct channel rate coefficients of excited states O(3p⁵P) and O(3p⁵P) are dominant over the rate coefficients of the dissociative channels. This generally justifies the use of classical actinometry if a considerable density of atomic oxygen can build up. However, atomic oxygen usually constitutes a minority species in pure oxygen discharges so that the dissociative channel can be expected to be dominant over the direct channel even for relatively high dissociation degrees. This is particularly true for the O(3p⁵P) state, for which the discrepancy between direct and dissociative channel is comparably smaller than for the O(3p⁵P) state.

Here, an effective excitation rate $E^* = \sum_n f_n E^*_{i,n}$ is introduced, which results from the sum over all products of the electron-impact excitation rates $E^*_{i,n}$ and the density fraction $f_n$ of the corresponding collision partner. To account for the two excitation channels in case of oxygen, the dissociation degree $r_O$ is considered for the direct channel and is defined as the ratio of the atomic oxygen density and the molecular oxygen density. The effective excitation ratios as function of the dissociation degree and electron energy can then be derived:

$$\frac{E^*_{750}}{E^*_{644}} = \frac{f_{Ar} k_{750,d}(\epsilon)}{r_O k_{844,d}(\epsilon) + k_{844,de}(\epsilon)}$$  \hspace{1cm} (2.24)

$$\frac{E^*_{777}}{E^*_{644}} = \frac{r_O k_{777,d}(\epsilon) + k_{777,de}(\epsilon)}{r_O k_{844,d}(\epsilon) + k_{844,de}(\epsilon)}$$  \hspace{1cm} (2.25)
Here, \( f_{Ar} \) is the argon fraction. These ratios are generally time and space dependent, which complicates the analysis. To overcome this, only the maximum excitation for each considered state is taken into account, since additional excitation processes, such as cascade processes, excitation through secondary electrons, or excitation via heavy particles have the lowest contribution in that case, as shown by T. Gans [18], so that the error is minimal. The main advantages of this approach are its independence of pressure effects, simple gas composition adjustability, and very low demand for computational power. Furthermore, the observation of two excitation ratios instead of one allows to obtain the atomic oxygen density as well as the mean electron energy simultaneously.

For oxygen as main gas with 2% argon admixture, figure 2.10 shows the obtained excitation ratios for values of the dissociation degree between 0.1% – 5.0% over a range of 0 eV – 50 eV.

![Figure 2.10: Excitation ratios for various values of the dissociation degree over a range of 0 eV – 50 eV. Gas composition: 98% O₂, 2% Ar, \( T_e = 300 \) K.](image)

The abscissa is the excitation ratio of the oxygen states O(3\( p^5\)P) and O(3\( p^3\)P), and the ordinate is the excitation ratio of the argon state Ar(2\( p_1\)) and the oxygen state O(3\( p^3\)P). For any two given excitation ratios, specific values for the mean electron energy \( \epsilon \) and dissociation degree of oxygen \( \tau_0 \) can be assigned easily.

The mean electron energy in figure 2.10 increases from left to right, exhibiting a spread at relatively low electron energies that depends on the dissociation degree and converges at high energies. The three dashed lines indicate a dissociation degree change for equal
energy values.

Generally, under equal energetic conditions, an increase in dissociation degree entails a decrease of both excitation ratios. This can be understood by means of the dominant behaviour of the direct channel of oxygen state O(3p$^3P$) at low energies, which becomes more pronounced with increasing dissociation degree (compare figure 2.9(b)).

Under relevant discharge conditions ($e \approx 3$ eV–5 eV, assuming constant dissociation degree) if the energy is increased, the $E_{777}^\ast / E_{844}^\ast$ ratio will also increase because the rate coefficient for dissociative excitation of the O(3p$^5P$) state gets progressively bigger than the rate coefficient of the dissociative channel of the O(3p$^3P$) state.

For low energies, the $E_{750}^\ast / E_{844}^\ast$ ratio first increases until reaching a maximum at a certain threshold energy and subsequently decreases with increasing electron energies. However, this threshold energy also changes with the dissociation degree because the balance of rate coefficients changes.
3. Plasma Modelling

In this chapter plasma modelling methods are introduced. The chosen modelling method is then discussed in detail beginning with relevant geometrical considerations. Governing equations and boundary conditions are presented with special regard to validity and limits. The Boltzmann equation together with the applied two-term approximation is discussed as part of the kinetic simulation of electrons. Associated with the latter, a proper treatment of the electron energy mobility is compared to a commonly used approximation. Furthermore, heavy particle transport coefficients are considered for charged and neutral particles, with special emphasis on their mobility and diffusion in pure gases and gas mixtures. Apart from that, a general overview of important plasma chemical reactions for plasma modelling is given. Finally, the multi-iterative solution method of the model is discussed, introducing the concept of a stationary solver for slow species in addition to the commonly used time-dependent solver.

3.1. Modelling Methods

The modelling of radio-frequency driven plasmas is generally very complex because it is almost impossible to account for all properties of a plasma in one single model. Numerical modelling, even when based on rather simplified assumptions, is still a valuable common tool to improve the fundamental understanding of low temperature and low pressure radio-frequency driven plasmas, despite their actual complexity.

Two different numerical simulation concepts exist: (a) Models based on experimental input data, allowing additional analysis and interpretation of not directly measurable quantities, so offering a potential advanced diagnostic tool. These models are generally computational efficient, but limited to specific plasma sources [42–44]. (b) Self-consistent models being able to cover different plasma sources under a variety of operational parameters [37, 45, 46]. These models can be subdivided into numerical and analytical
models, while the latter is generally more restrictive, since being based on more simplified assumptions. Numerical models can usually cover a much wider range of physical and chemical processes. Thus, making them the most widely-used simulation method of radio-frequency driven plasmas.

Several methods to apply numerical modelling exist, mainly differing in the methodology used for the management of charged particle transport.

One well established approach are so-called kinetic models, also referred to as Particle-in-Cell models (PIC) [47, 48]. These models evaluate the trajectories and distribution of charged particles and neutrals in the phase space by taking advantage of their collective behaviour. Since only the motion equation coupled to Maxwell's equations is solved, no assumptions about the EEDF are needed. To decrease the needed computational power and time it is useful to reduce the number of particles solved for. This is usually done by introducing a "few" super-particles ($\approx 10^6$ regular particles). However, these super-particles experience a lack of sufficient statistical representation of energetic particles and the solver time steps need to be low to account for all collisions. This generally leads to limitations in geometry (usually 1D only) and limited chemical reaction schemes unless the solution timescale is not of importance.

Another approach are fluid models where the plasma is described with the help of parameters such as the density, particle flux and mean energy [49–51]. Each species is treated as independent fluid and the moments of the Boltzmann equation as well as the Maxwell's equations are solved separately. However, certain restrictions to the validity of this approach apply. For example, assuming a Maxwellian distribution for the EEDF is often wrong for low temperature plasmas. Although, fluid models are generally regarded as less accurate than PIC models they emerge as clear favourites regarding the computational speed as well as the easy implementation of complex chemistries and system dimensions.

A third approach are the so-called hybrid models, which combine the advantages of fluid models with the accuracy of PIC-models [52].

The modelling approach used in this work is a self-consistent fluid model with semi-kinetic treatment of electrons. This method allows to couple an a priori kinetic simulation with a fluid model via the mean electron energy. Through the kinetic simulation the
EEDF is calculated up-front using the two-term approximation of the Boltzmann equation as a function of the reduced electric field [53]. The corresponding electron transport coefficients as well as electron-impact reaction rates are obtained and coupled into the fluid model, in which the densities of the accounted species as well as the electric field are simulated with the fluid approach. This method is widely used because it combines the advantages of fluid and kinetic approach.

However, particularly in the low pressure regime the description of sheath and ion dynamics in fluid models can be limited due to increased importance of kinetic properties [54, 55]. This can have a significant impact on the treatment of secondary electrons in the model because the applied fluid modelling approach is limited to one electron group. Thus, the spatial distribution of ionisation and excitation through secondary electrons is usually confined to the sheath region in the model, although secondary electrons are generally expected to penetrate the plasma bulk in real discharges. Also, energy transport mechanisms in the interface region between plasma and surface are important, in particular for industrial applications. Therefore, it is the aim to achieve an improved combination of treatment of plasma chemical reactions and charged particle dynamics in this interface region.

3.2. Geometrical Considerations

For the fundamental understanding of the charged particle dynamics, the numerical simulations are conducted in a symmetric as well as in an asymmetric one-dimensional domain across the discharge gap of the CCP. Both model domains are illustrated in figure 3.1.

To simulate the asymmetric discharge one has to account for the different surface areas of the powered and the grounded electrode, respectively. Therefore, the actual electrode geometry (complex, but cylindrical symmetric) is approximated by spherical shell segments according to Lieberman et al. [2]. This approximation offers the huge computational advantage of reducing the calculation to the axial dimension (spherical r-coordinate) only, under the assumption that the plasma is radially homogeneous (spherical $\theta$ and $\phi$ coordinates) for the region near the central axis of the actual discharge,
which is given.

Here, the powered electrode's distance from the centre of the sphere, which determines its surface area, is $r_1$. The grounded electrode is located at $r_2$, thus exhibiting an overall greater surface area than the powered electrode. The asymmetry is given by the ratio of both electrode surface areas ($S_1, S_2$) and was chosen to be $S_2/S_1 = (r_2/r_1)^2 = 36$. This ratio is a realistic value with regard to ionisation and excitation features as observed by K. Dittmann [56] and comprises a reasonable approximation for the standard inductively coupled GEC RF reference cell considering the actual chamber geometry [57]. It has to be noted that for different geometries the asymmetry factor, determined by the surface ratio, might need to be readjusted.

3.3. Governing Equations

The basic set of equations of the fluid model is obtained from the first three moments of the Boltzmann equation. For the absence of a magnetic field the mass conservation (3.1), momentum conservation (3.2) and energy conservation (3.3) equations are explicitly given below [2]:

\begin{figure}[h]
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\includegraphics[width=\textwidth]{fig3.png}
\caption{One-dimensional model domain in (a) symmetric and (b) asymmetric configuration of the CCP.}
\end{figure}
3.3. Governing Equations

\[
\frac{\partial n}{\partial t} + \nabla \bar{\mathbf{\Gamma}} = S_{\text{ext}}, \quad \text{with } \bar{\mathbf{\Gamma}} = n \bar{\mathbf{u}}
\]  

(3.1) \hspace{1cm}

\[
m \frac{\partial \bar{\mathbf{\Gamma}}}{\partial t} = -m \bar{\mathbf{\Gamma}} \nabla \bar{\mathbf{u}} + qn \bar{\mathbf{E}} - \nabla p - mv_m \bar{\mathbf{\Gamma}}
\]  

(3.2) \hspace{1cm}

\[
\frac{\partial}{\partial t}(ne) = -\nabla (e\bar{\mathbf{\Gamma}}) - p \nabla \bar{\mathbf{u}} - \nabla \bar{\mathbf{q}} - q \bar{\mathbf{\Gamma}} \bar{\mathbf{E}} - L \text{ losses}
\]  

(3.3)

Here, \( n, m, q, \bar{u}, e \) and \( \bar{\mathbf{\Gamma}} \) are number density, mass, charge, mean velocity, mean energy and flux of the corresponding species. \( S_{\text{ext}} \) is the source term in the continuity equation and represents any gains and losses due to collisional interactions that create or destroy particles (e.g. ionisation, recombination). \( p, \bar{\mathbf{E}}, v_m \) and \( \bar{\mathbf{q}} \) are pressure, electric field, momentum transfer frequency and heat flux within the plasma environment. Finally, \( L \) in equation 3.3 represents the energy losses due to elastic and inelastic collisions in the plasma.

To simplify equation 3.2, the drift-diffusion approximation (DD) is used. This is especially valid at pressures above 10 Pa and typical excitation frequencies of 13.56 MHz, because the momentum transfer frequency is much higher than the angular frequency due to the high number of collisions [52]. Therefore, the temporal dependency of the mean velocity of the particles is very small and can be neglected. Additionally, the momentum transfer frequency is much higher than the ionisation and attachment frequencies, too. Furthermore, the distance particles can travel between collisions will be small, if the drift velocity is smaller than the thermal velocity. This is the case when the mean free path is at least a magnitude smaller than the system dimension so that the spatial derivation of the mean velocity does not change much and can therefore be neglected as well. Nevertheless, for typical system dimensions and at lower pressures than 10 Pa or higher frequencies the full flux equation 3.2 should be used to incorporate the particular species’ inertia [52].

In equation 3.3 the following substitutions are made: \( p = nk_b T = \frac{2}{3} ne, \bar{q} = \frac{5}{3} n D \nabla e, \) and \( \bar{\mathbf{\Gamma}} = \bar{\mathbf{\Gamma}} e - \bar{\mathbf{q}}. \)

As described in the introduction of chapter 2, ions are generally assumed to remain at room temperature, thereby the same energy as the background gas. This assumption
is especially fulfilled in the plasma bulk region, thus the ion energy equation does not need to be solved. However, in the sheath regions of the plasma this assumption often fails. The resulting error is usually small so that it is not accounted for in the present model. Nevertheless, to include a proper treatment of each species their actual velocity distribution would have to be assumed. Obviously, the simulation results would strongly depend on the velocity distribution functions that are chosen [52]. To overcome this problem and to account for the effect of higher ion temperatures in the sheath region due to high electric fields the generalised Einstein relation was implemented in the present simulations and shall be described later.

Equations (3.4)-(3.11) correspond to the resulting set of governing equations solved in the applied fluid simulation of a low temperature plasma. The continuity equation is evaluated for each considered species $j$ in the drift-diffusion approximation. The electron energy equation (3.6) accounts for ohmic heating as well as for elastic and inelastic losses. However, collisionless heating is not included in equation (3.6) due to the dominance of collisional heating at elevated pressures ($> 10$ Pa) [5]. The set of equations is closed by the Poisson equation for the electric potential (3.11).

**Electrons:**

$$
\frac{\partial n_e}{\partial t} + \nabla \cdot \vec{\Gamma}_e = \sum_j n_e n_j k_{je} \tag{3.4}
$$

$$
\vec{\Gamma}_e = -n_e \mu_e E - D_e \nabla n_e \tag{3.5}
$$

$$
\frac{\partial (n_e e)}{\partial t} + \nabla \cdot \vec{\Gamma}_e = -e \vec{\Gamma}_e \cdot E - \sum_j n_e n_j k_{1,je} - \sum_n \frac{m_e}{M_n} k_B \nu_m n_e (T_e - T_g) \tag{3.6}
$$

where: $\vec{\Gamma}_e = \frac{5}{3} \vec{\Gamma}_e - \frac{5}{3} n_e D_e \nabla e$

**Ions:**

$$
\frac{\partial n_i}{\partial t} + \nabla \cdot \vec{\Gamma}_i = \sum_j n_i n_j k_{ji} \tag{3.7}
$$

$$
\vec{\Gamma}_i = \text{sgn}(q_i) n_i \mu_i E - D_i \nabla n_i \tag{3.8}
$$
3.4. Boundary Conditions

**Neutrals:**

\[
\frac{\partial n_n}{\partial t} + \nabla \Gamma_n = \sum_j n_n n_j k_{jn} \tag{3.9}
\]

\[
\Gamma_n = -D_n \nabla n_n \tag{3.10}
\]

**Potential:**

\[
\Delta \phi = -\frac{1}{\varepsilon_0} \sum_j q_j n_j \tag{3.11}
\]

Here \(\varepsilon\) is the elementary charge, whereas \(q_j\) is the electric charge of species \(j\); \(n_e, n_i\) and \(n_n\) are the electron, ion and neutral particle densities; \(\Gamma_e, \Gamma_i\) and \(\Gamma_n\) are the electron, ion and neutral fluxes; \(\varepsilon\) the mean electron energy; \(k_{ij}\) and \(k_{i,j}\) are the source terms for electrons, ions and neutrals resulting from collisional and radiative processes between species \(j\) and \(i\) (e.g. ionisation, recombination, etc.); \(\mu\) and \(D\) the mobility and diffusion coefficient of the corresponding species; \(m_e\) and \(M_n\) the electron mass and the mass of collision partner \(n\); \(\nu_m\) is the momentum transfer frequency; \(T_e\) and \(T_g\) the electron and background gas temperatures in units of \(K\); \(\phi\) the electric potential and \(\vec{E}(= -\nabla \phi)\) is the electric field.

The self-consistent model is completed by the boundary conditions for each considered species, by the potential and mean electron energy.

3.4. Boundary Conditions

The boundary conditions for the above described transport equations are an important part of the solution of the model. A variety can be found in the literature [58–61]. Usually, a general approach is preferred where expressions for the particle fluxes, directed toward the surface, are used. For charged particles the drift term in equations (3.5, 3.8) is assumed to be dominant so that the contribution from the diffusion term is neglected. Thus, only local particles located directly at the surface are accounted for but the random motion flux of all particles within a certain mean free path from the surface is ignored, which can easily be justified in the presence of high electric fields.

This classical approach is adapted here for low pressure radio frequency discharges
and will be described in the following.

The boundary condition for charged and neutral heavy particles is:

$$
\hat{I}_t \cdot \hat{n} = \frac{1}{4} v_{th} n_i + a \cdot \text{sgn}(q)n_i \mu E \cdot \hat{n}
$$

(3.12)

Here $\hat{n}$ is the normal vector pointing toward the surface, $q$ is the particle charge and $v_{th}$ is the thermal velocity:

$$
v_{th} = \sqrt{\frac{8 k_B T}{\pi m}}
$$

(3.13)

For neutral and metastable particles, $T$ is set to the gas temperature, whereas for ions it is set to an effective temperature, which will be discussed later. In equation 3.12, $a$ is a Heaviside step function which is one if the electric field shows into direction of the surface and zero otherwise:

$$
a = \begin{cases} 
1, & \text{for } \text{sgn}(q)E \cdot \hat{n} > 0 \\
0, & \text{otherwise}
\end{cases}
$$

(3.14)

Equivalent considerations in case of electrons result in a similar expression including the secondary-electron emission term:

$$
\hat{I}_e \cdot \hat{n} = \frac{1}{4} v_{th,e} n_e - \hat{I}_\gamma \cdot \hat{n}
$$

(3.15)

where:

$$
\hat{I}_\gamma \cdot \hat{n} = \sum_i \gamma_i (\hat{I}_i \cdot \hat{n})
$$

(3.16)

Here, the subscript $e$ refers to electrons, the summation in the last term covers the boundary flux of all ion species that penetrate the wall and the secondary emission coefficient $\gamma_i$ is the average number of emitted electrons per incident ion.

For the secondary electron flux $\hat{I}_\gamma$ (equation 3.16) the incident fluxes of charged and excited species are considered. This expression could be generalised to include secondary electron emission induced by incident bulk electrons or photons. However, this is believed to play an insignificant role in the investigated plasma discharges.

The actual secondary electron density at the wall can be approximated by comparing
3.4. Boundary Conditions

the wall flux (3.16) with the corresponding drift-diffusion term (3.5).

\[ n_\gamma \approx \frac{\bar{I}_\gamma \cdot \bar{n}}{\mu_e E \cdot \bar{n}} \]  \hspace{1cm} (3.17)

In the expression for the emitted secondary electron density (3.17) the diffusion term is neglected, since the emission is only important where a strong electric field is present. For small electric fields this expression fails, but in that case \( n_\gamma \) is negligible \( (n_\gamma \ll n_e) \), as will be shown later.

The boundary condition for electron energy transport to the surface is then obtained similarly to the one for electron transport (3.15):

\[ \bar{I}_e \cdot \bar{n} = \frac{5}{3} \left( \frac{1}{4} v_{th,e} n_e e - e_\gamma \bar{I}_\gamma \cdot \bar{n} \right) \]  \hspace{1cm} (3.18)

Here, \( e_\gamma \) is the fixed initial energy of secondary electrons released from the electrode surfaces. Following the approach by Yuan et al. [62] this energy was set to 0.5 eV in all simulations.

3.4.1. Self-Consistent Bias Voltage Calculation

To close the self-consistent fluid model the boundary condition for the Poisson equation 3.11 needs to be incorporated. This is realised by applying Dirichlet boundary conditions at the electrodes, i.e. the value of the potential is explicitly specified externally on the boundary of the domain:

\[ \phi_1 = V_{rf} \cos(2\pi ft) + V_{dc} \]  \hspace{1cm} (3.19)

\[ \phi_2 = 0 \]  \hspace{1cm} (3.20)

Here, \( \phi_1 \) is the potential value at the electrode powered by a sinusoidal voltage signal with amplitude \( V_{rf} \) and driving frequency \( f \); \( V_{dc} \) is the DC self-bias voltage; \( \phi_2 \) is the potential value at the grounded electrode.

The bias voltage \( V_{dc} \) is based on the balance of positive and negative particle fluxes
onto the surfaces. In an experiment, it is caused by a blocking capacitor in a matching network, which is responsible to prevent a net DC current flow per RF cycle.

In perfectly symmetric discharges, the bias voltage is zero. In geometrically asymmetric discharges, this bias voltage is calculated self-consistently following the approach by Yonemura et al. [63]. There, the total boundary fluxes of electrons and positive ions are calculated separately and their ratio then determines whether the bias voltage needs to be increased or decreased. This procedure is repeated until convergence is reached, i.e. the ratio of boundary fluxes equals 1.

In this work, only geometrical aspects are considered since the discharge is driven by a single frequency sinusoidal voltage. Generally, electrical asymmetry can also develop in geometrically symmetric discharges by applying multiple sinusoidal frequencies [64] or tailored non-sinusoidal waveforms [65].

3.4.2. Secondary Electron Emission

The secondary emission coefficient $\gamma_i$ is estimated using a commonly accepted empirical expression [66] based on the ionisation energy of the incident particle and the work function of the electrode surface:

$$\gamma_i \approx 0.016 \left( e_{i,iz} - 2 e_\Phi \right), \quad \text{if} \quad e_{i,iz} > 2 e_\Phi$$

(3.21)

Here, $e_{i,iz}$ is the ionisation potential of incident ion $i$ and $e_\Phi$ is the work function for the surface which is in the range of $4$ eV$–6$ eV for most metals [67]. This expression should be understood as effective secondary electron emission coefficient which provides only a rough estimate because the actual value also depends sensitively on surface condition, morphology, impurities, and contamination [2]. Furthermore, it includes the contribution of kinetic ejection of electrons or their thermal emission from the surface in form of the empirically found scaling factor. The actual value is believed to be smaller according to measurements by M. Konuma [68].

For very high incident ion energies ($> 1$ keV) the secondary electron emission coefficient induced by oxygen ions scales almost linearly with the ion energy [69]. However, since these ion energies are not common in processing plasmas [2], the dependence of the secondary electron emission coefficient on incident ion energies is not explicitly
taken into account. This is justified in the light of a reported general constancy of the secondary electron yield over two orders of magnitude of ion kinetic energies [70].

![Graph](image)

**Figure 3.2:** Secondary electron emission coefficients for atomic helium and molecular oxygen ions in dependence of the surface work function. Work functions for aluminium (Al), silicon (Si), and gold (Au) are displayed as gray columns.

Figure 3.2 exemplarily shows the \( \gamma \)-coefficients for atomic helium and molecular oxygen ions using equation 3.21 in the dependence of the surface work function in the range of 4 eV – 6 eV. Typical work function ranges for three materials, namely aluminium (Al), silicon (Si), and gold (Au) are also displayed in figure 3.2 [67].

The ionisation threshold of molecular oxygen (12.06 eV) is lower than the ionisation threshold of atomic helium (24.58 eV). Subsequently, the secondary electron emission probability for incident helium ions is much higher, lying between 0.20 – 0.27, than for molecular oxygen ions, which is in the range of 0 – 0.07. In particular, for a silicon surface, the \( \gamma \)-coefficient of incident molecular oxygen ions theoretically lies in the range of 0.03 – 0.05.

For most of the simulations, the work function was assumed to be approximately 4.5 eV, resulting in a \( \gamma \)-coefficient of 0.25 for helium ions and 0.05 for oxygen ions, respectively.
3.5. Kinetic Simulation of Electrons

For the kinetic simulation of electrons the non-commercial software BOLSIG+ is used [53]. This software solves the electron Boltzmann equation and provides the EEDF for a series of reduced electric field values \((E/N)\) as well as transport coefficients and rate coefficients as functions of the mean electron energy that are needed for fluid modelling (see section 3.3). The mean electron energy is coupled to the reduced electric field by the corresponding EEDFs and solved self-consistently in the fluid model, as described above.

Nevertheless, certain physical assumptions are necessary to facilitate the solution of the Boltzmann equation. For instance, BOLSIG+ only provides steady-state solutions in a spatially uniform electric field. The main numerical technique used is the classical two-term approximation of the Boltzmann equation, which will be described in the following section.

Additional effects accounted for in BOLSIG+ are collision processes that do not conserve the total number of electrons, also referred to as growth models. As default, exponential temporal growth without space dependence is applied since in general growth effects have only minor influence on the shape of the EEDF for a given mean electron energy.

Collision data in form of a database [71] that is mainly based on the compilation of electron cross sections from Phelps et al. [72] serves as input for BOLSIG+. These collision cross sections are given as a function of the corresponding electron energies for each considered reaction. The collision processes covered are elastic collisions, excitation and de-excitation, ionisation and attachment processes. Electron-electron collision may also be included as their influence usually becomes significant for ionisation degrees \(> 10^{-5}\). However, the ionisation degree is assumed to stay well below this threshold since the electron density is believed not to exceed \(10^{17}\) m\(^{-3}\).

Except the "internal" physical parameter used for the calculation, i.e. reduced electric field, the gas temperature and the fractional concentration of the different species needs to be defined before the actual calculation can take place.

The resulting EEDF, the collision coefficients, the mobility and diffusion coefficient of electrons as functions of mean energy are obtained and then implemented in the form
of look-up tables into the fluid model to account for the individual spatial and temporal dependence of each quantity.

3.5.1. Boltzmann Equation and Two-Term Approximation

The general form of the Boltzmann equation describes the distribution function \( f(x, v, t) \) of particle positions and velocities in the six-dimensional phase space \((x, v)\). In case of electrons in an ionised gas it can be written as:

\[
\frac{\partial f}{\partial t} + \mathbf{v} \cdot \nabla_x f - \frac{e}{m_e} \mathbf{E} \cdot \nabla_v f = \left[ \frac{\partial f}{\partial t} \right]_c. \tag{3.22}
\]

Here, \( f \) denotes the electron distribution function, \( \mathbf{v} \) the velocity coordinates, \( e, m_e \), and \( \mathbf{E} \) are the elementary charge, electron mass and electric field, respectively. \( \nabla_v \) is the velocity-gradient operator and the term \( [\partial f/\partial t]_c \) accounts for the rate of change in \( f \) due to collisions.

In low temperature plasmas the electron distribution is usually anisotropic due to existing electric fields that accelerate electrons, especially in the sheath regions (see section 2.3). Therefore, equation 3.22 needs to be solved numerically. This can be achieved by applying several simplifications, such as assuming the electric field and all collision probabilities to be spatially uniform on the scale of the electron mean free path. Consequently, the electron distribution is then symmetric in velocity space around the electric field direction and limited to one dimension in position space, along the field direction. The symmetry in velocity space can be described using spherical coordinates, hence, transforming equation 3.22 into:

\[
\frac{\partial f}{\partial t} + v \cos \theta \frac{\partial f}{\partial x} - \frac{e}{m_e} E \left( \cos \theta \frac{\partial f}{\partial v} + \frac{\sin^2 \theta}{v} \frac{\partial f}{\partial \cos \theta} \right) = \left[ \frac{\partial f}{\partial t} \right]_c. \tag{3.23}
\]

Here, \( \theta \) is the angle between the velocity \( v \) and the electric field and \( x \) is the position along the field direction. To further simplify this equation, only steady-state cases are considered where the electric field and the electron distribution are stationary.

To solve equation 3.23, the classical two-term approximation is commonly used, which simplifies the \( \theta \)-dependence by expanding \( f \) in terms of Legendre polynomials of \( \cos \theta \):
\[ f(x, v, t, \cos \theta) = f_0(z, v, t) + f_1(x, v, t) \cos \theta, \]  

(3.24)

where \( f_0 \) is the isotropic part of \( f \) and \( f_1 \) is the anisotropic perturbation caused by the electric field. Substituting equation 3.24 into equation 3.23, multiplying by the corresponding Legendre polynomials (1 and \( \cos \theta \)), and integrating over \( \cos \theta \) gives equations for \( f_0 \) and \( f_1 \). A detailed description of the numerical technique used to solve the obtained equations for \( f_0 \) and \( f_1 \) is given by Hagelaar \textit{et al.} [53].

However, the two-term approximation is known to be inaccurate for high values of the reduced electric field (in the order of several thousands Td) since most collisions are inelastic and the electron distribution function becomes strongly anisotropic [73]. The actual accuracy limit depends on gas mixture and associated EEDF shape. For high accuracy in the high field region six or more term have shown to be sufficient [74]. Nevertheless, extensive tests of the solver software BOLSIG+ showed that the errors of the calculated coefficients are acceptable for fluid modelling in the usual range of discharge conditions [53].

3.5.2. Electron Energy Mobility

Apart from the electron mobility \( (\mu_e) \) and diffusion coefficient \( (D_e) \), BOLSIG+ also solves for the electron energy transport coefficients \( (\mu_e \text{ and } D_e) \). In most fluid simulations, the electron energy transport coefficients are approximated by \( \mu_e \approx 5/3 \mu_e \) and \( D_e \approx 5/3 D_e \), respectively.

Here, the consequences for the simulations will be discussed in terms of comparing the approximated values with the calculated exact values over a range of electron energies, as shown in figure 3.3.

Generally, the approximated values are significantly overestimating the actual electron energy transport coefficients for low and moderate energies. The approximated mobility values exceed the calculated values by at least 10% over a range of 100 eV. In the low energy range below 10 eV the approximated mobility is even higher by 20%–30%. In case of the diffusion coefficient, the discrepancy is more pronounced, exceeding the exact value by more than 30% for low energies, then quickly approaching the exact value for higher energies. At around 100 eV, the approximated diffusion coefficient even
underestimates the actual energy diffusion, dropping to about 85% of the calculated electron energy diffusion coefficient at 150 eV.

In low temperature plasmas, mean electron energies stay well below 10 eV, so that the approximated transport coefficients might exhibit a significant effect on plasma dynamics since they are higher than the exact calculated energy transport coefficients.

Indeed, the simulations show that the global mean electron energy decreases as a consequence of using the lower exact energy transport coefficients. However, the actual decrease in energy is less than 2%, leading to an increase of charged particle densities of less than 10%. This rather insignificant change has to be weighted against the computational disadvantage coming with the use of the exact values, namely, increasing the simulation time per iteration by about 75%. Therefore, the approximated values are used for simulations related to studying the fundamental plasma dynamics (chapters 4–7), and the exact values are used when comparing simulation results with experiments, where a higher accuracy is desirable (chapter 10).

Figure 3.3.: Ratios of approximated and exact values of the electron energy mobility and diffusion coefficient.
3.6. Heavy Particle Transport Coefficients

The heavy particle transport coefficients cannot be obtained in the same manner as the electron transport coefficients, but have to be extrapolated from experimental data available. The applied theories and the methodology of obtaining mobilities and diffusion coefficients for ions and neutrals in pure gases is discussed in the following. Furthermore, the necessary adjustments for transport coefficients in gas mixtures is presented.

3.6.1. Ion Mobility and Diffusion

Ion mobility is directly related to the electric field under which influence ions move through a gas and collide with neutral background atoms or molecules. This allows them to gain energy from the field between collisions apart from their thermal energy. Under the condition that the field energy is lower than the thermal energy, i.e. small reduced electric field values, the ion movement can be described by a slow uniform drift velocity $\bar{\nu}_d = \mu \bar{E}$ [75].

Several theories describing the ion mobility exist, such as the simple mean free path theory and the rigorous theory by Langevin [76, 77], and the Chapman-Enskog theory [78, 79]. However, these theories fail for high $E/N$ when the energy gained from the electric field is dominant compared with the thermal energy.

In 1953, G.H. Wannier [80] published a theory based on the Boltzmann transport equation, that is applicable for high fields and low fields likewise. It includes three types of interaction processes of which only two are important for the high field region in the investigated plasma discharges. Firstly, rigid sphere repulsion that is also included in the low field theories mentioned above. And Secondly, symmetry forces, that arise due to quantum mechanical effects when electrons are bouncing back and forth between the collision partners. The third interaction process, polarisation attraction, can be neglected because at high $E/N$ the cross section for this process is small. The mobility then scales with $\mu \propto (E/N)^{-1/2}$ and is especially valid where a constant mean free path can be assumed.

For the low field region Wannier's theory predicts a different scaling law, however, in that case experimental data [81, 82] is used and then extrapolated for the high field
region where no experimental data is available.

The standard modelling approach is to assume mobilities to remain constant at their zero electric field mobility value. In contrast to that, here, a more realistic treatment is applied following Wannier’s theory on mobility scaling in the high field region. Experiments by Lindinger et al. [83] suggest that ion mobilities follow the high field scaling law for reduced electric field values above $E/N > 50$ Td.

Figure 3.4 exemplarily shows the mobility of positive molecular oxygen ions ($O_2^+$), negative atomic oxygen ions ($O^-$), positive atomic helium ions (He$^+$), and positive molecular helium ions (He$_2^+$) in background gases oxygen ($O_2$) and helium (He), respectively, as a function of the reduced electric field.

![Figure 3.4: Ion mobility scaling for (a) O$_2$ and (b) He as background gases in high field region (dashed lines) in comparison to experimental data [81–84] (symbols). (values based on $p = 100$ Pa and $T = 300$ K)]

The experimental data indicates that the mobility decreases with increasing reduced electric field. This trend is then fitted according to the high field scaling described above. Comparing the fitted mobilities for high fields with the common assumption of a constant zero field mobility indicates that with increasing fields the discrepancy between experimental/fitted data and zero field mobility becomes higher. Especially in the interface region between plasma and surface this plays a significant role and should not be neglected. Considering that the maximum reduced electric field reached within the presented simulations is about 600 Td for a He discharge with 0.5% O$_2$ admixture and about 5000 Td for a pure oxygen discharge this becomes even more important.
3.6. *Heavy Particle Transport Coefficients*  

For the ion diffusion, the generalised Einstein relation \( D_i = k_B T_i \mu_i / e \) is used to calculate the effective ion diffusion coefficients. However, knowledge of the actual ion temperature is necessary to obtain a correct diffusion coefficient. As described earlier, the ion temperature in the plasma bulk can be assumed to be the same as the background gas, because the field energy is low compared with the thermal energy. While, in the sheath region, ions gain considerable amounts of energy due to the high electric fields. To account for the effect of higher ion temperatures \( T_i \) induced by high electric fields in the sheath region the following approximation [80–82] is used:

\[
T_i = T_g + \frac{1}{k_B} \frac{m_i + m_g}{5m_i + 3m_g} m_g (\mu_i |E|)^2,
\]

where \( m_i \) and \( m_g \) are the ion and background gas masses.

The transport coefficients used for ion species are presented in table 3.1. Here, the mobility \( \mu_0 \) and diffusion coefficient \( D_0 \) are given for zero field \((E = 0)\), a constant gas temperature of \( T_g = 300 \) K and constant background gas pressure of \( p = 100 \) Pa. These zero field mobilities are then scaled according to the rigid sphere model \( \mu \propto (E/N)^{-1/2} \) introduced above to account for high electric fields in the sheath region.
3.6. Heavy Particle Transport Coefficients

Table 3.1: Zero field \((E = 0)\) mobility \(\mu_0\) and diffusion coefficient \(D_0\) for selected species in helium and oxygen as background gases.

<table>
<thead>
<tr>
<th>Background gas</th>
<th>Species</th>
<th>(\mu_0 , [\text{m}^2/\text{Vs}])</th>
<th>(D_0 , [10^{-3} \text{m}^2/\text{s}])</th>
<th>Reference/Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\text{O}_2)</td>
<td>(e^+)</td>
<td>(f(e))</td>
<td>(f(e))</td>
<td>[53]</td>
</tr>
<tr>
<td>(\text{O}_2^+)</td>
<td>0.25(^a)</td>
<td>6.5(^b)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\text{O}^-)</td>
<td>0.36(^a)</td>
<td>9.3(^b)</td>
<td></td>
<td>[81]</td>
</tr>
<tr>
<td>(\text{He}^+)</td>
<td>0.14(^a)</td>
<td>3.6(^b)</td>
<td></td>
<td>c)</td>
</tr>
<tr>
<td>(\text{He}_2^+)</td>
<td>0.23(^a)</td>
<td>5.9(^b)</td>
<td></td>
<td>c)</td>
</tr>
<tr>
<td>(\text{He})</td>
<td>(e^+)</td>
<td>(f(e))</td>
<td>(f(e))</td>
<td>[53]</td>
</tr>
<tr>
<td>(\text{O}_2^+)</td>
<td>2.43(^a)</td>
<td>62.8(^b)</td>
<td></td>
<td>[81, 83]</td>
</tr>
<tr>
<td>(\text{O}^-)</td>
<td>3.14(^a)</td>
<td>62.8(^b)</td>
<td></td>
<td>[81]</td>
</tr>
<tr>
<td>(\text{He}^+)</td>
<td>1.15(^a)</td>
<td>29.7(^b)</td>
<td></td>
<td>[81]</td>
</tr>
<tr>
<td>(\text{He}_2^+)</td>
<td>1.86(^a)</td>
<td>48.1(^b)</td>
<td></td>
<td>[81, 82, 84, 85]</td>
</tr>
</tbody>
</table>

\(^a\) Zero electric field mobility and diffusion values based on gas temperature \(T_g = 300\) K and pressure \(p = 100\) Pa. Scaled with \(\alpha \, (E/N)^{-1/2}\) for high electric fields as shown in figure 3.4.

\(^b\) Generalised Einstein relation: \(D_i = \mu_i k_b T_i / \alpha\). The effect of higher ion temperatures \(T_i\) induced by high electric fields in the sheath regions is taken into account following equation 3.25.

\(^c\) No experimental data available. Approximated by multiplying the corresponding ion mobility in helium with the mass ratio of 0.125 between oxygen and helium.

3.6.2. Neutral Particle Diffusion

The interaction of neutral particles can be described by a simple mathematical approximation, the Lennard-Jones potential [86]. In order to calculate the diffusion coefficient, the Lennard-Jones parameters \(\sigma\) (collision diameter) and \(\epsilon / k_B\) (potential well depth) for each considered neutral species are required. For two given interacting particles with masses \(m_i\) and \(m_j\) the diffusion coefficient for a background gas density \(n_g\) and temperature \(T\) is given by [87]:

\[
D_{ij} = \frac{3}{16} \frac{\sqrt{2\pi k_B T / m_{ij}}}{n_g \sigma_{ij}^2 \Omega(T^*)} \propto \frac{T^{1.66}}{p},
\]

(3.26)

where \(m_{ij} = m_i m_j / (m_i + m_j)\) is the reduced mass, \(\sigma_{ij} = (\sigma_i + \sigma_j) / 2\) the effective collision diameter, \(T^* = T / \sqrt{\epsilon / \sigma_{ij}}\) the reduced temperature and \(\Omega(T^*)\) the collision integral. The latter is usually approximated using an expression described in [87, 88].

From this follows that the diffusion coefficient shows a distinctive proportionality re-
lationship for any given pressure and temperature, which can be used to easily change the pressure and temperature in the model without the need of recalculating the corresponding diffusion coefficients.

It is noted that the applicability of equation 3.26 is limited to ionised gases with low ionisation degree, which is the case for the investigated plasma discharge.

In table 3.2, the resulting neutral particle diffusion coefficients, as used in the numerical simulations, are listed.

<table>
<thead>
<tr>
<th>Species</th>
<th>$\sigma$ [$10^{-10}$ m]</th>
<th>$\epsilon/k_B$ [K]</th>
<th>$D_{i,0_2}$ [m$^2$/s]$^a$</th>
<th>$D_{i,He}$ [m$^2$/s]$^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>O$_2$</td>
<td>3.46$^b$</td>
<td>107.40$^b$</td>
<td>0.0211</td>
<td>0.0756</td>
</tr>
<tr>
<td>He</td>
<td>2.58$^b$</td>
<td>10.20$^b$</td>
<td>0.0756</td>
<td>0.1667</td>
</tr>
<tr>
<td>He$_2$</td>
<td>2.67$^c$</td>
<td>16.25$^c$</td>
<td>0.0524</td>
<td>0.1342</td>
</tr>
</tbody>
</table>

$^a$) Diffusion coefficient values are based on pressure $p = 100$ Pa and gas temperature $T_g = 300$ K.
$^b$) Reference [89].
$^c$) Reference [90].

3.6.3. Gas Mixtures

The transport coefficients presented in sections 3.6.1 and 3.6.2 are only applicable for pure background gases without any admixtures. To account for the transport coefficients in gas mixtures the Blanc formula has to be implemented [75]. For neutral particles the diffusion coefficient $D_{i,M}$ of a species $i$ in a gas mixture $M$ is given by:

$$\frac{1}{D_{i,M}(p,T)} = \frac{1}{\sum_j f_j D_{i,j}(p,T)}$$  \hspace{1cm} (3.27)

Here, $f_j$ is the total fraction of species $j$ and $D_{i,j}(p,T)$ is the diffusion coefficient from equation 3.26 of the species $i$ in a pure gas of species $j$ at pressure $p$ and Temperature $T$.

For ions, Blanc's formula can only be used in case of very small electric field values. However, in the sheath region, where high fields are present, ions gain significant amounts of energy from the field so that their effective temperature $T_i$ (equation 3.25) is different from the background gas temperature $T_g$ and the assumption breaks down.
The full expression is complicated but can be simplified with help of Taylor expansions to [91, 92]:

\[
\frac{1}{\mu} = \sum_j f_j \mu_j + \frac{1}{2} \sum_j \frac{f_j}{\mu_j} (1 - \Delta_j) \frac{\partial \ln(\mu_j)}{\partial \ln(E/N)} \left[ 1 + \frac{\partial \ln(\mu_j)}{\partial \ln(E/N)} \right]^{-1}
\]

(3.28)

with:

\[\Delta_j = (m + M_j) \mu_j^2 \left( \sum_i \frac{f_i}{\mu_i} \right) \sum_i \frac{f_i}{\mu_i (m + M_i)}\]

Here, \(\mu\) is the ion mobility in the gas mixture and \(\mu_j\) is the ion mobility in the pure background gas \(j\). This equation takes the field derivative of \(\mu_j\) into account and is corrected by the term \(\Delta_j\).

### 3.7. Plasma Chemical Reactions

Reactions that occur in plasmas depend on the electric energy coupled into the discharge, mainly through heating of the electrons. Due to the electronic structure of the involved atoms and molecules a variety of reactions is possible. A comprehensive overview can be found in [93]. The most common interaction takes place between pairs of particles, either through elastic, inelastic or superelastic collisions.

In elastic collisions only momentum is transferred between the colliding particles and the total kinetic energy is conserved. Thereby, the particles only change direction which results in increasing diffusion times across the plasma.

In inelastic collisions in which the initial kinetic energy is transferred to the internal energy of one of the particles can lead to excitation, ionisation, attachment or dissociation processes. These collisions are mainly electron driven and exhibit dynamics on timescales of ns–\(\mu s\). Heavy particle interaction can also be inelastic, but in this case the involved timescales are much longer in the range of \(\mu s–ms\). The different timescales become even more important if a particle is excited into long living metastable states that usually have radiative lifetimes of ms–s. For plasma modelling this means that multi-iterative solution schemes have to be applied that are able to solve the plasma chemistry on the respective timescales.

In superelastic collisions the momentum between the colliding particles is redistributed and kinetic energy is gained from internal energy of one or both involved particles.
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Usually, in low pressure plasmas most of the collisions involve only two particles and are therefore referred to as two-body collisions. With increasing pressure, three-body collisions become probable creating a more diverse plasma chemistry because the additional interaction with the third particle allows otherwise unphysical reactions between the initial two collision partners to occur.

Some of the important reactions in molecular plasmas are listed in table 3.3.

<table>
<thead>
<tr>
<th>Type</th>
<th>Name</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>Direct electron-impact</td>
<td>Momentum transfer</td>
<td>$e + M \rightarrow e + M$</td>
</tr>
<tr>
<td></td>
<td>Excitation</td>
<td>$e + M \rightarrow e + M^*$</td>
</tr>
<tr>
<td></td>
<td>Ionisation</td>
<td>$e + M \rightarrow 2e + M^+$</td>
</tr>
<tr>
<td></td>
<td>Attachment</td>
<td>$e + M \rightarrow M^-$</td>
</tr>
<tr>
<td></td>
<td>Dissociation</td>
<td>$e + M_2 \rightarrow e + 2M$</td>
</tr>
<tr>
<td></td>
<td>Dissociative ionisation</td>
<td>$e + M_2 \rightarrow 2e + M + M^+$</td>
</tr>
<tr>
<td></td>
<td>Dissociative attachment</td>
<td>$e + M_2 \rightarrow M + M^-$</td>
</tr>
<tr>
<td></td>
<td>Rotation-vibrational excitation</td>
<td>$e + M_2 \rightarrow e + M_2$ (v, j $\geq$ 1)</td>
</tr>
<tr>
<td>Heavy particle interaction</td>
<td>Momentum transfer</td>
<td>$M + N \rightarrow M + N$</td>
</tr>
<tr>
<td></td>
<td>Neutralisation</td>
<td>$M^+ + N^- \rightarrow M + N$</td>
</tr>
<tr>
<td></td>
<td>Charge transfer</td>
<td>$M^+ + N \rightarrow M + N^+$</td>
</tr>
<tr>
<td></td>
<td>Dissociation</td>
<td>$M^- + N \rightarrow M + N^+$</td>
</tr>
<tr>
<td></td>
<td>Recombination</td>
<td>$M^- + N^- \rightarrow e + MN$</td>
</tr>
<tr>
<td></td>
<td>Energy transfer</td>
<td>$M^+ + N \rightarrow M + M^+$</td>
</tr>
<tr>
<td></td>
<td>Relaxation</td>
<td>$M^+ + N \rightarrow M + N$</td>
</tr>
<tr>
<td></td>
<td>Penning ionisation</td>
<td>$M^+ + N \rightarrow e + M + N^+$</td>
</tr>
</tbody>
</table>

3.8. Solution of the Model

The self-consistent model is solved using the time dependent solver in COMSOL Multiphysics [94] for the solution of partial differential equations (PDE). Each individual species is treated with its own set of partial differential equations as described in sections 3.3 and 3.4. When solving the model, COMSOL Multiphysics uses the finite element method (FEM) and runs it together with error control based on a variety of
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numerical solvers. This concept of a discretisation of the original PDE problem by approximating it to a problem with a finite number of elements has proven to be effective [95, 96].

After the model parameters and look-up tables have been loaded into the model, the initial point for the FEM is the discretisation of the domain into mesh elements which are linear intervals in a one-dimensional problem and mainly triangular and tetrahedral in two- and three-dimensional domains. To account for the fact that plasmas generally exhibit large gradients in the sheath regions whereas showing a smooth behaviour in the bulk region, a non-linear mesh is applied. The mesh elements increase gradually in a symmetric distribution from the edges to the centre of the domain, i.e. it is finer in the sheath regions and coarser in the plasma bulk region (see figure 3.5).

![Figure 3.5: Schematic illustration of the distribution of mesh elements in a linear modelling domain. The actual domain contains 200 linear mesh elements.](image)

For the initialisation of the model initial values for all dependent variables need to be provided. Generally, the assumption of a spatially uniform electron energy of 1 – 5 eV as well as spatially uniform densities (each positively charged species $\approx 10^{14} \text{ m}^{-3}$, negatively charged species $\approx \sum_{\text{pos}} n_{\text{pos}}$ to account for quasineutrality) has been proven not to cause any numerical instabilities.

The post-processing of the results is conducted with the help of the commercial software MATLAB [97]. For example, time and space averaged values of the densities are calculated, spatial profiles are obtained or phase and space resolved ionisation or excitation can be extracted for various parameters.

3.8.1. Time-Dependent Solver

After the model is initialised with the species densities, electron energy and potential the initial solver time step is started.
Figure 3.6 illustrates the solution process for the time-dependent solver in form of a flow diagram.

![Flow diagram for time-dependent plasma fluid model solver](image)

**Figure 3.6**: Flow diagram for time-dependent plasma fluid model solver.

As first computational process, source term quantities such as reaction rates, transport coefficients, electron energy loss, species fluxes, and power dissipation via ohmic heating are determined. Subsequently, the fluid equations and Poisson’s equation can be solved after which the simulation state is temporarily stored. Then an external check of convergence is conducted to decide whether to stop or continue the simulation by calling the RF cycle loop. In the RF cycle loop, the time varying species quantities and potential are updated so that every subsequent solution of the model is run with the parameter set from the previous solution. Usually, several thousands of RF cycles, i.e. iterations of the solution process are needed to reach a converged periodic steady state solution.

As described earlier, the intrinsic processes take place on different timescales. On the
one hand, electrons react almost instantaneously to changes in the driving electric field. On the other hand, ions only "see" time averaged fields because of their relatively low mobility, and chemically inert neutral metastable species react on even longer timescales. Therefore, it is particularly desirable to accelerate the convergence for the "slow" species in the discharge.

### 3.8.2. Stationary Solver for Slow Species

To create an effective acceleration for the slow species in the model, relevant production and destruction reactions have to be identified. These can either be rather stationary heavy particle interactions or time modulated electron impact reactions, the latter usually being dominant. Subsequently, effective time averaged production rates are calculated and implemented in the corresponding continuity equation (3.9) in a separate stationary solution process. This stationary solution process is directly executed once after a certain number of the completed time-dependent processes. A big advantage is that the stationary process is very fast because no time-dependent quantities have to be calculated, therefore it takes only a fraction of the time, needed for the time-dependent process, to complete.

Figure 3.7 illustrates such a combined time-dependent and stationary solution process by monitoring the corresponding convergence of slow and fast species, respectively, where a total number of 4000 iterations is shown with three acceleration steps once every 1000 iterations. Here, a convergence of 1 represents the final solution state and is equivalent to a certain density of the considered species. 1000 iterations are equivalent to 1000 RF cycles and correspond to approximately 73.75 µs, which is a relatively small timescale for chemical reactions.

From the convergence of the slow species it is evident that it does not change significantly with progressing RF cycle number. Theoretically, slow species can be solved using the time-dependent solver only, however, because their actual rate of change is very small it would probably take several 100,000 iterations to reach the final solution.

When the acceleration step is executed, the slow species almost instantaneously reach a converged state. The reason why they do not reach it completely is because the fast species are not converged at this stage, yet. Consequently, the fast species convergence
is also changed significantly but they can very quickly recover from the changes in the numerical simulation. When the second acceleration step is executed the overall changes are not as drastic as after the first step, because the convergence is already near the final solution state. Again, the fast species recovers swiftly and reaches convergence even before 3000 completed iterations so that the last acceleration step does not improve the overall convergence anymore.

The application of acceleration steps is a valuable tool for chemically complex plasma discharges because it is capable of significantly decreasing the computational solution time for these species without interfering much with other species.
4. Parameter Studies in a Symmetric Helium-Oxygen Model

In this chapter a systematic parameter study for a geometrically symmetric helium-oxygen model will be presented. Of particular interest is the knowledge of the influence of residual oxygen on discharge dynamics. To study the influence of oxygen as minority species a variety of oxygen admixtures to a helium feed gas is simulated. Firstly, the applied reaction scheme is discussed. Secondly, the influence of a variable oxygen admixture will be discussed. Special attention is paid to the spatial profiles of the dominant charged species, the resulting electronegativity and ionisation dynamics by means of direct electron-impact ionisation of molecular oxygen. Finally, the findings for numerous parameter variations including power, pressure and discharge gap size will be presented for a helium-oxygen discharge with 0.5% of total oxygen admixture.

4.1. Reaction Scheme

A total of 9 species are accounted for in the model. These species are electrons (e), the background gases helium (He) and molecular oxygen (O₂), positive molecular oxygen ions (O₂⁺), negative atomic oxygen ions (O⁻), helium metastable atoms (He*), positive helium ions (He⁺), positive molecular helium ions (He₂⁺) and helium excimers (He₂⁺).

The set of plasma reactions used in this chapter is based on a well-established reaction scheme for helium and oxygen species, as used for atmospheric pressure plasmas [61, 98]. However, for a much lower pressure, as applied here, it is expected that certain species and reactions that are dominant at atmospheric pressure will play a minor role (e.g. three body collisions, higher ionised species).

The oxygen related reaction scheme is therefore modified with special regard to dominant charged oxygen species in low pressure discharges, which were observed experi-
mentally [99, 100].

On the one hand, atomic oxygen negative ion densities have been measured by a photo detachment technique and were found to be the most dominant species under the given conditions with $\text{O}_2^-$ and $\text{O}_3^-$ constituting less than 20% of the total negative charge density. On the other hand, positive ions, determined by mass spectroscopy, show a dominance of $\text{O}_2^+$ ions over $\text{O}^+$ ions, the latter are typically in the range of 10% of the total positive ion density. These findings are confirmed by independent numerical simulations conducted by Gordiets et al. [101].

The 25 reactions taken into account are listed in table 4.1. The gas temperature is assumed to be $T_g = 300$ K.

**Table 4.1.:** Elementary reactions and corresponding rate coefficients in a He/O$_2$ discharge

<table>
<thead>
<tr>
<th>No.</th>
<th>Reaction</th>
<th>Rate coefficient$^{(a), (b)}$</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>$e + \text{He} \rightarrow e + \text{He}$</td>
<td>$f(e)$</td>
<td>[53]</td>
</tr>
<tr>
<td>R2</td>
<td>$e + \text{He} \rightarrow e + \text{He}^*$</td>
<td>$f(e)$</td>
<td>[53]</td>
</tr>
<tr>
<td>R3</td>
<td>$e + \text{He} \rightarrow 2e + \text{He}^+$</td>
<td>$f(e)$</td>
<td>[53]</td>
</tr>
<tr>
<td>R4</td>
<td>$e + \text{He}^* \rightarrow 2e + \text{He}^+$</td>
<td>$f(e)$</td>
<td>[102]</td>
</tr>
<tr>
<td>R5</td>
<td>$e + \text{He}^+ \rightarrow \text{He}^*$</td>
<td>$6.76 \times 10^{-19} T_e^{-0.5}$</td>
<td>[103]</td>
</tr>
<tr>
<td>R6</td>
<td>$e + \text{He}^* \rightarrow e + \text{He}$</td>
<td>$3.17 \times 10^{-11} (7736 + T_e)^{-1}$</td>
<td>[104]</td>
</tr>
<tr>
<td>R7</td>
<td>$e + \text{He}_2^* \rightarrow e + 2\text{He}$</td>
<td>$3.8 \times 10^{-15}$</td>
<td>[103]</td>
</tr>
<tr>
<td>R8a</td>
<td>$\text{He}^* + \text{He}^* \rightarrow e + \text{He}^+ + \text{He}$</td>
<td>$0.45 \times 10^{-15}$</td>
<td>[105]</td>
</tr>
<tr>
<td>R8b</td>
<td>$\text{He}^* + \text{He}^* \rightarrow e + \text{He}_2^+$</td>
<td>$1.05 \times 10^{-15}$</td>
<td>[105]</td>
</tr>
<tr>
<td>R9a</td>
<td>$\text{He}^* + \text{He}_2^* \rightarrow e + \text{He}^+ + 2\text{He}$</td>
<td>$2.25 \times 10^{-17}$</td>
<td>[105]</td>
</tr>
<tr>
<td>R9b</td>
<td>$\text{He}^* + \text{He}_2^* \rightarrow e + \text{He}^+ + \text{He}$</td>
<td>$1.275 \times 10^{-16}$</td>
<td>[105]</td>
</tr>
<tr>
<td>R10a</td>
<td>$\text{He}_2^* + \text{He}_2^* \rightarrow e + \text{He}^+ + 3\text{He}$</td>
<td>$2.25 \times 10^{-17}$</td>
<td>[105]</td>
</tr>
<tr>
<td>R10b</td>
<td>$\text{He}_2^* + \text{He}_2^* \rightarrow e + \text{He}_2^+ + 2\text{He}$</td>
<td>$1.275 \times 10^{-16}$</td>
<td>[105]</td>
</tr>
<tr>
<td>R11</td>
<td>$e + \text{He} + \text{He}_2^+ \rightarrow 2\text{He} + \text{He}^*$</td>
<td>$1.0 \times 10^{-38} (T_e/T_g)^{-2} m^6 s^{-1}$</td>
<td>[103]</td>
</tr>
<tr>
<td>R12</td>
<td>$2e + \text{He}^+ \rightarrow e + \text{He}^*$</td>
<td>$6 \times 10^{-32} (T_e/T_g)^{-4} m^6 s^{-1}$</td>
<td>[103]</td>
</tr>
<tr>
<td>R13</td>
<td>$2e + \text{He}_2^+ \rightarrow e + \text{He}_2^+ (+ \text{hv})$</td>
<td>$3 \times 10^{-32} (T_e/T_g)^{-4} m^6 s^{-1}$</td>
<td>[103]</td>
</tr>
</tbody>
</table>
### Table 4.1 - continued.

<table>
<thead>
<tr>
<th>No.</th>
<th>Reaction</th>
<th>Rate coefficient(^{a,b})</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>R14</td>
<td>(2\text{He} + \text{He}^+ \rightarrow \text{He}_2^+ + \text{He})</td>
<td>(1.5 \times 10^{-46} \text{ m}^3\text{s}^{-1})</td>
<td>[105]</td>
</tr>
<tr>
<td>R15</td>
<td>(2\text{He} + \text{He}^+ \rightarrow \text{He} + \text{He}_2^+)</td>
<td>(6.64 \times 10^{-44} T_r^2 \text{ m}^3\text{s}^{-1})</td>
<td>[103]</td>
</tr>
<tr>
<td>R16</td>
<td>(e + \text{O}_2 \rightarrow e + \text{O}_2)</td>
<td>(f(e))</td>
<td>[53]</td>
</tr>
<tr>
<td>R17</td>
<td>(e + \text{O}_2 \rightarrow 2e + \text{O}_2^+)</td>
<td>(f(e))</td>
<td>[53]</td>
</tr>
<tr>
<td>R18</td>
<td>(e + \text{O}_2^+ \rightarrow 2\text{O})</td>
<td>(f(e))</td>
<td>[106]</td>
</tr>
<tr>
<td>R19</td>
<td>(e + \text{O}_2 \rightarrow \text{O} + \text{O}^-)</td>
<td>(f(e))</td>
<td>[107]</td>
</tr>
<tr>
<td>R20</td>
<td>(e + \text{O}^- \rightarrow 2e + \text{O})</td>
<td>(f(e))</td>
<td>[108]</td>
</tr>
<tr>
<td>R21</td>
<td>(\text{O}^- + \text{O}_2^+ \rightarrow \text{O} + \text{O}_2)</td>
<td>(2 \times 10^{-13} T_r^{-1})</td>
<td>[101]</td>
</tr>
<tr>
<td>R22</td>
<td>(\text{O}^- + \text{O}_2 \rightarrow e + \text{O}_3)</td>
<td>(5 \times 10^{-21} T_r^{0.5})</td>
<td>[101]</td>
</tr>
<tr>
<td>R23</td>
<td>(\text{O}^- + \text{O}_2(1\Lambda)^{\mp} \rightarrow e + \text{O}_3)</td>
<td>(3 \times 10^{-16} T_r^{0.5})</td>
<td>[109]</td>
</tr>
<tr>
<td>R24a</td>
<td>(\text{He}^+ + \text{O}_2 \rightarrow \text{O}_2^+ + \text{He})</td>
<td>(3.21 \times 10^{-17} T_r^{0.5})</td>
<td>[109]</td>
</tr>
<tr>
<td>R24b</td>
<td>(\text{He}^+ + \text{O}_2 \rightarrow \text{O}^+ + \text{O} + \text{He})</td>
<td>(1.04 \times 10^{-15} T_r^{0.5})</td>
<td>[109]</td>
</tr>
<tr>
<td>R25a</td>
<td>(\text{He}^+ + \text{O}_2 \rightarrow e + \text{O}_2^+ + \text{He})</td>
<td>(2.54 \times 10^{-16})</td>
<td>[110]</td>
</tr>
<tr>
<td>R25b</td>
<td>(\text{He}^+ + \text{O}_2 + \text{He} \rightarrow e + \text{O}_2^+ + 2\text{He})</td>
<td>(1.63 \times 10^{-43} \text{ m}^3\text{s}^{-1})</td>
<td>[110]</td>
</tr>
</tbody>
</table>

\(^a\) Units: Rate coefficients in \(\text{m}^3\text{s}^{-1}\) unless otherwise stated; gas temperature \(T_g\) and electron temperature \(T_e (= \frac{2}{3} \frac{k}{m_e} e)\) in K; \(T_r = T_g / 300\).

\(^b\) \(f(e)\) indicates that the rate coefficients are obtained from the EEDF. Although not explicitly in the reaction scheme, electron-impact excitation of \(\text{O}_2\) into vibrational, Rydberg states and into metastable states is accounted for in the calculation of the EEDF.

\(^c\) Estimated as \(n_{\text{O}_2(1\Delta)} \approx 1/6 n_{\text{O}_2}\) [108].

The reactions cover a broad set of processes and can be divided into five groups based on the interaction process involved (for a brief overview of possible reaction processes see chapter 3.7). The first group includes elastic collisions of electrons with the background gases helium (R1) and oxygen (R16), which plays an important role for the electron energy conservation. The second group comprises direct electron-impact interaction with relevant helium (R2 - R7) and oxygen (R17 - R20) species, that include excitation, ionisation, attachment, dissociative, and combined processes. This second group is essential for driving the plasma discharge and its dynamics. The third group of reactions consists of two-body heavy particle interaction, R8 - R10 for helium and
R21 - R23 for oxygen. Two-body heavy particle collisions govern species conversion and can be effective electron production processes. Due to the small mobility of such heavy particles, the rate coefficient is usually assumed to be constant or has a slight temperature dependence. Consecutively, three-body reactions involving helium species (R11 - R15) comprise the forth group of reactions, but should not play a significant role for the plasma discharge under the given conditions. Finally, direct helium-oxygen interaction processes (R24, R25) are accounted for in direct and dissociative charge transfer and Penning-ionisation reactions. This last group has proven to be of significant importance for atmospheric pressure plasmas [111] and was therefore also included in the conducted simulations.

The electron, ion and neutral transport coefficients used are those presented in table 3.1.

4.2. **Influence of Variable Oxygen Admixture**

The admixture was varied from 0.5% up to 99% $\text{O}_2$ while a constant pressure ($p = 100 \text{ Pa}$), discharge gap size ($d = 40 \text{ mm}$) and input power density ($P/A = 1000 \text{ W/m}^2$) are set. The simulation results are obtained from a periodic steady-state solution along the symmetry axis of the discharge as shown in figure 3.1(a).

Figure 4.1 shows the global average particle densities of electrons, positive molecular oxygen ions, negative atomic oxygen ions, helium metastables, and positive helium ions on a semi-logarithmic scale as a function of the $\text{O}_2$ admixture for a constant input power and pressure.

Even for the lowest oxygen admixture it is evident that oxygen ions are by far more dominant than helium ions, exceeding their density by at least two orders of magnitude. This is because oxygen has a significantly lower ionisation threshold than helium. Therefore, more oxygen molecules are ionised by direct electron-impact from lower energetic electrons than in case of helium. Furthermore, the high helium metastable density, which even exceeds the oxygen ion and electron densities for small oxygen admixtures, amplifies the dominance of oxygen ions over helium ions through Penning ionisation.

Although the power input is constant, the general trend is a monotonic decay of
global densities with increasing oxygen admixture. An increasing oxygen admixture is equivalent to an increasing partial pressure of oxygen, which leads to a more collisional discharge. Thereby, additional power loss channels are introduced, such as into vibrational and rotational states, and causes an effective decrease of power which subsequently leads to smaller global densities. The rapid decay of helium ion and metastable densities can be explained by means of its insignificant roles for the discharge and the increasing oxygen admixture.

Figure 4.1 illustrates the mean electron energy and the weighted mean electron energy in dependence of the O\(_2\) fraction in the model. The weighted mean electron energy was obtained by weighting the mean electron energy with the electron density.

It can be observed that the not weighted mean electron energy exhibits a maximum for a O\(_2\) fraction of 5\% – 10\% and decreases for higher oxygen admixtures. However, the weighted mean electron energy shows a monotonic decay with a higher gradient for small oxygen fractions. As already discussed, the discharge becomes more collisional with increasing oxygen admixture due to the increasing partial pressure. It is known that the electron energy decreases with increasing pressure because this leads to reduced losses at the walls and in turn results in a lower "production" of electron energy.

Another interesting observation is the influence of the oxygen admixture on the spatial
profiles of dominant charged species, i.e. electrons, $O_2^+$ and $O^-$. The density profiles of heavy particles are almost static because they can only follow the time-averaged fields due to their relatively small mobility. However, electrons are much more mobile and are able to follow the RF field movement. Therefore, figure 4.3 shows the resulting spatial density distribution of the heavy charged particles and the time-averaged electron density profile for two different oxygen admixtures (2% and 50%).

It can be observed that the negative atomic oxygen ion spatial profile exhibits a maximum within the centre of the bulk for a low oxygen admixture ($\leq 2\%$) (figure 4.3(a)) and even exceeds the local electron density in the centre of the discharge, whereas it shows a broader double peaked profile near the electrodes for higher $O_2$ admixtures (figure 4.3(b)).

Experimental results by Katsch et al. [112] suggest that the spatial profiles also depend on the pressure. They observed similarly a maximum of the negative oxygen ion profile in the bulk and a transition to a double peaked structure by increasing the pressure. This is in good agreement with the simulation since the oxygen admixture can also be understood as the partial pressure of oxygen in the discharge.

Furthermore, the $O^-$ density decays faster than the electrons in the electrode region. This is a result of the average electric field that, in the sheath, is directed towards the elec-
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**Figure 4.3:** Time averaged spatial profiles of electrons, $O_2^+$ and $O^-$ for two different oxygen admixtures. ($p = 100$ Pa, $d = 40$ mm, $P/A = 1000$ W/m$^2$)

trode, so that negative ions are repelled and positive ions are attracted to the electrode on time-average. Additionally, the negative ion density does not exceed the electron density. This is due to the dominant production and destruction mechanisms. Generally, the spatial variation of electrons entails a corresponding variation of the $O^-$ density, since the latter is only generated by electron collisions in the model. However, in the bulk region the destruction of $O^-$ exceeds the production due to collisions with $O_2(1\Delta)$, which can be identified to be the main collision partner leading to destruction [112]. This leads to the observed double peaked structure in the $O^-$ spatial profile.

Having analysed the spatial profiles, this gives the opportunity to gain information on the electronegativity by averaging the corresponding density profiles in space and time. In this work, the electronegativity ($en$) is defined as the time and space averaged density ratio of negative ions and electrons:

$$en = \frac{\langle n_{O^-} \rangle_{x,t}}{\langle n_e \rangle_{x,t}}.$$ (4.1)

Figure 4.4 shows the dependence of the electronegativity on the oxygen admixture for a constant power (1000 W/m$^2$) and pressure (100 Pa).

Starting from high admixtures of oxygen, the electronegativity increases over-linearly until it reaches a maximum value of 0.66 at 5% O$_2$ admixture. This means that the time and space averaged $O^-$ density never exceeds the electron density. This is because with
increasing oxygen content the volume destruction of negative ions becomes more dominant than the production induced by electrons. Thereby, the electron density changes at a smaller rate than the negative ion density. Experiments show typically slightly higher electronegativity but this may be explained due to the neglect of other possible negative ion species in the applied model or an overestimation of the destruction processes for negative atomic oxygen ions with $O_2(^1\Delta)$.

Furthermore, it can be observed that for very small admixtures of oxygen ($< 5\%$) the electronegativity drops rapidly to an even lower value. This is due to the rapid increase in the electron density with additional helium, whereas the negative atomic oxygen ion density does not increase at the same rate.

The influence of $O_2$ admixture on the ionisation dynamics, which serve as indicator for the electron dynamics, is exemplarily shown by means of the ionisation rate from direct electron-impact ionisation of oxygen molecules. Figure 4.5 illustrates the simulated time and space averaged ionisation in units of $10^{20}$ m$^{-3}$s$^{-1}$.

The time and space averaged ionisation also exhibits a maximum, although for a slightly higher oxygen admixture than in case of the electronegativity. To explain this, the ionisation features will be analysed phase and space resolved on a common scale for 0.5%, 10%, 50% and 99% $O_2$ in the gas mixture in the following (figure 4.6).
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Figure 4.5: Time and space averaged direct electron-impact ionisation of molecular oxygen. \((p = 100 \text{ Pa}, \, \delta = 40 \text{ mm}, \, P/A = 1000 \text{ W/m}^2)\)

Here, the x-axis spans over one full RF cycle \((\approx 73.75 \text{ ns})\) and the y-axis covers the full discharge gap with the powered electrode at 0 mm and the grounded at 40 mm. For relatively low oxygen admixtures (figure 4.6(a)) only one broad but not particularly pronounced ionisation feature at each electrode that expands into the bulk is observable. This feature can be identified as ionisation induced by the sheath expansion and increases in intensity with increasing oxygen content. At the higher \(O_2\) admixture of 10% (figure 4.6(b)) in addition to the much more pronounced sheath expansion ionisation, ionisation during the sheath collapse phase occurs. Since no ionisation induced by secondary electrons takes place this discharge mode is equivalent to an \(\alpha\)-mode discharge.

For high oxygen admixtures \((\geq 50\%)\) oxygen cannot be called the minority species anymore and clearly three ionisation features can be observed (figure 4.6(c)). These features agree very well with experimental results for a comparable set of parameters [113] and can be identified as sheath expansion, sheath collapse ionisation and ionisation due to secondary electrons. The latter becomes more dominant with additional oxygen admixture (figure 4.6(d)) and is equivalent to a transition to a \(\gamma\)-mode discharge. Please note, that in the transition to a collision dominated sheath, the sheath width decreases as predicted in section 2.3.
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Figure 4.6.: Time and space resolved direct electron-impact ionisation of molecular oxygen. Dashed lines represent the sheath boundaries. \((p = 100 \text{ Pa}, d = 40 \text{ mm}, P/A = 1000 \text{ W/m}^2)\)

It needs to be emphasised that the ionisation features mainly depend on the oxygen content in the discharge since the oxygen ions are in each case the most dominant charged heavy species and exceed the incorporated helium ion species usually by several orders of magnitude independent of the oxygen admixture. Consequently, it is very important to account for this fact. However, it appears that helium acts as an inhibitor for the secondary electron-impact ionisation of molecular oxygen.

Apart from the influence of oxygen on discharge dynamics it is interesting to analyse the discharge behaviour at a constant oxygen admixture but various parameters such as power, pressure and discharge gap.
4.3. Parameter Variations with 0.5% Oxygen Admixture

Based on the assumption that residual oxygen will only constitute a small amount, the oxygen admixture was chosen to be 0.5% for all following conducted simulations.

First, the influence of the applied power on numerous plasma properties will be discussed followed by a voltage-current analysis under pressure variation. Finally, simulation results on the dominant charged species and mean electron energy will be presented under a variation of the discharge gap.

4.3.1. Power

For the power variation the pressure was chosen to be 100 Pa while the discharge gap was kept constant at 40 mm. To eliminate any misunderstandings, it has to be noted that all simulations were conducted setting a certain power density in units of W/m². Since the effective surface area is the same for all simulations, this power density will simply be referred to as power.

Generally, the voltage-current characteristic is an indication for the discharge regime as described in chapter 2. At low power the charge carrier production takes place mainly in the bulk due to electron avalanches giving this regime the name α-mode (compare equation 2.3). In the α-mode the voltage rises almost linearly with increasing power. At high power the charge carrier multiplication shifts towards the electrodes due to an increased ion impact of the electrode material leading to a transition into a discharge regime known as γ-mode. Usually, this leads to a decreasing gradient between voltage and power so that the power-voltage characteristic flattens out.

Figure 4.7 shows the simulated power-voltage and voltage-current characteristic in the range of (1000 – 25000) W/m². For higher power input, when the discharge is in pure γ-mode, it is anticipated that the voltage will drop while the current still increases, as shown in figure 2.1(b).

The point of maximum voltage for a given power is known as the α-γ-mode transition. Numerically, it is difficult to simulate this transition point just by applying a fixed voltage because there may be multiple solutions. To overcome this difficulty in the simulation, a constant current density can be applied as boundary condition instead of the
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**Figure 4.7:** Simulated power-voltage and voltage-current characteristic.

\( p = 100 \text{ Pa}, \quad d = 40 \text{ mm}, \quad 0.5\% \text{ O}_2 \text{ admixture} \)

voltage because each current density will correspond to a certain power and vice versa. The total current density \( \vec{J} \) consists of the sum of the displacement current density and the conduction current:

\[
\vec{J}(t) = \varepsilon_0 \frac{\partial \vec{E}}{\partial t} + \sum_i q_i \vec{I}_i
\]

(4.2)

Here, the index \( i \) denotes all charged species including electrons.

It has to be pointed out that this current approach is only suitable for the simulations since setting a fixed current density is not possible under experimental conditions.

Apart from the increasing voltage the mean electron energy also rises monotonically with power, as shown in figure 4.8(a), while the weighted mean electron energy stays constant.

The growth of the mean electron energy is caused by a rapid rise of electron energy in the sheath region while the bulk energy is almost not affected by the increasing power. This shows the relevance of the weighted mean electron energy as the correct measure of the electron energy. Namely, it takes into account that there are only few very high energetic electrons (sheath), whereas the majority of electrons exhibit low energies (bulk).

The densities of the major species also show a similar trend as the voltage and mean
electron energy, i.e. they increase with power. However, the electron and O$_2^+$ ion densities have a much steeper slope than the density of O$^-$ negative ions. This leads to a decreasing electronegativity as illustrated in figure 4.8(b) and agrees well with experimental results conducted in capacitively coupled plasmas in pure oxygen [55].

Direct electron-impact ionisation as well as spatial profiles are not shown here because they follow the same trends as already presented earlier (compare figures 4.3 and 4.6).

### 4.3.2. Pressure

For the pressure variation the power density was chosen to be 1000 W/m$^2$ and the discharge gap was kept 40 mm.

Initially, it is observed that with increasing pressure a lower voltage is needed to sustain the constant power set in the simulation since the neutral and charged particle densities increase with pressure. Furthermore, the total current density (equation 4.2) as well as the voltage-current phase relationship change and are exemplarily examined in the centre of the discharge, as shown in figure 4.9. The current density and voltage are defined by means of their amplitude; the phase is given in degrees and the error bars indicate the uncertainty of the phase difference between current density and voltage.

Since the charged particle densities increase with pressure the plasma can be expected
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Figure 4.9: Pressure dependence of (a) current density (left y-axis) and voltage (right y-axis) and (b) voltage-current phase relationship at the centre of the discharge. ($P/A = 1000 \text{ W/m}^2$, $d = 40 \text{ mm}$, 0.5% O$_2$ admixture)

to become more conductive which is reflected in the increasing current density. This results in a change of the impedance and explains the phase change between current density and voltage with increasing pressure.

In turn, the power is the product of current, voltage and the cosine of their phase. Now, in case of a increasing current and a decreasing phase, which means that the cosine of the phase is increasing, the only possibility to uphold a constant power is a decreasing voltage.

These results need to be understood as a first indication on the pressure dependence of the voltage-current characteristic. For a more accurate description it would be appropriate to use Fourier analysis of both the current density and voltage. In particular, the current density tends to loose its sinusoidal character quickly, generally, by an increase of power since it is generated mainly by electron dynamics.
4.3.3. Discharge Gap Size

The variation of the discharge gap size will only be discussed briefly for the purpose of completeness. The simulations were conducted at constant pressure of 100 Pa, constant power density of 1000 W/m² and a 0.5% O₂ admixture.

The simulations yield that the dominant charged species densities increase with discharge gap size (see figure 4.10(a)). Again, O₂⁺ shows to be the most dominant positively charged species exceeding the He⁺ and He₂⁺ densities by more than two orders of magnitude although the ratio of helium to oxygen gas is \( \approx 200 : 1 \). Thereby, O₂⁺ compensates the negative species densities by its own. As in all previous simulations, the average electron density exceeds the O⁻ density. From the smallest to the biggest discharge gap, the electron density increases gradually by a factor of 1.8, while the negative ion density increases by a lower factor of 1.6. This results in a decrease of electronegativity by about 10%.

![Figure 4.10: Discharge gap size dependence of (a) dominant charged species densities and (b) weighted mean electron energy. (P/A = 1000 W/m², d = 40 mm, 0.5% O₂ admixture)](image)

The mean electron energy as well as the weighted mean electron energy decrease with increasing discharge gap size (see figure 4.10(b)). This can be understood by taking into account that the discharge volume increases with increasing the gap size. As a result the volume to surface ratio increases and changes the particle balance, which leads to the observed energy decrease for bigger electrode gaps.
4.4. **Analysis of Reaction Rates**

A critical analysis of the reaction rates can help to further improve the numerical model. By means of this analysis it is possible to gain information on how different reactions contribute to the production and destruction of the incorporated species. This allows to understand whether some reactions or even species could be removed from the simulation without having significant effect on the final results but speeding up the total simulation process.

Figure 4.11 gives an overview of all reaction rates from a simulation with minimum amount of oxygen (0.5%) at constant power density \(P/A = 1000 \text{ W/m}^2\), pressure \((p = 100 \text{ Pa})\) and discharge gap size \((d = 40 \text{ mm})\).

![Reaction rates graph](image)

**Figure 4.11:** Time and space averaged reaction rates for all reactions as states in table 4.1 on semi-logarithmic scale. \((P/A = 1000 \text{ W/m}^2, d = 40 \text{ mm}, p = 100 \text{ Pa}, 0.5\% \text{ O}_2 \text{ admixture})\)

The reaction numbers on the x-axis correspond to the reactions stated in table 4.1 and are sorted into corresponding groups. Since the different reactions have significantly varying reaction rates, a logarithmic scale was chosen visualising a range from \(10^{15} - \)
10^{25} \text{ m}^{-3}\text{s}^{-1}. Reactions exhibiting an even lower rate are not visible.

Clearly, R1 and R16 which represent the elastic collisions of electrons with helium and oxygen, respectively, have the highest reaction rates. This means, elastic collisions comprise the dominant energy transfer mechanism in the plasma. The second most dominant processes are the excitation of helium (R2) and its immediate destruction through Penning-ionisation (R25), thus promoting the observed dominance of oxygen ions over helium ions for any admixture of oxygen.

Apart from that, direct electron-impact reactions generally have high reaction rates, which can easily be understood, since electron dynamics are the main driving force for any plasma discharge. However, electrons appear to be only effective at ion production reactions for He^+ (R3, R4), for O_2^+ (R17) and O^- (R19), whereas have poor ion destruction (R5, R18, R20) and de-excitation (R6, R7) effectiveness.

Two-body interaction between heavy particles seems to be more efficient at destroying ions and excited species (R8 & R25 > R6, R21 > R18, R23 > R20, R24 > R5).

For this reaction rate analysis, it can also be identified that metastable oxygen (R23) and positive ions (R21) are the dominant destruction partners for negative ions, together exceeding the reaction rate of negative ions with the background gas (R22) and electrons (R20) by several orders of magnitude.

Furthermore, all three-body reactions (R11 – R15) in the model show a negligible reaction rate as well as all reactions involving helium molecular species (He_2^+, He_3^+) are of minor importance (R9 – R11, R13).

By neglecting these reactions and the helium molecular species the computational time of the numerical simulation can be improved significantly. Thus, this analysis technique represents a valuable tool to modify the model, without having a major effect on the results.
5. Influence of Ion Mobility Treatment on Plasma Dynamics

As shown in the previous chapter, oxygen constitutes both the dominant positive and negative ions species in a He/O₂ gas mixture independent of the actual oxygen admixture. To speed up computational time and to provide best possible insight into the fundamental underlying plasma dynamics the numerical simulations are reduced to an oxygen only model.

In this chapter, 1D symmetric and asymmetric simulation results for a capacitively coupled electronegative oxygen plasma with a discharge gap of 40 mm are presented. A simplified reaction scheme including the dominant positive and negative ions, background gas, and electrons is considered. In the investigated parameter regime \( p = 10 - 100 \text{ Pa}, \ V_r = 200 - 500 \text{ V amplitude}, \ f = 13.56 \text{ MHz} \) qualitatively equivalent trends are observed. Therefore, only results obtained for a pressure of 40 Pa and a voltage amplitude of 300 V are discussed in the following.

An improved treatment, by accounting for the dependence of ion mobilities on \( E/N \), is compared to the standard approach, based on using zero-field mobility values only. The charged particle dynamics as a result of direct electron-impact ionisation of oxygen, secondary electron release from the electrodes, the spatial distribution of all involved particles as well as impact of geometry and model modification on ion energies is analysed and compared to independent simulations and experiments.

5.1. Reaction Scheme

A total of 4 species are accounted for in these numerical simulations, namely electrons (\( e \)), the background gas molecular oxygen (\( O_2 \)), positive molecular oxygen ions (\( O_2^+ \)), and negative atomic oxygen ions (\( O^- \)). The negligence of other molecular and atomic oxygen ion species originates from experimental [99, 100] and modelling [101] results,
as already discussed in section 4.1.

The plasma reaction scheme is purposely chosen as simple as possible to provide the best possible insight into details of the fundamental consequences of the applied improvements in the model. With this limited set of species the chemical reactions can be reduced significantly to a minimum of 8 reactions, which are listed in table 5.1. The gas temperature is assumed to be \( T_g = 300 \) K.

**Table 5.1.: Elementary reactions and corresponding rate coefficients in a \( O_2 \) discharge**

<table>
<thead>
<tr>
<th>No.</th>
<th>Reaction</th>
<th>Rate coefficient (^a,b,c)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>( e + O_2 \rightarrow e + O_2 )</td>
<td>( f(e) )</td>
<td>[53]</td>
</tr>
<tr>
<td>R2</td>
<td>( e + O_2 \rightarrow 2e + O_2^+ )</td>
<td>( f(e) )</td>
<td>[53]</td>
</tr>
<tr>
<td>R3</td>
<td>( e + O_2^+ \rightarrow 2O )</td>
<td>( f(e) )</td>
<td>[106]</td>
</tr>
<tr>
<td>R4</td>
<td>( e + O_2 \rightarrow O + O^- )</td>
<td>( f(e) )</td>
<td>[107]</td>
</tr>
<tr>
<td>R5</td>
<td>( e + O^- \rightarrow 2e + O )</td>
<td>( f(e) )</td>
<td>[108]</td>
</tr>
<tr>
<td>R6</td>
<td>( O^- + O_2^+ \rightarrow O + O_2 )</td>
<td>( 2 \times 10^{-13} T_r^{-1} )</td>
<td>[101]</td>
</tr>
<tr>
<td>R7</td>
<td>( O^- + O_2 \rightarrow e + O_3 )</td>
<td>( 5 \times 10^{-21} T_r^{0.5} )</td>
<td>[101]</td>
</tr>
<tr>
<td>R8</td>
<td>( O^- + O_2 \left(^1\Delta\right)^c \rightarrow e + O_3 )</td>
<td>( 3 \times 10^{-16} T_r^{0.5} )</td>
<td>[109, 114]</td>
</tr>
</tbody>
</table>

\( a \) Units: Rate coefficients in \( m^3/s; \) gas temperature \( T_g \) in K; \( T_r = T_g / 300. \)

\( b \) \( f(c) \) indicates that the rate coefficients are obtained from the EEDF via BOLSIG+ using cross section data. Additionally, electron-impact excitation of \( O_2 \) into vibrational, Rydberg states and into metastable states is accounted for in the calculation of the EEDF.

\( c \) Estimated as \( n_{O_2\left(^1\Delta\right)} \approx 1/6 \; n_{O_2}, \) see ref. [108].

Reactions R1 describes electron momentum transfer collisions with the background gas molecular oxygen. Dominant charged heavy particles volume production processes, such as ionisation (R2) and dissociative attachment (R4), as well as their destruction induced by collisions with electrons (R3, R5), are included. Furthermore, heavy particle interaction processes describing the destruction of positive and negative ions are incorporated with temperature dependent reaction rates (R6, R7 and R8).

The transport coefficients used are listed in table 5.2. Here, the values for mobility \( \mu_0 \) and diffusion coefficient \( D_0 \) are given for zero electric field \( (E = 0) \), constant gas temperature of \( T_g = 300 \) K and constant oxygen background gas pressure of \( p = 40 \) Pa.

In the regions of high electrical field above \( E/N > 50 \) Td, like the sheath regions [75], the mobilities are scaled according to the rigid sphere model \( (\mu \propto (E/N)^{-1/2}) \), as discussed in section 3.6.
Table 5.2: Zero field \((E = 0)\) mobilities \(\mu_0\) and diffusion coefficients \(D_0\) in a \(O_2\) discharge.

<table>
<thead>
<tr>
<th>Species</th>
<th>(\mu_0) (\text{[m}^2/\text{Vs}])</th>
<th>(D_0) (\text{[10}^{-3}\text{m}^2/\text{s}])</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>e</td>
<td>(f(e))</td>
<td>(f(e))</td>
<td>[53]</td>
</tr>
<tr>
<td>(O_2^+)</td>
<td>0.62(^a)</td>
<td>16.0(^b)</td>
<td>[81]</td>
</tr>
<tr>
<td>(O^-)</td>
<td>0.89(^a)</td>
<td>23.0(^b)</td>
<td>[81]</td>
</tr>
</tbody>
</table>

\(^a\) In \(O_2\) gas for \(T_s = 300\) K and \(p = 40\) Pa. Scaled with \(\alpha (E/N)^{-1/2}\) for \(E/N \geq 50\) Td.

\(^b\) Generalised Einstein relation: \(D_i = \mu_i k_B T_i / q\). The effect of higher ion temperatures \(T_i\) induced by high electric fields in the sheath region is taken into account following Wannier’s formulation (equation 3.25).

5.2. Symmetric Discharge Geometry

As described in section 3.6.1, the particular difference of the modified fluid model to the non-modified model is the treatment of ion transport coefficients that now decrease with increasing reduced electrical field. To benchmark the implemented fluid model against the non-modified model as presented in [115] simulations were conducted under identical parameters as stated above.

A general observation is that all time and space averaged densities (i.e. electrons, \(O_2^+\), \(O^-\)) in the modified model are higher by about 20% than in the non-modified model. However, the effective power is lower by 88 W/m\(^2\). Since the input voltage waveform is the same for both models the power change can be explained by a change in the current and voltage-current phase relationship. Figure 5.1 shows the voltage-current characteristic for both models.

An examination of the current density reveals that although the effective power is lower in the modified model the actual current amplitude is considerably higher. The power drop can be explained by analysing the phase difference between voltage and current, which increases in relation to the voltage by only 1.0 ns. Even though this is a marginal change, it is the cause for the observed power drop.

Therefore, experimental measurements and results that only have power input as reference should be regarded critically. Instead, voltage input as reference should be preferred if direct comparisons between experiments and simulations are desired.

Nevertheless, because of a more accurate description of kinetic effects in the mod-
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Figure 5.1.: Voltage-current density characteristic for modified and non-modified models and resulting power density. \( p = 40 \) Pa, \( V_f = 300 \) V

ifed model that become important in the investigated parameter regime, the results correspond better to experimental results [113, 116] as well as to kinetic PIC simulations [117], which also show higher averaged densities for all charged particles at comparable discharge conditions.

Furthermore, the comparison of the direct electron-impact ionisation pattern, as indicator for the electron dynamics, also shows a significant difference.

Figure 5.2 illustrates the predicted absolute direct electron-impact ionisation of \( \text{O}_2 \) in the non-modified against the modified model.

The calculated maximum sheath position in the modified model \( (\approx 8.9 \) mm) is smaller than in the non-modified model \( (\approx 10.2 \) mm), which also matches better the previously mentioned PIC-simulations by Matyash et al. [117] under similar conditions. The ionisation features such as from sheath expansion, secondary electrons and sheath collapse differ as well. In both model approaches the most dominant ionisation takes place in the sheath expansion phase. Further, the excitation through secondary electrons in the non-modified model is also pronounced. In contrast, the ionisation from secondary electrons as well as from the sheath collapse in the modified model are almost negligible against the sheath expansion.

This can be explained by means of analysing the surface losses in both models. This is of particular importance because the surface loss is the main destruction mechanism.
Figure 5.2.: Time and space resolved ionisation of O₂ molecules through direct electron impact obtained from (a) non-modified and (b) modified symmetrical model on a linear false colour scale. Dashed lines indicate the sheath position. (p = 40 Pa, Vₑf = 300 V)

for positive molecular oxygen ions. Due to the different treatment of ion mobilities the surface loss in the non-modified model (9 x 10²¹ m⁻³s⁻¹) is overestimated and more than twice as high as in the modified model (4 x 10²¹ m⁻³s⁻¹). This might have significant implications for industrial applications, where an accurate description of sheath and surface dynamics is important.

Furthermore, the modified ion mobilities generally suggest a smaller boundary flux due to dominance of the drift term, in which the reduction of the ion mobility with increasing electric field is accounted for (see equation 3.12). As a consequence, the flux of emitted secondary electrons is decreased leading to the less pronounced ionisation in the modified model (figure 5.2(b)). It is also observed that the sheath collapse ionisation feature in the modified model occurs at an earlier phase than in the non-modified approach, and is less pronounced.

Comparing both models to experimental results via the applied voltage, the modified model again shows a greater accuracy in particular with regard to the dominant ionisation feature as well as the less pronounced ionisation from the sheath collapse phase and from secondary electrons.

The better accuracy of the modified model can be explained by means of the modified ion mobility treatment, where the transport coefficients decrease in accordance to the rigid sphere model, which leads to a more realistic description of ion dynamics especially in the sheath region.
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A comparison of effective ion energies (O\(^{-}\) and O\(_{2}^{+}\)) for the symmetric model is presented in figure 5.3. These values result as average over time and space including a weighting with the corresponding species' spatial density profiles. By this, the impact of high density and low energy in the bulk is equally accounted for as the opposite trend in the sheath.

![Figure 5.3: Weighted time and space averaged ion energies. (@ p = 40 Pa, \(V_f = 300\) V)](image)

The constant zero field transport coefficients, as used in the standard non-modified model, lead to an overestimation of ion energies especially for positive ions in presence of high electric fields. In the modified model, the effective energy of the negative atomic oxygen ions is lower by 45%, while the effective energy of positive molecular oxygen ions is significantly lower by a factor of 6.7. In case of O\(_{2}^{+}\), this reduced ion energy, which is important for the sheath region, has an impact on the ion impact of the electrodes.

In spite of that, the weighted electron energy is not significantly affected by the modification of the ion mobilities and stays roughly constant at 3.86 eV ±2%.

The electronegativity stays within a 1% margin. To explain this, one has to examine the spatial density distribution of all charged particles (O\(_{2}^{+}\), O\(^{-}\), e) along the discharge gap, as shown in figure 5.4. The profiles of the heavy particles remain almost static for all times, however, the density profile of electrons shows a temporal variation due to their higher mobility. To suppress the temporal variation in the electron profile, it has
been time averaged.

![Graph of density profiles](image)

**Figure 5.4.**: Time averaged density profiles of $O_2^+$, electrons and $O^-$ in the discharge volume for a symmetric discharge geometry using the non-modified (solid lines) and modified (dashed lines) models. ($p = 40$ Pa, $V_{ef} = 300$ V)

In both the modified and non-modified models the spatial particle distribution is similar. This is understandable since the incorporated modifications affect the boundary and sheath region of the plasma, not the bulk region. However, in the modified model all profiles exhibit higher maximum values and broader distribution, which indicates a bigger plasma bulk region. It can be observed that negative atomic oxygen ions exhibit a broad double peaked spatial profile, whereas positive molecular oxygen ions develop a plateau like distribution within the plasma bulk and compensate both the electrons and negative ions. These simulation results confirm experimentally observed spatial particle distributions [112, 118]. Furthermore, the $O^-$ density decays with a steeper gradient in the sheath region than the electrons and stays below the electron density. This is due to the dominant production (R4) and destruction (R5, R8) mechanisms. Generally, the spatial distribution of electrons entails a similar distribution of the $O^-$ density, since the latter is only generated by electron collisions in this simple reaction scheme. However, in the bulk region the destruction of $O^-$ exceeds the production due to collisions with electrons and $O_2(1\Delta)$. The latter can be identified as the main collision partner leading to destruction of $O^-$. This leads to the observed double peak structure in the $O^-$ spatial...
density profile.

Usually, in the non-modified model bulk and secondary electrons are not distinguished because both are treated as one fluid. In the modified model, however, the emitted secondary electrons is quantified at the boundary via equation 3.17. In figure 5.5, the temporal development of the total electron densities at the powered electrode in the modified and non-modified models over one RF period is illustrated. For the modified model, the total electron density is additionally divided into \( n_\gamma \), which is of particular interest for applications where information on the contribution from secondary electrons is important.

![Symmetric model](image)

**Figure 5.5:** Emitted secondary electron number density and total electron number densities in both models at the powered electrode over one rf period. 
\( p = 40 \) Pa, \( V_{rf} = 300 \) V

From figure 5.5 follows that the total electron density in the non-modified model is at all times larger than in the modified model by about a factor of 3.3. Furthermore, the emitted secondary electrons are the dominant electron group for approximately 2/3 of the RF period constituting roughly 75% of the total electrons at the powered electrode during the sheath expansion phase. They exceed the bulk electrons arriving at the electrode by a factor of 3 during this phase. The dominance of secondary electrons can be explained by means of the increased ion impact due to high electric fields, whereas bulk electrons are confined by the same in the bulk and can only reach the electrode through
their thermal motion. During the sheath collapse phase bulk electrons can in turn easily reach the electrodes and comprise the dominant electron group. The increase in secondary electron density during this period can be explained by means of the vanishing electric field, which leads to an incorrect calculation of the secondary electron density (see equation 3.17). But, as discussed before, in that case \( n_s \) is negligible, comprising \(< 0.1\%\) of the total electron density.

5.3. Asymmetric Discharge Geometry

Most discharges used for industrial applications involve an asymmetric electrode geometry, since the powered electrode is usually small compared to the grounded electrode, which includes the processing chamber walls. A numerical description of a strongly asymmetric system with a symmetric model is then insufficient. The choice of the right asymmetry in the model generally requires a possibility to benchmark the results with experimental observations. Additionally, the DC self-bias voltage in an asymmetric system needs to be accounted for, thus contributing to a more complicated (numerical) description.

The influence of the modified ion mobility treatment on ionisation dynamics is even more pronounced in the asymmetric model than in the symmetric model.

Figure 5.6 shows a direct comparison of the time and space resolved direct electron-impact ionisation pattern in the non-modified as well as the modified model for an identical set of parameters on a common linear false colour scale.

The simulations yield that the ionisation pattern in a non-modified treatment significantly differs from its modified counterpart. From the non-modified model follows that the most dominant ionisation takes place within the plasma sheath induced by secondary electrons, while ionisation in the sheath expansion and sheath collapse phases are less pronounced. Furthermore, both models predict a distinct ionisation through electrons that are accelerated from the grounded electrode towards the bulk.

The dominant ionisation in the modified version of the model is initiated through sheath expansion heating. Ionisation from secondary electrons is not over accounted for and only plays a minor role, as does the ionisation from the sheath collapse phase. The
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**Figure 5.6.** Time and space resolved ionisation of O\(_2\) molecules through direct electron impact obtained from (a) non-modified model and (b) modified asymmetric model on a linear false colour scale. Dashed lines indicate the sheath position. \((p = 40 \text{ Pa}, V_{rf} = 300 \text{ V})\)

The latter exhibits a phase shift against the non-modified model.

Although, the ionisation patterns clearly differ due to the modifications in the model, the time averaged spatial density distributions do not change significantly, as already shown for the symmetric case. This is illustrated in figure 5.7.

**Figure 5.7.** Time averaged density profiles of \(\text{O}_2^+\), electrons and \(\text{O}^-\) along the discharge gap for an asymmetric geometry using the non-modified (solid lines) and modified (dashed lines) model. \((p = 40 \text{ Pa}, V_{rf} = 300 \text{ V})\)

As expected, the spatial distribution for the charged heavy particles shows a shoulder-like structure with the maximum near the powered electrode, which is caused by the
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geometric asymmetry of the discharge, in contrast to the double peaked distribution obtained from symmetric simulations. These simulations confirm experimental results [99, 112, 119]. The time and space averaged electronegativity in this case can be determined as \( \approx 0.66 \), which only differs by 1% from the symmetric simulations. Experiments show typically slightly higher electronegativity but this can be understood due to the \textit{a priori} assumption for the \( \mathrm{O}_2(1\Delta) \) fraction in the model. Since the metastable oxygen is the main destruction partner for \( \mathrm{O}^- \), the particular choice of the metastable oxygen content in the plasma will have a major effect on the negative ion dynamics and therefore affect the electronegativity in the periodic steady state.

Although the improved ion mobility treatment does not notably influence the spatial distribution of incorporated particles, the ion energies are affected significantly. The effect in the asymmetric case is even more pronounced than in the symmetric case. To allow a direct comparison of both geometrical regimes as well as of the modifications, figure 5.8 illustrates the weighted negative and positive ion energy for each simulated instance.

![Figure 5.8: Weighted time and space averaged ion energies with direct comparison of the effect of geometrical asymmetry as well as modification to the model. \( p = 40 \text{ Pa}, V_{rf} = 300 \text{ V} \)](image)

The negative ion energy slightly decreases due to the changes in geometry and ion
mobility treatment but generally stays at a comparably low level (< 1 eV). This is due to the fact that negative ions are well confined within the plasma bulk (compare figure 5.7) and cannot penetrate the sheath region with its high electric fields. However, the weighted positive ion energy is strongly affected by the geometry and modifications in the model. In comparison to the non-modified symmetric counterpart the weighted energy of O$_2^+$ is already notably reduced. This can be explained by means of the geometry - since the asymmetric model is based on a spherical geometry (see figure 3.1(b)), the plasma volume in front of the powered electrode is considerably smaller than the volume near the grounded electrode. Thereby, the accounted volume decreases for the same step size $\Delta r$ with $r^2$ from the powered to the grounded electrode.

Nevertheless, a modification of the asymmetric model leads to a significant drop of the positive ion energy so that it becomes lower than the negative ion energy. This observation certainly has an impact on the charged particle dynamics as already shown in figure 5.6, but might also have an influence on the surface interaction processes of positive ions, which is essential for industrial applications.

In general, the higher the pressure, the less important the modification is due to smaller reduced electric fields. Nonetheless, the modified model is able to decrease the lower limit of applicable pressure as opposed to the non-modified approach. It can therefore be a valuable tool in the intermediate pressure regime, where typical PIC simulations become slow and conventional fluid models fail.
5.4. Comparison with Previous Work

In this section, the presented modified model is critically compared to experimental and computational work from several independent groups with special regard to particle densities, particle distributions, and excitation dynamics for a range of parameters.

- Kuellig et al. [120]

Kuellig et al. measured the electron and negative atomic ion densities with 160 GHz microwave interferometry and laser photodetachment in oxygen capacitively coupled radio-frequency plasmas. Their plasma source comprises a purely asymmetric geometry, which is created by the big surface area of the chamber walls as opposed to the small surface area of the only physical electrode within the chamber. Using this approach, they obtained line integrated densities at about 20 mm above the powered electrode. Under the assumption that the densities are homogeneous over the overlapping length of microwave and laser beam the average densities can be estimated.

Figure 5.9 shows the fluid model results in comparison with experimental results for the global electron and negative atomic oxygen ion densities and resulting electronegativity.

![Graph comparing experimental and fluid model results](image)

**Figure 5.9:** Comparison of experimentally and numerically obtained average electron and negative atomic oxygen ion densities. en denotes the electronegativity. ($p = 40$ Pa, $P_{exp} = 30$ W, $V_{rf,sim} = 300$ V, $d_{sim} = 40$ mm, $f = 13.56$ MHz)
The experimentally obtained electron density is about 2.6 times higher and the negative ion density even 10.6 times higher than in the fluid model. This seems to be a big discrepancy between model and experiments, especially with regard to the negative ion density. However, this can be explained by analysing the underlying parameters that lead to this discrepancy. Firstly, the representation of the actual geometry is limited to a 1D domain in the simulation. Secondly, the power input in the experiment is measured in W, and thereby impedes a direct comparison to the fluid model voltage input, as discussed earlier in section 5.2. Therefore, a voltage amplitude increase in the model can easily increase the electron density to match the experiment. This would also lead to an increase in negative ion density, however not as pronounced as needed to match the experiment. To understand the negative ion density discrepancy, one has to analyse the main volume reaction and destruction reactions for those ions. It turns out that singlet delta oxygen (O$_2$(^1Δ)), also referred to as SDO, is the main collision partner of negative atomic oxygen ions leading to their destruction (reaction R8 in table 5.1). The SDO density is set to 16.6% of the background gas density in the model, however, Kuellig et al. estimate a lower value of about 11% from their measurements. This lower SDO density can be responsible for the relatively higher negative ion density, because less negative ions will be destroyed in the volume.

- Shibata et al. [121]

Shibata et al. applied a relaxation continuum (RCT) model [50] for oxygen rf discharges between parallel plates. The fluid model was again set up using the same parameters for pressure, voltage, driving frequency and system dimension as in the RCT model. However, the reaction scheme in the used RCT model is more extensive because SDO was modelled as individual species, and not set to a certain density as in the fluid model. Although the underlying governing equations are based on the moments of the Boltzmann equation for both models, the main difference is that the RCT model a priori assumes constant time values for the relaxation kinetics of the momentum and energy charged particles instead of calculating them self-consistently from the reaction rates, as done in the fluid model.

Figure 5.10 shows a direct comparison of density distributions of electrons, and the main positive and negative oxygen ions along the symmetry axis of the discharge.
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![Graph](image)

**Figure 5.10:** Density distributions of electrons, $O_2^+$ and $O^-$ within discharge domain obtained from (a) RCT model and (b) fluid model simulations. ($p = 133.3$ Pa, $V_{rf} = 200$ V, $d = 20$ mm, $f = 13.56$ MHz, $\omega t = \pi/2$)

Qualitatively both modelling results are very similar, showing a plateau like density profile for positive and negative ions in the plasma bulk, with a steep decay towards the electrodes. The electron density distribution shows in both cases a double peak structure, exhibiting a broad distribution in the bulk and an increased density at the right electrode. This is due to the sheath movement, for the particularly considered time ($\omega t = \pi/2$) the sheath is maximum at the left electrode (virtually no electron density) and minimum at the right electrode, allowing electrons to reach the surface.

The slight difference in absolute values can easily be explained by means of the differences in the modelling approaches, but partly also by means of the SDO density. The RCT produces a SDO density of about 7%, which is considerably lower than the set SDO density in the fluid model. This can explain why the negative ion density and thereby also the positive ion density (needed for preservation of quasineutrality) are slightly higher than in the fluid model.

- Katsch *et al.* [112]

Katsch *et al.* measured the axial distributions of negative oxygen ions in a capacitively coupled radio-frequency oxygen discharge by detecting the electrons released after photodetachment with a Langmuir probe. For the low power and pressure case, their obtained axial density profiles are compared to the fluid model and are show in figure 5.11.
Figure 5.11: Density distributions of electrons and O\textsuperscript{-} within discharge domain obtained from fluid model simulations (solid symbols) and experiments (open symbols). \( p = 13.8 \) Pa, \( V_{rf} = 150 \) V, \( d = 25 \) mm, \( f = 13.56 \) MHz

Experimentally, Katsch \textit{et al.} find that the spatial distribution of both electrons and negative ions are rather flat, with the negative ions exceeding the electron density by a factor of about 2. Towards the sheath, the negative ions show a steep decay in density. Qualitatively similar results are obtained from the fluid simulation, in which the electron density is also flat and the negative ions density shows a twice as high density in the plasma bulk, though not as flat as in the experiment. The total discrepancy between measured and simulated densities is approximately a factor of only 3, which can be regarded as a good agreement considering that the pressure is relatively low and at the limits of the fluid simulation.

- Bronold \textit{et al.} [108]

Bronold \textit{et al.} conducted a particle-in-cell Monte Carlo collisions (PIC-MCC) simulation of a radio-frequency discharge in oxygen. The fluid model was set up using the same parameters for pressure, voltage, driving frequency and system dimension as in the PIC-MCC model, however, the reaction scheme differs slightly.

Main charged particle densities are compared spatially resolved and are illustrated in figure 5.12. It has to be noted that, as before, at such low pressures fluid models are at their (validity) limits, because kinetic effects become more dominant with decreasing
Figure 5.12: Density distributions of electrons, $\text{O}_2^+$ and $\text{O}^-$ within discharge domain obtained from fluid model simulations (solid symbols) and PIC-MCC simulations (open symbols). ($p = 13.8$ Pa, $V_{rf} = 150$ V, $d = 25$ mm, $f = 13.56$ MHz)

pressure. Nonetheless, the qualitative agreement between both simulation approaches is very good. In the sheath regions near the electrodes, where kinetic effects are dominant, there is even a very good quantitative agreement. This is a result of the improved ion mobility treatment in the fluid model, which describes the ion kinetics more accurately than in standard fluid modelling approaches.

- K. Dittmann [56]

In his PhD thesis, K. Dittmann, conducted experiments in asymmetric capacitively coupled radio-frequency oxygen discharges and measured amongst others phase resolved excitation dynamics of the atomic oxygen $\lambda = 844.6$ nm optical emission line, which will be compared to fluid simulations.

Figure 5.13 shows the normalised phase resolved excitation for the corresponding emission at 844.6 nm with its effective lifetime of $\tau_{\text{eff}} = 26.7$ ns, as obtained experimentally (a) and from simulations (b). Please note, the fluid model uses voltage input in contrast to the experimental power input, which complicates the direct comparison.

In the experimental measurement, two distinct features are observed, the sheath expansion excitation at the beginning of the RF cycle ($t \approx 0 - 20$ ns) and the sheath collapse excitation at the end of the cycle ($t \approx 50 - 60$ ns), which is less pronounced than the first
feature. The simulation shows qualitative and quantitative agreement for both features. However, a third excitation feature in the simulation is observed that can be identified as excitation via secondary electrons released from the surface. This feature is a result of the explicitly set secondary electron emission coefficient and can be understood as a material constant. It seems, that the electrode material used in the experiment exhibits a much lower secondary electrons coefficient, so that this feature is not visible in the measurements. In turn, the simulation could be adjusted to fit the measurement better by using a smaller secondary electrons coefficient, to reduce the pronunciation of this third feature.
6. Role of Singlet Delta Oxygen in Oxygen Discharges

As shown in the last section of the previous chapter, metastable singlet delta oxygen (SDO) seems to play an important role in oxygen discharges by influencing the charged particle dynamics in the investigated parameter regime \( d = 40 \text{ mm}, p = 10 - 100 \text{ Pa}, V_{rf} = 200 - 500 \text{ V amplitude}, f = 13.56 \text{ MHz} \).

In this chapter the role of SDO is analysed in terms of treating it as individual species in the fluid model and investigating its impact on plasma dynamics. The simulations are conducted in a one-dimensional domain and account for a geometrical asymmetry, as described previously. The role of the SDO surface loss probability and effective SDO lifetime is discussed for the exemplar discharge parameters \( p = 40 \text{ Pa} \) and \( V_{rf} = 300 \text{ V amplitude} \). To distinguish from a possible impact from secondary electron emission the secondary electron emission coefficient is explicitly set to a constant value of \( \gamma = 0.05 \). General observations of the resulting electronegativity and SDO content for a wide range of SDO surface loss probabilities are presented. Two different SDO surface loss probability values are chosen in order to examine and compare the corresponding spatial distributions of charged particles and the phase and space resolved ionisation.

6.1. Reaction Scheme

An extended oxygen reaction scheme is considered, including electrons, \( \text{O}_2^+ \) positive ions, \( \text{O}^- \) negative ions and \( \text{O}_2(^1\Delta) \) metastable singlet delta oxygen as individual species. Depletion of the background gas density is neglected in this type of discharge [62, 122, 123].

Here, the explicit implementation of SDO as an individual fluid species is emphasised as an improvement over the usual modelling approach, which is to assume a constant
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SDO content based on analytical approximations (e.g. 12% [124] or 16.6% [108]). These calculations are based on a priori assumptions for the surface-to-volume ratio and the SDO surface loss probability, although the real value for the latter is in most cases rather insufficiently known.

Under the investigated pressure range of 10 Pa – 100 Pa, SDO is the main collision partner for negative atomic oxygen ions leading to their destruction [125]. This means that despite its metastable character, SDO can play an important role for the overall plasma dynamics, should the SDO density change significantly.

The used reaction scheme, listed in table 6.1, results from an analysis of several detailed reaction schemes [61, 101, 109], which supports the chosen extension for the incorporated SDO reactions in the investigated (low pressure) conditions.

<table>
<thead>
<tr>
<th>No.</th>
<th>Reaction</th>
<th>Rate coefficient$^{(a,b,c)}$</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>$e + O_2 \rightarrow e + O_2$</td>
<td>$f(e)$</td>
<td>[53]</td>
</tr>
<tr>
<td>R2</td>
<td>$e + O_2 \rightarrow 2e + O_2^+$</td>
<td>$f(e)$</td>
<td>[53]</td>
</tr>
<tr>
<td>R3</td>
<td>$e + O_2^+ \rightarrow 2O$</td>
<td>$f(e)$</td>
<td>[106]</td>
</tr>
<tr>
<td>R4</td>
<td>$e + O_2 \rightarrow O + O^-$</td>
<td>$f(e)$</td>
<td>[107]</td>
</tr>
<tr>
<td>R5</td>
<td>$e + O^- \rightarrow 2e + O$</td>
<td>$f(e)$</td>
<td>[108]</td>
</tr>
<tr>
<td>R6</td>
<td>$O^- + O_2^+ \rightarrow O + O_2$</td>
<td>$2 \times 10^{-13} T_r^{-1}$</td>
<td>[101]</td>
</tr>
<tr>
<td>R7</td>
<td>$O^- + O_2 \rightarrow e + O_3$</td>
<td>$5 \times 10^{-21} T_r^{0.5}$</td>
<td>[101]</td>
</tr>
<tr>
<td>R8</td>
<td>$O^- + O_2(1\Delta) \rightarrow e + O_3$</td>
<td>$3 \times 10^{-16} T_r^{0.5}$</td>
<td>[109, 114]</td>
</tr>
<tr>
<td>R9</td>
<td>$e + O_2(1\Delta) \rightarrow e + O_2(1\Delta)$</td>
<td>$f(e)$</td>
<td>[109]</td>
</tr>
<tr>
<td>R10</td>
<td>$e + O_2 \rightarrow e + O_2(1\Delta)$</td>
<td>$f(e)$</td>
<td>[109]</td>
</tr>
<tr>
<td>R11</td>
<td>$e + O_2(1\Delta) \rightarrow 2e + O_2^+$</td>
<td>$f(e)$</td>
<td>[109]</td>
</tr>
<tr>
<td>R12</td>
<td>$e + O_2(1\Delta) \rightarrow O + O^-$</td>
<td>$f(e)$</td>
<td>[109]</td>
</tr>
<tr>
<td>R13</td>
<td>$e + O_2(1\Delta) \rightarrow e + O_2$</td>
<td>$f(e)$</td>
<td>[109]</td>
</tr>
<tr>
<td>R14</td>
<td>$e + O_2(1\Delta) \rightarrow e + 2O^{(e)a)}$</td>
<td>$f(e)$</td>
<td>[109]</td>
</tr>
</tbody>
</table>

a) Units: Rate coefficients in m$^3$/s; gas temperature $T_g$ in K; relative gas temperature $T_r = T_g/300$.

b) $f(e)$ indicates that the rate coefficients are obtained from the EEDF calculated with Boltzmann solver BOLSIG+ using cross section data. Additionally, electron-impact excitation of $O_2$ into rotational, vibrational and metastable states is accounted for in the EEDF calculation.

c) $O^{(e)}$ denotes O atoms in the ground state or in the excited $O^1p$ and $O^3p$ states, respectively.

Reactions R1 to R8 have already been introduced in chapter 5 and sufficiently describe
electron momentum transfer (R1), dominant charged heavy particles volume production processes (R2 and R4) as well as their destruction induced by collisions with electrons (R3, R5) and other heavy particles (R6, R7 and R8).

To account for the SDO formation self-consistently, reactions R9 to R14 are added: Electron momentum transfer (R9), the main volume production reaction (R10), and volume destruction induced by collisions with electrons (R11-R14). Collisions with negative ions are already included in R8. The reaction rate coefficient for R8 has recently been revised towards slightly smaller values by two independent groups. On the one hand, S. G. Belostotsky et al. report a value of $1.9 \times 10^{-16}$ m$^3$/s [126], and on the other hand A. Midley et al. report a value of $1.1 \times 10^{-16}$ m$^3$/s [127] with a positive, almost linear, temperature dependence [128]. Considering the accuracy of the rate constant measurements, all three reported values are in agreement within the combined uncertainties of the experiments. Although, the reaction rate coefficient for R8 might be up to a factor of 3 lower than the reaction rate used for the presented simulations, it is still justified to neglect atomic oxygen in the model as another negative ion destruction channel considering reported atomic oxygen number densities of at least one order of magnitude lower than for SDO in a very similar experimental set up [112].

The particle transport coefficients used are the same as in table 5.2.

### 6.2. Singlet Delta Oxygen Surface Loss Probability

The SDO surface loss probability, which significantly depends on the actual surface condition, describes a neutralisation mechanism for the collision of SDO with the surface through thermal motion and its conversion into ground state oxygen with a certain probability.

There are several approaches to detecting SDO using its specific chemical, spectroscopic and magnetic features, which are discussed in the literature [129, 130]. An accurate method for absolute SDO concentration measurements is to use VUV absorption at 128.4 nm [131] because the cross sections are well known. From the difference of absolute SDO densities before and after contact with a surface, the surface loss probability can roughly be estimated. Another more direct method is to measure the heterogeneous
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relaxation of SDO as presented in [132]. It should be noted that the data for the SDO surface loss probability obtained by different researchers for the same base materials can differ by several orders of magnitude and is likely a result of the different states of the surface under investigation [133].

A real value for the SDO surface loss probability at the chamber walls is very difficult to assess either experimentally or theoretically. Generally, the loss probability for any species hitting the chamber walls depends not only on the considered species itself, but also on the surface material, the surface temperature, the surface roughness, and the actual surface condition, which can vary substantially. The literature values found for the SDO surface loss probability varies from $1 \times 10^{-5}$ [101] to $1 \times 10^{-2}$ [132, 134].

To calculate the effects of the surface loss on the local SDO densities in the simulations, diffusion theory is applied using the concept of a "linear extrapolation length" $\lambda$ derived by P. J. Chantry [135]. This linear extrapolation length is related to the density and density gradient at the boundary $b$ in the following way:

$$\left( \frac{dn}{dx} \right)_b = -\frac{1}{\lambda} n$$  \hspace{1cm} (6.1)

For a very low surface loss probability ($s \ll 1$) the linear extrapolation length can be expressed in terms of the reflection coefficient $r$:

$$\lambda = \frac{2D}{v_{th}} \frac{1 + r}{1 - r}$$  \hspace{1cm} (6.2)

where, $v_{th}$ is the thermal velocity. Using equation 3.10 for the particle flux and the relationship $r = 1 - s$ the boundary flux follows as:

$$\vec{I} \cdot \vec{n} = s_{SDO} \cdot \frac{1}{4} v_{th} n$$  \hspace{1cm} (6.3)

Here, $s_{SDO}$ is the SDO specific surface loss probability. Expression 6.3 is equivalent to the expression from the standard kinetic theory considering only the thermal flux of SDO towards the chamber walls.

The SDO surface loss probability is then varied in the numerical simulations over the stated range allowing analysis of the fundamental influence on plasma dynamics and to overcome the uncertainty of its actual value.
6.3. Effective Lifetime of Singlet Delta Oxygen

The natural radiative lifetime of SDO is 64.4 minutes ($\approx 3900$ s) and it is therefore often assumed that SDO, as a long living metastable species, has no effect on the fast plasma dynamics within the RF cycle [136]. This includes that changes in the surface loss probability are usually believed not to cause any noticeable shift in plasma dynamics. This might be true for recombination dominated discharges as treated in the literature by Lichtenberg et al. [44, 137] or Gudmundsson et al. [124, 138]. However, in the present case of a detachment dominated discharge, in which SDO is the main collision partner for negative ions, that assumption fails.

The natural SDO lifetime is compared to two processes determining the effective SDO lifetime, namely wall losses and volume destruction through electrons and negative ions. Figure 6.1 shows surface and volume averaged effective SDO loss rates as a function of the actual SDO surface loss probability on a double logarithmic plot.

![Graph showing effective SDO loss rate](image)

**Figure 6.1:** Effective SDO loss rate in plasma volume and at the surface.

($p = 40$ Pa, $V_{ef} = 300$ V)

In the volume, the effective SDO loss rate stays in the region of 1 s$^{-1}$, monotonically increasing to about 2.5 s$^{-1}$ for high SDO surface loss probabilities, which corresponds to an effective lifetime of 400 ms. This is more than three orders of magnitudes lower than the natural lifetime and is mainly governed by the electron and negative ion densities.
The trend of increasing effective loss rates is due to increasing negative ion densities that contribute to the volume loss of SDO.

At the surface, the effective loss rate exhibits a reciprocal dependence on the SDO surface loss probability. Following this scaling, if every SDO molecule hitting the surface was converted into its ground state \( s_{SDO} = 1 \), the effective loss rate could be estimated as \( 222 \text{ s}^{-1} \), which would correspond to an effective lifetime of 4.5 ms. Nevertheless, even for the lowest applied SDO surface loss probability the effective lifetime at the surfaces is still considerably lower than the natural lifetime.

A third possible process limiting the effective SDO lifetime is the gas flow, which is not considered in the simulations. However, under the assumption of the actual geometry the simulations aim to describe and a gas flow of 50 sccm, the gas residence time can be estimated to be in the order of 0.5 s.

Despite the fact that the effective SDO lifetime changes significantly, the SDO distribution across the discharge gap only slightly drops near the electrodes due to surface loss processes, and can practically be regarded as homogeneous.

For a constant SDO surface loss probability of \( s_{SDO} = 1 \times 10^{-4} \) the effective SDO volume loss rate is analysed and illustrated in figure 6.2.

![Graph: Fig 6.2](image)

**Figure 6.2.** Effective loss rate of SDO in plasma region based on volume destruction processes through electrons and negative ions. \( (p = 40 \text{ Pa}, V_{inj} = 300 \text{ V}) \)

The slightly asymmetric loss rate distribution is due to the geometric asymmetry of
the discharge and follows the combined electron and negative ions spatial distribution. In the plasma bulk, where volume processes are dominant, the loss rate lies above 1 s\(^{-1}\). Towards the plasma sheath edges these volume processes become less dominant, so that the effective loss rate decreases in the sheath regions. Within the sheath regions, with decreasing distance from the electrodes, free diffusion, which subsequently leads to a wall loss, becomes the dominant SDO destruction process.

From this follows, that the SDO loss rate is relatively small so that the effective lifetime is still long enough (thousands of RF cycles) to allow a build-up of significant SDO metastable densities in O\(_2\) discharges as observed experimentally [112] and theoretically [121]. Nonetheless, due to the significantly reduced effective SDO lifetime, SDO can actually respond to surface changes on a timescale below seconds that are likely to occur in plasma processing applications, and consequently, it is important to take this into account.

### 6.4. Impact on Discharge Properties and Dynamics

Apart from an impact on effective lifetimes, it is found that the SDO surface loss probability has a major impact on the charged particle dynamics, and consequently on the global electronegativity (see equation 4.1). In contrast to the rather homogeneous spatial SDO distribution, the global SDO content varies significantly as well, as shown in figure 6.3. Here, the SDO surface loss probability was varied from \(1 \times 10^{-5}\) to \(8 \times 10^{-3}\).

The O\(_2(1\Delta)\) content shows a clear dependence on the SDO surface loss probability, dropping from about 15% to below 1%. This can be understood by analysing the continuity equation. For the steady state condition, the SDO density can be expressed taking into account the flux gradient as well as the main volume production and destruction processes, the latter can be combined in the effective lifetime \(\tau_{\text{eff}}\) (compare equation 3.9):

\[
n_{\text{SDO}} = \left( n_e n_{\text{O}_2} k_{p,e} \right)_{\text{constant}} - \left( \sum \frac{1}{\tau_{\text{eff}}} \right)_{\text{constant}}
\]

where \(k_{p,e}\) is the reaction rate coefficient responsible for SDO production. The first term in the bracket on the right hand side stays roughly constant independent of the SDO surface loss probability under the investigated parameter regime. Thus, the SDO content
follows the trend governed by the effective volume lifetime, as shown in figure 6.1. However, this trend is further strongly enhanced by the product of effective lifetime and flux gradient \( \nabla \cdot \mathbf{I} \), which is equivalent to the second derivative of the density gradient (see equation 3.10). In case of SDO, the flux gradient is always positive and increases over linearly with the surface loss probabilities. If the SDO distribution was perfectly homogeneous (\( \nabla \cdot \mathbf{I} = 0 \)), the SDO content would only drop to about 6.6% for maximum applied SDO surface loss probability in the model (\( s_{SDO} = 8 \times 10^{-3} \)). However, due to the additional contribution from the flux gradient it drops to an almost 15 times smaller value of 0.45%. This makes the flux gradient the dominant factor determining the SDO content in the discharge for increasing SDO surface loss probabilities (\( s_{SDO} > 10^{-4} \)).

The electronegativity shows an oppositional, so increasing trend, since \( \text{O}_2(1\Delta) \) dominates the volume destruction of \( \text{O}^- \), whereas the electron density stays approximately constant.

Typically, the SDO content is assumed to be in the range of about 12%–17% for stainless steel electrodes on the basis of an SDO surface loss probability of \( (4 - 7) \times 10^{-3} \) [132, 134]. In contrast, the simulation results presented here imply a SDO surface loss probability of below \( 6 \times 10^{-5} \), which will be verified in chapter 10.

To show the impact on the spatial distributions of charged particles, two SDO surface loss probability values are considered, namely \( s_{SDO} = 0.6 \times 10^{-4} \) and \( s_{SDO} = 6 \times 10^{-4} \).
For the considered pressure of 40 Pa, a SDO surface loss probability of $0.6 \times 10^{-4}$ corresponds to a SDO content of 11.8%, whereas for the surface loss probability of $6 \times 10^{-4}$ the SDO concentration is smaller by a factor of about 3-4, levelling off at 3.6%.

Figure 6.4 shows the almost static spatial ion density distributions and the time-averaged electron density profile for both SDO surface loss probability values, while keeping the secondary electron emission coefficient equal in both cases. The corresponding values for the global SDO content and the global electronegativity (denoted as $en$) are indicated, respectively.

![Figure 6.4](image)

**Figure 6.4:** Time averaged spatial distribution of electrons, $O_2^+$ and $O^-$ for SDO surface loss probability of (a) $6 \times 10^{-4}$ and (b) $0.6 \times 10^{-4}$, $en$ denotes the global electronegativity. ($p = 40$ Pa, $V_{ef} = 300$ V)

In both cases, the ion density distributions exhibit a similar shoulder like structure with maxima near the powered electrode, as expected in an asymmetric discharge. The mean electron density distribution is found rather flat and almost independent of the SDO surface loss probability, whereas the negative ion density increases with increasing surface loss probability. The overall increased negative net charge density is accordingly balanced by an increased positive molecular oxygen ion density. Since the electron density remains almost unaffected, while the charged heavy particle densities increase, the electronegativity of the system increases correspondingly. The global electronegativity values found, $en = 3.50$ and $en = 1.38$, are in a reasonable agreement with independent measurements [112, 120] in view of the differences in discharge design and operational parameters.
Apart from the charged particle distributions the ionisation features are also affected by the SDO surface loss probability. Figure 6.5 shows the phase and space resolved direct electron-impact ionisation of $O_2$ (R2, table 6.1) for two different SDO surface loss probability values along the discharge gap. The abscissa covers one full RF cycle ($\approx 73.75$ ns) and the ordinate the whole inter-electrode gap, with the powered electrode at the bottom and the grounded electrode at the top. The roman letters in figure 6.5 denote the expected three distinct ionisation features associated with: (I) sheath expansion, (II) sheath collapse and (III) ionisation induced by secondary electrons. The sheath edge positions, as obtained according to the equivalent sharp electron step criterion [17], are indicated by white dashed lines.

![Figure 6.5: Phase and space resolved electron-impact ionisation of $O_2$ (10$^{21}$ m$^{-3}$s$^{-1}$) for SDO surface loss probability of (a) 6 x 10$^{-5}$ and (b) 2 x 10$^{-3}$ on a common false colour scale. Dashed lines indicate the sheath edge positions. ($p = 40$ Pa, $V_f = 300$ V)](image)

Since the gamma coefficient is kept constant for both figures 6.5(a) and 6.5(b), the contribution of secondary electrons (feature III) to the total ionisation stays practically the same, keeping in mind that the electron density in the sheath regions (at the same background gas density) is similar for both cases and not affected by negative ions, because those are effectively confined in the plasma bulk (compare with figure 6.4).

In particular, the weighting of the two ionisation features during the sheath expansion and sheath collapse phases, apart from their individual spatio-temporal position and shape, turns out to depend strongly on the SDO surface loss probability. For low SDO
surface loss probabilities the dominant ionisation takes place during the sheath expansion phase (feature I). With increasing SDO surface loss probability the magnitude of the sheath expansion feature (I) remains the same, while the sheath collapse feature (II) becomes more significant. This trend reflects the simulation results of an increased global electronegativity according to the explanation stated in [139, 140], which also confirms a correspondingly deeper extension of the ionisation features into the plasma bulk.
7. Plasma-Surface Interaction

Generally, physical and chemical plasma-surface interaction processes play a vital role for plasma processing in the form of etch and deposition processes. Thus, these processes are central in determining gas-phase species concentrations and the discharge equilibrium itself, since it is affected by plasma-surface interaction processes. This requires a good end-point detection system and knowledge of the actual surface condition.

In the previous chapter the role of SDO in oxygen discharges was discussed and it was shown that the SDO surface loss probability plays an important role for plasma dynamics and can therefore be used as sensitive indicator for the actual surface condition under the investigated regime.

In this chapter plasma-surface interaction is investigated by means of identifying other relevant surface reaction mechanisms, such as positive ion neutralisation and secondary electron emission, and determining their effects on plasma parameters and excitation dynamics. An extensive analysis of the excitation rate in the frequency domain is presented and the behaviour of different frequency components is discussed under changing surface condition. Furthermore, conclusions are drawn as to how the actual surface conditions can change discharge dynamics and vice versa. The numerical simulation results presented here have the following discharge parameters as basis: geometrical asymmetry, discharge gap size $d = 40$ mm, pressure $p = 40$ Pa, and $V_{rf} = 300$ V amplitude.

7.1. Investigation of Important Surface Parameters

The simulations predict that plasma dynamics are highly sensitive to the SDO surface loss probability. Apart from that, another important surface reaction mechanism responsible for changes in plasma dynamics and parameters can be identified as positive ion neutralisation, which subsequently leads to release of secondary electrons into the
plasma (illustrated in figure 7.1).

As discussed previously, the SDO surface loss probability describes the collision of SDO with the surface through thermal motion and its conversion into ground state oxygen with a certain probability (typically \(s_{\text{SDO}} = 10^{-5} - 10^{-2}\)). In addition, the surface condition determines the secondary electron release from the surface induced by impact of positive molecular oxygen ions. Typically, the values for the secondary electron emission coefficient depend on the ionisation threshold of the involved ion species. In case of positive molecular oxygen ions the coefficient can lie between \(\gamma(O_2^+) = 0.0 - 0.2\).

The impact of the actual surface condition on particle densities is demonstrated in figure 7.2 and shows the global (time and space averaged) density of charged particles as function of the SDO surface loss probability and the secondary electron emission coefficient. Arrows indicate the direction of strongest dependence.

![Figure 7.1: Illustration of relevant surface reaction mechanisms: surface neutralisation (left); secondary electron emission (right).](image)

![Figure 7.2: Time and space averaged particle densities of (a) electrons, (b) negative atomic oxygen ions, and (c) positive molecular oxygen ions in dependence of SDO surface loss probability and secondary electron emission coefficient \(\gamma(O_2^+)\). Arrows indicate the direction of strongest correlation. \(p = 40 \text{ Pa}, V_{rf} = 300 \text{ V}\)](image)

The global particle densities seem to be decoupled by the two investigated surface interaction processes. On the one hand, the electron density mainly depends on \(\gamma(O_2^+)\), especially at higher SDO surface loss probabilities (vertical arrow in figure 7.2(a)). This is
because the impact of SDO on electrons is rather indirect, through affecting the density of negative atomic ions in the sheath regions and subsequently the positive molecular ion density. The wall flux of positive ions together with the secondary electron emission coefficient determine the yield of secondary electrons.

On the other hand, the density of negative atomic ions, figure 7.2(b), increases significantly with increasing SDO surface loss probability by almost a factor of 5. This reflects the dominant role of SDO for the volume destruction of O\(^{-}\) as described in section 6.4. The O\(^{+}\) density, shown in figure 7.2(c), exhibits a mixed correlation (indicated by tilted arrow), since the changes in negative ion density and electron density have both to be compensated for sustaining quasineutrality in the plasma bulk region. Therefore, the positive ion density increases by more than a factor of 5, comparing the density for the the lowest and highest investigated surface parameter values.

Equivalently, the weighted mean electron energy, illustrated in figure 7.3, also shows a dependence on both surface parameters, however, the actual change in energy is less than 10%.

![Figure 7.3: Weighted electron energy in dependence of SDO surface loss probability and secondary electron emission coefficient. (p = 40 Pa, V\(_{ef}\) = 300 V)](image)

For increasing secondary electron coefficient, the weighted mean electron energy slightly decreases. This has two reasons: with increasing \(\gamma(O_2^+)-\)coefficient, more secondary electrons are released which are immediately accelerated into the plasma bulk, where the
majority of electrons accumulates. On their way to the bulk, these electrons absorb most of the power in the sheath region, so that as a result there is a small number of very high energetic electrons and increasingly more low energetic electrons. This then leads to the observed effective decrease in weighted mean electron energy.

For increasing SDO surface loss probability, the weighted mean electron energy increases and can be explained by similar considerations as for the $\gamma(O_2^+)$-coefficient. However, here the increasing power is mainly absorbed by bulk electrons, which in turn increases the weighted mean electron energy.

Both effects have different balances so that the gradients of energy change are different for the particular change in surface parameter.

After having identified the effect of these two major plasma-surface interaction processes on the particle densities and mean electron energy, their contribution to the different excitation mechanisms, i.e. sheath expansion excitation (feature I), sheath collapse excitation (feature II), and excitation through secondary electrons (feature III) will be quantified.

Similar to the presented ionisation features, the excitation exhibits analogous behaviour, shown in figure 7.4 on a common false colour scale for one full RF cycle. White dashed lines represent the sheath edge positions.

![Figure 7.4: Phase and space resolved dissociative excitation of O$_2$ leading to emission into the 844 nm optical emission line for (a) $s_{SDO} = 1 \times 10^{-5}$, $\gamma(O_2^+) = 0.01$ and (b) $s_{SDO} = 2 \times 10^{-3}$, $\gamma(O_2^+) = 0.05$ on a common false colour scale. ($p = 40$ Pa, $V_{rf} = 300$ V)](image)

From figure 7.4(a) to figure 7.4(b) the SDO surface loss probability has been increased.
by a factor of 200 and the $\gamma(O_2^+)$-coefficient by a factor of 5. Interestingly, both surface parameters seem to be decoupled from one another exhibiting impact on distinct excitation features. A similar decoupled behaviour was observed for the charged particle densities in figure 7.2. Here, the secondary electron emission coefficient only affects feature III, increasing its contribution to the total excitation. The other two features (I & II) are significantly affected by the SDO surface loss probability, where not only the shape, but also the pronunciation of these features changes.

On the one hand, the sheath expansion excitation loses its dominance, while becoming broader and reaching further into the bulk with increasing SDO surface loss probability. On the other hand, the excitation during the sheath collapse phase strongly increases and becomes the dominant feature. The responsible effects for this change in dominance are the increased electronegativity, which leads to a high present electric field in the bulk, and the increased positive ion density, which leads to a higher flux towards the surfaces that can only be compensated by an increased electron flux. Thus, the dominant excitation shifts to the sheath collapse phase.

Because of the shift in pronunciation, the ratio of sheath collapse excitation versus sheath expansion excitation also changes with the SDO surface loss probability and can be correlated with the electronegativity of the discharge as shown in figure 7.5 for a fixed $\gamma(O_2^+)$ value.

![Graph showing correlation of global electronegativity and the ratio of sheath collapse excitation versus sheath expansion excitation as a function of the SDO surface loss probability. ($\gamma(O_2^+) = 0.05$, $p = 40$ Pa, $V_{ef} = 300$ V)](image)

**Figure 7.5:** Correlation of global electronegativity and the ratio of sheath collapse excitation versus sheath expansion excitation as a function of the SDO surface loss probability. ($\gamma(O_2^+) = 0.05$, $p = 40$ Pa, $V_{ef} = 300$ V)
Both the electronegativity and the ratio of the excitation mechanisms exhibit similar dependencies. An electronegativity value of 5, corresponding to an SDO surface loss probability of $10^{-3}$, appears to be the turning point in the dominance between the two excitation mechanisms. Recursively, the ratio of the excitation mechanisms allows not only the electronegativity to be determined but also the actual surface condition by assigning it a value for the SDO surface loss probability for a known $\gamma(O_2^+)$-coefficient.

Surface conditions, difficult to quantify experimentally, represent a big uncertainty in modern technological applications. The presented modelling approach opens the opportunity to gain a better understanding of various plasma parameters by comparing the numerical simulation with corresponding measurements. This enables fundamental plasma parameters to be linked to the actual surface condition. For example, the SDO concentration, the electronegativity and the charged particle densities can be obtained experimentally using well established optically active diagnostic methods. The experimental results can be correlated with results from numerical simulations, in order to obtain the corresponding SDO surface loss probability and secondary electron emission coefficient, both of which act as a sensitive indicators for the actual surface condition.

### 7.2. Frequency Analysis of Excitation Rate

In industrial plasma processing tools access for diagnostics is often restricted due to geometrical constraints or when process disturbance is undesirable. Thereby, intrusive probe diagnostics are almost always excluded as a diagnostic method. Instead, non-intrusive optical diagnostic techniques are often applied. However, to achieve a high degree of homogeneity and reproducibility the optical access is also usually limited to a minimum. This means that spatial resolution is often difficult to obtain. Nevertheless, time resolved and spatially integrated measurements are possible, e.g. through photomultiplier tubes.

Therefore, a theory is developed, which accounts for the experimental restrictions. It builds upon the previously obtained phase and space resolved simulations and extends the examination into the frequency domain via Fast Fourier Transformations (FFT) of the optical excitation signal.
7.2. Frequency Analysis of Excitation Rate

Particularly, phase and space resolved dissociative electron-impact excitation of oxygen $E_{844}(t, x)$, leading to optical emission at $\lambda = 844.6$ nm, is examined because it is directly accessible from the numerical simulation via the product of corresponding energy dependent reaction rate coefficient $k_{844}(e)$ and electron density:

$$E_{844}(t, x) = k_{844}(e)n_e(t, x)$$  \hspace{1cm} (7.1)

Here, $e$ denotes the mean electron energy. By averaging over space the periodic excitation function $E_{844}(t)$ can be obtained and further analysed in its frequency domain.

Figure 7.6 shows a typical excitation function $E_{844}(t)$ and its corresponding amplitudes for the first 11 frequency components for $s_{SDO} = 4 \times 10^{-4}$ and $\gamma(O_2^+) = 0.02$.

(a) E_{844}(t) \hspace{1cm} (b) Amplitude of excitation rate ($10^6$ s$^{-1}$)

![Figure 7.6](image)

*Figure 7.6:* (a) Excitation function $E_{844}(t)$ and (b) amplitudes of corresponding frequency components for dissociative electron-impact excitation of oxygen leading to optical emission at $\lambda = 844.6$ nm.

($s_{SDO} = 4 \times 10^{-4}$, $\gamma(O_2^+) = 0.02$, $p = 40$ Pa, $V_{rf} = 300$ V)

As can be seen from figure 7.6(a), the three excitation features described earlier can be distinguished from one another. In this particular example, the excitation in the sheath expansion phase (feature I) is dominant followed by the sheath collapse excitation (feature II) with about half the amplitude. Since the excitation function is spatially averaged the excitation signal from secondary electrons (feature III) superimposes the first feature. The position of maximum excitation of the first two features can shift dependent on the SDO surface loss probability, whereas the maximum of the third feature stays at about 37 ns, i.e. half a RF cycle. This is because the SDO surface loss probability affects
the sheath dynamics, whilst the excitation from secondary electrons is always highest when the ion impact of the surface is highest, which is when the sheath is extended to its maximum.

An analysis of the excitation function in the frequency domain (figure 7.6(b)) reveals that the amplitudes of the first four frequency components (0 $\omega$ – 3 $\omega$) are the dominant components, with the following components rapidly decreasing. The 0 $\omega$-component is the so-called DC component and equals the total time averaged excitation; its amplitude is usually the highest of all components. The following components represent the driving frequency (1 $\omega$ $\pm$ 13.56 MHz), the second harmonic (2 $\omega$), the third harmonic (3 $\omega$) and so forth.

Figure 7.7 shows the FFT analysis of the dominant frequency components of the excitation under variation of the SDO surface loss probability and secondary electron emission coefficient $\gamma$(O$_2^+$) for otherwise equal discharge conditions. Each frequency component is normalised to its maximum value.

The first component (0 $\omega$) shows a monotonic increase with both the SDO surface loss probability and secondary electron emission coefficient, with the latter having a stronger effect on the total time averaged excitation signal. This is because the excitation through secondary electrons becomes the dominant process with increasing $\gamma$(O$_2^+$)-coefficient.

The driving frequency component (1 $\omega$) seems to be almost unaffected by the SDO surface loss probability, but shows a strong dependence on the $\gamma$(O$_2^+$)-coefficient. However, this dependence is not monotonic, showing a minimum value band between $\gamma$(O$_2^+$)$\approx$ 0.02 – 0.05.

For the second harmonic (2 $\omega$), three distinctive gradients can be observed. In case of $\gamma$(O$_2^+$) values above 0.1 the excitation signal shows a similar dependence as for the driving frequency component, being almost only dependent on the $\gamma$(O$_2^+$)-coefficient. Below 0.1 and above 0.05, the second harmonic excitation increases significantly with increasing SDO surface loss probability, the increase with the secondary electron emission coefficient is less pronounced than for higher values. Below 0.05, the excitation still significantly increases with increasing SDO surface loss probability, however, shows an opposing trend with increasing $\gamma$(O$_2^+$)-coefficient.

The third frequency component (3 $\omega$) of the excitation signal also shows different
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Figure 7.7: Normalised frequency components of the excitation function in dependence of variable SDO surface loss probability and secondary electron emission coefficient. 0 ω comprises the DC component, 1 ω corresponds to the applied radio-frequency at 13.56 MHz, 2 ω is the second harmonic, and 3 ω is the third harmonic. (p = 40 Pa, V_s = 300 V)

gradients. Here, a γ(O_2^+) -coefficient value of 0.1 seems to be the boundary value determining the dependence of the excitation. Below, it decreases with increasing secondary electron emission coefficient; above, it increases. The dependence on an increasing SDO surface loss probability is almost symmetric around γ(O_2^+) = 0.1 increasing monotonically.

The explanation for the behaviour of the frequency components shown above 0 ω are not trivial, but can usually be associated with different power coupling mechanisms and the electron dynamics [141]. Nevertheless, it is evident that they are highly sensitive to and even show different dependencies on changes of the surface parameters. This might be used to track similar changes experimentally and correlate them to the actual surface condition with the help of the numerical calculations.
7.3. Impact of Changing Surface Condition on Plasma Dynamics

The investigated surface parameters, namely surface loss probabilities of metastable singlet delta oxygen and secondary emission coefficient induced by positive ions, both have a major influence on the plasma dynamics, thus representing important indicators for the actual surface condition. However, the surface condition is often neglected or wrongly treated in simulations due to absence of consistent data. Therefore, modelling a set of different surface loss probabilities and secondary electron emission coefficients was used to gain further insight on their fundamental impact on plasma properties in quantitative terms.

Figure 7.8 illustrates how the actual surface condition affects particles within the discharge and how these particles in turn affect the plasma dynamics.

![Figure 7.8: Illustration of actual surface condition impact on plasma parameters and plasma dynamics.](image)

Generally, a change in SDO surface loss probability determines how effectively SDO is destroyed (right hand branch in figure 7.8). Thereby, an increasing SDO surface loss probability evokes in the first place a reduction of the total SDO concentration in the system. A quasi-reciprocal dependence of the concentration on the surface loss probability has been observed. Furthermore, the numerical simulations yield that SDO is the main collision partner of O$^-$ leading to its destruction. Thus, a decreasing total SDO concentration implies an increasing negative atomic oxygen ion density. The negative ions on their part will affect other charged particles. In order to compensate the in-
creased negative net charge in the plasma, the positive ion density will increase as well. On time average, only electrons are minorly affected by the changes of the SDO surface loss properties, thus leading to an increasing electronegativity in the system, because $\text{O}^-$ becomes successively more dominant over electrons.

It was shown that the time and space averaged electron density is significantly affected by the secondary electron emission coefficient and thereby directly impacts the electron dynamics and plasma dynamics (left hand branch in figure 7.8).

Time and space resolved electron dynamics, however, are also affected by changing the SDO surface loss probability and the secondary electron emission coefficient. It was shown that, on the one hand, an increasing SDO loss at the surfaces leads to a successively more pronounced excitation during the sheath collapse phase. This can be explained by the increasing electronegativity, which promotes electrons to be accelerated to a higher extent during sheath collapse than with less electronegativity, thus enhancing excitation in this region. On the other hand, excitation dynamics from secondary electrons only change with varying secondary electron emission coefficients because this influences the production of secondary electrons and their possibility to excite molecular oxygen on their path towards the plasma bulk.

These findings have a significant impact for the understanding of processing plasmas in industrially relevant applications, such as plasma etching. Usually, it is assumed that processing plasmas modify the treated surfaces without being influenced by the modified surface itself. However, it was shown that changing surface conditions can exhibit a strong impact on the heating mechanisms, ionisation dynamics and influence the plasma "chemistry". In a dynamic plasma process an interaction between actual surface condition and plasma dynamics develops. This mutual feedback can now be exploited by assessing the actual surface condition via numerical simulations and the plasma dynamics via experimental measurements.

Coupling experimental observations to easily adjustable numerical simulations will then enable experimental setups to be modified more efficiently allowing the development of advanced real-time process control and monitoring tools.
8. Experiment and Diagnostics

In this chapter the experimental setup and applied diagnostic methods are presented. Firstly, the discharge chamber geometry and peripheral equipment such as the pumps and gas supply is discussed. Secondly, the electrical setup for power supply, voltage measurements and control of the optical equipment is described. Thirdly, optical diagnostic methods are introduced with emphasis on non-intrusive phase resolved optical emission spectroscopy. Finally, the fundamentals and limitations of operation of the considered optical system are discussed and necessary spectral sensitivity calibrations as well as corrections are investigated.

8.1. Discharge Chamber and Peripheral Equipment

The experimental setup is illustrated in figure 8.1 and will be described in the following.

The discharge chamber geometry is based on the geometry of the inductively coupled Gaseous Electronics Conference (GEC) reference cell [57]. However, a number of modifications have been applied to effectively operate the plasma in an asymmetric capacitively coupled regime. Usually, the power is applied to the top coil and a stainless steel disk lies on top of the grounded lower electrode, that serves as electrode extension to achieve high homogeneity of the plasma discharge. In the present work, however, the top coil is grounded and the lower electrode, without the extension, is powered. The lower electrode is then equivalent to the standard electrode used in a CCP GEC reference cell [142] with a diameter of 102 mm. The resulting discharge gap is 43 mm. Around the lower electrode a grounded guard ring is situated to guarantee a well defined and reproducible plasma confinement. The top coil is shielded by a quartz window, which is on floating potential. Nevertheless, due to the different effective surface areas the created plasma is highly asymmetric, given the geometry the asymmetry factor can be estimated to be \( S_{\text{gnd}}/S_{\text{pwd}} \approx 36 \). Combined with the facts, that the grounded chamber
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walls are sufficiently far away from the central symmetry axis and that the main ionisation and excitation takes place immediately above the powered lower electrode, the idealised one-dimensional simulation constitutes a justified approximation of the real geometry, as discussed previously in section 3.2.

To guarantee a controlled and reproducible discharge environment, the pump system is located radially around the symmetry axis. A combination of a rotary-slide-vane pump (Pfeiffer Vacuum DUO-20MC; max. 6.7 l/s, 1800 min⁻¹) and a turbo molecular pump (Pfeiffer Vacuum TPU-170; max. 170 l/s, 43000 min⁻¹) is used to pump down the chamber to a pressure of up to 10⁻⁴ Pa. This is achieved in two steps. Firstly, only the rotary pump is activated to ensure that no lubricant solvent enters the chamber. This pump is capable of reaching a pressure of several Pa. Subsequently, an ultra-high-vacuum pneumatic linear valve (Nor-Cal Products 11212-0400R) is used to open a bypass for the turbo pump. The turbo pump is equipped with water cooling due to its high rotation frequency (> 25000 min⁻¹). In general, the cooling of the powered electrode is also of special importance because the plasma needs to be operating as stable as possible for the sensitive optical emission measurements. The cooling unit (Applied Thermal Control
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K1-P10) used to cool the turbo pump as well as the electrodes is set to 20 ± 0.1 °C and has a cooling capacity of 1.75 kW at a flow rate of 10 l/min.

After reaching the final pressure, the turbo pump is decoupled from the chamber and the discharge can be operated in the pressure range of 40 Pa−100 Pa using corresponding gas flow.

The gas flow and mixture is controlled by an MKS controller unit (Type 247 Four-Channel Readout) that is connected to two mass flow controllers (MFC) with different maximum flow rates of 50 sccm and 10 sccm. Both MFC are calibrated for the use of nitrogen gas, for different gases corresponding gauge factors need to be accounted for (gauge factor O₂ = 1.00, gauge factor Ar = 1.44).

The utilised gas mixture consists of 98% oxygen (purity: 5.1) and 2% argon (purity: 4.8), achieved by applying 50 sccm oxygen and 1 sccm argon mass flow, respectively. The small argon admixture serves as reference gas for the optical measurements and is known not to change the discharge dynamics [37, 98].

In the low pressure range, when pumping down, a pressure gauge based on the principle of the inverted magnetron and Pirani measurement system is used (Oerlikon Leybold Vacuum PENNINGVAC PTR90: 5 × 10⁻⁷ Pa−1 × 10⁵ Pa) and in the plasma operation pressure range a capacitive pressure gauge (MKS Baratron Type 627 pressure transducer: 2.6 Pa−1.3 × 10⁵ Pa), which is independent of the gas species and directly connected to a variable valve (MKS Type 600 series pressure controller), is used to measure and control the pressure.

8.2. Electrical Setup

The electrical setup to operate the plasma and conduct the optical measurements consists of several elements, also illustrated in figure 8.1. A function generator (TTi 100 MHz Arbitrary Waveform Generator TGA-12104) is used to provide synchronised trigger signals for the power and delay generators, respectively, to ensure that the intensified charge-coupled device (ICCD) camera and plasma discharge voltage are always in sync. The function generator can supply an output voltage of ±10 V. For this work, an output voltage of ±5 V has been found to be ideal. The two output signals are sinusoidal at
13.56 MHz and rectangular (TTL) at 452 kHz.

The sinusoidal trigger signal is coupled into the fixed frequency power generator (Coaxial Power Systems RFG 150-13) that is capable of producing up to 150 W output power, however, a maximum of 100 W is not exceeded during the conducted experiments to ensure that the discharge is operated in a low power α-mode regime. The matching network (Coaxial Power Systems MMN 150-13) is used to match the impedance of the discharge to the output impedance of the power generator, so that a most efficient power coupling into the discharge is given. In this work, the reflected power has been found to stay below 1%.

The voltage measurements are performed with a capacitive voltage probe (LeCroy PPE 20kV) that measures the voltage directly applied to the lower electrode in a ratio of 1000:1.

The delay generator (Stanford Research Systems DG 645) generates the trigger signal for the ICCD camera with a variable delay and a constant phase angle to the RF plasma voltage. The trigger frequency for the ICCD camera needs to be below 500 kHz by specification, therefore, a frequency of 452 kHz is chosen which is exactly 1/30 of the driving frequency. The actual output signal of the delay generator is a 5.5 ns wide TTL signal with 2 ns full width at half maximum (FWHM), with amplitude of 3 V. This ensures that the ICCD camera receives every trigger signal with the correct width.

For time-resolved monitoring of the signals, a digital storage oscilloscope (LeCroy WaveSurfer 104 MXs-B 1 GHz) is used that has a temporal resolution of 1 ns.

### 8.3. Optical Diagnostics

Optical diagnostic methods can roughly be divided into active and passive techniques. Microwave interferometry and laser based techniques that can essentially be differentiated in absorption spectroscopy and fluorescence spectroscopy are counted among the active diagnostic techniques. In these direct and reliable methods generally an external source is used to examine changes in the plasma to conclude on plasma parameters. However, active diagnostic methods are usually associated with complex and costly technological requirements and often the required optical access is not sufficient due to
the available system dimensions.

In contrast to active diagnostic methods, passive techniques offer an uncomplicated and flexible access to the plasma discharge. The most prominent passive diagnostic technique is the optical emission spectroscopy (OES) which exhibits several advantages over active techniques. The two most important advantages of OES at the examination of plasma parameters are its non-interfering nature and low requirements regarding the equipment because only the emitted photons from the plasma serve as information source. Additional benefits of OES are the high achievable spatial and temporal resolution. This allows an accurate analysis of excited states and the dynamics within the discharge cycle.

Principally, OES allows the diagnosis of major plasma parameters (e.g. particle number densities and their temperatures, electrical field strengths, etc.) that are closely connected to population densities of excited states and thereby also to measured emission intensities of the involved species. For instance, the electron density can be deduced from Stark broadening of emission lines, the electron temperature from ratios of different emission lines, the temperature of neutral particles from Doppler broadening of emission lines and the density of neutral particles can be obtained from actinometry.

Due to the passive nature of OES and thereby the indirect access to plasma parameters many atomic and molecular excitation and de-excitation processes need to be accounted for, as described in section 2.4.

Since the emission is caused by very fast dynamics processes, phase resolved optical emission spectroscopy (PROES) measurements of the excitation dynamics in the RF cycle of plasma discharges require fast optical diagnostics. Using this technique the dynamics of plasma excitation and ionisation by energetic electrons can be probed observing the emission intensity on a nanosecond timescale [143]. The used ICCD camera (Andor iStar DH344T-18U-73) allows optical gate times of up to 1.9 ns. For this reason, the camera is well suited for phase resolved measurements at driving frequencies of 13.56 MHz and beyond. In this work, optical gate times of 2 ns are used, which have been found suitable to perform phase resolved measurements of a full RF cycle with 73.75 ns width.

On the basis of figure 8.2(a), which illustrates the configuration of the image intensifier, the mode of operation of the ICCD camera will be discussed in detail.
Photons that reach the camera and enter through the glass input window, generate electrons via photoionisation on the photocathode, which is tuned to cover the visible and near infrared region VIH (280 – 910 nm). In this context, the quantum efficiency of the photocathode, shown in figure 8.2(b), describes the probability of releasing an electron through the photoelectric effect, and thus allowing to detect an impacting photon. The examined plasma discharges are operated in an oxygen and argon gas mixture, with prominent emission lines in the range of 750 – 850 nm, thereby, providing almost the maximum possible quantum efficiency (> 20%).

A variable voltage between the photocathode and the so-called micro-channel plate (MCP) provides adjustable controllability of the electron gain. The MCP is made of honeycomb micro-structured glass with electrodes on both sides and contains a multitude of parallel channels ($\approx 10^6$) with 10 $\mu$m diameter. If it is off, electrons can pass through the MCP without noticeable multiplication. Whereas, in case of a switched on MCP a positive potential is applied and electrons are accelerated from the photocathode to the MCP and multiply via electron-wall collisions. For maximum MCP potential the multiplication factor of electrons is 243. Secondary electrons generated in this way impact the phosphorescent layer. The emitted photons from the phosphorescent layer are then transported via the fibre-optic plate to be detected on the CCD chip.

The CCD chip consists of 1024 x 1024 pixels each of size 13 x 13 $\mu$m$^2$, thus the square shaped CCD chip has a total side length of 13.3 mm. This two-dimensional CCD sensor
is not only suitable for time and spatially resolved measurements, but also offers the possibility to obtain wavelength resolved one-dimensional images along the central discharge axis (43 mm) with the help of a motorised imaging spectrograph (*Andor Shamrock SR-500i-B1*). The spectrograph has a focal length of 0.5 m and a wavelength resolution of up to 0.06 nm using a grating of 1200 mm\(^{-1}\). The entrance slit width is manually set to 50 \(\mu m\), this is found to be a good compromise between intensity and resolution.

For two-dimensional observations custom optical narrow bandpass filters (*L.O.T. Oriel: 750.46 \(\pm\) 0.50 nm; 777.45 \(\pm\) 1.75 nm; 844.79 \(\pm\) 0.95 nm) are used to obtain wavelength selectivity.

The high spatial resolution is achieved using a commercially available camera lens system (*SIGMA 18 – 200 mm F3.5 – 6.3II DC OS*) which is mounted in front of the ICCD camera (see figure 8.1). The resulting spatial resolution is 41.2 \(\pm\) 0.2 \(\mu m\) and 105.7 \(\pm\) 0.2 \(\mu m\) for one- and two-dimensional measurements, respectively. The reason for a different resolution in the case of two-dimensional measurements is that the full electrode width of 102 mm instead of only the discharge gap is covered on the CCD chip.

Figure 8.3 illustrates the realisation of phase resolved emission spectroscopy measurements.

![Figure 8.3: Schematic diagram to illustrate PROES measurements.](image)

A trigger pulse is induced by the delay generator with a variable delay time beginning from the point of synchronisation. Once every 30 RF cycles, the trigger signal activates the intensifier of the ICCD camera in the same phase position (green columns in fig-
ure 8.3). Thus, the detected emission is integrated with typical exposure times of several seconds within the integration window over thousands of RF cycles. At the end of the exposure period, all detected photons are exported from the CCD chip as image data. The phase resolution is achieved by increasing the variable delay stepwise within the RF cycle, with a step size of equivalently 2 ns to the optical gate time, while keeping the integration window constant. Hence, a progressive scan of the entire cycle is possible resulting in a total of 37 images per RF cycle.

From the PROES measurement of the emission intensity the excitation dynamics can be obtained by means of calculating the corresponding excitation rate. This is necessary to compare experimental results with numerical simulations. The emission intensity is determined by the excitation rate and the effective lifetime of the emitting state. Hence, the excitation rate can be calculated by deconvolution of the emission intensity, which is proportional to the excited state density $n_i$, with the effective lifetime \([143, 144]\):

\[
E_i(t, x) = \frac{1}{n_0} \left( \frac{dn_i(t, x)}{dt} + \frac{1}{\tau_{\text{eff}}} n_i(t, x) \right)
\]

where:

\[
\frac{1}{\tau_{\text{eff}}} = \frac{1}{\tau_{\text{nat}}} + \sum_q k_q n_q
\]

Here, the effective lifetime $\tau_{\text{eff}}$ is derived from the natural radiative lifetime $\tau_{\text{nat}}$ and the quenching coefficient $k_q$ of the excited state with quenching partner $n_q$.

The spatial profiles of neutral particles, determined through gas temperature profiles or depletion, are not taken into account for the quenching contribution in this simple relationship. Table 8.1 gives an overview of the natural radiative lifetimes and quenching coefficients used for the three considered excited states $\text{Ar}(2p1)$, $\text{O}(3p^5P)$, and $\text{O}(3p^3P)$ at temperature $T_g = 300$ K.

The effective lifetime is then calculated using the ideal gas law to determine the number density of the corresponding quenching partner, which is either the background gas oxygen or argon.
Table 8.1.: Emission wavelength, radiative lifetime, and quenching coefficients of \(\text{Ar}(2p_1)\), \(\text{O}(3p^5\text{P})\), and \(\text{O}(3p^3\text{P})\) atoms at room temperature.

<table>
<thead>
<tr>
<th>Atomic state</th>
<th>Emission wavelength (nm)</th>
<th>Radiative lifetime (ns)</th>
<th>Ref.</th>
<th>Quenching coefficient ((10^{-16} \text{ m}^3\text{s}^{-1})) in (\text{O}_2)</th>
<th>Quenching coefficient ((10^{-16} \text{ m}^3\text{s}^{-1})) in (\text{Ar})</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\text{Ar}(2p_1))</td>
<td>750.4</td>
<td>22.5 ± 0.7</td>
<td>[145]</td>
<td>7.6 ± 0.8</td>
<td>0.16 ± 0.02</td>
<td>[146]</td>
</tr>
<tr>
<td>(\text{O}(3p^5\text{P}))</td>
<td>777.4</td>
<td>27.1</td>
<td>[147]</td>
<td>10.8 ± 1.1</td>
<td>–</td>
<td>[148]</td>
</tr>
<tr>
<td>(\text{O}(3p^3\text{P}))</td>
<td>844.6</td>
<td>34.7 ± 1.7</td>
<td>[149]</td>
<td>9.4 ± 0.9</td>
<td>0.14 ± 0.01</td>
<td>[149]</td>
</tr>
</tbody>
</table>

8.3.1. Calibration of Spectral Sensitivity

The spectral sensitivity of the optical system needs to be calibrated because each of the optical components (lens, spectrograph, bandpass filters) has an influence on the final detection efficiency of the ICCD camera. Therefore, it is calibrated with the help of a broadband USB spectrometer (Ocean Optics HR4C4860 VIS). An optical fibre (Ocean Optics QR600-2-5R; 600 \(\mu\text{m diameter}\)) is used as a light guide and is attached at one end to the spectrometer and at the other mounted to a side window of the discharge chamber. This spectrometer comprises a linear CCD chip with a total of 3648 pixels, thus providing a spectral resolution of 0.05 nm over a range of 680 – 870 nm. However, the efficiency of it varies strongly with wavelength. Therefore, the absolute spectral response of the spectrometer was calibrated using a well defined tungsten halogen light source (Ocean Optics LS-1-CAL-220; 350-1050 nm) which provides absolute spectral intensity in units of \(\mu\text{W/cm}^2/\text{nm}\).

The calibration is based on the time integrated intensity from the particular optical emission line of interest and is separately conducted for each emission line and optical setup, either using the spectrograph or the optical filters as wavelength selectivity tool. Figure 8.4 illustrates the calibration of the ICCD camera.

For the same discharge conditions, the emitted spectrum from the plasma is recorded via both the spectrometer and the ICCD camera. Because the spectral resolution for both devices are different, it is insufficient to just compare the maxima of the emission, but the integrated emission for each optical line. The actual calibration factor \(C_{\lambda_0}\) is then obtained from the ratio of the integrated emission:
The $\Delta \lambda$ is thus chosen so that the total emission from the optical emission line of interest is fully covered without integrating over neighbouring optical emission lines. This is especially important for the argon 750.4 nm optical emission line which is in the vicinity of another argon line (751.5 nm). For the two oxygen optical emission lines (777.4 nm and 844.6 nm) that consist of three superimposed lines each, at same energy level but different spin states, the integration covers all three lines.

The resulting spectral calibration factors for the ICCD camera are shown in table 8.2.

<table>
<thead>
<tr>
<th></th>
<th>Spectrograph (Andor Shamrock SR-500i-B1)</th>
<th>Custom optical narrow bandpass filter (L.O.T. Oriel)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{Ar,750}$</td>
<td>0.2163</td>
<td>0.9987</td>
</tr>
<tr>
<td>$C_{O,777}$</td>
<td>0.2705</td>
<td>0.3470</td>
</tr>
<tr>
<td>$C_{O,844}$</td>
<td>0.6607</td>
<td>0.8799</td>
</tr>
</tbody>
</table>

Comment: The influence of the optical lens is equally accounted for in both setups.

### 8.3.2. Correction for ICCD Camera Limitations

Operating the ICCD camera at its limits (2 ns optical gate) has proven to cause a periodic acquisition signal breakdown to occur due to internal hardware restrictions. To quantify
and correct for this signal breakdown a constant direct current powered LED light source was used. The LED light emission was then observed time resolved with the ICCD camera at various wavelengths.

Figure 8.5 exemplarily shows the obtained normalised emission from the LED light source at 750.0 nm for 25 consecutive time frames (2 ns time step) and the corresponding sinusoidal fit.

![Figure 8.5: Normalised LED emission at 750.0 nm for 25 consecutive time frames (2 ns time step each frame) and the corresponding sinusoidal fit.](image)

The signal breaks down periodically by about 6% from the maximum intensity and reoccurs every 5 time steps, i.e. 10 ns. This is verified by a sinusoidal fit with amplitude of 0.03 and frequency of 4.97.

A signal breakdown of 6% has a substantial impact on the observed excitation dynamics that take place on a nanosecond timescale, because the excitation is directly proportional the first derivative of the observed emission intensity. Hence, a negative gradient, as occurring during signal breakdown, can artificially evoke a negative excitation signal, which is unphysical. To minimise this effect, the inverse of the sinusoidal fit is applied for each corresponding time step as correction.

### 8.3.3. Angle of Incidence Considerations

When the plasma is observed with the optical filters, thus allowing the full discharge extension to be spatially resolved, the actual angle of incidence needs to be taken into
account. This is due to a wavelength shift $\lambda_S$ that is dependent on the central wavelength $\lambda_0$ of the filter, its effective refractive index $n_e$ and the angle of incidence $\theta$:

$$\lambda_S = \lambda_0 \left(1 - \frac{\sin^2 \theta}{n_e^2}\right)^{1/2}$$ (8.4)

Since the optical filters are strongly narrow bandpass filters (FWHM < 2 nm), the angle of incidence can have a significant influence on the transmittance of the filters. Due to the actual transmittance function of the utilised optical filters the angle dependent transmittance is always smaller for the particular observed wavelength than the maximum transmittance.

To quantify the transmittance of the optical filters under discharge conditions, three cases are investigated experimentally, as illustrated in figure 8.6(a). Firstly, the optical filter is tilted to the left so that the plasma emission from the left discharge edge is perpendicular to the filter surface. Secondly, the optical filter is aligned centrally so that the plasma emission from the discharge centre is perpendicular to the filter surface. And thirdly, the optical filter is tilted right to maximise the transmittance from the right discharge edge.

![Diagram](image)

**Figure 8.6.** (a) Illustration of optical setup for angle of incidence calibration and (b) typical emission profiles for the three optical filter positions using the 777.4 nm optical emission line averaged over 14 pixels as example.

Figure 8.6(b) shows typical line profiles obtained by this method (the star symbol in each case marks the observed point that is perpendicular to the optical filter surface). As
expected, the central filter position produces a symmetrical profile, while the other two positions create highly asymmetrical profiles with their maxima near the corresponding observed edges. It has to be noted that the actual observed maximum is not at the position to which the optical filter is aligned because the discharge is not uniform. The measurement is repeated several times to minimise errors.

The ratio of the observed emission strength at the edges and the corresponding emission strength from the central filter position are a direct measure of the transmittance ratio \( T(\lambda_2)/T(\lambda_0) \) at the corresponding points. Similar to the correction factors for the delay generator (see section 8.3.2), the inverse of the transmittance ratio serves as spatial calibration factor.

To obtain the transmittance ratios for all spatial positions, a more rigorous approach is pursued. Here, the initial measurements serve as anchor points to which the exact expression for the transmittance ratio is fitted. First, the pixel number on the CCD chip is converted into an angle of incidence, based on the optical setup. Secondly, the wavelength shift is expressed in terms of the angle of incidence following equation 8.4. Finally, the transmittance ratio is fitted based on the actual optical filter wavelength dependent transmittance, which varies significantly for the employed filters (see appendix C).

The measured transmittance ratios as well as the corresponding fits as function of the angle of incidence are shown in figure 8.7 for each optical filter separately. For the 750 nm and 844 nm filters the transmittance gradually drops to about 70%, whereas for the 777 nm filter the transmittance stays relatively constant near the centre and then decreases quickly to about 50% compared to the central transmittance. A welcome side effect of the fitting procedure is that the effective refractive index is one of the variables that is being changed in order to obtain the best fit. The obtained refractive indices are in good agreement with literature data, which suggests that typical values for refractive indices of optical filters lie in the range of 1 – 3 [150–153].
Figure 8.7.: Measured (black square symbols) and fitted (red dashed lines) transmittance ratios as function of the angle of incidence for the (a) 750.4 nm, (b) 777.4 nm, and (c) 844.6 nm optical bandpass filters.
9. Characteristics of Investigated Wafer Materials

In this chapter, a total of 9 investigated wafer materials are characterised. The work function of the utilised materials is discussed by means of a critical literature review. Furthermore, power-voltage trends are presented for two exemplary cases, i.e. stainless steel and silicon dioxide and compared to results from numerical simulations. The effect of hysteresis is briefly examined. Finally, surface modifications due to plasma treatment are illustrated qualitatively.

The investigated materials are: Teflon, glass, aluminium, stainless steel, tungsten, copper, 50 nm gold coating on stainless steel, n-type silicon (100), and 50 nm silicon dioxide coating on n-type silicon (100). The diameter of each wafer is 100 mm, however, the thickness varies between 0.5 mm and 2 mm, but is found not to play a significant role.

9.1. Work Function Analysis

The work function analysis serves as general characterisation of the investigated wafer materials. It can be regarded as one of the surface condition properties and also provides insight on the secondary electron emission properties of the wafers as discussed in section 3.4.2.

Generally, the work function is very sensitive to the cleanliness and structure of the surface. Experimentally, it can be measured using the photoelectric effect, field emission, thermionic emission or contact potential difference. Due to the differences in the experimental methods and the dependence on the surface condition, work functions can usually only be given as ranges.

Work functions for elements can be found in a revised database [67]. For compounds, literature data is more ambiguous by means of not clearly defining the composition
or crystalline structure of the material. Therefore, the given work function ranges for stainless steel [154], silicon dioxide (chem: SiO₂) [155–157] and Teflon (chem: [C₂F₄]ₙ) [158, 159] have to be regarded critically. Work function data for glass is not available, however, since glass mainly consists of SiO₂ (typically ≥ 80%), it is assumed that it has a similar work function. Figure 9.1 shows the surface work function ranges of the investigated wafer materials according to literature data.

![Figure 9.1: Surface work functions of various wafer materials.](image)

*Glass is assumed to have a similar work function as SiO₂.*

Unfortunately, the exact work functions are unknown. Nevertheless, all of the investigated metallic wafers have very similar work functions, ranging from 4 eV – 5.5 eV. Copper, tungsten and stainless steel seem to have the biggest spread. The least spread and thereby the best defined work functions are given for aluminium, silicon, and gold. The dielectric materials such as silicon dioxide, glass and Teflon have very different work functions, with SiO₂ and glass having similar work functions as metals, whereas Teflon shows a much higher work function in the range of 6.3 eV to about 7 eV.

The rather unknown work functions for the metals copper, tungsten and stainless steel, but also for SiO₂ and glass, might be specified by relating them to the more defined materials Al, Si and Au using excitation dynamics, as discussed in chapter 7.

### 9.2. Power-Voltage Characteristics

To create an easier access for the characterisation of the studied wafer materials power-voltage measurements for various pressure values are conducted. Furthermore, the findings are directly compared to simulation results for equivalent discharge conditions.
9.2. Power-Voltage Characteristics

A first observation is that the power-voltage curves show very similar trends for all the investigated materials, no matter whether metal or dielectric. The only noticeable difference is in the absolute values of the voltage for any given power. The voltage difference of the highest to lowest observed values is less than 10%. Therefore, the general power-voltage characteristics will be discussed for a stainless steel wafer only.

Figure 9.2 shows the power-voltage curves of the stainless steel wafer for pressures from 40 Pa to 100 Pa and the direct comparison to 1D simulation results at 40 Pa. The power from the experiment is the total power in units of W and from the simulation in units of kW/m².

![Power-Voltage Curves](image)

**Figure 9.2:** Power-voltage characteristics obtained with a stainless steel wafer for \( p = (40 - 100) \) Pa in comparison to 1D simulations at \( p = 40 \) Pa. For an effective electrode surface radius of 46 mm, the simulated power corresponds to the experimental power value.

The experimental measurements show that the voltage follows a square root dependency on the applied power. This trend corresponds very well to the simulation result for a power variation in a helium-oxygen model, as described in section 4.3.1 (see figure 4.7). Furthermore, an increasing pressure evokes a voltage drop at same power. This is also in good agreement with the observed trends from the simulation, see section 4.3.2. There, the voltage drop could be explained by a phase change between voltage and current because the plasma becomes more conductive with increasing pressure, which eventually results in an impedance change. Neither the current nor the phase angle between voltage
and current were measured in the experiment, nevertheless, considering the simulation results, this explanation seems to be applicable for the observed power-voltage trend, and is confirmed experimentally in [160].

The simulation results for the pure oxygen model show very good agreement for voltage values between 300 V and 400 V at 40 Pa. For lower voltages the power dissipation in the simulation seems to be overestimated, while it is underestimated for higher voltage values. This can be explained by means of analysing the surface area over which the power is dissipated. In the experiment, the power is not homogeneously dissipated over the total surface area but shows more power dissipation at the cylindrical electrode edge where strong electric fields are present. Hence, the effective area is smaller than the total electrode surface. This leads to an overestimation in the simulation. With increasing applied power, the plasma expands over the electrode and becomes more evenly distributed, thus increasing the effective surface area, which in turn leads to an underestimation of power dissipation in the model. For the best stated agreement, the effective surface area can be estimated by correlating experimental power measurement with simulated power density. This leads to an effective electrode radius of 46 mm which is in good agreement with the actual electrode radius of 51 mm.

The DC self bias voltage follows roughly a $V_{dc} \approx -V_{rf}$ relationship, as expected considering the powered to grounded electrode surface ratios (see equation 2.8).

Another interesting observation is a hysteresis like power-voltage characteristic which appears at pressures $\geq 80$ Pa and is exemplarily shown in figure 9.3 for a SiO$_2$ wafer at 80 Pa.

The arrows in figure 9.3 indicate the direction of power-voltage change. In the power range of 30 W to 60 W the measured voltage values are higher when increasing the power from 0 W onwards, whereas they are lower when decreasing the power from high values. Qualitatively, the plasma shows a transition from an unstable (flickering) to a stable regime in this region. This instability can be attributed to attachment-induced ionisation instabilities and is discussed in more detail in chapter 11.
9.3. Surface Modifications due to Plasma Treatment

Exposing the wafer materials to an oxygen plasma for several hours during the PROES measurements resulted in significant modification of the surface. Figure 9.4 shows photographs of the investigated wafer materials before and after plasma treatment. These photographs have to be regarded as preliminary and only qualitative examination of surface modifications under plasma exposure and do not include a quantitative characterisation.

Teflon (figure 9.4(a)) is the only wafer material that does not show any obvious surface modification, except for a slight change of surface roughness. The surface of glass (figure 9.4(b)) on the other hand has turned cloudy after plasma treatment. However, this modification is not evenly spread but spotted, which suggests that the plasma treatment is not homogeneous. Another explanation might be that the oxygen plasma reacts more effectively with one of the compounds found in glass.

The metallic wafers (figures 9.4(c)-9.4(g)) also show significant changes in the surface condition, especially at the wafer edge. It seems, that due to the high electric fields present at the wafer edge the ion impact and heating effects are enhanced in this region. The wafers show a strong darkening at the edges which is less pronounced towards the wafer centre. In the case of the copper wafer, the surface roughness is decreased such that the surface becomes highly reflective.

![Graph showing hysteresis effect in power-voltage characteristic for a SiO₂ wafer at 80 Pa.](image)

**Figure 9.3:** Illustration of hysteresis effect in power-voltage characteristic for a SiO₂ wafer at 80 Pa.
9.3. Surface Modifications due to Plasma Treatment

Figure 9.4: Visual comparison of wafer materials before and after exposed to an oxygen plasma for several hours.

The gold coating (figure 9.4(g)) is etched away due to plasma treatment so that the stainless steel underneath the coating becomes visible.

The semiconductor wafers with silicon and SiO$_2$ coating on silicon are not perfectly round but have two cut-outs on the top and bottom (figures 9.4(h) and 9.4(i)). These cut-outs are an indication of the crystallographic orientation and impurity doping of the wafers. Here, the bottom cut-out indicates a (100) crystallographic orientation and the top cut-out stands for n-type silicon.

However, due to the cut-outs the plasma treatment is even less homogeneous than in the case of the round metallic wafers because the cut-outs create additional edges in
which vicinity the ion impact is significantly enhanced. Hence, the darkened regions can be found further towards the centre. Especially, in the case of the SiO$_2$ coated wafer (figure 9.4(i)), the coating is removed at the immediate edge similar to the gold coating, but also in extended regions around the cut-outs revealing the silicon base layer underneath.
10. Determination of Surface Parameters from Excitation Dynamics

In this chapter excitation dynamics are investigated experimentally and compared to numerical simulations to derive the relevant surface parameters. Initially, work functions of the investigated wafer materials are estimated using phase resolved optical emission spectroscopy. For a selected wafer material (silicon) excitation dynamics are discussed under power and pressure variation. On the one hand, the power variation shows that increasing power promotes excitation through secondary electrons and heavy particles. On the other hand, a pressure variation indicates that the overall excitation decreases with increasing pressure due to the increasing collisionality of the plasma discharge.

Furthermore, phase resolved excitation as well as the temporal evolution of the excitation function are presented separately. Both measurements enable the determination of surface parameters by coupling them with numerical simulations.

Finally, an overview of the obtained SDO surface loss probabilities and secondary electron emission coefficients as indicators of the actual surface condition for the investigated wafer materials is given.

10.1. Excitation Dynamics under Power and Pressure Variation

As described earlier in section 3.4.2, the surface work function is assumed to be responsible for secondary electron release and subsequent excitation through this fast electron group. To verify this, direct electron-impact excitation into the Ar(2p1) state leading to emission of λ = 750.4 nm is examined for the rather well defined work functions of aluminium, silicon, and gold. This will consequently allow the work functions of the
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other not well defined wafer materials to be classified by comparison (see figure 9.1).

Aluminium, exhibiting the lowest work function, is expected to have the highest contribution of excitation through secondary electrons, followed by silicon and gold, which has the highest work function of these three materials.

Figure 10.1 shows a direct comparison of phase resolved excitation into the $\text{Ar}(2p_1)$ state along the radial centre axis of the discharge for aluminium, silicon, and gold wafers, respectively. The discharge parameters are equal for all three wafers ($40 \text{ Pa}, 400 \text{ V}$) and the excitation is given on a common false colour scale. To increase contrast, the scaling starts at a negative value instead of zero.

![Figure 10.1: Comparison of excitation into the $\text{Ar}(2p_1)$ state leading to emission of $\lambda = 750.4 \text{ nm}$ for (a) aluminium, (b) silicon, and (c) gold wafers under equal discharge conditions. Arrows denote the contribution to excitation through secondary electrons. ($p = 40 \text{ Pa}, V_{rf} = 400 \text{ V}, 98\% \text{ O}_2, 2\% \text{ Ar}$)](image)

The x-axis covers the time over one full RF cycle ($\approx 73.75 \text{ ns}$) and the y-axis denotes the spatial position where the powered electrode is at the bottom, i.e. at 0 mm. To facilitate the comparison, the y-axis is cut-off at 30 mm. In each case, the dominant excitation takes place during the sheath expansion phase. Nevertheless, it is evident that the contribution to excitation through secondary electrons released from the wafer surface varies, as indicated by white arrows of different length. Secondary electron excitation is highest in the case of an aluminium wafer and subsequently lower for silicon and gold, as expected.

In a qualitative manner, the work functions of the other wafer materials can be estimated. The work function of the investigated stainless steel wafer lies approximately half way between silicon and gold ($\epsilon_{\Phi,SS} \approx 5.1 \text{ eV}$); tungsten appears to be very close to silicon, exhibiting a slightly lower work function ($\epsilon_{\Phi,W} \approx 4.5 \text{ eV}$); the work functions
of copper and silicon dioxide seem to be very similar to the work function of silicon \((\epsilon_{\Phi, Cu} \approx \epsilon_{\Phi, SiO_2} \approx 4.7 \text{ eV})\); and the work function of glass can be estimated as slightly higher than silicon \((\epsilon_{\Phi, Glass} \approx 5.0 \text{ eV})\). An overview of the estimated surface work functions and resulting secondary electron emission coefficient (from equation 3.21) can be found in table 10.1.

**Table 10.1:** Overview of estimated surface work functions and resulting secondary electron emission coefficient (using equation 3.21)

<table>
<thead>
<tr>
<th>Wafer material</th>
<th>Estimated surface work function (eV)</th>
<th>Secondary electron emission coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stainless Steel</td>
<td>5.1</td>
<td>(\approx 0.030)</td>
</tr>
<tr>
<td>Tungsten</td>
<td>4.5</td>
<td>(\approx 0.043)</td>
</tr>
<tr>
<td>Aluminium</td>
<td>4.1</td>
<td>(0.060 \pm 0.003)</td>
</tr>
<tr>
<td>Gold</td>
<td>5.4</td>
<td>(0.020 \pm 0.002)</td>
</tr>
<tr>
<td>SiO2</td>
<td>4.7</td>
<td>(\approx 0.040)</td>
</tr>
<tr>
<td>Glass</td>
<td>5.0</td>
<td>(\approx 0.033)</td>
</tr>
<tr>
<td>Copper</td>
<td>4.7</td>
<td>(\approx 0.040)</td>
</tr>
<tr>
<td>Silicon</td>
<td>4.9</td>
<td>0.036</td>
</tr>
<tr>
<td>Teflon</td>
<td>(&gt; 6)</td>
<td>(\approx 0)</td>
</tr>
</tbody>
</table>

To demonstrate how the excitation dynamics change in dependence of input power and pressure, excitation into the oxygen O(3p\(^3\)P) state \((\lambda = 844.6 \text{ nm})\) is investigated for the silicon wafer. The choice for the O(3p\(^3\)P) state originates from its higher signal-to-noise ratio than for the Ar(2p\(_1\)) state, especially at higher power input, and because it is less sensitive to heavy particle excitation than the oxygen O(3p\(^3\)P) state [56].

Figure 10.2 shows a comparison of excitation into the O(3p\(^3\)P) state leading to emission of \(\lambda = 844.6 \text{ nm}\) for constant pressure and varying voltage. Similar to figure 10.1, the excitation image shown covers 30 mm of the discharge gap over one full RF cycle on a common false colour scale. Additional phase resolved excitation for all three examined excited states can be found in appendix B.

For low driving voltages \((V_{rf} \leq 400 \text{ V})\) the dominant excitation takes place during the sheath expansion phase. At 200 V (figure 10.2(a)), sheath expansion excitation is virtually the only excitation process. Increasing the voltage amplitude from 200 V to 300 V (figure 10.2(b)) seems to increase the amplitude of the sheath expansion excitation, but also increases the excitation contribution from secondary electrons. This is due
Figure 10.2.: Comparison of excitation into the O(3p^3P) state leading to emission of \( \lambda = 844.6 \text{ nm} \) for constant pressure and varying voltage (a) 200 V, (b) 300 V, (c) 400 V, and (d) 500 V. (\( p = 40 \text{ Pa}, 98\% \text{ O}_2, 2\% \text{ Ar} \))

higher electric fields that lead to an increase of ion energies. The contribution to excitation from secondary electrons becomes more pronounced when increasing the voltage further (figure 10.2(c)). In this case, the excitation through secondary electrons reaches much deeper into the plasma bulk. Furthermore, the maximum amplitude of sheath expansion excitation does not change, but appears to take place closer to the powered electrode, which indicates a smaller sheath thickness. Over the full phase of the RF cycle, a distinct excitation feature is observed near the electrode. This excitation feature is weakly modulated in time, exhibiting a maximum during the sheath collapse phase and can be attributed to heavy particle excitation. Since the ion flux is permanently directed towards the electrode, ions can gain enough energy to excite molecules and atoms or to produce fast neutrals by charge transfer collisions, which in turn can excite other particles [161]. Increasing the voltage to 500 V (figure 10.2(d)) further increases the excitation
from heavy particles, but also the contribution from secondary electrons and the sheath collapse phase, whereas excitation during the sheath expansion phase does not change significantly after reaching its maximum at about 300 V.

For a constant voltage, but changing pressure, the excitation mechanisms are governed differently. Figure 10.3 shows a comparison of excitation into the O(3p\(^3\)P) state leading to emission of \(\lambda = 844.6\) nm for constant voltage and varying pressure on a common false colour scale.

![Comparison of excitation into the O(3p\(^3\)P) state leading to emission of \(\lambda = 844.6\) nm for constant voltage and varying pressure (a) 40 Pa, (b) 60 Pa, (c) 80 Pa, and (d) 100 Pa. (\(V_{ref} = 300\) V, 98% O\(_2\), 2% Ar)](image)

Figure 10.3: Comparison of excitation into the O(3p\(^3\)P) state leading to emission of \(\lambda = 844.6\) nm for constant voltage and varying pressure (a) 40 Pa, (b) 60 Pa, (c) 80 Pa, and (d) 100 Pa. (\(V_{ref} = 300\) V, 98% O\(_2\), 2% Ar)

On the given colour scale, it seems that independent of pressure no excitation takes place during the sheath collapse phase. Sheath expansion excitation on the other hand is clearly the dominant excitation mechanism. With increasing pressure, the plasma becomes more collisional and this has two consequences for the excitation dynamics. Firstly, sheath expansion excitation starts taking place closer to the powered electrode
because the sheath thickness decreases. Secondly, secondary electrons cannot reach as far into the plasma as at lower pressures because, once they leave the sheath region, they undergo more collisions during the same time, so that they lose their excitation energy quicker. Furthermore, the pronouncement of the sheath expansion excitation decreases and excitation through secondary electrons gains in dominance. This is because the higher pressure supports electron avalanches in the sheath region, leading to a so called sheath breakdown [162].

10.2. Comparison with Simulations to Determine Surface Parameters

The determination of the surface condition from excitation dynamics is demonstrated by observing the atomic oxygen emission line at $\lambda = 844.6$ nm using two independent methods. Firstly, PROES is applied to obtain the spatio-temporal emission from which the phase resolved excitation is calculated and correlated both qualitatively and quantitatively with the numerical simulations. Secondly, only the temporal evolution of the emission is considered from which the excitation function is calculated and subsequently used to obtain the frequency resolved excitation spectrum. The frequency spectrum is then likewise compared to numerical simulations to derive the actual surface condition. In the simulations, only dissociative excitation is taken into account, because this is known to be the dominant excitation processes under the investigated conditions [33, 143]. As wafer materials silicon and Teflon are chosen because they entail strongly diverse excitation dynamics.

10.2.1. Surface Parameters from PROES Measurements

For the same operational conditions, only the surface parameters are varied in the model to find the best match between simulation and experiment. Hence, a variation of the SDO surface loss probability and the secondary electron emission coefficient is conducted for equal pressure, voltage and ambient temperature settings. Figure 10.4 shows the measured excitation of the $\lambda = 844.6$ nm optical emission line along the radial centre axis of the discharge on a normalised false colour scale and the best-fit simulated exci-
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Excitation pattern, for two different wafer materials, namely silicon and Teflon. Please note that figure 10.4 only shows the lower part (0 mm–25 mm) of the total discharge gap of 40 mm to facilitate the comparison.

![Excitation pattern](image)

**Figure 10.4:** Phase and space resolved excitation ($\lambda = 844.6$ nm) obtained experimentally for (a) silicon and (b) Teflon as wafer materials; (c) and (d) are corresponding simulations matching the experimental observation. Black dashed contour lines indicate the shape of the simulated excitation features. White dashed lines indicate the sheath edge positions. ($p = 40$ Pa, $V_{rf} = 300$ V)

For both wafer materials, there is a very good agreement both qualitatively in position and shape, and quantitatively between simulation and experiment for excitation features I and II. In particular, the weighting of the two excitation features during the sheath expansion and sheath collapse phases, apart from their individual spatio-temporal shapes, strongly depends on the SDO surface loss probability. For low SDO surface loss probability the dominant excitation takes place during the sheath expansion phase (feature...
I). With increasing SDO surface loss probability the amplitude of the sheath expansion feature (I) remains almost constant, while the sheath collapse feature (II) becomes more pronounced. This trend reflects an increased global electronegativity and explains a correspondingly deeper extension of the excitation features into the plasma bulk [139, 140].

The simulation matching the experimental observation for the silicon wafer indicates a relatively low SDO surface loss probability ($s_{SDO} = 4 \times 10^{-4}$), which corresponds to a SDO content of 4.4% and an electronegativity of $en = 2.95$. For Teflon as wafer material the best match results in a SDO surface loss probability of $s_{SDO} = 3 \times 10^{-3}$, which is almost one order of magnitude higher than for the silicon wafer. Thereby, the SDO content is pushed down to less than 1% and the discharge becomes more electronegative ($en = 12.3$). The secondary electron emission coefficient can be identified to be about zero in both cases, because the input power is relatively low. From this follows that Teflon appears to be much more efficient in destroying SDO than silicon.

Furthermore, arrows indicating the expansion velocity of the excitation features in figure 10.4 are shown. In the case of an increasing SDO surface loss probability the sheath expansion excitation (I) takes place on different timescales (different gradients of arrows in figure 10.4(d)). This can be explained due to the increased electronegativity and hence, a higher electric field in the bulk [49, 163, 164]. In these high electric fields in the quasi-neutral bulk, electrons are significantly accelerated enhancing excitation in this region. The same applies for the sheath collapse phase (II), where a stronger electric field reversal can be identified due to the higher electronegativity [165].

10.2.2. Surface Parameters from Excitation Frequency Spectrum

To obtain the frequency spectrum of the excitation dynamics, first the temporal evolution of the excitation function needs to be obtained. This is done by averaging the phase resolved excitation over space.

Figure 10.5 shows the normalised excitation functions resulting from the observed optical emission line $\lambda = 844.6$ nm for silicon and Teflon and the matching simulations, respectively.

In the case of the silicon wafer (figure 10.5(a)), the simulated excitation function matches the experimentally obtained excitation function perfectly for the sheath expan-
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Figure 10.5.: Normalised excitation functions resulting from the observed optical emission line $\lambda = 844.6$ nm for (a) silicon and (b) Teflon and the matching simulations. ($p = 40$ Pa, $V_{p}=300$ V)

... sion excitation feature in the beginning of the RF cycle. For later times, virtually no excitation is observed experimentally, whereas the simulation predicts a distinct sheath collapse excitation feature. This discrepancy might be a result of an overestimated electron flux towards the surfaces in the numerical simulations. However, the particle interaction and fluxes in the vicinity of the surface can only be described properly in the frame of a fully-kinetic model, which would require a computational effort far beyond the needs of the presented fluid model approach. Furthermore, additional excitation and de-excitation processes and their possible influence on the excitation function are not taken into account in the simulations. It seems that the applied model is able to describe the sheath expansion excitation properly, but is inadequate for the sheath collapse excitation.

In the case of Teflon (figure 10.5(b)), the simulation matches both the sheath expansion excitation as well as the sheath collapse excitation very good qualitatively. Nevertheless, the experimentally obtained excitation function seems to be broader than the simulated, which indicates additional excitation processes not accounted for in the model.

The conversion of the excitation functions into their frequency spectrum is achieved via Fast Fourier Transformations. Figure 10.6 shows a direct comparison of simulated and experimentally obtained frequency components of the excitation as multiples of the angular frequency $\omega$. To demonstrate the applicability of this method over the full simulated SDO surface loss probability range, results for three different wafer materials,
namely silicon, Teflon, and stainless steel are presented.

![Diagram](image)

**Figure 10.6.** Simulated and experimentally obtained frequency components (multiples of the angular frequency $\omega$) of the excitation rate for the wafer materials (a) silicon, (b) Teflon, and (c) stainless steel.

Generally, the simulation matches the experiment very well regarding the amplitude distribution of the different frequency components. Especially for silicon and stainless steel wafers, the simulation quantitatively matches the experiment for a given set of SDO surface loss probability and secondary electron emission coefficient, apart from the 3rd harmonic. The 3rd harmonic seems to be majorly responsible for the contribution of sheath collapse excitation, hence leading to the observed discrepancy between experiment and simulation.

For silicon (figure 10.6(a)) and stainless steel (figure 10.6(c)) the driving frequency component (1st harmonic) has the highest contribution, indicating that the sheath expansion excitation is the dominant excitation process.

In the case of Teflon (figure 10.6(b)), the discrepancy between simulation and exper-
iment appears to be higher. However, the qualitative trend is well described by the simulation, showing that the dc component and 2nd harmonic have the highest contributions.

Due to the high sensitivity of the frequency components on the actual surface condition, it is possible to identify the surface parameters better than via PROES measurements alone. From the best matches between simulation and experiment, it follows that the metallic and dielectric wafers seem to be less reactive with SDO than Teflon and silicon, exhibiting SDO surface loss probabilities $s_{SDO} \leq 2 \times 10^{-4}$.

Table 10.2 gives an overview of the determined SDO surface loss probabilities for all investigated materials.

<table>
<thead>
<tr>
<th>Wafer material</th>
<th>SDO surface loss probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stainless Steel</td>
<td>$1 \times 10^{-5}$</td>
</tr>
<tr>
<td>Tungsten</td>
<td>$1 \times 10^{-5}$</td>
</tr>
<tr>
<td>Aluminium</td>
<td>$6 \times 10^{-5}$</td>
</tr>
<tr>
<td>Gold</td>
<td>$6 \times 10^{-5}$</td>
</tr>
<tr>
<td>SiO$_2$</td>
<td>$1 \times 10^{-4}$</td>
</tr>
<tr>
<td>Glass</td>
<td>$1 \times 10^{-4}$</td>
</tr>
<tr>
<td>Copper</td>
<td>$2 \times 10^{-4}$</td>
</tr>
<tr>
<td>Silicon</td>
<td>$4 \times 10^{-4}$</td>
</tr>
<tr>
<td>Teflon</td>
<td>$3 \times 10^{-3}$</td>
</tr>
</tbody>
</table>

Stainless steel and tungsten have the lowest SDO surface loss probabilities ($s_{SDO} = 1 \times 10^{-5}$), which corresponds to a relatively high SDO content of 14.8% and a low electronegativity of 1.2. This is in very good agreement with independent research work in similar plasma systems [112, 120].

Aluminium and gold can be identified to exhibit a SDO surface loss probability of $s_{SDO} = 6 \times 10^{-5}$. The SDO surface loss probability for SiO$_2$ and glass can be estimated as $s_{SDO} = 1 \times 10^{-4}$, while it is slightly higher in the case of the copper wafer ($s_{SDO} = 2 \times 10^{-4}$) and silicon ($s_{SDO} = 4 \times 10^{-4}$). Teflon shows the highest SDO surface loss probability of all materials ($s_{SDO} = 3 \times 10^{-3}$).

These determined SDO surface loss probabilities should be regarded critically since they are discharge and geometry specific values. To obtain more accurate values all
chamber walls would need to be coated in the same material.

Regarding the secondary electron emission coefficient directly determined from the coupling of simulations and experiments, only aluminium can be attributed a secondary electron emission coefficient ($\gamma_{O_2^+} = 0.01$) for $p = 40$ Pa and $V_{rf} = 300$ V, while it appears to be zero for all other investigated materials under these conditions. This is in contradiction to the estimated secondary electron emission coefficients shown in table 10.1 and measured values in [68, 166] and references therein. However, this can be explained by the fluid modelling limitations of treating secondary electrons not as separate fluid species, so that the qualitative determination method of the secondary electron emission coefficients, presented in section 10.1, seems to be a more reliable approach in the context of measurements from other groups. Nevertheless, the estimated secondary electron emission coefficients in this work should be regarded as first approximation only, because it is known that secondary electron emission can vary substantially with surface morphology, incident ion energy, and incident angle [166].
11. Oxygen Dissociation Degree using Advanced Actinometry

In this chapter, advanced actinometry is used to determine the chemically active radical species atomic oxygen and local electron energies for an industrially relevant oxygen plasma discharge over a variety of wafer materials.

Initial measurements are conducted at the discharge centre under variation of the voltage and pressure. It is found that local electron energies increase with voltage but decrease with increasing pressure. Furthermore, atomic oxygen densities generally increase with increasing pressure and voltage, however can undergo fluctuations induced by negative ions. Differences when using varying wafer materials are attributed to their atomic oxygen surface loss probabilities.

Although, the radial emission profile from the plasma discharge is highly inhomogeneous, the radial spatial distribution of electron energies and atomic oxygen is homogeneous over most of the wafer surface. At the wafer and electrode edge it is found that electron energies increase due to enhanced electric fields, whereas atomic oxygen densities decrease. A transition from an α-mode to a γ-mode discharge evokes the atomic oxygen density to form a peaked density profile with the central density about one order of magnitude higher than near the wafer edge.

11.1. Local Atomic Oxygen Densities

Advanced actinometry, as described earlier, is implemented to quantify local atomic oxygen densities and electron energies by comparing experimentally obtained excitation ratios of the 750.4 nm Ar I, 777.4 nm O I, and 844.6 nm O I optical emission lines with simple kinetic simulations.

Only maximum excitation during the sheath expansion phase along the central discharge axis is considered to minimise errors, thereby localising the determination of
atomic oxygen densities and electron energies in the spatial and temporal domains. Since atomic oxygen is not modulated within a RF cycle the determined local atomic oxygen densities can be regarded in first approximation as average values. However, the electron energy is strongly modulated on the RF timescale so that the obtained energy values are to be regarded critically. The numerical simulations suggest that the energy during maximum excitation is higher than the average bulk energy. Hence, using advanced actinometry an upper limit for the bulk electron energy can be estimated.

Due to calibration the determined absolute values are subject to errors of at least 10%, in addition to the uncertainty in the used cross section data.

Figure 11.1 shows the simulated excitation ratios for selected dissociation degrees and the experimentally determined excitation ratios for maximum excitation under variation of driving voltage and pressure, respectively. The investigated wafer material is silicon. The voltage variation is conducted beginning at 200 V, subsequently increasing the voltage in 100 V steps up to 500 V, while the investigated pressure range is 20 – 100 Pa, varied in 20 Pa steps.

![Figure 11.1](image_url)

**Figure 11.1:** Experimentally determined maximum excitation ratios (symbols) under variation of (a) driving voltage ($p = 40$ Pa) and (b) pressure ($V_{dd} = 300$ V); arrows indicate the direction of parameter increase. Solid lines represent simulated excitation ratios for varying dissociation degree and electron energy. Dashed lines show a change in dissociation degree for constant energy values.

The abscissa is the ratio of excitation leading to emission of the $\lambda = 777.4$ nm and $\lambda = 844.6$ nm optical emission lines and the ordinate is the ratio of excitation leading to emission of the $\lambda = 750.4$ nm and $\lambda = 844.6$ nm optical emission lines. Dashed lines in
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Figure 11.1 represents a dissociation degree change under equal electron energy, whereas the energy increases from left (low $c$) to right (high $c$) for any given dissociation degree.

From figures 11.1(a) and 11.1(b) values for the electron energies and dissociation degrees under voltage and pressure variation can be easily extracted.

For electron energies at maximum excitation, it follows that on the one hand, they increase with increasing voltage from 4.5 eV at 200 V to about 5.7 eV at 500 V. This trend is equally obtained in the numerical simulations and most likely corresponds to an increase of the non-weighted electron energies, as shown in figure 4.8(a). However, the absolute values of the electron energies at maximum excitation in the simulations are slightly higher than the measured energies. On the other hand, a pressure increase evokes a subsequent decrease of electron energies from 4.6 eV at 20 Pa to 4.3 eV at 100 Pa, which is also in good agreement with the numerical simulations. Hence, the bulk energy level is believed to lie below the determined upper limit at approximately 3 eV–4 eV, as predicted by the simulations earlier (see figure 7.3).

The other investigated materials show very similar energy dependencies, excluding Teflon, which exhibits the lowest energy of 3.9 eV at maximum excitation.

The extracted dissociation degree in dependence of the pressure is exemplarily shown in figure 11.2 for three different surface materials, namely, silicon, SiO$_2$, and tungsten, as typical examples for a semiconductor, dielectric, and metal. The driving voltage is kept constant at 300 V.

SiO$_2$, as dielectric material, has the highest dissociation degree of the three materials shown starting with about 1.2% at 40 Pa and gradually decreasing to 0.9% at 100 Pa. Teflon shows an even higher dissociation degree of 1.5% at 40 Pa while glass behaves very similar to SiO$_2$. A slightly lower dissociation degree shows the semiconductor wafer starting at 1.0% and decreasing to about 0.6%, whereas the tungsten and the other metallic wafers exhibit a further overall smaller dissociation degree than silicon by approximately 0.1 percentage points.

The dependence of the dissociation degree on the properties of the surface material seems evident. A possible explanation is that the atomic oxygen surface loss probability is strongly dependent on the surface material, indicating that dielectric materials have a lower atomic oxygen surface loss probability than semiconducting and metallic materi-
Figure 11.2: Dissociation degree as a function of pressure for different wafer materials. ($V_{rf} = 300$ V, 98% $O_2$, 2% Ar)

als. This assumption can be confirmed considering reported atomic oxygen surface loss probabilities in the literature of $\approx 10^{-4}$ for Pyrex glass [167], $1.8 \times 10^{-4}$ for Quartz [168], and 0.5 for stainless steel [169]. However, these values should be regarded critically since the atomic oxygen surface loss probability has been found to decrease over linearly with increasing pressure [170].

Although, the dissociation degree decreases approximately linearly with increasing pressure the actual atomic oxygen density increases with pressure, as shown in figure 11.3. A similar observation of the pressure dependence of the atomic oxygen density was made by Katsch et al. [34] using two-photon absorption laser-induced fluorescence (TALIF) in a CCP GEC reference cell with 25 mm discharge gap.

A similar hierarchy can be observed in figure 11.3 as before, where $SiO_2$ evokes the highest and tungsten the lowest atomic oxygen densities. At high pressures (100 Pa), the atomic oxygen density seems to saturate or even decrease. This might be due to a balance of production and destruction processes for atomic oxygen. The increasing background gas density is the main source of atomic oxygen through direct electron-impact dissociation. Thus, the observed change in atomic oxygen densities may be a result of changing electron properties of over proportionally increasing wall losses and recombination with negative and positive ions.

The determined absolute atomic oxygen densities are in good agreement with litera-
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![Graph showing atomic oxygen density as a function of pressure for different wafer materials.](image)

**Figure 11.3:** Atomic oxygen density as a function of pressure for different wafer materials. \(V_{RF} = 300 \text{ V}, 98\% \text{ O}_2, 2\% \text{ Ar}\)

- Considering the differences in system geometry and power coupling.

The voltage dependency of the dissociation degree and atomic oxygen density at constant pressure (40 Pa) is shown in figure 11.4.

- Generally, the atomic oxygen density increases with increasing voltage, because the electron density increases, thus enhancing the production of atomic oxygen through direct electron-impact dissociation of the background gas oxygen. However, the gradients are different for the investigated wafer materials. Silicon and tungsten both show a monotonic increase, with the latter exhibiting a steeper gradient. At high voltages, more secondary electrons are released so that the electron density increases over linearly, thereby entailing an over linear increase of atomic oxygen. Since the estimated work functions, which are responsible for the secondary electron emission coefficient, are similar for the materials shown, the determined atomic oxygen densities at high voltages are also similar. Atomic oxygen surface losses on the other hand seem not to play a dominant role in the variation of the atomic oxygen density. This assumption can be verified by measuring the atomic oxygen density for an aluminium wafer, which has a similar surface loss probability as silicon for 40 Pa [170]. Aluminium is known to have the lowest work function of all investigated materials, thus the highest secondary electron emission coefficient. As expected, this results in a 30%–50% higher atomic oxygen density at 500 V driving voltage than for materials with higher work functions.
SiO₂ shows a rather surprising behaviour, where the atomic oxygen density first increases with voltage, then goes through a minimum at 400 V before increasing again. Atomic oxygen densities determination using glass, copper, aluminium, and gold wafers shows a similar voltage dependency as SiO₂. Analogous observations have been reported and attributed to an attachment-induced ionisation instability due to considerable formation of negative ions [119]. If the attachment rate coefficient increases more strongly than the ionisation rate coefficient with $T_e$ and if electron and negative ion densities are of the same order of magnitude, a small increase in $n_e$ can rapidly grow via a decrease in $T_e$, so that the plasma becomes unstable, and electron and negative ion densities increase alternately [172].

### 11.2. Radial Atomic Oxygen Distribution

For industrial plasma applications not only the global reactive species densities are of importance but also their radial distribution across the wafer due to homogeneity and reproducibility requirements. Therefore, the atomic oxygen distribution across a silicon wafer is investigated using the same method as in the previous section.

For the two-dimensional measurements, optical bandpass filters are applied which are more sensitive to calibration, so that the error for absolute values is about 20%.

Figure 11.5 exemplarily shows the normalised, spectrally and angle of incidence cal-
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Irradiated emission across the wafer surface from the 844.6 nm optical emission line at $t = 15$ ns when the emission is maximum and the corresponding radial emission profile at 5 mm above the electrode.

![Image of emission profile](image)

**Figure 11.5**: Normalised emission across the wafer surface from the 844.6 nm optical emission line at $t = 15$ ns and corresponding radial emission profile at 5 mm above the electrode.

The asymmetry of the discharge is evident since most of the emission originates near the electrode. Furthermore, the emission is radially inhomogeneous with a inverted parabola like profile. At the wafer edge, at $\pm 50$ mm, the emission from the plasma moves down over the edges of the electrode.

Several steps are necessary to obtain a radial distribution of the excitation ratios from which the atomic oxygen density as well as the electron energies are extracted. Firstly, the phase resolved emission is recorded with the ICCD camera, followed by the corrections for spectral sensitivity (see section 8.3.1) and angle of incidence (see section 8.3.3). Secondly, the recorded images are divided into 32 columns of equal distance and width over which the emission is averaged. Then, PROES images are created for each individual radial position. Finally, the excitation is calculated from the phase resolved emission, as described earlier, and the excitation ratios from maximum excitation are obtained. The excitation ratios are subsequently used to extract radial profiles of elec-
electron energies and dissociation degrees. However, using this method, axial profiles are not possible to obtain since only the maximum excitation is taken into account, which occurs at a specific axial distance from the electrode.

The central electron energies correspond to the measurements conducted in the previous section, ranging from 4.5 eV to 5 eV for 40 Pa under voltage variation (200 V–400 V). As shown in figure 11.6, the central energy value of 4.3 eV at 80 Pa and 300 V lies well within error of the previous measurement, in which the energy value was determined to be 4.4 eV. At higher voltages at 80 Pa, the electron energy significantly increases to about 7 eV. This can be attributed to a shift from a sheath expansion dominated excitation regime (α-mode) to a secondary electron dominated excitation regime (γ-mode).

![Electron Energy Distribution](image)

**Figure 11.6:** Radial distribution of electron energy under driving voltage variation and constant pressure of 80 Pa. (98% O₂, 2% Ar)

The actual electron energy radial profile also reveals interesting insight. The profile is flat over most of the surface (±48 mm) but increases towards the edges by about 25%. This is probably due to edge effects that enhance the electric fields in the vicinity of the wafer and electrode edges, thus entailing an electron energy increase.

The atomic oxygen density profiles also exhibit distinct radial dependencies and undergo a distinct transformation, especially at increased voltages, as shown in figure 11.7.

The profiles are symmetrically distributed due to the cylindrical symmetry of the
electrode. At 300 V, the central density value \((1.20 \times 10^{20} \text{ m}^{-3})\) correspond well within error to the previous measurement of \(1.45 \times 10^{20} \text{ m}^{-3}\) (see figure 11.3).

However, at 400 V when the plasma transitions into \(\gamma\)-mode, the atomic oxygen density profile shows a distinct peak at the central axis position and quickly drops towards the edge. The error from this measurement is higher than the error for the lower input voltage, which seems to be counter intuitive since one would expect the signal-to-noise ratio to increase with increasing voltage because the intensity increases. As discussed earlier, increasing voltage amplitudes promote excitation through secondary electrons and heavy particles, while the sheath expansion excitation is less affected (see also figure B.1 in appendix B). As result, the total emission intensity increases and the ICCD camera exposure times is shorter for higher voltages. This decreases the effective signal-to-noise ratio for the sheath expansion phase, so that the resulting error is bigger.

Figure 11.8 shows radial atomic oxygen density profiles for two driving voltage values at constant pressure of 40 Pa.

The central density values are very close to one another at about \(10^{20} \text{ m}^{-3}\) under the conducted voltage variation, which was expected when comparing to figure 11.4. The radial profiles seem to be approximately constant over more than half of the wafer surface, with a slight convex shape. In the vicinity of the edge the density profiles steeply drop by more than 50%.
Nevertheless, the obtained profiles give a valuable insight on the atomic oxygen distribution within the discharge. These findings could be used in future industrial applications to tailor not only the electron energies and atomic oxygen content in a relevant plasma discharge but also their distribution across the wafer surface.
12. Conclusions

The main focus of this thesis is to combine numerical simulations with advanced ultra-fast optical diagnostics to investigate the dynamics of the plasma-surface interface region in capacitively coupled radio-frequency oxygen plasmas.

The developed fluid model, with semi-kinetic treatment of electrons and an improved ion transport treatment, was in first place applied to systematically study the influence of residual oxygen on discharge dynamics in an established helium-oxygen environment for capacitively coupled radio-frequency plasmas. It was found, that independent of the actual oxygen admixture to the feed gas helium, oxygen constitutes the main dominant positive and negative ion species in the discharge due to its significantly lower ionisation threshold. Furthermore, Penning-ionisation of oxygen through helium metastables plays an important role in promoting the oxygen ion dominance. The average charged particle densities decrease with increasing oxygen admixture, but the spatial particle distribution, electronegativity and electron-impact induced ionisation pass through a maximum for an oxygen content of 5%–10%. This could be attributed to an increasingly collisional plasma so that balances of particle production and destruction processes shift. Furthermore, the influence of the applied power on numerous plasma properties was discussed to establish the discharge regime and transition from an $\alpha$-mode to a $\gamma$-mode discharge. The subsequent voltage-current analysis under pressure variation indicated the plasma to become more conductive, which was reflected in an increasing current density. This resulted in a change of the impedance and explained the decreasing phase between current density and voltage with increasing pressure. A critical analysis of reaction rates revealed that certain reactions can easily be neglected without exhibiting a major effect on the results.

As a consequence, the simulations were reduced to an oxygen only model to speed up computational time and to provide best possible insight into the fundamental under-
lying plasma physics. Therefore, a simplified reaction scheme including one dominant positive ($O_2^+$) and negative ion ($O^-$) species, the background gas ($O_2$), and electrons was considered. Additionally, the use of voltage instead of power input as preferred reference to experimental measurements was motivated. The main focus was put on modifications to the standard fluid model approach for plasma modelling and their impact on phase resolved charged particle dynamics in geometrically symmetric as well as asymmetric discharges. In particular, a correct treatment of energy dependent ion mobilities for radio-frequency plasmas was incorporated in the numerical simulations. This has been found to play a significant role in the presence of high electric fields in the interface region between plasma and surface. Ionisation dynamics caused by direct electron-impact for the non-modified and modified models were compared in the symmetric as well as the asymmetric modelling regime. In both regimes, the pronunciation of ionisation features is significantly reduced due to the modifications. In contrast to the standard modelling approach, ionisation through secondary electrons loses its dominance over ionisation in the sheath expansion phase. This is mainly a result of the improved ion mobility treatment. Furthermore, deviations in the simulated weighted ion energies are significantly dependent on the specific treatment of ion mobilities and geometry of the discharge chamber. However, the spatial distribution of particles remains generally unaffected despite any changes in the model. This makes an absolute comparison between experiments and simulations difficult, especially if access to additional optical diagnostics with which the excitation or ionisation features can be observed is limited. Although the spatial particle distribution is comparable in both model regimes, secondary electrons can only be accounted for with the introduced approximation. Despite the fact that secondary electrons are not accounted for as separate group in the standard modelling approach it has been shown that they play a major role as the dominant electron group at the electrodes affecting charged particle dynamics. Furthermore, a critical comparison to experimental and computational work from several independent groups with special regard to particle densities, particle distributions, and excitation dynamics for a range of parameters showed that the presented modified model is capable of closing the gap on the usual discrepancies between PIC and fluid simulations. This is mainly due to the modified ion mobility treatment describing more realistically the ion
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kinetics, which become especially important at low pressures near the surface. Generally, a very good agreement was achieved, particularly with regard to the RF excitation dynamics. It was found that the modified model is able to decrease the lower limit of applicable pressure as opposed to the non-modified approach. It can therefore be a valuable tool in the intermediate pressure regime, where typical PIC simulations become slow and conventional fluid models fail.

With the help of the simplified oxygen model the importance of metastable singlet delta oxygen (SDO) in oxygen discharges, in particular its influence on the charged particle dynamics in the investigated parameter regime was identified. Typically, it is assumed that SDO, as a long living metastable species with a natural lifetime of 64.4 minutes, has no effect on the fast plasma dynamics within the RF cycle. However, under the investigated discharge conditions, the plasma is a detachment dominated discharge, in which SDO is the main collision partner for negative ions. As a consequence, the effective SDO lifetime decreases significantly and was determined to be \( \leq 1 \) s, mainly driven by volume processes and the gas flow. Surface loss processes, induced by thermal flux of SDO towards the chamber walls and affected by the SDO surface loss probability, do not play a significant role for the effective lifetime. However, the SDO surface loss probability is strongly responsible for the actual equilibrium SDO content in the discharge. Although, this leads to a still long enough effective lifetime to allow a build up of significant SDO metastable densities in \( \text{O}_2 \) discharges up to 15\%, SDO can actually respond to surface changes on a timescale below seconds that is likely to occur in plasma processing applications, and consequently it is important to take this into account. Despite the strong modulation of the SDO content due to the SDO surface loss probability, the electronegativity was found to also be strongly modulated. In this regard, discrepancies between simple analytical models and the presented fluid model were discussed. Exemplarily, two different SDO surface loss probability values were chosen in order to examine and compare the corresponding spatial distributions of the charged particles and the phase and space resolved ionisation. From this was deduced that the SDO surface loss probability plays an important role for plasma dynamics and can therefore be used as a first sensitive indicator for the actual surface condition under the investigated regime.
Apart from this, other physical and chemical plasma-surface interaction processes can play a vital role for determining gas-phase species concentrations and the discharge equilibrium. Therefore, a second relevant surface reaction mechanism was identified as positive ion neutralisation inducing secondary electron emission. Consequently, modelling a set of different SDO surface loss probabilities and secondary electron emission coefficients was used to gain further insight into their effects on plasma parameters and excitation dynamics and to improve understanding of these important plasma-surface interaction processes. Both processes were found to be decoupled regarding their impact on global charged particle densities as well as excitation mechanisms. Hence, providing a unique fingerprint that can be used to correlate numerical simulations to phase resolved experimental observations in order to determine the actual surface condition and draw conclusions on other relevant plasma parameters.

To verify the synergistic coupling of numerical simulations and fast optical diagnostics, a total of nine wafer materials with different characteristics have been examined in a capacitively coupled oxygen plasma with 2% argon admixture. The investigated materials were Teflon, glass, aluminium, stainless steel, tungsten, copper, 50 nm gold coating on stainless steel, n-type silicon, and 50 nm silicon dioxide coating on n-type silicon. Power-voltage characteristics followed very similar trends, regardless whether the utilised wafer consisted of a dielectric, semiconducting or metallic material. For elevated pressures a hysteresis effect was observed and surface modifications due to plasma treatment were discussed qualitatively.

From a comparison of excitation dynamics between different wafers, a first surface parameter, i.e. the surface work function, could be estimated. Further detailed analysis of general excitation dynamics behaviour under voltage and pressure variation revealed that on the one hand, a voltage increase promotes excitation through secondary electrons and heavy particles. Whereas on the other hand, a pressure increase indicated that the overall excitation decreases due to the increasing collisionality of the plasma discharge. Observing the phase resolved excitation as well as its Fast Fourier Transform and coupling them with numerical simulations has proven to enable the determination of surface parameters. With the help of both methods, of which the temporal evolution turned out to be more sensitive, an overview of the obtained SDO surface loss probabilities and
secondary electron emission coefficients as indicators of the actual surface condition for
the investigated wafer materials was given. There, Teflon showed the highest probability
to destroy SDO ($3 \times 10^{-3}$), while stainless steel and tungsten were least effective in the
destruction of SDO showing a more than two orders of magnitude lower probability
($1 \times 10^{-5}$). Silicon was found to lie between Teflon and stainless steel ($4 \times 10^{-4}$). The
secondary electron emission coefficient was determined to be 0 at voltages below 300 V,
except of aluminium (0.01), and gradually increased with increasing voltage.

For the determination of the important chemically active radical species atomic oxygen
and local electron energies for industrially relevant oxygen plasma discharges, the
use of an advanced actinometry approach was motivated. It takes direct electron-impact
excitation into the argon Ar($2p_1$) state and the oxygen O($3p^5P$) and O($3p^3P$) states as well
as dissociative excitation into the two latter states into account. In this context, electron-impact
excitation is responsible for the creation of transient excited states and through
the subsequent optical emission, and associated temporal evolution, distinct atoms and
molecules can be identified. The power and sensitivity of this method originates from
exploiting both the energy dynamics as well as the population dynamics in the non-
linear plasma-surface interface region. With the help of simple kinetic simulations the
corresponding population dynamics can be calculated and used to obtain the ratios of
the effective excitation rates. However, advanced actinometry is only applicable when
the population of an excited state reaches its maximum. In this regard, the resulting
local electron energy gives an estimation for the upper limit of the mean electron energy,
while the atomic oxygen density can be regarded as absolute value.

Initial measurements, conducted at the discharge centre under variation of the volt-
age and pressure, showed that local electron energies increase with voltage but decrease
with increasing pressure. Although the absolute local electron energies varied for the
different investigated wafer materials, they stayed in approximately the same range of
4.5 eV–6 eV. This was in very good agreement with the simulations that predicted
a mean electron energy in the range of 4 eV. Furthermore, atomic oxygen densities
were found to generally increase with increasing pressure and voltage, however can
undergo attachment-induced ionisation instabilities due to considerable formation of
negative ions. Differences using varying wafer materials are attributed to their atomic
oxygen surface loss probabilities. Generally, metallic wafers were found to have the highest atomic oxygen surface loss probabilities, followed by semiconducting and di-electric wafers. Therefore, the resulting atomic oxygen densities were in the range of $(0.8 - 2.0) \times 10^{20} \text{ m}^{-3}$.

Subsequent spatially resolved measurements revealed that the radial emission profile from the plasma discharge is highly inhomogeneous. Nevertheless, the radial spatial distribution of electron energies and atomic oxygen is homogeneous over most of the wafer surface. At the wafer and electrode edge electron energies were found to increase due to enhanced electric fields, whereas atomic oxygen densities decreased. Furthermore, a clear transition from an $\alpha$-mode to a $\gamma$-mode discharge promoted a central peak of the atomic oxygen density to form with the density near the wafer edge about one order of magnitude lower than at the centre.

Conclusively, the demonstrated synergistic coupling of numerical simulations and phase resolved optical emission spectroscopy measurements, presented in this thesis has been proven to be capable of enabling the determination of important surface parameters as well as measurement of important reactive species such as atomic oxygen in industrially relevant plasma discharges. This will not only provide more accurate results from the simulations, but also give the opportunity to create spatially resolved maps of atomic oxygen in different chemical environments. This information can then be used to obtain optimal experimental conditions under which the production of atomic oxygen as main radical species can effectively be tailored.

For future research, it would be interesting to show the applicability of the demonstrated experimental methodology for a range of different plasma sources. Here, high pressure or atmospheric discharges, used for surface modifications or medical applications, are of same interest as ultra-low pressure discharges, mainly implemented in industrial tools for plasma surface processing. Particularly, extremely low pressure discharges are of interest because there the presented fluid modelling approach is known to fail. Nevertheless, due to the understanding gained of the mutual dependence of surface condition and plasma dynamics, those complex discharges could now be described better and important in-situ measurements of surface condition and radical species densities could be conducted.
A. Relevant Energy Levels of Oxygen and Argon

Figure A.1.: Energy levels of Ar I [173].
Figure A.2.: Energy levels of O I [174, 175].
B. Additional Excitation Profiles

For the two industrially most relevant wafer materials, silicon and silicon dioxide, all obtained phase resolved excitation rates will be illustrated under voltage and power variation for the sake of completeness. Please note, that although the observations are qualitatively the same, the quantitative differences lead to individually unique surface parameters, electron energies and atomic oxygen densities as determined in the course of this thesis.
- Silicon (Si) wafer: Voltage variation

Figure B.1: Phase resolved excitation into the Ar(2p₁), O(3p³P), and O(3p³P) states using a silicon (Si) wafer under voltage variation.
- Silicon (Si) wafer: Pressure variation

![Graphs showing phase resolved excitation into the Ar(2p1), O(3p^5P), and O(3p^3P) states using a silicon (Si) wafer under pressure variation.]

**Figure B.2.** Phase resolved excitation into the Ar(2p1), O(3p^5P), and O(3p^3P) states using a silicon (Si) wafer under pressure variation.
• Silicon dioxide (SiO₂) wafer: Voltage variation

Figure B.3: Phase resolved excitation into the Ar(2p₁), O(3p⁵P), and O(3p³P) states using a silicon dioxide (SiO₂) wafer under voltage variation.
B. Additional Excitation Profiles

- Silicon dioxide (SiO₂) wafer: Pressure variation

Figure B.4: Phase resolved excitation into the Ar(2p₁), O(3p⁵P), and O(3p³P) states using a silicon dioxide (SiO₂) wafer under pressure variation.
C. Optical Narrow Bandpass Filter

Transmittance Data

![Graph showing transmittance data for a narrow bandpass filter centered at 750.46 nm with bandwidths of 0.50 nm at 50% and 0.94 nm at 10%.]

**Figure C.1.** Transmittance data for (750.46 ± 0.50) nm optical bandpass filter.
Figure C.2.: Transmittance data for $(777.45 \pm 1.75)$ nm optical bandpass filter.

Figure C.3.: Transmittance data for $(844.79 \pm 0.95)$ nm optical bandpass filter.
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List of Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Full Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>1D</td>
<td>One-dimensional</td>
</tr>
<tr>
<td>AC</td>
<td>Alternating current</td>
</tr>
<tr>
<td>C</td>
<td>Capacitor</td>
</tr>
<tr>
<td>CCD</td>
<td>Charge-Coupled Device</td>
</tr>
<tr>
<td>CCP</td>
<td>Capacitively coupled plasma</td>
</tr>
<tr>
<td>DC</td>
<td>Direct current</td>
</tr>
<tr>
<td>DD</td>
<td>Drift-Diffusion approximation</td>
</tr>
<tr>
<td>EEDF</td>
<td>Electron energy distribution function</td>
</tr>
<tr>
<td>FFT</td>
<td>Fast Fourier Transformation</td>
</tr>
<tr>
<td>FWHM</td>
<td>Full Width at Half Maximum</td>
</tr>
<tr>
<td>GEC</td>
<td>Gaseous Electronics Conference</td>
</tr>
<tr>
<td>ICCD</td>
<td>Intensified Charge-Coupled Device</td>
</tr>
<tr>
<td>LED</td>
<td>Light-Emitting Diode</td>
</tr>
<tr>
<td>MCC</td>
<td>Monte Carlo Collisions</td>
</tr>
<tr>
<td>MCP</td>
<td>Micro-Channel Plate</td>
</tr>
<tr>
<td>MFC</td>
<td>Mass Flow Controller</td>
</tr>
<tr>
<td>OES</td>
<td>Optical Emission Spectroscopy</td>
</tr>
<tr>
<td>PIC</td>
<td>Particle-in-Cell</td>
</tr>
<tr>
<td>PROES</td>
<td>Phase Resolved Optical Emission Spectroscopy</td>
</tr>
<tr>
<td>RCT</td>
<td>Relaxation Continuum</td>
</tr>
<tr>
<td>RF</td>
<td>Radio-Frequency</td>
</tr>
<tr>
<td>SDO</td>
<td>Singlet Delta Oxygen</td>
</tr>
<tr>
<td>TALIF</td>
<td>Two-Photon Absorption Laser-Induced Fluorescence</td>
</tr>
<tr>
<td>TTL</td>
<td>Transistor-Transistor Logic</td>
</tr>
<tr>
<td>VIH</td>
<td>Visible and near infrared region</td>
</tr>
</tbody>
</table>
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