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abstract

Increasing growth of wind turbine systems suggests a more systematic re-
search around their design, operation and maintenance is needed. These sys-
tems operate under challenging enviromental conditions and failure of some
of their parts, for the time being, is frequent, although undesirable. Wind
turbine gearboxes, more particularly, seem to be so problematic that some
wind turbine designs avoid including them. Structural health monitoring
and condition monitoring of wind turbines appear to be necessary in order
to determine the condition and lifespan of the wind turbine components and
the drivetrain respectively. In this way reparative actions could be taken
whenever needed resulting in reduction of maintenance costs.

This thesis focuses on the condition monitoring of wind turbine gearboxes,
taking into account the varying loads that they endure. Currently, the
vibration-based damage detection methods used in real life wind turbine con-
dition monitoring systems are based on conventional methods that generally
fail to detect damage at its early stage under the operational conditions ob-
served in wind turbines. Load and speed variations of the drivetrain that are
observed commonly in wind turbines influence the vibration signals and can
possibly affect potential damage features. This shows a demand for effective
methods for early damage detection. Developments in the area of advanced
signal processing should be examined and applied in damage detection of
wind turbine gearboxes. Methods from time-frequency analysis, time-scale
analysis, pattern recognition, multivariate statistics and econometrics are
examined in this study in a condition monitoring context.

One important part of the work presented is the development of a simple
gearbox model interfaced with realistic wind loading, a model feature that
appears to be novel. Other interesting aspects of this thesis are related to the
use of the empirical mode decomposition method for time-frequency analy-
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sis. The use of Teager-Kaiser energy operator as an alternative technique to
Hilbert transform for the estimation of the instantaneous characteristics of
the decomposed signals is one of these aspects. The study showed that for
some cases and under certain conditions this operator could help to improve
the time-frequency analysis. Another aspect is the observation of the change
of the number of the intrinsic mode functions produced, for the different load
and damage cases, during the decomposition process. This observation was
connected theoretically with what is known as the mode mixing problem of
the empirical mode decomposition method. For the feature discrimination
part of this work, the simplest novelty detection method, outlier analysis, was
used in a slightly different manner than in previous studies and the results
obtained were compared with a novel adaptive thresholding technique, the
3D phase-space thresholding method. The previously described approaches
were applied on the simulated gearbox data but also on real wind turbine
gearbox data. Finally, cointegration analysis was proposed as a potential
method for removing the effects of the gearbox load variations. This is a
novel concept for the condition monitoring of wind turbine gearboxes. An
approach which makes it possible to use data from just a single sensor in order
to perform cointegration analysis was developed and the process for applying
multiscale cointegration using either wavelets or the empirical mode decom-
position method was discussed. This final part of the work is an initial step
towards applying cointegration to condition monitoring data.
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Chapter 1

Motivation and scope of the
thesis

Wind power has gained significant interest in recent years. The main reasons
contributing to this are the rise of environmental conciousness, the limited
supply of fossil fuels (expected to run out in the next 50 years if the rates
of their consumption stay the same) and finally the fast development of
technology which helped in decreasing the costs of renewables, making them a
realistic commercial option. Figure 1.1 shows part of a wind farm in Aalborg,
Denmark.

Figure 1.1: Wind farm in Aalborg, Denmark (2011).

1
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Figure 1.2: Global installed wind energy capacity over the years
1996-2012 in MW [1].

1.1 Motivation

According to the global wind statistics of 2012, estimated by the global wind
energy council (GWEC) [1], wind power expanded by almost 20% in 2012
around the world to reach a new peak of 282 GW of total installed capacity
(Figure 1.2).

The UK now ranks sixth in the world for installed wind power, with 8.5 GW.
In Europe, only Germany (31 GW) and Spain (23 GW) have more. China
leads the world with 77 GW installed and the US is second with 60 GW.
The UK is by far the world leader in offshore wind deployment, installing
0.85 MW in 2012 to bring the total so far to 3 GW as shown in Table 1.1.
Wind energy makes a significant contribution to the UK, with an output of
15.5 TWh in 2011 equivalent to the annual electricity demand of 4.7 million
homes [2].

In order to make wind energy an attractive alternative option of power gen-
eration, the matters of reliability and cost should be addressed [3]. In order
to reduce the costs of wind energy, larger wind turbines were manufactured,
which on the other hand meant more complex designs. Bigger and more
complex designs though, operating under extreme environmental conditions,
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Table 1.1: Global offshore installed capacity for 2011 and 2012
(GWEC) [1]

Offshore [MW] Total 2011 New 2012 Total 2012

United Kingdom 2093.6 854.2 2947.9

Denmark 847.3 46.8 921.1

Belgium 195.0 184.5 379.5

Germany 200.3 80.0 280.3

Netherlands 246.8 0.0 246.8

Sweden 163.7 0.0 163.7

Finland 26.3 0.0 26.3

Ireland 25.2 0.0 25.2

Norway 2.3 0.0 2.3

Portugal 2.0 0.0 2.0

PR China 262.6 127.0 389.6

Japan 25.2 0.1 25.3

Total 4117.3 1292.6 5410.0
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common especially for offshore wind turbines, meant bigger challenges in
terms of reliability. The oldest wind turbine designs seem to have disap-
pointed expectations concerning their life expectancy [4], and this has been
mainly because the initial designs underestimated the extreme conditions un-
der which the wind turbine components operate. These weather conditions
include large temperature variations, extreme wind turbulence and lightning.
The wind turbine components that have been observed to fail more frequently
are the electrical components, the blades and the gearbox. In addition, the
gearbox is the most expensive component to repair and the component that
can cause the highest downtime in a wind turbine system. All the above
mean high operation and maintenance costs, which is not a desirable char-
acteristic in order to make wind power a competitive energy source in the
energy market. Better designs of the wind turbine components is of course
one answer to the solution of this problem; the other is structural health mon-
itoring (SHM) and condition monitoring (CM) of the wind turbine systems.
For CM, changing environmental and operating conditions of the wind tur-
bine can create difficulties in the signal processing of the vibration signals.
This is because wind variations can lead to load variations on the gearbox.
CM in this case is more challenging as will be explained further on.

The work produced in this thesis is part of the SYSWIND project, and is
funded by the European Commission Seventh Framework Program under the
Marie Curie Network Scheme. The aim of this project is to conduct research
that could help improve the next generation of wind turbines. Several aca-
demic as well as industrial partners and research laboratories are involved in
this project, each one of which is responsible for different parts of the work
of the project. The full network partners include: Trinity College Dublin,
Aalborg University, Risø National Laboratory of Denmark Technical Univer-
sity, LAC Engineering, the University of Patras, the University of Cagliari
and the University of Sheffield. The University of Sheffield is responsible for
the research related to the SHM and CM of wind turbines.

In the next sections of this chapter the scope of this thesis will be presented
and a brief outline of the chapters included will be given.

1.2 Scope of this thesis

The scope of this thesis is to test non-classical vibration-based methods as
potential diagnostic tools for condition monitoring of wind turbine gearboxes.
The major issue, as discussed in detail later on in this thesis, is the fact that
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wind turbine gearboxes do not operate under steady load and speed condi-
tions, which means that their vibration signals are not necessarily stationary
all the time. For this reason, the application of more sophisticated signal
processing techniques than standard Fourier analysis is necessary.

Time-frequency analysis methods can overcome the problem of analysing sig-
nals of a time-varying nature. For this purpose the relatively new empirical
mode decomposition is proposed and its application on wind turbine gearbox
data is demonstrated combined with different amplitude-frequency separa-
tion methods. Among these, the Teager Kaiser energy operator approach ap-
pears to have been applied very few times in the condition monitoring field.
The discrimination of damage features is also dealt within a time-frequency
perspective using novelty detection methods for this part of the study. The
use of an adaptive thresholding method, the 3D-phase space thresholding , is
demonstrated in this part, seeming to be a novel technique in the condition
monitoring field and an appropriate choice for the kind of damage features
extracted from the time-frequency analysis performed previously.

Finally, a completely different approach is presented as a possible solution to
the problem of influence of the varying operating conditions of wind turbines
on the damage features. Removing trends induced by operational conditions
from damage sensitive data is accomplished by using cointegration analysis ,
a technique that originates in the field of econometrics and has been applied
recently in the field of structural health monitoring. Two novel ideas can
be found in this part of the study. The solution to the problem of lack of
data from different sensors when performing cointegration and the idea of a
multiresolution cointegration approach that could be applicable to condition
monitoring of wind turbine gearboxes.

1.2.1 Brief outline of thesis

The outline of the chapters of this thesis follows:

• Chapter 2 is an introduction to the basic ideas of condition monitoring.
In addition, a literature overview is provided summarising most of the
signal processing and machine learning methods that have been used
over the years in the condition monitoring field.

• Chapter 3 describes the common configuration of wind turbine systems
and their operating modes in order to have a better understanding
of the challenging conditions prevailing in wind turbines that might
inhibit the successful application of a condition monitoring approach.
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Then, one of the main difficulties that one faces in the signal processing
part of condition monitoring, related to load variations is presented so
as to demonstrate the importance of the use of the more sophisticated
analysis methods chosen in this study.

• Chapter 4 gives a detailed description of the main wind turbine gearbox
and bearing experimental datasets used in the time-frequency analy-
sis and novelty detection parts of this study. In addition, the simple
simulated gearbox model that is used, in order to demonstrate in a bet-
ter way the kind of results expected from the methods, is thoroughly
described. This model allows for certain nonlinear and time-varying
characteristics and takes into account varying loads similar to those
found in wind turbines.

• Chapter 5 explains the empirical mode decomposition method, the
main time-frequency analysis method used in this thesis. The mode
mixing problem of this technique is discussed and through a simulation
a potential damage feature related to this problem is suggested with
concerns and under specific cases. In addition, the Hilbert Transform
and the Teager Kaiser energy operator are described; the first as a
standard amplitude-frequency separation technique and the second as
a rather novel method in this field.

• Chapter 6 applies the empirical mode decomposition method in com-
bination with both of the amplitude-frequency separation techniques
presented and a comparison of the methods is made. Damage features
in this way are extracted and are available for the feature discrimination
that follows in the next chapter.

• Chapter 7 presents in a different manner the way a novelty detection
method, outlier analysis, could be applied to the damage features in
order to maintain a time-frequency perspective. In addition, 3D-phase
space thresholding is introduced as an alternative approach.

• Chapter 8 begins investigations on cointegration. The possibility of
cointegration using data from a single sensor is investigated through
a simulated example. In addition, multiresolution cointegration is
demonstrated on data coming from a benchmark study involving Lamb-
wave propagation for detecting damage in a composite plate.

• Chapter 9 concludes the thesis, discusses limitations of the work pre-
sented and suggests future work.



Chapter 2

An introduction to condition
monitoring

CM is the practice of monitoring parameters indicative of the mechanical
condition of rotating machines while in operation. It can be seen as a sub-
field of the SHM field, that specifically addresses damage detection in rotating
and reciprotating machinery, usually as used in the manufacturing and power
generation industries [5]. Indeed, condition monitoring methods do not differ
significantly from other damage detection methods. A difference of CM when
compared to SHM is the fact that the nature of rotating machinery operation
influences the way that particular faults are shown in the dynamic responses
of the machinery. This is an a priori knowledge that can be used in order to
achieve a successful CM scheme.

When compared to other maintenance strategies, such as run-to-break down
maintenance or preventive maintenance, which is done at regular intervals
shorter than the expected “time between failures”, on-line CM gives consid-
erable economic advantages, a fact that explains the growing interest in this
research area [6].

The most obvious aim of a CM-based maintenance strategy is to be able to im-
mediately detect any introduced damage in rotating machinery components,
such as gears or bearings. Other objectives for CM would be to determine
the fault location and its severity level, after its detection and finally pre-
dict the remaining useful life of the component examined, just like the aims
of any SHM system. From this point of view the SHM or CM problem is
a damage identification problem and can be summarised in an hierarchical

7
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process. Rytter’s damage identification hierarchy [7], is usually referred to
in describing the SHM objectives (Figure 2.1; although additional levels to
this hierarchy have been suggested in the literature [5]). Success at any given
level of this hierarchy usually depends upon having already achieved success
at lower levels.

Since CM is analogous to SHM, some basic SHM concepts will be first de-
scribed in the following section, that the author will try to adjust into CM
terms.

4thLevel : Prognosis

3rdLevel : Quantification

2ndLevel : Localisation

1stLevel : Detection

Figure 2.1: Rytter’s Hierarchy describing the global objectives
of SHM [7].

2.1 The CM pattern recognition paradigm

In general terms, damage is defined as changes introduced into a system, that
adversely affect the current performance of that system [8]. These changes
can be intentional or unintentional, changes to the material and/or geometric
properties as well as changes to the boundary conditions and the system
connectivity. The distinction between damage and failure is that failure
occurs when the damage progresses to a point where the system can no
longer perform its intended function. Damage can be therefore present in all
engineering systems at different levels, and can accumulate incrementally over
long periods of time, but can also progress very quickly. The above concept of
damage implies that damage is not meaningful without a comparison between
two different states of the system, one of which represents the initial and often
undamaged state.

Pattern recognition is a discipline combining mainly statistical, neural and
syntactic approaches that can provide a fundamental framework for carrying
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out SHM. A general statistical pattern recognition paradigm for an SHM
system is summarised in the following sequence of procedures [9]:

• Operational evaluation,

• Data acquisition,

• Feature extraction,

• Statistical modelling for feature discrimination.

These four terms are described briefly in CM terms below:

The operational evaluation for rotating machinery answers questions related
to the justification of the need of performing CM to the system, the kind
of damage in the system being investigated and the description of the oper-
ational and environmental conditions of the monitored system. Depending
on the application, economic arguments for performing condition monitor-
ing will vary. The definition of damage is usually a straightforward process:
the most common types of faults that can be found in rotating machinery
are shaft faults, gear faults, bearing faults and faults in the electrical com-
ponents for the case of electrical machines. Shaft faults include unbalance,
misalignment, shaft bending, whirl and cracking, gear faults include spalls,
pitting, and cracks and bearing faults are categorised in outer/inner race
faults, rolling element faults and cage faults. Finally the main operational
limitations of machines are the noisy environments, personnel availability
for the necessary measurements, and sometimes the remote location or haz-
ardous environments of such systems.

The data acquisition part of the CM process has to do with the selection
of the excitation methods, the sensor types, number and locations and the
data acquisition hardware. Selection of the placement of the appropriate
sensors depends on the type of the machinery and its construction. This
thesis focuses on vibration-based condition monitoring, that is why what is
described in the following will be explicitly under this perspective. Vibration
transducers can measure displacement, velocity or acceleration, that is all
three variables in which lateral vibration manifests [6]. Proximity probes,
that can give a measure of the relative distance between the probe tip and
another surface, accelerometers, velocity transducers, dual vibration probes,
and laser vibrometers are such kinds of sensors used to measure the lateral
vibration of machines. Torsional vibration transducers also exist, these are
useful in cases where failures in machines occur because of excessive tor-
sional vibration. Torsional laser vibrometers and shaft encoders can measure
torsional vibration.
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Feature extraction is an important part of the process that deals with the
identification of data features that allow the distinction between damaged
and undamaged states of machinery. A damage-sensitive feature is a quantity
that is extracted from the measured and analysed data and is indicative of
the presence or not of damage. In the case of rotating machinery, the types
of features are often related to the machine element examined, the specific
fault and in some cases the level of damage. This is an advantage that can
facilitate the condition monitoring process, since the kind of feature observed
may give information about the defective element and its location and the
level of damage. The basic feature extraction methods used in condition
monitoring are described in Section 2.3 of this chapter.

Finally, the statistical modelling for damage detection is concerned with the
implementation of algorithms that analyse the extracted features in order to
quantify the damage state of the structure. The machine learning algorithms
used in this step fall into two categories: the supervised learning algorithms,
such as group classification and regression analysis, that are implemented
when training data are available for all conditions of the machine examined,
and the unsupervised learning algorithms, such as outlier analysis or novelty
detection methods, used when only data from the undamaged condition of the
machine are available. All of these algorithms use the statistical discipline.
Such kinds of methods are discussed in Section 2.4 of this chapter.

2.2 Vibration-based condition monitoring

Vibration analysis is one of the most prevalent methods used for condition
monitoring [6]. The concept behind vibration analysis is that the vibra-
tion signature of the component examined changes in the case of damage
occurrence. Generally, when operating in good conditions, machines gener-
ate vibrations that are linked to their shaft rotation, the gear meshing of the
gear stages of their gearbox, and other periodic or non-periodic events during
their operation.

The advantages that vibration analysis offers when compared to other con-
dition monitoring methods are significant. For example, when compared to
oil analysis, vibration analysis can give immediate information about the
machine’s condition, where in contrast with oil analysis, several days elapse
between the sample collection and their analysis. Thermography, another
condition monitoring method that has been used for damage detection of
bearings in rail vehicles [6], is not as effective a method as vibration or
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acoustic measurements, since it has been noticed that substantial rise in
temperature usually only occurs in the last stages of life of the bearings.
Finally, acoustic emission monitoring may need huge amounts of data to be
collected in order to capture rare burst events describing damage.

Machine operation involves the generation of forces and motions that produce
different vibrational, acoustical, electrical, thermal and other residual pro-
cesses [10]. This means that each machine can be modelled as a mechanical
system having multiple input excitations and multiple outputs incorporating
all these processes (a MIMO system), as shown in Figure 2.2. If hij designates
the time-discretised impulse response function describing the causality rela-
tionship between an excitation sj, and a response yi, on the system examined
then the convolution of the force signal with the impulse response function
of the transmission path from the source to the measurement point shows
the contribution to the response at one measurement point from the source
[11]. Assuming linearity and no noise corruption in the response signal, this
can be symbolically shown in the time and frequency domain as:

yi =
∑
j

hij ∗ sj (2.1)

Yi =
∑
j

HijSj (2.2)

where the upper case letters represent the Fourier transforms of the lower
case symbols, in equation (2.2).

What is obvious from the above is that in this case, where one has a MIMO
system, the general response spectrum is not just the product of a single
source spectrum and a single FRF. The basic problem of damage detection
is to decide whether the diagnosed changes are due to a change at a source
or in the system, known generally as a blind source separation problem (BSS)
[6].

The determination of a relationship between a machine condition and a dam-
age feature is the basis of all damage detection methods used in vibration-
based condition monitoring. This relationship can become quite complicated
due to the complexity of machinery, thus instead of an overall measurement
of vibration level, representing the general machine condition, it has been
shown that with the use of advanced signal processing methods, the evalua-
tion of separate machine elements such as shafts, bearings and gearboxes is
feasible and more desirable.
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Figure 2.2: The MIMO system describing the condition moni-
toring problem [6].

2.3 Basic signal processing methods used for

feature extraction in condition monitor-

ing

This section contains an overview of the most important signal processing
methods that have been used for condition monitoring over the years. These
methods can be categorised into time-domain, transformed-domain and time-
frequency analysis methods. Reviews of machinery diagnostic and prognostic
methods in condition monitoring can be found in [12, 13]. Figure 2.4 at the
end of the section summarises the signal processing techniques described.

2.3.1 Time-domain methods

Some of the most simple time-domain methods that have been used for con-
dition monitoring are time-invariant analysis methods, based on probability
distributions and density theory. This is a group of methods that use univari-
ate features. The principle of these methods is often to simply use the overall
vibration level to describe the general condition of the machine. Estimates
used in this case are peak amplitude, peak-to-peak value, root mean square
value of the signal, crest factor, and statistical moments such as variance,
skewness and kurtosis. Figure 2.3 shows the equations used when analysing
Gaussian random signals. Scientific studies employing these parameters can
be found in references [14–17].

Another technique, applied specifically to gear vibration signals, is based on
the envelope estimation of the signals analysed. In these studies, amplitude
and phase demodulation techniques are used to detect fatigue cracks in gears
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Figure 2.3: Probability density function for the Gaussian distri-
bution.

from the estimated envelope and instantaneous phase [18, 19]. Most com-
monly in this case, the Hilbert Transform (HT) is used in order to extract
the instantaneous amplitude and phase of the vibration signal from the an-
alytic signal (phase unwrapping). In addition, for the diagnostics of rolling
element bearings, it has been shown that the analysis of the envelope signals
is recommended, since the analysis of the raw signals does not always give
enough information [20].

The ideas of time-series analysis have also been applied in condition moni-
toring. Useful features in this case can be generated if one identifies a good
time-series model for the CM system examined when it is undamaged. This
model can be used to make good predictions of response of that structure
and estimate the variance of the error signal (residual), between the model
outputs and measured outputs. High variance in this case shows that the
system is damaged, since the model failed to make good predictions and a
change in the system is implied [21]. This approach has been applied and is
known in gearbox condition monitoring as Time Domain Averaging method
or Time Synchronous Averaging (TDA) [22, 23]. The meshing vibration is
removed from the averaged signal producing the residual signal used to detect
faults, most of the time by estimating the statistical parameters mentioned
in the previous paragraph.

2.3.2 Transformed-domain methods

The application of Fourier analysis in condition monitoring for the estimation
of the vibration spectrum has been widely used, since the efficiency of the
Fast Fourier Transform algorithm (FFT) made it a quite popular technique.
The spectrum of the damaged gearbox is compared to its spectrum under the
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normal (undamaged) condition, and appropriate filtering can also be applied
in order to isolate frequency bands believed to be associated with specific
kinds of faults. According to Randall [24], there can be observed several
characteristic components in a gearbox vibration spectrum:

• tooth meshing frequency harmonics,

• ghost components corresponding to manufacturing errors,

• sidebands due to signal modulations or eccentricity and tooth faults,

• low frequency harmonics related to additive impulses of the shaft speed
once per revolution,

• intermodulation components representing sum and difference frequen-
cies of the above components.

Combining the above, one can associate specific types of damage in gearboxes
according to the kind of change one observes in the spectrum. Intensive wear
may change the toothmeshing harmonics; misalignment and tooth faults are
potentially detected by analysing the sidebands of the spectrum (modulation
sidebands); unbalance or misalignment of the shaft can be monitored by
observing the harmonics associated with the shaft speed.

Concerning bearing diagnosis, most frequency-domain approaches rely on the
detection of the characteristic rotational frequencies related to specific bear-
ing element faults. For example, in the case of rolling element bearings, the
formulae for the ballpass frequency outer race (BPFO), the ballpass frequency
inner race (BPFI), the fundamental train frequency (FTF), and the ball spin
frequency (BSF) are shown in Table 2.1, [25].

Bearing faults in the early stages give sharp impulses that cover wide fre-
quency ranges (upto 100kHz) [6]. These frequencies result from short dura-
tion pulses generated whenever a local defect on an element interacts with
its mating element. As mentioned in the previous section, the analysis of
the envelope signal is preferable, since the raw signal may not expose the
information needed, so in this case the envelope spectrum or cepstrum can
be used for damage detection.

Cepstrum analysis was introduced in reference [26]. It is the inverse Fourier
transform of the logarithmic power spectrum. It has been quite useful in
cases where the vibration signals contain families of harmonics and sidebands
that characterise the fault. Some applications of the vibration spectrum and
cepstrum are given in references [27–29].
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Table 2.1: Characteristic frequencies of rolling element bearings

BPFO = nfr
2

(1− d
D
cosφ)

BPFI = nfr
2

(1 + d
D
cosφ)

FTF = fr
2

(1− d
D
cosφ)

fr : Shaft speed

n : number of rolling elements

d : Diameter of the rolling element

D : Race diameter

φ : angle of the load from the radial plane

Another approach that can be found in this category is the use of parametric
models, such as the Auto Regressive (AR) or the Autoregressive with eXoge-
nous inputs (ARX) models that can be used to estimate frequency domain
features using the harmonic probing algorithm [30]. In the case of AR mod-
els, frequency analysis can be employed due to the fact that the transfer
function extracted during the process has the same spectrum as the signal
being analysed when the excitation is white, which means that the poles
of the transfer function represent the frequency components of the signal
[31]. In the case of ARX models, the FRFs of the signals can be extracted.
Other methods based on parametric modelling, are adaptive noise cancella-
tion (ANC), self-adaptive noise cancellation, (SANC), and discrete random
separation methods [32, 33]; they are used to filter unwanted components of
the signal.

2.3.3 Time-frequency/time-scale analysis methods

The importance of time-frequency analysis for the signal processing of non-
stationary signals is summarised in the following: since the Fourier Trans-
form (FT) does not explicitly reflect a signal’s time varying nature because it
requires integration all over time and usually the vibration signals being anal-
ysed change over time, the FT and as a consequence the classical frequency
domain approach for signal processing of nonstationary signals is generally
inadequate. That is the reason why time-frequency analysis methods have
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gained much attention in the condition monitoring field, since faults often
manifest in the vibration signals as transient events. Apart from that, in
many cases other influences, such as time-varying loads for the case of wind
turbine gearboxes for example, may cause changes to the vibration signals
over time that might influence damage features. A more detailed analysis of
the above topics will be present in the next chapters of this thesis.

The simplest time-frequency method is the Short Time Fourier Transform,
(STFT). Comparing the signal being analysed with elementary functions that
are localised in the time and frequency domains is the basic idea behind the
STFT. The Wavelet Transform (WT), is another well known method, having
the same concept as the STFT. The difference between the two methods is
in the different basis/elementary functions chosen during the process that
lead to different signal representations. Because of that, wavelets give better
localisation properties at high frequencies and are useful for detecting local
events in the signals.

In order to be more accurate, a more appropriate signal processing category
to which wavelets belong is that of time-scale analysis, since the WT de-
composes a signal into different scales rather than actual frequency bands.
Wavelet analysis is probably the most popular technique; a review of con-
dition monitoring applications is found in reference [34]. Some examples of
WT applications in condition monitoring are given in references [35–39].

Another approach to processing nonstationary signals is the Cohen class
time-frequency distributions. In this class many different distributions have
been introduced with the Wigner-Ville (WVD) and the Choi-Williams (CWD)
distributions being the most famous ones. Unlike the power spectrum pro-
duced by the STFT, or the time-dependent spectrum of the WT, the energy
distribution in the joint time-frequency domain, such as the WVD, is very
complicated [40] as the underlying transforms are nonlinear. Condition mon-
itoring applications of the WVD can be found in [41–43].

Relatively recently, the empirical mode decomposition (EMD) method was
also proposed [44]. Since then, attention was gained in applying the EMD
in the damage detection field [45, 46]. This technique decomposes the signal
into a number of meaningful signal components, representing simple oscilla-
tory modes matched to the specific data. This is one of the basic advantages
of the EMD when compared to other time-frequency methods. After decom-
posing the vibration signal, the instantaneous frequency and amplitude of
each component can be estimated, most commonly by applying the HT. A
review of EMD condition monitoring applications is given in reference [47].
Apart from the original EMD algorithm, new versions of it have been pro-
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posed in order to improve its performance. In order for example to overcome
a problem of the EMD that has been observed in specific cases of signals
where intermittencies exist [48], known as mode mixing, the ensemble em-
pirical mode decomposition (EEMD) was proposed [49, 50]. Other EMD
algorithms that have been proposed are the complementary ensemble em-
pirical mode decomposition (CEEMD) [51] and the bivariate empirical mode
decomposition (BEMD) [52]. Applications of the EMD algorithm and its
alternatives to bearings can be found in references [53, 54]; applications to
rotors can be found in references [55–57] and applications to gears can be
found in [45, 46, 58, 59].

Generally, each technique has advantages and drawbacks, but it seems that
the main reason for the popularity of the most recent method, the EMD,
is that apart from offering similar results in terms of resolution to other
techniques, it is also an adaptive method. Adaptive time-frequency analysis
is the area of latest interest to signal processing researchers, but with the
aim as well of creating a method with a better mathematical background
than that of the EMD. One of the latest techniques towards this direction
is the synchrosqueezing transform (ST) as an EMD-like tool but with a WT
mathematical background. Its first application in the condition monitoring
field is given in reference [60].

2.3.4 Other methods

Cyclostationary analysis and spectral correlation have also been applied in
the condition monitoring of bearings and gears [61–63]. Cyclostationary anal-
ysis gives the possibility to separate signals with cyclostationary properties
of 2nd order [6]. In addition, different cyclic frequencies can be separated
from each other as well. By definition, an nth-order cyclostationary signal is
one whose nth order statistics are periodic. Vibration signals from gears and
bearings are considered cyclostationary and pseudo-cyclostationary, making
it convenient to use cyclostationary analysis in order to analyse them. During
this process the spectral correlation, which is the two-dimensional FT per-
formed on the two-dimensional autocorrelation function, giving eventually
the spectrum of the squared envelope of the signal, as well as the Wigner-
Ville Spectrum, can be obtained.

Another category of methods, not described up to now, is that of data com-
pression methods used to reduce the dimensions of data. Such methods are
needed because of the limitations of storage but also because of the problems
that high dimensionality raises in terms of pattern recognition and machine
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learning [64]. Data compression can be achieved through transformation
and from this point of view the Fourier transform or the wavelets can be
used as data compression methods. Principal component analysis (PCA) is
a classical method from the field of multivariate statistics, otherwise known
as the Karhunen-Loeve Transform/Hotelling Transform. It is a data com-
pression method, but also a decomposition method that decomposes a signal
spectrally from low frequency bands to high frequency bands. Just like the
Fourier analysis, PCA is based on projection onto a set of basis vectors,
with the difference that this basis is generated from the data, not fixed and
predetermined. Similar methods to PCA are linear discriminant analysis
(LDA), independent component analysis (ICA), self-organising maps (SOM)
and discriminant diffusion map analysis (DDMA) [65].

Signal processing methods

Time-domain methods Transformed-domain methods Time-frequency/scale analysis

Statistical Parameters

AM-FM demodulation

Time-domain averaging

...

Spectrum

Cepstrum

Envelope analysis

Parametric modelling

Discrete random separation

Spectral correlation

...

STFT

WVD, CWD

WT

EMD

ST

Cyclostationary analysis

...

Figure 2.4: Basic condition monitoring methods.

2.4 Pattern recognition and natural comput-

ing algorithms

A good tutorial overview of natural computing algorithms can be found in
reference [64]. The term natural or soft computing refers mainly to artificial
neural networks, fuzzy logic, machine learning and genetic algorithms, that
allow exploration of, or learning from, data.

Pattern recognition, as previously mentioned, deals with the problem of de-



2.4. PATTERN RECOGNITION AND NATURAL COMPUTING
ALGORITHMS 19

ciding whether the features taken either from raw or analysed signals using
the signal processing techniques of Section 2.3 have arisen from a damaged or
undamaged structure. Therefore, pattern recognition describes the highest
levels of the hierarchy of SHM and CM (Rytter’s hierarchy, Figure 2.1).

Supervised learning approaches to pattern recognition used in the condition
monitoring field include: Bayesian classification methods, nearest-neighbour
search, artificial neural network classifiers [66, 67] and more recently support
vector machines [68]. Unsupervised learning approaches have received less
attention in the condition monitoring field [8]; an example can be found in
reference [69] where one-class support vector machines were used. In prac-
tice, however it is not easy to apply supervised learning techniques due to the
lack of training data required for the models corresponding to damaged sys-
tems, that is why unsupervised learning/novelty detection approaches might
probably be of more use for condition monitoring.

The following summarises some basic ideas of these methods:

• Artificial Intelligence approaches: include artificial neural networks
(ANNs), fuzzy logic (FL) and evolutionary algorithms (EAs).

ANNs are computational models whose original purpose was the learn-
ing of the human brain structure and the imitation of its processes. In
mechanical systems research terms the ANNs can solve four problems:

– Autoassociation: reconstruction of a signal from noisy or incom-
plete data.

– Regression: input-output mapping.

– Classification: assignment of input data to given classes.

– Detection: find abnormalities in the input data.

The first two problems are related to modelling using neural networks
and the last category includes the novelty detection problem. There are
various ANNs but the most common is the feedforward neural network
(FNN), in which the information moves in only one direction, from
the input nodes through the hidden nodes, to the output nodes. The
multi-layer perceptron (MLP) is an FNN (Figure 2.5) and there have
been several applications of it in machinery fault diagnostics, examples
are references [70–72]; these are supervised learning approaches.

FL is a form of logic theory. Fuzzy set theory allows for approxi-
mate values and inferences as well as incomplete or ambiguous data
(fuzzy data) as opposed to only relying on certain data (binary yes/no
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Figure 2.5: An example of a MLP. In this case, two hidden layers
exist.

choices). An example of applying FL is given in [73], where frequency
spectra representing various element bearing faults are classified.

EAs are natural optimisation methods that use mechanisms inspired by
biological evolution and physics. The simulated annealing algorithm is
the simplest of the optimisation heuristics, and genetic algorithms are
the most popular of the EAs. Some applications of EAs are given in
references [74–76].

• Statistical approaches: include hypothesis testing [77, 78], statistical
process control [79], cluster analysis, nearest-neighbour algorithms, sup-
port vector machines (SVM) and hidden Markov models (HMM). Among
these, cluster analysis methods have been used most often. In CM,
cluster analysis as a term, describes multivariate statistical analysis
methods that are used to group signals characterising different fault
categories according to the similarity of the features they possess. The
result of cluster analysis is a number of heterogeneous groups with ho-
mogeneous contents [12]; there are substantial differences between the
groups, but the signals within a single group are similar. The easiest
way of signal grouping is based on calculating distance measures or
similarity measures between signals. Discriminant functions in statis-
tical pattern recognition are used to derive these measures, the most
common of which are the Euclidean distance, the Mahalanobis distance
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[80, 81], the Kullback–Leibler distance and the Bayesian distance.

As discussed in reference [64] the future machine learning methods in me-
chanical systems and signal processing will be probably focused in the ap-
plication of the Gaussian Process method, Variational Bayes, Markov-Chain
Monte-Carlo and Deep Belief Networks.

2.5 Conclusions

The basic ideas of CM were discussed in this chapter, and the most common
methods that have been used over the past years have been described briefly
in a literature overview. So far, the subject of CM was discussed in general
terms for all kinds of machinery that may exist in all industrial and other
environments. This thesis however, will be focused on the condition monitor-
ing of wind turbine gearboxes mainly and wind turbine bearings, to a lesser
extent, and the solution of major problems faced in the feature extraction
and pattern recognition part of CM. Despite the fact that CM is a mature
field now, and that it would be a relatively easy task in laboratory environ-
ments, for the case of wind turbines, certain factors related to environmental
and operational variations can make CM much more complex and difficult.
These factors will be described in the next chapter.



Chapter 3

Wind turbines and CM in
varying load conditions

In order to have a more clear understanding of the conditions prevailing
in wind turbine systems a basic description of the wind turbines and their
operating modes will follow.

3.1 Wind turbine structural overview

Wind turbines are devices that convert kinetic energy from the wind (wind
energy) into mechanical energy, used to produce electricity. Wind turbines
can be divided into two categories: the vertical axis and the horizontal axis,
according to their rotor designs. The horizontal axis wind turbines are the
most popular, and there exist two main designs for them: the up-wind and
down-wind designs. Figure 3.1 shows the basic wind turbine components for
an horizontal axis wind turbine.

These components are briefly described in the following [82]:

• The rotor is the rotating mechanism attached to the blades of the wind
turbine.

• The blades are usually made from glass reinforced plastic (GRP) and
incorporate lightning protection measures. In variable-blade-pitch wind
turbines, the blade-pitch angle can be changed to change the torque
delivered to the rotor.

22
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Figure 3.1: Horizontal axis wind turbine structural overview.

• The hub connects the rotor to the low speed shaft. This is where the
blade-pitch actuator system is located.

• The nacelle is the “box” within which the main components are housed
such as the shafts, the gearbox, the brakes, the generator, and the
electrical components. In addition, the nacelle provides the structural
connection between the tower and the rotor.

• In most wind turbine designs the rotor is connected to the generator
through a transmission system that transmits the mechanical power
of the rotor to the electrical generator. The gearbox increases the
rotational speed of the shaft, in such a way that the speed is more
suitable for driving the electrical generator. A wind turbine gearbox
photograph is given in figure 3.2.

Some wind turbine designs do not include gearboxes (gearless drive
trains), and are known as direct drive wind turbines. These designs
aimed to overcome reliability problems related to gearbox failures, of-
ten observed in wind turbines. To make up for a direct drive generator’s
slower spinning rate, the diameter of the generator’s rotor is increased,
hence containing more magnets which lets it create a lot of power when
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Figure 3.2: A wind turbine gearbox.

turning slowly. To reduce the generator weight, permanent magnets in
the generators‘ rotor can be used, while conventional turbine generators
use electromagnets fed with electricity from the generator itself. The
main issues of gearless wind turbines are that they are often heavier,
that extremely rare and expensive elements are needed for the perma-
nent magnet generators (Neodymium), and their reliability, although
still not known for the offshore wind turbines, is not necessarily im-
proved due to the lack of the gearbox, since their electrical components
are very sensitive to the challenging conditions of their operational en-
vironment.

• Most wind turbines include a mechanical brake which can be used to
stop the rotor. It can be applied during an emergency shutdown of the
wind turbine.

• The generator converts the mechanical energy into electricity. In variable-
speed wind turbines a converter is used to interface the generator to
the AC grid.

• The tower is usually made of steel and its main purpose is to provide
structural support to the nacelle and the rotor. A tall tower allows
long blades, resulting in a large coverage area of the rotor and provides
favourable aerodynamic conditions. The nacelle which is mounted on
the top of the tower can be rotated by the yaw mechanism. In this
way the rotor can be aligned with the wind. In upwind wind turbine
designs, an active yaw mechanism is essential as the orientation of the
rotor does not self-align with the wind.
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Table 3.1: Wind Turbine Classes

Class Average Wind Speed [m/s] Turbulence [%]

IA 10 18%

IB 10 16%

IIA 8.5 18%

IIB 8.5 16%

IIIA 7.5 18%

IIIB 7.5 16%

IVA 6 18%

IVB 6 16%

The wind turbine dimensions (tower height, rotor diameters, blade length)
are determined by the class of the wind turbine. Wind turbines are classified
by the wind speed they are designed for, from class I to class IV, with A or
B referring to the turbulence, as shown in the Table 3.1 [83].

Turbulence is a term that describes the fluctuations in wind speed, that
originate from meteorological phenomena or large terrain elements [84]. Most
of the times turbulence is described by the turbulence intensity which is the
ratio that is given in percentage according to the following equation:

Tintensity =
σ10min

v10min

(3.1)

where σ10min is the standard deviation of the wind speed during 10 minutes
and v10min is the mean wind speed during 10 minutes.

3.1.1 Wind turbine operation modes

Wind turbines are designed to generate maximum power over a wide range
of wind speeds. There is a maximum wind speed, commonly at around 60
m/s (216 km/h, 134 MPH), called survival speed, above which the wind
turbines cannot survive. If the rated wind speed is exceeded the power has
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Figure 3.3: Operation modes [85].

to be limited. The operation of a wind turbine is controlled by the sequence
controller, whose objective is to guide the wind turbine operation based on
the wind conditions. The wind turbine has the following states of operation
[85]:

• Idle

• Start-up

• Power production

• Shutdown

• Emergency shutdown

The start-up, the shutdown and the emergency shutdown states are transition
states between the idle and power production states. Figure 3.3 illustrates
the sequence of these operation modes.

In variable speed wind turbines, the decision of whether the wind turbine
will operate and which mode of operation it should follow is done according
the wind speed measurements. Figure 3.4 shows the power curve for an ideal
(lossless) wind turbine. At very low wind speeds, there is insufficient torque
exerted by the wind on the turbine blades to make them rotate and the wind
turbine does not generate power (Region 1: No generation). The speed at
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Figure 3.4: Typical wind turbine Power Curve.

which the turbine first starts to rotate and generate power is called the cut-in
speed. As the wind speed rises above the cut-in speed, the level of electrical
output power rises rapidly (Region 2: Maximum rotor efficiency). However,
there is a point where the power output reaches the limit that the electrical
generator is capable of. This limit to the generator output is called the rated
power output and the wind speed at which it is reached is called the rated
output wind speed (Region 3: Nominal power (reduced rotor efficiency)).
With the increase of wind speed above the rated nominal wind speed, the
forces on the turbine structure continue to rise and, at some point, there is
a risk of damage to the rotor, that is why a braking system is employed to
bring the rotor to a standstill (Region 4: No generation); this is called the
cut-out speed. Above this wind speed the wind turbine doesn’t operate.

The wind speed variations can be significant even during a single day of
operation of a wind turbine. The wind is an intermittent resource, and even
in the same wind farm, the turbines experience different wind shapes and
wind turbulence resulting in the production of different wind power. In order
to assess the frequency of wind speeds at a particular location, a probability
distribution function is often fitted to the observed data. Different locations
will have different wind speed distributions. Usually the Weibull model is
used to mirror the distribution of hourly/ten-minute wind speeds at many
locations [83, 86].

Due to wind variations, but also the operational modes transitions of the wind
turbines, wind turbine gearboxes may undergo load and speed variations.
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The latter are relatively slower because of the huge inertia of the system,
so in this thesis what will be mostly discussed is the first kind of variations
which the author will sometimes refer to as operational variations. Varying or
nonstationary loads may affect the vibration signals in a way that is described
in the following sections of this chapter.

3.2 Nonstationarity and condition monitor-

ing

Machine components generate characteristic vibration signals that separate
them from the other components and distinguish their health conditions, as
mentioned in the introduction.

Classical methods used in machinery diagnostics such as spectral analysis
are based on the assumption that the vibration signals are stationary. More
advanced approaches though, aim to solve problems related to the non-
stationarity that is often observed in real world signals. An overview of
these methods was given in Chapter 2. It was mentioned that, sometimes
classic approaches are sufficient enough for the analysis, but in order to have
the best results possible one should be aware of the kind of signals that one
analyses and choose the most appropriate method for one’s case. For most
purposes, describing a signal as a mathematical function is too broad [87].
One can impose a little more order than this by classifying signals into dif-
ferent groups. In the following section there will be a brief description of the
types of signals that exist, according to reference [87].

3.2.1 Classification of signals

Signals are functions of one or more independent variables that describe the
behaviour or nature of some phenomenon.

One can categorise the signals into deterministic or random. Deterministic
signals can be predicted for arbitrary times [88]. Random or probabilistic
signals, on the other hand, cannot be predicted by closed analytical forms
even though the physics of the system examined may be known. These signals
can be described by probability laws (stochastics, statistics).

Deterministic signals can be categorised into periodic and aperiodic. Periodic
signals complete a pattern within a measurable time frame, called a period,



3.2. NONSTATIONARITY AND CONDITION MONITORING 29

Signals

Deterministic Random

Aperiodic Periodic i.i.d. non - i.i.d.

Transient Infinite Aperiodic Stationary NonstationaryGaussian

Figure 3.5: Classification of signal types.

and repeat that pattern over identical subsequent periods. Aperiodic signals
are signals that are not periodic and can be divided into transient or infinite
aperiodic. Transient signals are those existing for a finite range of time. Ex-
amples include impulse (hammer) excitation response of systems, explosion
and shock loading, acoustic emissions, crack propagation (when the crack is
the width of the structure, the structure fails).

Random signals can be divided into independent and identically distributed
- i.i.d., for which one needs only to specify one distribution p(x) describing
the stochastic process of the random signal, and non independent and identi-
cally distributed - non i.i.d.. The most important i.i.d. processes arise when
the distribution is Gaussian. The non i.i.d. processes can be divided into
stationary and nonstationary. If the process’s joint probability distribution
does not change when shifted in time or space the signal is called (strictly or
strongly) stationary. Consequently, parameters such as the mean and vari-
ance, if they exist, also do not change over time or position. If only the mean
and standard deviation are constant, the signal is called weakly stationary.
Figure 3.5 summarises the above signal categories.

Vibration signals of rotating machinery

Vibration signals generated by rotating machines [6] are not necessarily sta-
tionary in general. Vibrations tend to change with speed and load of the
machine. A constant speed and load will typically generate stationary sig-
nals if the machine remains in normal condition. Certain types of damage
however are shown as transient events in the vibration signals, such as gear
tooth cracks or bearing cracks. Of course, machine run-up, shutdown and
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braking conditions (transient events), produce nonstationary signals also. In
addition, for the case of wind turbine gearboxes in particular, the type of
input load and speed that they undertake are varying due to the highly
turbulent wind conditions but also because of the operational wind turbine
control which intends to maximise energy extraction and prevent turbine
damages due to extreme wind conditions or grid connection faults [89]. The
next section intends to describe the difficulties that may arise when trying
to perform condition monitoring in wind turbine gearboxes that are related
to these load variations.

3.2.2 The problem of varying load conditions in wind
turbine gearboxes

Condition monitoring of wind turbine gearboxes faces a major challenge: the
input of the system examined, the gearbox, can be a nonstationary signal,
resulting in a nonstationary vibration. In addition, the dynamics describing a
gearbox may be nonlinear, due to clearances found at its mating components
(tooth backlash for example).

Signal processing of gearbox vibration signals under these conditions requires
the use of more complicated tools than just a spectrum analysis. This is the
reason why, some studies have initiated research on the influence of varying
loads on condition monitoring. Some examples of these studies are given in
the following. One of these studies, considering load variation in condition
monitoring is found in reference [90]. In this paper the pseudo-WVD was
used to produce the instantaneous power spectrum of the vibration data of
a gearbox test rig in order to perform damage detection. In the recent past,
condition monitoring of a planetary gearbox of a bucket wheel excavator used
in lignite mines taking into consideration the varying load was examined in
[91]. A band-pass filter was applied and the FFT spectrum as well as the
WVD of the acceleration signal around the first harmonic of the planetary
gearbox mesh frequency was examined. In this study it was also observed
that the acceleration signal shows some effects related to the external load
variation. In another study [92], the same datasets were used in order to
compare the PCA method with the canonical discriminant analysis (CDA),
method results. In addition, in reference [93] the same data sets were used
again and this time the feature used for condition monitoring was the sum
of the 10 amplitudes of the meshing components in the envelope spectrum.

Finally two other studies [94, 95], used gearbox rig experimental data in
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Figure 3.6: A simulated example of the input loading of a wind
turbine gearbox.

order to test the effects of a sinusoidally-varying load when performing con-
dition monitoring and in one of them a time-frequency analysis using the
Morlet continuous wavelet transform was used and in the other a paramet-
rical modelling analysis approach was proposed. The above studies confirm
the problems related to varying load conditions when performing condition
monitoring in gearboxes. Other such studies, performed in laboratory envi-
ronment using similar methods can be found in references [96, 97].

Wind turbine gearboxes undergo much more challenging load variations than
those described in the previous studies. This justifies the importance of
research on this subject, in order to improve on-line wind turbine gearbox
condition monitoring. In the previous section it was explained that wind
turbine gearboxes load conditions are varying for two reasons:

• the wind variations during the day and the wind turbulence,

• and the effect of the operational wind turbine control system as de-
scribed earlier.

References [89, 98] show measurements of wind turbine gearbox loads and
speeds. An example of a typical input load of a wind turbine gearbox is
given in Figure 3.6. This diagram was produced using the simulation model
developed in reference [99]. This model not only takes into account the
wind turbulences and control systems of the wind turbine but also the wake
influences of the wind turbines in a wind farm according to the wind direction
chosen for the simulation. The signal depicted is obviously nonstationary.
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The gearbox vibration signals are directly influenced by these nonstationary
effects.

Summarising what was explained previously, the gearbox vibration signals
under these loads may be nonstationary. There might be amplitude and fre-
quency modulations, as described in the next chapters of this thesis, that can
only be identified using time-frequency analysis methods, and not just a clas-
sical Fourier analysis. Finally, the frequency bands related to damage might
be influenced by the effects of the varying loads. These effects might not
necessarily render the entire vibration signal nonstationary at all times, but
could still affect the signal’s frequency bands of interest, the ones that dam-
age sensitive features are expected to create. In this case, potential damage
features might be altered in an uncommon way, or even false alarms might
be created, questioning the reliability of the condition monitoring method
chosen.

3.3 Conclusions

In this chapter, the structural overview and the operating modes of a generic
wind turbine were described briefly. It was explained that because of these
operating modes and the quite significant wind variations, the loads of the
wind turbine gearboxes are varying. In a CM context, this means that more
sophisticated analysis methods should be chosen. In the next chapter, the
experimental and simulated datasets used in the time-frequency analysis part
of this thesis will be presented.



Chapter 4

Experimental and simulated
datasets

The proposed condition monitoring approaches in this thesis are tested on
both experimental and simulated datasets. Acceleration data from a real
wind turbine gearbox in operation, and measurements from a bearing during
a lab experiment constitute the experimental datasets that are going to be
described. The gearbox model whose synthetic data will be used for the
analysis in the next chapters is also going to be presented in detail here.

4.1 Experimental data description

4.1.1 Gearbox datasets

The experimental gearbox vibration data analysed in this study comes from
an NEG Micon NM 1000/60 wind turbine in Germany. The measurements
of the experimental data have been taken by members of the company EC
Grupa, a Polish engineering company that maintains the wind turbine system
from which the gearbox vibration datasets were obtained. The author did
not participate in this process and therefore would like to thank Dr. Tomasz
Barszcz and Prof. Wieslaw Staszewski for sharing the data. The gearbox is
described by the kinematic scheme shown in Figure 4.1.

Generally wind turbine gearboxes are designed according to standards in or-
der to meet the appropriate reliability criteria. ANSI/AGMA/AWEA 6006-

33
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Figure 4.1: An example of a three-stage wind turbine gearbox.

A03: Standard for Design and Specification of gearboxes for wind turbines
is one of the most commonly used [100]. Gearbox designs vary, although at
present, the three-stage gearboxes with one- or two-stage planetary gear, and
the remaining stages being helical or spur gears, are generally more common.
Other designs include differential gearboxes and planet coupled gearboxes.
The gearbox examined in this case (Figure 4.1), falls into the most common
category, since it consists of three gear stages: one planetary gear stage and
two spur gear stages.

The measurements come from a single accelerometer chosen by EC Grupa
to be carrying more information concerning the damage of the gearbox. The
sampling frequency of the measurements was 25000 Hz.

Acceleration signals from this gearbox were obtained at three different dates:
31/10/2009, 11/2/2010 and 4/4/2010. The first dataset was described as the
one to be used as a reference. This is sensible because we expect damage
to increase. If it transpired that the system was undamaged at the first
test, then one would see clear signatures of damage in the later data. If it
transpired that damage was already present during the first test, one can
still use it as a reference and look for increased signatures of damage. The
second dataset was considered to be one describing an early tooth damage
of the gearbox and the third one was the dataset of the vibration signal with
progressed tooth damage in the gearbox.
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The kinematic scheme of the gearbox shows that it has two parallel spur gear
stages and one planetary gear stage. When a gearbox has two or more mesh
stages, signal processing of its vibration signals becomes more challenging
because there are multiple shaft speeds and meshing frequencies apart from
noise. This means, for the case of gear tooth damage, that one should exam-
ine the specific frequencies associated with the meshing frequencies and their
harmonics of the specific stages that include the damaged gears. Without
analysing the data, one can have an initial idea of the frequency bands that
will be affected by damage. In this case, one should expect damage features
at the highest frequency components (excluding noise) of the signal since
the second parallel gear stage includes the fast generator shaft and because
generally, it is known that it is in the harmonics of the meshing frequency of
the damaged gear pair that damage features occur.

Figure 4.2 shows the time domain signal of the dataset obtained on 4/4/2010.
The gearbox examined has a 28-tooth gear (smaller wheel) that meshes with
an 86-tooth gear (bigger wheel) at the parallel gear stage II, which is the one
at which damage was observed.
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Figure 4.2: Time history signal of acceleration (data set
4/4/2010).

The frequency components of the signal as shown in the acceleration spec-
trum (Figure 4.3), are the following:

• 15.07, 30.14 Hz: relative meshing frequency and second harmonic of
the planetary gear,

• 89.535, 179.07 Hz: relative meshing frequency and second harmonic of
the 1st parallel gear stage,
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Figure 4.3: Spectrum of acceleration (data set 4/4/2010).

• 352, 705, 1056, 1410, 2115, 2820 Hz: relative meshing frequency and
harmonics of the 2nd parallel gear stage,

• Noise.

4.1.2 Bearing datasets

The bearing datasets were measured during a joint experiment with The
Leonardo Centre for Tribology at the University of Sheffield that is partici-
pating in the Ricardo ‘Multilife’ wind energy bearing project. This project
is aiming to increase service life of the ‘Multilife’ rolling element bearing by
up to 500%. It is funded by the UK northern wind innovation programme
(NWIP).

The ‘MultiLifeTM ’ mechanism is a concept developed by engineers at Ri-
cardo UK Ltd, and aims to increase service life of wind turbine planetary
stage gearbox bearings by up to 500 percent. The plan of the acoustic emis-
sion experiments is the following: the nominally stationary inner raceway is
periodically rotated by a defined angular displacement so as to move ‘fresh’
inner raceway material into the loaded zone of the bearing, thus distributing
damage around the entire raceway circumference.

The test rig used for this work houses NU2244 type cylindrical roller bear-
ings, typical of the size utilized in the planetary stage of 10 MW wind turbine
gearboxes. The rig is designed to ensure a comparable mode of operation to
reality; such that the bearings are rotated via their outer raceways, at a
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rotational speed similar to that expected of the planetary stage bearings in
service (100 RPM) and a one directional radial load is applied via a hy-
draulic ram applying load through tension arms mounted to a non-rotating
inner shaft. The bearing outer race is belt driven and the test bearing sits
within a larger spherical roller bearing to permit this rotation.

The Leonardo Centre for Tribology at the University of Sheffield is partic-
ipating in this project with the main research purpose, among others, to
study and detect fatigue crack propagation in the inner race of the ‘Multil-
ife’ rolling element bearing using acoustic emission and ultrasound measure-
ments, mostly. For this reason, the test rig is currently located at one of
the labs of the Department of Mechanical Engineering of the university. So
participating in the experiments of the rig was of great interest.

The rig, that includes a stationary shaft, two pulley wheels and a hydraulic
ram for the implementation of loads, a rig bearing and the test bearing is
shown in Figure 4.4 (a). Figure 4.4 (b) shows the outer race and 16 the
rollers of the rig. A schematic figure of the bearing is also given in Figure
4.5.

(a) (b)

Figure 4.4: (a) Ricardo ’Multilife’ rolling element bearing (b)
and its rolling elements.

The experimental datasets used further on in this thesis were taken on two
different dates: 26/11/2012 and 28/11/2012. They are acceleration measure-
ments obtained from a PCB piezotronics triaxial accelerometer, with model
number 356B21. The accelerometer was placed on the top of the bearing
housing. Here only the x-axis datasets will be analysed. The sampling fre-
quency was 10000 Hz. In addition, during the experiment, for both datasets,
a radial load of 1000 kN was applied to the test bearing. On the first date the
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Figure 4.5: Ricardo bearing schematic.

rig was run under healthy conditions (no damage was introduced). On the
second date however (28/11/2012), damage was introduced to the rig using
the electrical discharge machining method (EDM), otherwise known as wire
erosion. A notch, 0.2 mm deep and almost 0.2 mm wide, was introduced at
the inner race of the bearing at the point of maximum load (bottom-dead-
centre), as depicted in Figure 4.6, and the rig was run up to failure (around
300000 rotations).

The speed of the shaft was around 110 RPM for the first dataset and 100
RPM for the second dataset. Because the measurements were captured dur-
ing a fatigue experiment the rotational speeds used were low and not the
same for each dataset. When the rotational speed is low the changes on one
revolution of the shaft can be influential and create difficulties in damage de-
tection. The main bearings of wind turbine drivetrains operate under quite
low speeds that vary over time. This is basically one of the main reasons
why there is often not great diagnostic information in the raw spectrum of
these signals, since smearing effects in the spectra could mask the repetition
frequencies related to damage. In this case, the rotational speeds during the
experiment were slowly increasing during the experiment.

Generally, if the spectrum of the vibration of a healthy bearing contains
any information at all, then it is information related to the shaft rotation
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Figure 4.6: EDM notch introduced at the inner race.

speed and its harmonics, which is shown as Zone I in Figure 4.7. Any
other frequencies might indicate noise, or frequencies related to other rotating
machinery operating at the same time with the bearing examined. A rolling
element bearing fault could appear at the inner, the outer race and/or on
the rolling elements. During its early stages the damage on the surface is
most of the time only local, e.g. pits or spalls. The vibration signal in this
case includes repetitive impacts of the moving components on the defect.
These impacts could create “repetition” frequencies that depend on whether
the defect is on the inner or the outer race, or on the rolling element [101].
Apart from Zone I in this case, Zones II, III and/or IV might appear in the
frequency spectrum of the vibration (Figure 4.7). Most of the times, only the
vibration spectra of bearings with early faults contain information of damage,
since with time these faults can eventually be smoothed and not give as sharp
impulses. So for early faults, the repetition impulses might create initially
an increase of frequencies in the ultrasonic frequency range, Zone IV, and
maybe excite the resonant frequencies of the bearing parts later on, Zone III,
as well as the repetition frequencies of Zone II (BSF, BPFO, BPFI) [39]. It
has been observed in previous studies though that, many times the vibration
of a damaged bearing might not carry the desired information, and that in
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Figure 4.7: Frequency content of a signal of a damaged bearing.

this case envelope analysis might be of more use for damage detection.

The test rig did not include other components, like gears, that could generate
additional frequencies in the spectrum and generally it was observed that no
significant amount of noise was in the vibration signals, so bandpass filtering
in this particular case was not important. The acceleration diagrams for
both datasets are given in Figure 4.8 and their frequency spectra are given
in Figure 4.9.

The frequency spectrum of the first dataset is flat while the spectrum of the
second dataset has more than 10 or so harmonics in the frequency bands of
6000 − 7000 Hz and 2000 − 4000 Hz as well as a peak at the frequency of
50 Hz and two harmonics at 100 and 150 Hz. The figures show normalised
values of the frequency which were obtained by dividing the actual values
with the sampling frequency. The harmonics of the higher frequency ranges
are all separated by 50 Hz each. One could admit that this is a very apparent
indication of damage to the rig even using this simple approach.
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Figure 4.8: Time history of the acceleration: (a) dataset
26/11/2012 and (b) dataset 28/11/2012.
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Figure 4.9: Frequency spectrum of the acceleration: (a) dataset
26/11/2012 and (b) dataset 28/11/2012.
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4.2 Simulated data description

Many scientific teams have examined the subject of dynamic gear behaviour
and various mathematical gear models have been developed in the past.
These models can be categorised into linear time-varying and nonlinear time-
varying. Linear gear models are arguably too simplified, and for the sake of
accuracy, nonlinear models should be used. This is because the geometrical
characteristics of the gear teeth affect the dynamics of the gear systems. The
varying gear tooth contact ratio causes a variation of the gear meshing stiff-
ness. Gear backlash, which is introduced either intentionally at the design
stages or caused by wear, makes the equations of motion of gear systems non-
linear. This is the reason why many of the analytical gear models developed
served in the study of nonlinearities in gears, parametric friction instabilities,
nonlinear frequency response of gears and bifurcation [102–109]. Reviews of
gear dynamic models are given in the references [110–112].

A generic geared-rotor bearing system consisting of a spur gear pair mounted
on flexible shafts, supported by rolling element bearings [104], is shown in
Figure 4.10 (a). The governing equations of motion can be given in matrix
form as:

[M ]{q̈(t)}+ [C]{q̇(t)}+ [K(t)]{f(q(t))} = {F (t)} (4.1)

where [M ] is the time-invariant mass matrix, {q(t)} is the displacement vec-
tor, [C] is the damping matrix (assumed to be time-invariant), [K(t)] is the
stiffness matrix, considered to be periodically time-varying, {f(q(t))} is a
nonlinear displacement vector that includes the radial clearances in bearings
and gear backlash and {F (t)} the external torque and internal static trans-
mission error excitations. In the equations, the overline is used to describe
dimensional parameters in order to be distinguished from their nondimen-
sional version (for which the same symbols are used but without the overline).

The system of Figure 4.10 (a) can be described by the two-degree-of-freedom
(2 DOF) nonlinear model shown in Figure 4.10 (b), which has been used in
previous studies [104, 106]. Its validity has also been compared with experi-
mental results [104]. The gear mesh is described by a nonlinear displacement
function B(x(t)) with time-varying stiffness K(t) and linear viscous damping
C. The bearings and shafts that support the gears are assumed to be rigid.
The input torque fluctuation is included but the output torque is considered
to be constant: T 1(t) = Tte(t) + T 1var(t) and T 2(t) = T 2m, with T 2m being
the mean output torque, Tte(t) is related to transmission error excitations
and T 1var(t) the external input torque fluctuation. In this simulation T 1(t)
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Figure 4.10: (a) A generic geared rotor bearing system and (b)
its 2DOF nonlinear gear model.

includes a torque produced using the FAST design code [113], and will be
discussed in detail in a following section. The main purpose of introducing
this input to the model is to add loads similar to those that wind turbine
gearboxes experience; previous models of gears have not included such a
characteristic.

The equations of motion describing the gear model given in the general form
are the following, where φi(t) is the torsional displacement, ri is the base
radius, and Ii is the mass moment of inertia of the ith gear:

I1φ̈1(t) + r1Cẋ(t) + r1B(x(t))K(t) = T 1(t) (4.2)

I2φ̈2(t)− r2Cẋ(t)− r2B(x(t))K(t) = −T 2(t) (4.3)

The gear meshing frequency is given by:

Ωmesh = n1Ω1 = n2Ω2 (4.4)

where n1 and n2 stand for the number of teeth of each gear and Ωi is the
rotating frequency of the ith gear.

The meshing stiffness and the static transmission error are assumed to be
periodic functions of time and can be expressed in a Fourier series form:

K(t) = K(t+
2π

Ωmesh

) = Km +
∞∑
j=1

Kjcos(jΩmesht+ φkj) (4.5)
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e(t) = e(t+
2π

Ωmesh

) =
∞∑
j=1

ejcos(jΩmesht+ φej) (4.6)

The transmission error is the difference between the actual position of the
output gear and the position it would occupy if the gear drive were manufac-
tured perfectly. The transmission error in two meshing gears consists mainly
of pitch error, profile error and run-out error.

The mesh stiffness on the other hand, varies due to the transition from single
to double and from double to single pairs of teeth in contact.

The nonlinear displacement function related to the gear backlash nonlinearity
is given by:

B(x(t)) =


x(t)− bg, x(t) ≥ bg
0, −bg < x(t) < bg
x(t) + bg, x(t) ≤ −bg

(4.7)

where 2bg represents the total gear backlash. The gear tooth backlash func-
tion controls the contact between teeth and allows for the fact that occasion-
ally contact is lost.

The difference between the dynamic transmission error and the static trans-
mission error is described as:

x(t) = r1φ1(t)− r2φ2(t)− e(t) (4.8)

The equation (4.8) helps in describing the original model with a single equa-
tion of motion:

mcẍ(t) + Cẋ(t) +K(t)B(x(t)) = Fm + F te(t) + F var(t) (4.9)

where:

mc =
I1I2

I1r2
2 + I2r2

1

(4.10)

Fm =
T 1m

r1

=
T 2m

r2

(4.11)

F te(t) = −mcë(t) (4.12)

Now concerning the equations related to the FAST loads input to the model:

F var(t) = r1I2T 1var(t)−r2I1T 2(t)

I1r22+I2r21
, T 1var(t) = T FAST−T FASTmean, T 1m = T FASTmean.

A specific section later on discusses these loads.
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The equations of motion of the model can be written in a dimensionless

form by letting: x(t) = x(t)
bg

, wn =
√

Km

mc
, z = C

2
√
mcKm

, K(t) = K(t)

Km
,

Fte(t) = F te(t)
mcbgw2

n
= −mcë(t)

mcbgw2
n

, Fvar(t) = F var(t)
mcbgw2

n
and t = wnt. Furthermore,

the nondimensional excitation frequency is: Ωmesh = Ωmesh
wn

. Figure 4.11 (a)
shows the diagram of the gear meshing stiffness (nondimensional values) and
Figure 4.11 (b) the diagram of the static transmission error (STE), used in
the gear model simulations.
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Figure 4.11: (a) The gear meshing stiffness function and (b) the
STE function.

The nondimensional form of the original equation of motion is:

ẍ(t) + 2zẋ(t) +K(t)B(x(t)) = Fm + Fte(t) + Fvar(t) (4.13)
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where the backlash function can be expressed as:

B(x(t)) =


x(t)− 1, x(t) ≥ 1
0, −1 < x(t) < 1
x(t) + 1, x(t) ≤ −1

(4.14)

Figure 4.12 shows the form of backlash function.
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Figure 4.12: The backlash function.

The model was encoded in Matlab functions and was solved with the ode45
differential equation solver, with a fixed step of 0.015. The parameters used
for the simulation are chosen according to reference [104] and are described
in Table 4.1.

In the simulations presented in this thesis for the case where no varying load
is applied to the model, single-sided tooth impact was observed (tooth sep-
aration without back collision, backlash region −1 < x(t) < 1) for 20.6%
of the simulation samples. For the case where the simulated varying load
was applied, single-sided tooth separation was observed again for 23.5% of
the simulation samples. In neither case was double-sided impact observed
(backlash region x(t) < −1). The time varying meshing stiffness, due to the
Fourier series form expression chosen to describe it and the non-dimensional
values given in Table 1 (k1 = 0.2, k2 = 0.1 and k3 = 0.05), has a ±35% varia-
tion around the mean. Due to the stiffness variations, the natural frequency

varies also, in the range 0.8 < wn < 1.16, (wn =
√

Km

mc
). The dimension-

less meshing frequency is given in Table 1 and is 0.5; so a 0.015 time step
corresponds to a sampling frequency with 67 points per cycle of the highest
frequency of interest and is certainly large enough to prevent aliasing.

Changing certain values according to the reference [104] could help in order
to have stronger nonlinear behaviour, but that was not the primary concern
of the study.
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Table 4.1: Simulation parameters

I1,2 = 0.00115 [kg m2]

mc = 0.23 [kg]

r1,2 = 0.094 [m]

number of teeth = 16

Km = 3.8 · 108 [N
m

]

bg = 0.1 [m]

z = 0.05

Ωmesh = 0.5

Fm = 0.1

Fte1 = 0.01

Fte2 = 0.04

Fte3 = 0.02

k1 = 0.2

k2 = 0.1

k3 = 0.05
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Despite the fact that this is a very simple wind turbine gearbox model, since
it consists of only one spur gear stage and it ignores the bearing vibrations,
when in reality wind turbine gearboxes usually consist of three gear stages
with one or two being planetary stages and the rest, parallel spur gear stages,
it is sufficient for the current study. The reason is that the time frequency
method that will be used further on has the ability to isolate specific fre-
quency components of the signal. More gear stages in a vibration signal
would mean more frequency components at different frequency bands. Dam-
age at a specific gear stage would therefore be shown in the vibration signal
associated with the meshing frequency and its harmonics of the gear stage
examined. What is important in this gear model, and the main purpose of
the simulations is to show how time varying loads similar to those observed
in wind turbines influence the vibration signals and how the time-frequency
analysis methods proposed help in this case to overcome the challenges pro-
duced by these influences.

Gear tooth faults

Tooth damage causes a reduction in gear tooth stiffness, thus it can be mod-
elled here by reducing the meshing stiffness function periodically, with the
period of the rotation of the gear with the damaged tooth. Tooth stiffness
is a key parameter in gear dynamics concerning the determination of factors
such as dynamic tooth loads and the vibration characteristics of the geared
system. The changes due to the tooth damage appear in the vibration sig-
nals as amplitude and phase modulations [114–117]. Briefly, the mechanism
is the following: when the defected tooth accepts the load, the crack opens
gradually with the increase of load up to the point where the load reaches its
maximum level. Then, the load is gradually transferred to nearby teeth and
the crack steadily closes. This process occurs once per shaft revolution.

Concerning the simulation here, a gear fault was introduced into the model
by reducing the meshing stiffness K(t) to 99.7% of the nominal gear meshing
stiffness for 5 degrees of the shaft rotation, periodically, for every rotation of
the damaged gear. This was done in previous studies also, see reference [96].
Figure 4.13 shows the reduction in stiffness for a tooth with crack. Figure
4.14 shows the acceleration responses of the simulation for the undamaged
and damaged cases, for steady load conditions. The Fourier spectra of these
diagrams are shown in Figure 4.15. It is clear that any differences due to
damage are quite subtle.
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Figure 4.13: The meshing stiffness for healthy teeth and for a
tooth with crack (0.3% stiffness reduction).

Simulation of time-varying loads

To simulate the load conditions corresponding to those of real wind turbines,
a series of wind turbine aerodynamics codes, developed by the national re-
newable energy laboratory (NREL, US) is used in this work [113]. FAST is a
design code written in FORTRAN that can be used to simulate wind turbine
systems under a variety of operating conditions, including conditions related
to wind speed variation and turbulence, and generator start-ups and shut-
downs. Figure 4.16 shows the load cases examined in this work. Turbulent
wind conditions are considered, with wind speed 12 m/s.

The load variation is shown in the time-acceleration plot as an increase in
the acceleration amplitude when the sudden load changes occur. Such a load
creates a nonstationarity in the acceleration signal. Concerning the values of
this input torque simulated in FAST, T 1var(t), they correspond to a different
system produced in FAST. For this reason it was important to do a normal-
isation before inserting the load to the simulated gear model. The equations
of this normalisation are described in Section 4.2. The acceleration response
for the undamaged and damaged cases and varying load conditions is shown
in Figure 4.17. The influence of the time-varying load on the acceleration di-
agrams can be observed since the signals have become evidently less smooth
and more nonstationary. Moreover, the damage is not as visible in the ac-
celeration signal as shown in Figure 4.18. In addition, the Fourier spectra
of these signals for the damaged and the undamaged cases are quite similar.
Under these circumstances, it is even harder to detect damage in its early
stages using conventional vibration monitoring techniques. That is why a
time-frequency approach is proposed in this paper.
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Figure 4.14: The acceleration diagram of the simulation: (a)
undamaged and (b) damaged for the steady load conditions.
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Figure 4.15: The Fourier Spectra of the simulation (a) undam-
aged and (b) damaged cases for T 1var(t) = 0 (steady load con-
ditions).
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Figure 4.16: The high speed shaft torque for turbulent wind
conditions (wind speed=12m/sec, FAST simulation).

4.3 Conclusions

The experimental and simulated datasets that will be used in the largest
part of this work were presented in this chapter. In the following chapter the
main signal processing method used will be presented in detail.
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Figure 4.17: The acceleration diagram of the simulation: (a)
undamaged and (b) damaged for the varying load conditions.
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Figure 4.18: The Fourier Spectra of the simulation (a) undam-
aged and (b) damaged cases for the varying load condition.



Chapter 5

Time-frequency analysis in
CM

The signal processing that is required in the case of wind turbine gearboxes
should overcome the challenges of the sometimes existent nonstationarities in
the gearbox vibration signals and the amplitude and frequency modulations
produced by the load (and sometimes speed) variations.

In addition, because wind turbine gearboxes consist of multiple stages, and
their vibrations signals are much more complex (having more frequency com-
ponents), the signal processing methods used should be able to separate the
signal’s parts that are associated with the damaged stage.

Time-frequency analysis methods in this case have an advantage over con-
ventional methods, e.g. the Fourier spectrum. First of all they act as filter
banks, and second they are more appropriate when one wants to follow the
time-varying properties of the signals, i.e. frequency or amplitude variations.
Well known time-frequency analysis or time-scale analysis methods that have
been applied for condition monitoring are the STFT [118], the WVD [41],
the WT [36], and most recently the EMD [46]. Generally, each technique has
advantages and drawbacks, but adaptive time-frequency analysis is the area
of latest interest to signal processing researchers, explaining the increasing
popularity of the EMD method.

For the instantaneous amplitude (IA) and instantaneous frequency (IF) esti-
mation of the signal components there have been several publications mainly
concentrating on the WVD and its variations, where the IF is defined through
the mean moment of different components at a given time [119]. Other than

56
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this approach, the IF obtained using the HT separation algorithm has gained
much attention, and was used in combination with the EMD method exten-
sively, [58, 59, 120–124]. Alternative methods for the IF estimation have
recently emerged [125], with the Teager-Kaiser energy operator (TKEO) ap-
proach gaining interest from some scientific teams because of its simplicity
as an algorithm.

5.1 Basic time-frequency/scale analysis meth-

ods

For any vibration signals being analysed that change over time, the FT does
not explicitly reflect a signal’s time-varying nature. The simplest way to
overcome this is to compare the signal with elementary functions that are
localised in the time and frequency domains; that is the basic idea behind the
STFT and the WT, two well known now time-frequency methods. Different
basis/elementary functions chosen lead to different signal representations.
For the STFT, localised, harmonically related sinusoidal basis functions are
used, which means that the functions contain both frequency and time in-
formation. In this transform the different elementary functions are obtained
by frequency modulation, and have the same envelope, whereas on the con-
trary, the WT basis functions are achieved by time scaling and have different
envelopes. So the time and frequency resolutions of the WT basis functions
change with a scale factor. This results in a uniform bandwidth of the STFT
functions in the frequency domain, and in a bandwidth of the WT basis that
increases as frequencies increase. While the time-frequency resolutions of
the STFT are uniform in the entire time-frequency domain, they vary in the
WT [126]. At high frequencies, there is better time resolution and worse fre-
quency resolution and at low frequencies there is better frequency resolution
and worse time resolution.

Since the STFT and WT time-frequency analysis methods are now well es-
tablished, their theoretical background is not going to be presented in detail
in this section. The reader who is interested in the details of these basic
methods, can find some theory in the Appendix A of this thesis, as well as in
the reference [126]. It might be of significant interest though, given this initial
time-frequency analysis on the experimental datasets, to discuss briefly the
potential features one can obtain for the case of condition monitoring of wind
turbine bearings and gearboxes when performing time-frequency analysis.
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As mentioned in previous chapters, rolling element bearing faults produce
signals that are a series of high-frequency bursts, excited by near-periodic
impacts. Because the diagnostic information is contained in the repetition
frequency of the fault, a direct analysis of the vibration signal might not
be sufficient at all times. Generally it is much easier to detect damage in
bearings when it is at early stages, since the impulses in the vibration are
sharper in this case. Figure 5.1 shows the STFT time-frequency representa-
tions of the acceleration of the bearing datasets presented in Chapter 4. A
window of 256 points was used here with overlap 250 points. The scales are
the same for both cases, and it is interesting that damage is quite apparent
in the second case, in the frequency range between 6000 and 7000 Hz. The
repetition phenomenon is very nicely depicted in this case in Figure 5.1 (b).

Bearing signals can be modelled as an amplitude modulation of the carrier
signal at the resonance frequency by a near-periodic series of exponential
pulses, which means that the most suitable approach would be to first ex-
tract the signal envelope and frequency analysed to reveal these repetition
frequencies; this can be done with a amplitude-frequency demodulation al-
gorithm such as the HT. Some of these algorithms are presented in Section
5.3 of this chapter. Time-frequency analysis of the instantaneous amplitude
of the vibration signal can then be performed. A theoretical explanation
behind the superiority of the analysis of the squared envelope compared to
the acceleration signal is related to the fact that the spectrum of the squared
envelope is equivalent to the integrated spectral correlation of the signal over
the frequency band of interest, as shown in [101].

The vibration signal of a gear pair is characterised by the gear pair meshing
frequency, Ωmesh, as given in equation (4.4). This frequency and its harmon-
ics, kΩmesh where k = 1, 2, 3... will appear in the frequency spectrum and as
a consequence in the time-frequency representation of the vibration signal of
the gear pair as well. Another characteristic frequency is the rotating fre-
quency of each gear, whose relationship with the meshing frequency is given
by the same equation (4.4).

If one of the two gears has tooth damage then, in the time-frequency anal-
ysis, there should appear damage features at the time instants where this
tooth engages. Assuming that there are not great fluctuations in the ro-
tating speed of the gears then the damage feature should have an almost
periodic appearance in the time-frequency representation, with the period of
the rotation of the damaged gear. In addition, this damage feature should
appear at the frequency “regions”, frequency bands, of the meshing frequency
and its harmonics.
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(a)

(b)

Figure 5.1: STFT representations of the acceleration of the bear-
ing datasets.
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Figure 5.2: Explanation of the time-frequency representation of
the vibration of a gear pair.

Figure 5.2 is given at this point in order to demonstrate in a simple way
what is explained above. Apart from these basic frequency components in
the vibration signal of the gear pair, other frequency components might exist
as well, such as noise or ghost components. It is important to keep in mind
though, that any damage features associated with tooth damage in the gears
should have the frequency signature described in the previous paragraph.

In order to have an example of what was explained previously, the STFT
was applied to the wind turbine gearbox datasets described in Section 4.1 of
this thesis. Figure 5.3 shows the STFT spectrograms of the three datasets.
For the estimation of each spectrogram, the Welch method was used with a
Hamming window of 64 points and an overlap equal to 60 points. Damage
appears in the spectrogram of the third dataset at the frequencies around
2500Hz, that are related with the second harmonic of the relative meshing
frequency of the second parallel gear stage. Damage can be seen as an in-
crease of the power of the signal at the specific frequencies happening almost
periodically, close to the rotating period of the damaged gear. The other two
datasets, and specifically the second dataset that describes the gearbox at
an early damaged condition have no significant damage indications with this
method.
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(a)

(b)

(c)

Figure 5.3: Time-frequency representation using the STFT
for the three gearbox datasets examined, where (a) is dataset
31/10/2009, (b) dataset 11/2/2010 and (c) dataset 4/4/2010.
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5.2 Adaptive time-frequency analysis

The EMD method is probably the most well known adaptive time frequency
analysis method; in this section the theory behind it will be discussed.

5.2.1 The Empirical Mode Decomposition method

The EMD method decomposes the time-domain signal into a set of signal
components (oscillatory functions) in the time-domain called intrinsic mode
functions (IMFs). Each IMFs is associated with a frequency band of the
signal, so the EMD method is a filter bank method, and can be used for
isolating unwanted or interesting components of the signals being analysed.
By definition, an IMF should satisfy the following conditions [44]: (a) the
number of extrema and the number of zero crossings over the entire length
of the IMF must be equal or differ at most by one, and (b) at any point, the
mean value of the envelope defined by the local maxima and the envelope
defined by the local minima is zero. The EMD method is well known now,
but the theory is added here for completeness.

The EMD decomposition procedure for extracting an IMF is called the sifting
process. Figure 5.4 shows the estimation of the upper and lower envelopes
and mean value of a signal to be analysed with the EMD method. These are
the first steps of the sifting process which is briefly described in the following:

Upper envelope

Lower envelope

Mean value

Figure 5.4: Illustration of the sifting process of the EMD
method.
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1. The local extrema and the local minima of the signal x(t) are found.

2. All the local extrema of the signal are connected to form the upper
envelope u(t), and all the local minima of the envelope are connected
to form the lower envelope l(t). This connection is usually made using
a cubic spline interpolation scheme.

3. The mean value m1(t) is defined as:

m1(t) =
l(t) + u(t)

2
(5.1)

and the first possible component h1(t) is given by the equation:

h1(t) = x(t)−m1(t) (5.2)

The component h1(t) is accepted as the first component only if it satis-
fies the conditions to be an IMF. If it is not an IMF, the sifting process
is followed until h1(t) satisfies the conditions to be an IMF. During
this process h1(t) is treated as the new data set, which means that
its upper and lower envelopes are formed and the mean value of these
envelopes, m11(t), is used to calculate a new component h11(t) hoping
that it satisfies the IMF criteria:

h11(t) = x(t)−m11(t) (5.3)

The sifting process is repeated until the component h1k(t) is accepted
as an IMF of the signal x(t) and is denoted by C1(t):

C1(t) = h1k(t) = h1(k−1)(t)−m1k(t) (5.4)

4. The first IMF is subtracted from the signal x(t) resulting in the residual
signal:

r1(t) = x(t)− C1(t) (5.5)

During the sifting process the signal x(t) is decomposed into a finite
number N of intrinsic mode functions and as a result N residual signals
are obtained. The process ends when the last residual signal rN(t), is
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obtained and is a constant or a monotonic function. The original signal
x(t) can be exactly reconstructed as the sum:

x(t) =
N∑
j=1

Cj(t) + rN(t) (5.6)

The EMD method is purely an empirical procedure not a mathematical trans-
formation. The method’s main advantage compared to most previous meth-
ods of data analysis is that it is an adaptive method based on and derived
from the data. In deterministic situations the EMD method proves really
efficient as a decomposition method. In stochastic situations involving noise
the EMD method is basically a dyadic filter bank resembling those involved
in wavelet decomposition [48, 127]. The difference between them is that the
EMD is a signal-dependent time-variant filtering method that creates modes
and residuals that can intuitively be given a “spectral” interpretation, differ-
ent to a pre-determined subband filtering method, like the wavelet transform
[48]. So when the method works well, it has the advantage of decomposing
the signal in a smaller number of meaningful signal components, when it does
not, problems known as mode mixing can occur [49]. Mode mixing is defined
as any IMF consisting of oscillations of dramatically disparate scales, caused
most of the times by intermittency of the driving mechanisms. So in that
case different physical processes can be represented in one mode. Still, as
will be shown, even with this problem the EMD method proves efficient for
damage detection.

Apart from a classical time-frequency analysis approach, which can be ap-
plied when the EMD is used in combination with an amplitude-frequency
separation algorithm, the EMD method can also be used as a simple band
pass filtering method. Band pass filtering is used when one needs to iso-
late the frequencies within specific bands, which might be of greater interest.
In a condition monitoring application, with the use of such a method, one
would be able to exclude parts of the vibration signal not associated with the
particular component examined, in this case the gearbox. Also for the case
of multistage gearboxes, where the vibration signals are influenced by the
meshing frequencies and harmonics of the different stages, the application of
filter banks is useful.
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The mode mixing problem of the EMD

What will follow is not a theoretical explanation of mode mixing but rather
an attempt to show when this phenomenon is encountered and how it is
exhibited when implementing the EMD algorithm, using some simulation
examples. Since there exists no theoretical explanation of the EMD, it is
quite difficult to theoretically explain the mode mixing problem as well, but
one can find studies [49], that try to give a more in-depth description of the
phenomenon, and propose solutions to it. As a matter of fact, the simulations
that follow are similar to some of the examples given in [49], but adjusted
in order to fit the analysis of the kind of signals that will be encountered
later when analysing the gearbox datasets. In that paper, in an attempt to
explain the mode mixing problem, data with a fundamental part as a low-
frequency sinusoidal wave with unit amplitude were simulated and at the
three middle crests of the low-frequency wave, high-frequency intermittent
oscillations with an amplitude of 0.1 were added riding on the fundamental.
It was shown there that because of the steps followed in the sifting process,
the upper envelope resembled neither the upper envelope of the fundamental
(which is a flat line at unity) nor the upper one of the intermittent oscilla-
tions (which is supposed to be the fundamental outside intermittent areas).
Rather, the envelope is a mixture of the envelopes of the fundamental and of
the intermittent signals that led to a distorted envelope mean. Consequently,
the initial guess of the first IMF is the mixture of both the low-frequency
fundamental and the high-frequency intermittent waves.

Here, a similar simulation will be shown. The lower frequency fundamental
wave will be a sum of sinusoids, described by the equation:

xfundamental = 0.5t+ sin(πt) + sin(2πt) + sin(6πt) (5.7)

while the intermittencies, will be Gaussian modulated sinusoidal pulses (Mat-
lab function gauspuls.m). The reason for using such kinds of intermittencies
in the simulation is the fact that gear tooth damage and damage in bearings
most of the time appears as impulses in the acceleration signals. At first the
simulation was performed without adding any noise to the signals. The first
steps of the sifting process are shown in Figure 5.5, where it is obvious that
what was claimed in [49] is true. When intermittencies exist in the simula-
tion, the mean envelope produced is influenced by both the envelopes of the
fundamental and of the intermittent signals, indeed.

What will be of more interest in the current study though, is the number of
the IMFs produced in the simulations shown, and the frequency content of
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each IMF. The power spectral densities (PSDs) of the signals of Figure 5.5, is
given in Figure 5.6. It is apparent there that the signal contains a lower fre-
quency fundamental, for both simulations. The existence of intermittencies
creates some higher frequency components.

After having applied the EMD algorithm to the previously described datasets,
two IMFs were produced for the first case and six IMFs for the second case.
This is shown in Figure 5.7. The number of IMFs produced is influenced by
the amount of runs of the algorithm needed by the sifting process in order
to produce a residual signal (constant or monotonic function). Since mode
mixing is the reason that, during the first steps of the sifting process, the
highest and the lowest frequency parts of the signal are not separated, but
carried to the next modes, one could claim that mode mixing could be an
additional cause of the production of a higher number of IMFs during the
decomposition, which is actually confirmed by the simulation results given
in this case.

The result of mode mixing is shown in Figure 5.8, where the PSDs of the first
three IMFs are given. It is obvious here that these modes have coinciding
frequency bands.

This problem seems to be improved when using a noise assisted data analysis
approach to the EMD, the EEMD, and several studies have focused on the
performance of the EMD algorithm in the presence of noise, [48, 49]. If the
decomposition is insensitive to added noise of small amplitude and bears only
little changes, the decomposition is generally considered stable and satisfies
a condition of physical uniqueness; otherwise, the decomposition is unstable
and does not satisfy physical uniqueness. From this point of view, the EMD is
considered an unstable technique, since due to mode mixing any pertubation
can result in a new set of IMFs as reported by [128].

For deterministic signals, or even signals that may contain a reasonable
amount of noise, any additional signal components should result in additional
IMFs (since the algorithm is supposed to decompose signals into meaningful
signal components). If the signal does not contain any noise and has inter-
mittencies then an even higher number of IMFs may be expected. If the
signal contains a certain amount of noise, because noise seems to solve the
mode mixing problem then additional components would result in additional
IMFs again, but this time, mode mixing might or might not occur depending
on the amount of noise the signal contains and the kind of intermittency.
This will be shown in the next simulation.

When analysing Gaussian noise with the EMD, it is worth mentioning that
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Figure 5.5: Illustration of the first steps of the sifting process
for (a) a signal containing no intermittencies and (b) a signal
containing intermittencies. The blue line shows the signal, the
red lines the upper and lower envelopes and the green line the
mean value of the envelopes.
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Figure 5.6: The PSD of the signals of Fig. 5.5.

as already proved in [48], the EMD method acts as a dyadic filter bank. In
that case a specific number of IMFs with overlapping frequency bands will
be created. It is generally believed that noise seems to fix the mode-mixing
problem.

In order to have an idea of how the addition of noise would influence the
previous simulation, the same datasets are used again in the next example
(Figure 5.9), this time after having added Gaussian noise with a signal-to-
noise ratio of 25. The number of IMFs produced in this case is five for the first
dataset that does not contain the intermittencies and eight for the dataset
that contains the intermittencies. The existence of noise in the datasets has
generated a higher number of IMFs, but again for the signal that contained
the Gaussian modulated sinusoidal pulses (intermittencies), even more IMFs
were produced. So it is obvious from this simulation, that the addition of
impulses in a signal that contains a little noise will add again additional IMFs
when performing the EMD method.
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Figure 5.7: IMFs of the signals shown in Figure 5.5. More par-
ticularly: (a) IMFs of signal with no intermittencies (blue line
of 5.5 (a)) and (b) IMFs of signal with intermittencies (blue line
of 5.5 (b)).
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Figure 5.8: The PSD of the first three IMFs of the second signal
(that contains intermittencies).

5.3 Amplitude-frequency separation algorithms

The terms amplitude-frequency separation algorithms or amplitude-frequency
demodulation algorithms are generally used to describe algorithms used in
signal processing to extract the IA and the IF of a signal being analysed.
These methods are based on concepts different to that of the classical Fourier
theory frequency concept, which is given in the Appendix A. The need of a
more accurate representation of nonstationary signals led to the need for
estimation of their instantaneous properties, instantaneous phase, frequency
and amplitude. Among these algorithms, the HT is probably the most popu-
lar and based on this transform the concept of instantaneous frequency was
established [119, 129].

5.3.1 The concept of instantaneous frequency

The simplest definition of frequency can be given for cyclical processes, such
as oscillations. In this case frequency f , is the inverse of the period T (time
taken for one cycle):

f =
1

T
(5.8)

This definition assumes that the frequency is constant and that there is a
whole cycle of motion.
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Figure 5.9: Illustration of the first steps of the sifting process
for (a) a signal containing Gaussian noise and no intermittencies
and (b) a signal containing Gaussian noise and intermittencies.
The blue line shows the signal, the red lines the upper and lower
envelopes and the green line the mean value of the envelopes.



5.3. AMPLITUDE-FREQUENCY SEPARATION ALGORITHMS 72

0 100 200 300 400 500
−0.2

−0.1

0

0.1

0.2

Sample point number

IM
F 

1

0 100 200 300 400 500
−0.4

−0.2

0

0.2

0.4

Sample point number

IM
F 

1
0 100 200 300 400 500

−0.1

−0.05

0

0.05

0.1

Sample point number

IM
F 

2

0 100 200 300 400 500
−0.4

−0.2

0

0.2

0.4

Sample point number
IM

F 
2

0 100 200 300 400 500
−0.05

0

0.05

Sample point number

IM
F 

3

0 100 200 300 400 500
−0.2

−0.1

0

0.1

0.2

Sample point number

IM
F 

3

0 100 200 300 400 500
−0.1

−0.05

0

0.05

0.1

Sample point number

IM
F 

4

0 100 200 300 400 500
−0.2

−0.1

0

0.1

0.2

Sample point number

IM
F 

4

0 100 200 300 400 500
−1

−0.5

0

0.5

1

Sample point number

IM
F 

5

0 100 200 300 400 500
−0.1

−0.05

0

0.05

0.1

Sample point number

IM
F 

5

0 100 200 300 400 500
2.5

2.6

2.7

2.8

2.9

3

Sample point number

IM
F 

6

0 100 200 300 400 500
−0.2

−0.1

0

0.1

0.2

Sample point number

IM
F 

6

0 100 200 300 400 500
−1

−0.5

0

0.5

1

Sample point number

IM
F 

7

0 100 200 300 400 500

2.6

2.8

3

3.2

Sample point number

IM
F 

8

(a) (b)

Figure 5.10: IMFs of the signals shown in Figure 5.9: (a) IMFs
of signal with no intermittencies (blue line of 5.9 (a)) and (b)
IMFs of signal with intermittencies (blue line of 5.9 (b)).
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Figure 5.11: The PSD of the first three IMFs of the second signal
(that contains intermittencies).

Another classic definition of frequency, is the Fourier based definition. There
is an extensive section on the Fourier analysis in the Appendix A of this
thesis. What is important to mention here though, is that according to this
definition the several coexisting values of frequency that may exist in a signal
can be estimated, but these frequency values are constant over the whole time
span analysed with the Fourier analysis method. This means that the method
is meaningful only for data representing linear and stationary processes [129].

It is mostly because of the classic Fourier frequency definition and the un-
certainty principle associated with it, that the concepts of the IF was in the
beginning quite controversial. Despite this, the need of a frequency as a func-
tion of time has been justified in both mathematical and practical terms in
reference [129]. Simply stated: the need of the existence of an instantaneous
frequency concept is related with the need of representing nonstationary sig-
nals, whose frequency is constantly changing, accurately.

5.3.2 The Hilbert transform

The HT is a linear integral operator [130]. It can be used to derive the
analytic representation of the signal x(t). The analytic representation of a
signal facilitates the estimation of the IA and IF of a signal. If x̂(t) is the
HT of a signal x(t), it is given by the equation:
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x̂(t) =
1

π

∫ +∞

−∞

x(τ)

t− τ
dτ = x(t) ∗ 1

πt
(5.9)

Given x̂(t) one can define the analytic signal, introduced by [131]:

z(t) = x(t) + ix̂(t) (5.10)

where i is the imaginary unit. The equation (5.10) written in its exponential
form gives:

z(t) = A(t)eiθ(t) (5.11)

where A(t) is the IA of the signal, and θ(t) the instantaneous phase. The
amplitude envelope (or IA) and instantaneous phase can be estimated by the
following equations:

A(t) =
√
x(t)2 + x̂(t)2 = |z(t)| (5.12)

θ(t) = arctan(x̂(t)/x(t)) = Arg(z(t)) (5.13)

and the IF can be calculated by:

f(t) =
1

2π

dθ(t)

dt
(5.14)

Combining the above with the EMD method, the original signal x(t) can be
expressed as:

x(t) = Re{
N∑
j=1

Aj(t)e
i
∫
ωj(t)dt} (5.15)

where j is the index of the IMFs and Aj and ωj the instantaneous amplitude
and instantaneous angular frequency of the jth IMF. The above equation
enables one to represent the instantaneous amplitude and instantaneous fre-
quency of the signal in a three-dimensional plot. This time-frequency repre-
sentation is designated as the Hilbert spectrum.

The FT of equation (5.9) gives:

X̂(ω) = X(ω)(−jsgn(ω)) (5.16)

Equation (5.16) shows that the HT can be estimated in a more simple way:
by transforming the signal into the frequency domain, and shifting the phase
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of positive frequency components by −π/2 and of negative components by
+π/2 and then transforming back to the time-domain. So two important
properties of the HT are:

• the HT preserves the domain in which the signal is defined,

• the HT shifts the phase of the signal by 90◦.

The HT is estimated in the following analysis using the Matlab function
hilbert.m. The algorithm used in order to compute the HT uses the following
steps.

• The FFT, of the input sequence is calculated, storing the result in a
vector x.

• A vector h (Hilbert window) is created. The elements of this vector
(h(i)) have the values:

– 1 for i = 1, (n
2
) + 1

– 2 for i = 2, 3, . . . (n
2
)

– 0 for i = (n
2
) + 2, . . . , n

where n are the sample points.

• The element-wise product of x and h is calculated.

• The inverse FFT of the sequence obtained in the third step is calculated
and the first n elements of the result are returned.

Estimating the IA after these steps is simple, since it is the amplitude of the
complex HT. The IF is the time rate of change of the instantaneous phase
angle.

5.3.3 Teager-Kaiser energy operator and energy sepa-
ration algorithms

The TKEO can estimate the “energy” of a signal, and it is defined as:

Ψc[x(t)] = [ẋ(t)]2 − x(t)ẍ(t) (5.17)

where x(t) is the signal and ẋ(t) and ẍ(t) are its first and second derivatives
respectively. In the discrete case, the time derivatives of the equation (5.17)
can be approximated by time differences:

Ψd[x(n)] = x(n)2 − x(n+ 1)x(n− 1) (5.18)
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The TKEO offers excellent time resolution because only three samples are
required for the energy computation at each time instant. The operators Ψc

and Ψd were developed by Teager during his work on speech production mod-
elling [132, 133] where he described the nonlinearities of speech production
and showed a plot of “the energy creating sound”, without giving though the
algorithm to calculate this “energy”. Later, Kaiser presented the algorithm
developed by Teager in his work [134, 135].

An alternative approach to that of the HT separation algorithm for the esti-
mation of IA (A(t)) and IF of the signal (f(t)), was developed in [136] and
uses the TKEO to estimate initially the required energy for generating the
signal being analysed and then to separate it into its amplitude and frequency
component using an energy separation algorithm.

The energy separation algorithm is described by the following equations:

f(t) =
1

2π

√
Ψ[ẋ(t)]

Ψ[x(t)]
(5.19)

|A(t)| = Ψ[x(t)]√
Ψ[x(t)]

(5.20)

These equations estimate exactly the instantaneous frequency and amplitude
envelope of a sinusoidal signal, and the approximation errors for the cases of
amplitude modulated (AM), frequency modulated (FM) and AM-FM signals
are small [137]. There have been developed several discrete time energy
separation algorthms, here Desa-1 is given [136]:

arccos(1− Ψd[y(n)] + Ψd[y(n)]

4Ψd[x(n)]
) ≈ fi(n) (5.21)

√
Ψd[x(n)]

1− (1− Ψd[y(n)]+Ψd[y(n+1)]
4Ψd[x(n)]

)2
≈ |A(n)| (5.22)

where x(n) is the signal and y(n) = x(n)−x(n−1) is its backward asymmetric
difference and if T is the sampling period:

Fi = fiT (5.23)

The frequency estimation part assumes that 0 < Fi(n) < π which means that
the algorithm can estimate frequencies up to 1/2 the sampling frequency.
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This is due to the fact that the sine function and its inverse have a unique
correspondence between 0 and π/2. Since the sine argument is Fi/2, it follows
that the frequency can be uniquely determined for any Fi between 0 and π.
A simple simulated example in order to show the performance of both the HT
and the TKEO/Desa-1 approach, is given here. The instantaneous frequency
and amplitude envelope of a chirp signal (Figure 5.12), are calculated using
both methods. The results (Figures 5.13 and 5.14), show that both methods
have almost the same resolution with the energy separation method doing a
little better.

The reason that the results of the HT show a worse end-effects problem is
related to a circular convolution issue [138]. This problem could probably be
solved if one chose to zero-pad or truncate the data analysed, this could also
improve the resolution of the method although it would make the algorithm a
little slower. Since the analysis of the experimental data did not show similar
problems, as will be shown later, because the variations in the signals were
not as dramatic as the variation on the simulated chirp, this problem is not
of major importance in the current study.
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Figure 5.12: Chirp signal.
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Figure 5.13: The amplitude envelope of the chirp signal using:
(a) the HT and (b) the TKEO and Desa-1.
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Figure 5.14: The instantaneous frequency of the chirp signal
using: (a) the HT and (b) the TKEO and Desa-1.

The main problem that occurs during the estimation of the instantaneous
characteristics of the signal being analysed, using both methods, is that a
differentiation exists in the process. This is the reason why signals with low
signal to noise ratio cannot be analysed efficiently, since differentiation am-
plifies noise. So applying an appropriate filter before the estimation of the
instantaneous characteristics, in order to denoise the signal, is important.
The TKEO can only be applied to monocomponent signals, so a filter bank
method should first be applied to the signal analysed in order to extract its
monocomponents and analyse them separately with the TKEO/Desa-1 ap-
proach. In this case, the EMD method is the filter bank method applied. In
addition, one should pay attention to having signals that are smooth enough
for both of the amplitude-frequency separation approaches, since differenti-
ation may produce spikes at the points where the signal is not smooth. For
this reason, a cubic spline interpolation in the EMD sifting process is pre-
ferred, as opposed to a linear interpolation which would not produce smooth
IMFs, and also a smoothing filter should be applied to the IMFs produced
before the estimation of their instantaneous characteristics.

5.3.4 Other amplitude-frequency separation methods

The generalised zero crossing method (GZC), is one of the most fundamental
methods for computing local frequencies [129] and it has long been used
to compute the mean period or frequency for narrow band signals. This
approach is again only meaningful for monocomponent functions. As an
approach it is quite robust and accurate.

Finally another amplitude-frequency separation method is the direct quadra-
ture method (DQ), in which the quadrature of the signal is estimated using
the equation:
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sinφ =
√

1− F 2(t) (5.24)

and then there are several ways in order to estimate the phase and frequency
of the signal. More details on these last two methods can be found in refer-
ence [129], which presents a thorough study on the matters of instantaneous
frequency.

5.4 Conclusions

In this chapter the theoretical background of the basic time-frequency anal-
ysis methods that will be later applied on the datasets of this study was
presented in detail. The EMD algorithm and a major problem known as
mode mixing were thoroughly described and some examples were also given
in order to help in the understanding of the analysis that is going to follow
in the next chapters.



Chapter 6

Application of the EMD to
the datasets

In the previous chapter, the EMD method was described in detail, as well as
the two main amplitude-frequency demodulation algorithms, the HT and the
TKEO, that are going to be used in combination with the EMD method in
order to perform time-frequency analysis. In addition, the author attempted
to describe the kind of damage features that one should expect in such signals.

In this chapter, the experimental and simulated datasets described in Chapter
4 will be analysed using the methods presented in the previous chapter, in
order to test their performance. The work presented in this chapter will
focus on the application of the TKEO, which is suggested in this thesis as a
recently-emerged algorithm, alternative to the time-frequency analysis using
the EMD method and HT.

Another important subject that will be addressed in this chapter is the kind
of influence of the varying loads in the vibration signals, in other words
what frequency bands of the vibration are influenced, how the EMD method
corresponds to this influence, and whether the frequency bands associated
with damage are influenced by the load variations.

80
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6.1 Simulation data results

Figure 6.2, displays the results of the EMD on the simulated vibration signals
given in Figure 6.1 which correspond to three different cases. The first case
is a simulation under steady load conditions and without any tooth damage
in the gear model described in detail in Section 4.2. The second case is a sim-
ulation under time-varying load, produced in FAST and without any tooth
damage in the gear model. Finally, the third case is the simulation under
time-varying load and with an early damaged tooth. The diagrams each rep-
resent three gear revolutions. One can observe that the first case produced
has the smallest number of IMF signal components. The application of time
varying load in the model created effects in the signal, that were recognised
by the EMD algorithm as more signal components than the previous case,
that is the reason why this time one more IMF was extracted. Finally, the
introduction of damage created three more IMFs than the second case. The
reason that three more IMFs were produced in this case, instead of just one,
is related to the mode mixing problem discussed in Section 5.2.1. Basically,
IMFs 2, 3 and 4 contain the frequency region of the harmonics of the mesh-
ing frequency and include damage features, that should probably be found in
just one IMF and would be separated from the rest of the signal components
if the EMD algorithm worked perfectly. Damage is shown in these IMFs as
periodic pulses with the period of the revolution of the damaged gear. So
damage is an intermittency in the vibration signal.

The best IMF representing the effects of damage visually (the pulses are
more apparent), is IMF 3. The instantaneous characteristics of this IMF can
give probably the best features for damage detection, although the analysis
of the other two IMFs would give sufficient features also. The occurrence of
the EMD’s mode mixing problem, in the way that is shown in this simulation
suggests that further research might be of interest on whether the number of
IMFs, for the case of gearbox signals that don’t contain significant amount of
noise, can serve as one more indicator of damage, from the point of view that
a higher number of IMFs might be produced in this case not only due to new
frequencies in the signal related to damage and also due to mode mixing.

This is an interesting observation that hasn’t been found in other studies, that
have treated the mode mixing as a disadvantage and have proposed improved
methods of the algorithm for condition monitoring. Strictly speaking, mode
mixing is indeed a problematic feature of the algorithm in signal processing
terms, since it might reduce the resolution of the time-frequency analysis.
Still, even under these circumstances, the EMD produces, if not better, at
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least equal results with other time-frequency methods, such as wavelets. All
the above insinuate that there might be a potential in using this trait of the
EMD as an indicator of damage, since damage is a form of intermittency
in the vibration signals that could create a significantly higher number of
produced IMFs.

Another observation is that the kind of time varying load used in these
simulations has an effect on the first IMF of the signals. A major part of
the load variation effect is decomposed in the first IMF of the decomposition
and therefore identified mainly as noise or a high frequency component by
the EMD method. It is important to mention here, that the first IMF of
each case represents a different frequency band. Basically in the second and
third case examined, a highest frequency component exists, influenced by
the time-varying load, and represented by the first IMF, that does not exist
in the first case, that is the steady load undamaged case. The second IMF
of the second case (Figure 6.2 (b)) and the fourth IMF of the third case
(Figure 6.2 (c)) are the equivalent to the first IMF of the first case (Figure
6.2 (a)); they represent the same frequency band, around the harmonics of
the meshing frequency. In a similar manner, the IMFs that follow for the
three cases examined represent the same frequency bands of the signal. This
fact is shown in Figure 6.3 (a) where the PSDs of the 1st IMF of the first
simulation, the 2nd IMF of the second simulation and the 4th IMF of the
third simulation are compared and it is obvious that they fall in the same
frequency bands. In the same manner the PSDs of the next two IMFs of each
case are compared in Figures 6.3 (b) and (c) leading to the same conclusion.
The effects of the time-varying load influence these frequency bands as well,
still this will not create any problem in the damage detection part. The
reason for this is mainly because the EMD algorithm manages to create an
IMF representing the frequencies of damage effects in the vibration signal-in
this case the IMF 3 of the third simulation-and isolates it from the rest of
the signal components.

Finally, one should remember when proceeding in the analysis of the IMFs,
that the first IMF represents the highest frequency component of the signal,
and the ones that follow represent lower frequency components. So noise,
which in this case has not been added to the signals, the harmonics of the
meshing frequency of the gear model, the meshing frequency of the model
and lower frequency components are represented in this particular order by
the IMFs if they do exist in the signal. The same index of IMF does not
necessarily represent the same time-scale of the signal for the different cases
examined. In addition, generally it is the first IMFs that will have damage
indicators, since they represent the highest frequency components, and are
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more suitable for damage identification.

The amplitude-frequency separation of the third IMF of the third (damaged)
case, using both approaches, the HT and the TKEO/Desa-1 approach is
presented in this section. Both methods seem to have similar resolution in
the frequency (Figure 6.4) and amplitude (Figure 6.5) diagrams. What is
shown here is that the frequency of the third IMF, that was identified as
the most sensitive to damage, drops at the point where the damage occurs,
while the amplitude increases. The increase of the IA can be explained due
to the increase of the vibration levels when the damaged tooth engages. The
IF, on the other hand drops because the meshing stiffness drops and the
compliance increases at that time. This happens because the damaged tooth
is more flexible (more compliant) due to damage. IF could be potentially
used for diagnostics. The only restriction in this case could be that the
estimation of frequency might be badly influenced by noise, but there exist
simple solutions for this problem (filtering, which is what the EMD method
does, and smoothing).

A measure of the power of the third IMF was estimated as well (Figure 6.6),
according to the equation:

P =
1

2
Ai

2(t) (6.1)

where Ai is the instantaneous amplitude of the ith IMF. This measure has
also been used in reference [59] where it was referred to as instantaneous
energy. It should be noted here that the power is estimated using the same
equation for the TKEO/Desa-1 approach and has nothing to do with the
Teager “energy” that can be also estimated according to equation (5.17). In
this way it is acceptable to make comparisons between the results that both
methods produce.
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Figure 6.1: Acceleration diagrams of the simulations: (a) un-
damaged case - steady load, (b) undamaged case - time-varying
load, and (c) early damage in one tooth - time-varying load.
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Figure 6.2: Intrinsic mode functions of simulations: (a) undam-
aged case - steady load, (b) undamaged case - time-varying load,
and (c) early damage in one tooth - time-varying load.
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Figure 6.3: PSD using the Welch method of the: (a) 1st IMF of
the 1st case, 2nd IMF of the 2nd case, and 4th IMF of the 3rd

case, (b) 2nd IMF of the 1st case, 3rd IMF of the 2nd case, and
5th IMF of the 3rd case, (c) 3rd IMF of the 1st case, 4th IMF of
the 2nd case, and 6th IMF of the 3rd case,
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Figure 6.4: Instantaneous frequency of the 3rd IMF of the third
simulated case: (a) Hilbert Transform (b) TKEO and Desa-1.
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Figure 6.5: Instantaneous amplitude of the 3rd IMF of the third
simulated case: (a) Hilbert Transform (b) TKEO and Desa-1.
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Figure 6.6: Power diagram of the 3rd IMF of the third simulated
case: (a) Hilbert Transform (b) TKEO and Desa-1.
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6.2 Experimental data results

6.2.1 Bearing datasets

The reason that the bearing datasets are going to be decomposed using the
EMD method in this section is mostly to show that the particular experimen-
tal results do agree with the idea that an increased number of the IMFs can
show some indication of damage. These datasets will be much more appropri-
ate to show this, in comparison with the gearbox datasets, whose results will
be discussed later, due to the fact that the experiment was conducted in a lab
environment and the exact condition of the bearing was known during the
experiment. There will be no further analysis for damage detection on these
measurements simply because the previously used methods performed quite
well. Time-frequency analysis using the EMD method will be demonstrated
in the next subsection (6.2.2), applied on the gearbox datasets.

Figure 6.7 shows the IMFs produced with application of the EMD algorithm
on the bearing datasets. Eleven IMFs were produced for the first dataset
(26/11/2012: undamaged case) and thirteen IMFs were produced for the
second dataset (28/11/2012: damaged case). This result agrees with what
was described in the simulations. In order to see the frequency content of
each IMF the PSD diagrams of all the IMFs for each case are given in Figure
6.8. One can observe that while the IMFs produced in the undamaged case
constitute an approximately dyadic filter bank, the frequency bands of the
first and second IMFs in the second case (damaged bearing dataset) are
overlapping on a large part of their frequency range, a fact that implies that
there must have occurred some sort of mode mixing.

In Section 5.2.1, with the help of a simulation there was made an attempt
to show what mode mixing is and when it is observed when using the EMD
algorithm. The gearbox simulation results given in Section 6.1 of this chapter
confirmed what was described. So generally, it was shown through simula-
tions, but also through this specific experimental case that intermittencies in
the analysed signals can increase the number of IMFs. So for faults that may
appear as pulses or spikes in the vibration signals it is possible, if there is not
a large amount of noise, then a higher number of IMFs will be decomposed
due to the mode mixing problem. Generally, gear tooth cracks and bearing
faults are this kind of fault.

An additional explanation to the assumption that an increased number of
IMFs might indicate the existence of damage will be given in the following,
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Figure 6.7: The IMFs produced from the analysis of the bearing
data: (a) 26/11/2012, (b) 28/11/2012.
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Figure 6.8: PSD of the decomposed IMFs for each dataset:
(a) undamaged case (dataset 26/11/2012), (b) damaged case
(dataset 28/11/2012).
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and is not necessarily related to mode mixing. In reference [8] where the
general principles of SHM are described, the last axiom (Axiom VIII) is the
proposed principle that damage increases the complexity of the structure,
signal or feature. Quantifiable measures of complexity can be defined by
the application of statistics and signal processing, and generally in signal
processing terms among such measures is the generation of new frequency
components or harmonics in the power spectra of damaged signals. In this
case, it is obvious from the theory related to what kind of spectrum one
should expect from a damaged bearing, described in Section 4.1.2 (Figure
4.7) and also from the primary analysis that was performed in the same
section (Figures 4.8 and 4.9), that damage indeed produced components that
initially didn’t exist in the healthy signal. From this point of view, and in
the absence of a large amount of noise, the decomposition of the damaged
vibration signal should be expected to generate additional IMFs, that would
describe-contain in the frequency domain-these additional frequencies that
exist in the vibration.

6.2.2 Gearbox datasets

The three different datasets that were obtained from the wind turbine gear-
box data were also decomposed using the EMD method and the results are
shown in Figure 6.9. The first dataset was decomposed into 13 IMFs, the
second into 12 IMFs and the third into 13 IMFs. The diagrams show 4 rota-
tions of the smaller wheel of the parallel gear stage 2 (damaged gear). Small
speed fluctuations might exist so the rotating period might not be exactly
constant for the whole duration of the datasets.

Only the first four IMFs are presented here. The frequency content of each
IMF is shown in Figure 6.10, that shows the PSD of all the IMFs for each
dataset. The first IMF is the highest frequency band of the signal (noise).
The second IMF contains the fourth and part of the third harmonic of the
meshing frequency (frequency band: 2500-5000 Hz). The third IMF con-
tains mostly the second and the third harmonic of the meshing frequency
(frequency band: 500-3000 Hz). The fourth IMF contains mostly the first
harmonic of the meshing frequency (frequency band: 200-1500 Hz). The fifth
IMF contains mostly the meshing frequency (frequency band: 150-600 Hz).
The rest of the IMFs (not given here) are related to the meshing frequencies
and harmonics of the other stages of the gearbox and to lower frequency
components of the signals.
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Figure 6.9: First four IMFs of the wind turbine gearbox data:
(a) 31/10/2009, (b) 11/2/2010, and (c) 4/4/2010.

The tooth fault is most clearly shown in the second IMF as (almost) periodic
pulses occurring at the time when the damaged gear (small wheel of the third
gear stage) engages. The period of these pulses coincides with the rotating
period of the damaged gear.

Periodic pulses can be seen, but less clearly, in the third IMF. Without
proceeding to any further analysis, there is clearly some indication of damage
in the first dataset which was initially considered to be describing the gearbox
at an undamaged condition. This conclusion is drawn at this point by the
fact that periodic pulses were produced in the second and third IMF of the
first case as well. The EMD method produced 13 IMFs, which is the same
number as the one produced in the third case, where damage was progressed,
and one more in number than the number of IMFs of the second case.

The authors were informed after having performed the analysis that the
first dataset, described as a reference dataset, was actually taken when the
gearbox had already shown some first indications of damage. The authors
were also informed that it is actually not easily feasible to obtain datasets of a
gearbox during both its healthy condition and damaged condition. Collecting
all vibration data of a healthy gearbox with the expectation that it might
fail in the near, or not so near future, would mean that huge data storage is
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Figure 6.10: PSD of the decomposed IMFs for each dataset: (a)
31/10/2009, (b) 11/2/2010, and (c) 4/4/2010.
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Figure 6.11: Instantaneous frequency diagrams (HT) of the 2nd
IMF: (a) 31/10/2009 (b) 11/02/2010 and (c) 4/04/2010.
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Figure 6.12: Instantaneous frequency diagrams (TKEO/ Desa-
1) of the 2nd IMF: (a) 31/10/2009 (b) 11/02/2010 and (c)
4/04/2010.
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Figure 6.13: Instantaneous amplitude diagrams (HT) of the 2nd
IMF: (a) 31/10/2009 (b) 11/02/2010 and (c) 4/04/2010.
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Figure 6.14: Instantaneous amplitude diagrams (TKEO/ Desa-
1) of the 2nd IMF: (a) 31/10/2009 (b) 11/02/2010 and (c)
4/04/2010.
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Figure 6.15: Power (HT) of the 2nd IMF: (a) 31/10/2009 (b)
11/02/2010 and (c) 4/04/2010.
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Figure 6.16: Power (TKEO/ Desa-1) of the 2nd IMF: (a)
31/10/2009 (b) 11/02/2010 and (c) 4/04/2010.
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necessary.

A final remark concerning the influence of the varying load of the wind tur-
bine gearbox will be given here. Despite the fact that the case examined here
is concerning the third gear stage, which should not be as affected as the first
gear stage, by the varying load caused by wind turbulences, the analysis of
the experimental data shows that even this stage of the gearbox is influ-
enced, underlying the importance of further examining the case of condition
monitoring under varying load conditions. In this case a large part of the
varying load influence on the vibration signals is carried in the first IMF, just
as in the simulations, in addition to other types of noise that may exist in
the wind turbine nacelle. Load variation due to wind turbulence influences
mostly the highest frequency bands of the signal. Load variation may also
be observed in other IMFs related to other frequency bands. The fact that
the second case-dataset 11/2/2010-produced a lower number of IMFs than
the other two, despite the fact that it was identified already by the condition
monitoring systems of the wind turbine as describing a damaged gearbox,
and therefore should have at least the same IMFs number as the first case,
is probably explained by the different load conditions that may have existed
at the specific measurements.

In fact, knowing now that the gearbox is damaged in all the datasets and
since noise levels are high, means that this data cannot be used to support
or contradict the hypothesis that damage could be reflected in the number of
IMFs. Unlike the simulations, the experimental datasets all appear to have
damage and have almost the same level of environmental loading. On the
other hand, the data do not contradict the hypothesis. Further research is
needed.

In order to obtain the amplitude envelope and the instantaneous frequency of
the IMFs presented in the previous section, the IMFs were first filtered with
a smoothing filter (sgolay smoothing filter in Matlab). Damage has again the
same pattern as in the simulations, so basically the frequency of the second
IMF, which occupies the frequency band 2500-5000 Hz (roughly) (Figures
6.17 and 6.18), drops each time that the damaged tooth engages. This is
shown better in Figures 6.11 and 6.12 where the instantaneous frequency
diagrams are plotted. This IMF represents the frequency band of the fourth
harmonic of the parallel gear stage II (2820 Hz as mentioned earlier).

The power levels increase at that specific time as well, something that is
more clearly shown in the amplitude and power diagrams of Figures 6.13,
6.14, 6.15 and 6.16. As damage increases, the power levels increase and
so the scales in the 3D diagrams increase. In addition, it is clear in this
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(a)

(b)

(c)

Figure 6.17: The Hilbert Spectra of the three datasets: (a) shows
the spectra of 31/10/2009, (b) shows the spectra of 11/02/2010,
and (c) of 4/04/2010. The horizontal axis shows the sample
point and the vertical axis the instantaneous frequency.
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Figure 6.18: The Teager Spectra of the three datasets: (a) shows
the spectra of 31/10/2009, (b) shows the spectra of 11/02/2010,
and (c) of 4/04/2010. The horizontal axis shows the sample
point and the vertical axis the instantaneous frequency.



6.3. CONCLUSIONS 103

part of the analysis that there are some indications of damage in the first
dataset too, and since it is at a relatively much lower power scale it must
be at an early state. Finally Figures 6.11-6.13 show more clearly, that both
of the amplitude-frequency separation techniques used perform equally well,
at the same resolution quality, which means that TKEO/Desa-1 approach
could be a good alternative to the HT approach, given its low computational
requirements.

With the calculation of the instantaneous characteristics (instantaneous fre-
quency and power) of the IMFs one can have the 3D diagrams of the signals,
shown in Figures 6.17 and 6.18. Figures 6.17 (a), (b) and (c) are obtained
with the HT approach and Figures 6.18 (a), (b) and (c) are obtain using the
TKEO/Desa-1 algorithms. The diagrams show the power levels for each IMF
and for almost four gear rotations. An interpolation was used in order to
create clearer images. For significant frequency overlaps of the IMFs, there
might be problems producing this diagram, and therefore only Figures 6.9-
6.16 might be produced, although this issue did not occur in this particular
case.

6.3 Conclusions

This chapter focuses mainly on two things:

• The first one is to test a recently emerged amplitude-frequency sep-
aration technique in order to perform time-frequency analysis-based
condition monitoring with the use of the EMD method.

• The second one, is to examine the effect of time-varying load conditions
present in wind turbine gearboxes when trying to perform condition
monitoring of such systems.

Concerning the first aim of the work, it was shown that the TKEO, in com-
bination with the Desa-1 energy separation algorithm, can be a good alter-
native approach to the HT, since it offers, under the condition of analysing
monocomponent, smooth and clean signals, at least the same quality results
as the HT. Concerning the second aim of the study, both the results of a
simulated nonlinear gear model that included varying load conditions sim-
ilar to those produced in wind turbines, as well as the results of real wind
turbine gearbox data, confirmed that varying loads can create difficulties in
condition monitoring.
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The EMD method managed to separate the major part of the time-varying
load influences from the vibration signals, leaving signal components that
could be related to damage, available for further analysis either with the
HT or the TKEO/Desa-1 techniques. In addition, the simulation part of
the study suggested that the EMD method is able to separate the steady
and time-varying load cases and the undamaged and damaged cases purely
from the number of IMFs. This fact should not come as a surprise, it is
well known that in the cases of both gearboxes and bearings, damage might
create new frequency components, which would manifest as new IMFs if they
are individually narrowband or monocomponent. The time varying loads
modulate the signals and potentially broaden the signal components thus
creating more IMFs by initiating mode mixing. This was not demonstrated
on the gearbox experimental data, but the analysis of the bearing datasets
with the EMD was encouraging.

Concerning the gearbox datasets, the fact that no additional IMFs were
extracted for the two experimental vibration datasets describing the damaged
cases, when compared with the first dataset (which was initially considered
as describing the gearbox in an undamaged state), is explained by the fact
that the load conditions that the gearbox was operating were similar for all
the cases, and also the analysis presented here suggests that damage was in
fact present even in the initial data set, which was later confirmed.

The analysis showed that the damage manifests as an intermittent effect in
the response data and it is known that intermittency is one of the conditions
that creates mode mixing. Because the intermittency due to damage appears
to be present in even the first experimental data set, there is no increase in
the number of IMFs as the damage progresses. Whether one is considering
intermittency or new frequency components due to damage it appears that
the vibration signals that contain damage information can create a (some-
times) significantly higher number of produced IMFs, something that has not
been observed in other studies, or rather, not exploited, until now. Further
research in order to validate these claims on experimental data would be
useful.



Chapter 7

Feature discrimination using
novelty detection

In the introduction it was mentioned that the feature discrimination level of
damage detection can be achieved by two different approaches, the supervised
and the unsupervised learning approaches.

Unsupervised learning methods for damage detection do not require all the
class labels of the acquired data. This is an advantage over the supervised
learning methods, since it is the most common case that data describing all
damage classes of a structure, cannot be provided. From a machine learning
perspective therefore, establishing a two-class classifier, which can use the
data from a normal condition as baseline data and distinguish any data
corresponding to a damage state, solves the problem of data unavailability.

The novelty detection or anomaly detection methods belong to the unsuper-
vised learning approaches, and usually in statistics they are referred to as
outlier detection methods. The idea of these methods is that one only needs
measurements from the undamaged structure which can then be used to con-
struct a statistical (or other) model of the data. Any subsequent data from
the system can be tested for conformity in some strict sense with the model
of the undamaged state [8]; nonconformity can then be said to infer damage.

In this chapter, the outlier analysis method will be applied to specific IMFs
of the decomposed-using the EMD method-gearbox experimental datasets.
This technique however, will be applied in a slightly different way than previ-
ous studies where features were obtained from e.g. the transmissibility func-
tions [139, 140]. This different form of application is chosen in this case in

105
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order to maintain the time-frequency analysis perspective. In addition, a
second thresholding method will be proposed for this part of the analysis,
known as 3D-phase space thresholding, as novel approach. In the following
sections, a brief theory of the methods used in this chapter will be given, for
the better understanding of the proposed application of the methods.

7.1 Some basic theory on outlier analysis

Novelty detection can be achieved by assuming that selected features defining
a normal condition follow a particular form of probability distribution. This
distribution is usually the Gaussian distribution, since it is the simplest one.
In this case, the probability density function of the data, in the normal
condition, can be described by a small number of parameters.

For univariate data, these parameters are the mean and variance/standard
deviation. The outlier analysis (OA) method computes discordancy measures
for data and compares them with a threshold. A discordant outlier in a data
set is an observation that appears to be inconsistent with the rest of the
data and therefore has a large discordancy measure, exceeding the calculated
threshold. The discordancy measure in this case is the deviation statistic:

z =
xζ − x
σx

(7.1)

where xζ is the candidate outlier and x and σx the mean and standard devi-
ation of the training (undamaged) data sample respectively [8].

In the case of multivariate data, damage detection is more difficult than the
univariate situation. The discordancy measure, equivalent to equation (7.1),
is the Mahalanobis squared-distance:

D2
ζ = ({x}ζ − {x})T [Σ]−1({x}ζ − {x}) (7.2)

where {x}ζ is the feature vector corresponding to the candidate outlier, {x}
is the sample mean of the normal condition features and [Σ] is the normal
condition feature sample covariance matrix.

The threshold value that labels the inlier and outlier observations can be es-
timated through the employment of a Monte Carlo method. Briefly, a p× n
matrix (p-observations, n-dimensions, in order that the matrix dimensions
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match the dimensions of the extracted features) is generated and populated
with elements randomly drawn from a zero-mean, unit standard deviation
Gaussian distribution. Then the Mahalanobis squared distance is calculated
for all elements and the largest value stored. This is repeated a large num-
ber of times, each time storing the largest Mahalanobis squared-distance,
which are then sorted in order of magnitude. The threshold is assigned as a
percentage of the resulting array of Mahalanobis squared-distances. A 99%
confidence threshold for example, means that any values above that threshold
have less than 1% probability of occurrence. The threshold is a essentially
an extreme value measure.

It is important to mention here, that the application of novelty detection in
SHM, and consequently CM, is complicated because of the influence of the
changing environmental and operational conditions on the vibration signals.
The limitation here is that the damage sensitive feature of the monitored
vibration signal should remain, within some limits, stationary, in the nor-
mal condition. This means that the occurrence of damage is inferred by any
significant change occurring in the feature [141]. If responses driven by, for
example, a temperature variation, are not defined within the normal condi-
tion, then a novelty detection process will wrongly assign these responses as
anomalies.

7.2 Experimental datasets results for Maha-

lanobis squared distance

OA was performed in the power of the 2nd IMF for each gearbox dataset
analysed in Chapter 6. This was the mode identified as the most sensitive to
damage. In this part, the estimated power using the TKEO/Desa-1 method
(Figure 6.16) will be used for outlier analysis and these results will be dis-
played here only, since they are very similar with those obtained with the
HT method.

Concerning the novel approach chosen here for outlier analysis and the way
features were selected, in the power diagrams a 10-dimensional feature was
defined as a 10-point time window. One series of 200 features was defined
as reference and used for the training data. The training data were chosen
carefully in order that no peaks (of the power measure) would be included
in them. In this way whenever a fault appears, the outlier statistics diagram
should show a peak that is distinct from the normal condition data.
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Figure 7.1: Outlier statistics for the power of the 2nd IMF for
the 31/10/2009 dataset (training data 280-480).
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Figure 7.2: Outlier statistics for the power of the 2nd IMF for
the 11/2/2010 dataset (training data 200-400).
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Figure 7.3: Outlier statistics for the power of the 2nd IMF for
the 4/4/2009 dataset (training data 350-550).

The results of the outlier analysis using the Mahalanobis squared distance
measure, presented here in Figures 7.1, 7.2 and 7.3, show that the method
manages to detect the peaks in the power. In order to eliminate the additional
alarms detected, a different solution will be given in the next section however,
where a spatially adaptive thresholding method will be proposed.

7.3 Phase-Space Thresholding Method

The reason for choosing this thresholding method was simply the observation
that what appears as a feature in the power diagrams of the analysed data
resemble spikes. This particular method was developed specifically for de-
tecting spikes in acoustic dopler velocimeter (ADV) data in reference [142],
and was used since then successfully in several studies in the same field [143].

As mentioned in [142] the method is based on the following three concepts:

• that differentiation enhances the high frequency portion of a signal,

• that the expected maximum of a random series is given by a universal
threshold, and

• that good data cluster in a dense cloud in phase space or Poincaré
maps.

Briefly, the method constructs an ellipsoid in three-dimensional phase space
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and points lying outside the ellipsoid are designated as spikes. Other algo-
rithms for spike detection, well known in electrical engineering, tested in this
paper are: RC filters method, Tukey 53H method, acceleration thresholding
method and wavelet thresholding method. All of them seem to perform worse
according to [142].

A three-dimensional Poincaré map or a phase space map is a plot in which
a variable and its derivatives are plotted against each other. The threshold
used in this case is defined by the Universal criterion and an ellipsoid is
formed in this way in the three-dimensional space that separates inliers from
outliers. The universal threshold arises from a theoretical result from normal
probability distribution theory. It was introduced in reference [144], as part of
the wavelet thresholding method. For n independent, identically distributed,
standard, normal random variables ξi the expected absolute maximum is:

E(|ξi|max) =
√

2 log n = λU (7.3)

where λU is termed the universal threshold. For a normal, random variable,
that consists of n data points and whose standard deviation is estimated by
σ and the mean is zero, the expected absolute maximum is:

λUσ =
√

2 log nσ (7.4)

The algorithm consists of a number of sequential iterations that stop when
the number of good data become constant (or, equivalently the number of
new points identified as outliers, peaks in the power diagrams in this case,
falls to zero). If ui is the dataset being analysed, then each iteration has the
following steps:

• Calculate surrogates ∆ui and ∆2ui for the first and second derivatives
from:

∆ui = (ui+1 − ui−1)/2 (7.5)

∆2ui = (∆ui+1 −∆ui−1)/2 (7.6)

• Calculate the standard deviations of all three variables σu, σ∆u and
σ∆2u, and then the expected maxima using the universal criterion.
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• Calculate the rotation angle of the principal axis of the ∆2ui versus ui
using the cross correlation:

θ = tan−1(

∑
ui∆

2ui∑
u2
i

) (7.7)

• Each set of variables {ui,∆ui,∆2ui}, determines a point in spherical
coordinates. For each pair of these variables, an ellipse can be calcu-
lated. Therefore, for ∆ui versus ui the major axis is λUσu and the
minor axis is λUσ∆u; for ∆2ui versus ∆ui the major axis is λUσ∆u and
the minor axis is λUσ∆2u; and for ∆2ui versus ui the major and minor
axes a and b respectively, can be shown by geometry to be the solution
of:

(λUσu)
2 = a2cos2θ + b2sin2θ (7.8)

(λUσ∆2u)
2 = a2sin2θ + b2cos2θ (7.9)

• For each projection in space the points that lie outside of the ellipse are
identified and replaced with a smoothed estimate in order to perform
the next iteration.

At each iteration, replacement of the outliers reduces the standard deviations
calculated in two and thus the size of the ellipsoid reduces until further outlier
replacement has no effect.

Figures 7.4, 7.5 and 7.6 show the 3D phase space maps produced by the
application of the method on the power diagrams shown in Figure 6.16 again.
They show the ellipsoid produced by the sequential iterations described by
the method‘s steps previously. The outliers here are shown as red points out
of the ellipsoid. Finally Figures 7.7, 7.8 and 7.9 show the final estimation of
outliers using the method. The diagrams are very satisfying, since all of the
power peaks have been detected.
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Figure 7.4: Constructed ellipsoid in 3D phase space for the power
of the 2nd IMF for the 31/10/2009 dataset.
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Figure 7.5: Constructed ellipsoid in 3D phase space for the power
of the 2nd IMF for the 11/2/2010 dataset.
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Figure 7.6: Constructed ellipsoid in 3D phase space for the power
of the 2nd IMF for the 4/4/2009 dataset.
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Figure 7.7: Estimated outliers using the spatially adaptive
threshold (power of the 2nd IMF for the 31/10/2009 dataset).
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Figure 7.8: Estimated outliers using the spatially adaptive
threshold (power of the 2nd IMF for the 11/2/2010 dataset).
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Figure 7.9: Estimated outliers using the spatially adaptive
threshold (power of the 2nd IMF for the 4/4/2009 dataset).
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7.4 Conclusions

In this chapter two different novelty detection methods are applied to the
features obtained from the analysis of the gearbox datasets in the previous
chapter. The first one has been applied many times in the SHM field, but
in a quite different way than what was proposed in this part of the study.
The reason for that is mainly the fact that the work presented in the thesis
is based on time-frequency analysis. This attempt to use the Mahalanobis
Squared distance for OA in the proposed way, gave interesting results that
suggest that the method could be a simple choice for the specific application.

The second method presented and used in this chapter is an adaptive thresh-
olding method (3D-phase space thresholding) that has not been used before
in the CM field. The fact that it was initially introduced and proposed for the
purpose of spike removal is what drew the attention in this particular case.
Since the kind of features examined here are peaks in the power diagrams
of the Hilbert or Teager spectra (and generally any kind of time-frequency
analysis spectra), the method proved quite effective, identifying all the points
in the diagrams related to damage.

All the analysis presented upto this chapter could be considered to be a com-
plete damage detection scheme for a wind turbine gearbox, with satisfying
results. In the chapter that follows, a different kind of approach will be pro-
posed, that originates from econometrics and has been recently used in the
SHM field, for damage detection of bridges. It is completely different from
a time-frequency or time-scale analysis method from the point of view that
it does not decompose a signal into a set of time-scale signal components;
what the method is able to do is to remove common trends by constructing
a residual that is the linear combination of the several measurements taken
from the examined structure.



Chapter 8

How cointegration helps in
CM of the wind turbine

gearbox

The use of cointegration has been proposed recently as a potentially powerful
means of removing confounding influences from SHM data. The reason for
this application is that in the real world, SHM is mainly inhibited by the
fact that benign influences, most of the time related to environmental and
operational changes, can reduce the effectiveness of damage detection meth-
ods. Sometimes, these effects are shown in the measured signals as long term
trends. In addition, although it is the longer time scales of the data that
are mostly influenced by the environmental/operational variations around
the structure, it is sometimes also the case that nonstationarity from benign
causes may appear on different time scales as well, and possibly the ones
that damage is expected to manifest on. Removing such trends from nonsta-
tionary time-series data is therefore of great interest in the SHM field and
unfortunately the application of just a bandpass filtering technique probably
would not prove sufficient to remove nonstationary effects from the signals
not related to damage at the scales that are important for damage detection.
Cointegration, a technique taken from econometrics, on the other hand seems
to solve this problem.

In the context of CM of wind turbine gearboxes, it has been discussed in
the introduction and other chapters of this thesis that operational variations
do exist. Varying loads and varying speeds of the drivetrain might influence

116
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the time-scales on which damage features might occur. As a consequence,
the application of cointegration for removing such influences not related to
damage would be of great interest. In this chapter, the basic theoretical
background of cointegration will be given, and in the next sections a multi-
scale cointegration approach will be proposed that could be applied for CM
purposes. In addition, since as it will be shown cointegration requires the
existence of measurements taken from more than one sensor, a technique
in order to make it possible to apply cointegration to just a single sensor
measurement will be proposed. This idea was found useful for cases where
there might be lack of data from different sensors.

In the next section the theory of cointegration follows.

8.1 Cointegration theoretical background

Cointegration is a property of some nonstationary multivariate time series;
an n-dimensional time series is cointegrated if some linear combination of the
component variables is stationary. The combination is called a cointegrating
relation, and the coefficients form a cointegrating vector. In general, there
may be multiple cointegrating relations among the variables in the time series.
A brief description of the cointegration process for SHM in general, and
as a consequence CM in particular, will follow. A major part of what is
going to be presented is taken from reference [145]. Since the mathematics
around the theory of cointegration is sometimes rather complex, here only the
basic steps of the method will be described. References [141, 145] provide a
tutorial treatment of cointegration in the context of SHM problems for those
who would like to have a more detailed view of the process and study its
application to the SHM of bridges.

The analysis approach is largely based on the Johansen procedure which is
able to find the cointegrating vector that will result in the most stationary
combination of the variables.

It is important to say here that the time series, apart from sharing com-
mon trends, should also have the same degree of nonstationarity if they are
cointegrated. This degree of nonstationarity is related to what is known
as the order of integration of the time-series. A nonstationary time series
is integrated if it can become stationary through differencing. The num-
ber of differences needed in order to achieve stationarity is called the order
of integration and can be estimated by a stationarity test, in this case the
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augmented Dickey-Fuller test (ADF) [146] is the one that is used.

The summary of the cointegration process is given in the following steps. The
Johansen procedure is used to find the most stationary linear combination
of a set of monitored variables.

• The first step is to check the suitability of the monitored variables for
cointegration. They should have the same order of integration. Because
of an explanation given in [147], for most of the SHM cases the vibration
signals are of integrated order one I(1), i.e. a non-stationary variable
with first difference stationary. So the cointegration procedure will be
described this kind of variable. First, the ADF test is applied on each
variable:

– Fit each variable in question to the following time-series model
using a least squares approach,

∆yi = ρyi−1 +

p−1∑
j=1

bj∆yi−j + εi (8.1)

where ∆ is a difference operator defined as ∆yi−j = yi−j − yi−j−1

and εi is Gaussian noise.

– The least-squares estimate of the parameter ρ is used to infer the
degree of nonstationarity of the variable. This is basically a unit
root test. If ρ is statistically close to zero, the process will be
non-stationary and integrated order one. The null hypothesis of
ρ = 0 is tested by comparing the value of the test statistic.

tρ =
ρ̂

σρ
(8.2)

where ρ̂ is the least squares estimate of ρ and σρ is the variance
of the parameter, with the critical values from the Dickey-Fuller
tables (DF, see [148]). If the hypothesis is accepted, the time
series has a unit root and is I(1). If it is rejected, the test is
repeated for ∆yi, if the hypothesis is then accepted, yi is a I(2)
nonstationary sequence. This is continued until the integrated
order of the time-series is ascertained.

• The Johansen procedure can now be applied to variables found to be
order one. If they are cointegrated the Johansen procedure will find
the most stationary linear combination of a set of monitored variables:
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– Fit the variables in question with a vector autoregressive (VAR)
model:

{yi} = [A1]{yi−1}+ [A2]{yi−2}+ · · ·+ [A1]{yi−1} (8.3)

and use the Akaike information criterion (AIC) to determine the
most suitable model order.

– The best cointegrating vectors are found as the columns of [β] in
the vector error-correction model (VECM) of the parameter set
that takes the form:

{z0i} = [a][β]T{z1i}+ [Ψ]{z2i}+ εi (8.4)

where {z0i} = {∆yi}, {z1i} = {yi−1}, {z2i} = {{∆yTi−1}, {∆yTi−2},
. . . , {∆yTi−p}, {D}T}, p is the model order ascertained previously
in the first step of the Johansen procedure and {D}T is a determin-
istic trend. To find [β], the cointegrating vectors, first establish
the residuals {R0i} and {R1i} of the following regressions:

{
{z0i} = [C1]{z2i}+R0i

{z1i} = [C2]{z2i}+R1i

(8.5)

– Define the product moment matrices:

[Smn] =
1

N

N∑
i=1

{Rmi}{Rni}T (8.6)

The required cointegrating vectors are the eigenvectors of the gen-
eralised eigenvalue problem:

(λ′i[S11]− [S10][S00]) (8.7)

The eigenvector with the corresponding largest eigenvalue is the
a cointegrating vector that gives the most stationary combination
of the original variables.

• Once a suitable cointegrating vector is found, new data from the mon-
itored variables are projected on it. If data from the normal condition
of the structure were used in order to create the cointegrating vector,
then the residual from the linear combination will continue to be sta-
tionary all the time the structure continues to operate in its normal
condition. If the residual deviates from stationarity, this is taken as an
indication that the structure may be damaged.
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• Finally a trace test statistic can also be carried out to indicate the
number of cointegrating vectors possible for a set of variables.

8.2 Cointegration using a single sensor

It is implied from the above that in order to perform the cointegration algo-
rithm, datasets from different sensors are needed. This requires additional
instrumentation and memory storage, something not always feasible for the
case of on-line monitoring. In this section a method is proposed that poten-
tially allows cointegration to remove trends when a single sensor is present.
While this idea has been used implicitly before where multivariate natural
frequency data have been extracted from accelerometer data [149] and a sin-
gle acceleration could potentially have sufficed for this purpose; the analysis
in [149] was carried out in batch mode at intervals much longer than the
sampling interval for the raw data. The requirement for off-line analysis re-
duced the potential response time of the diagnostic system. Here, a general
method is proposed that is applicable to any measurement variable, operat-
ing in a truly on-line manner and does not require a priori specification of a
physics-based model form. The idea is based on the application of recursive
AR-modelling and is demonstrated on synthetic data, showing the method’s
potential to be applied on vibration data measured from a wind turbine
transmission system, where cointegration can be adapted as a solution for
extracting the load variation influences in the gearbox vibration signals.

8.2.1 Recursive Least Squares parameter estimation

The recursive least squares (RLS) algorithm is a parameter estimation method
which updates the AR model coefficient estimates, each time a new sample
data becomes available [150].

In the current application, this procedure is not associated with the steps
followed in order to perform cointegration. It will be performed separately,
before the application of cointegration and therefore has nothing to do with
the model fitting steps of cointegration.

Suppose {β}i is the parameter vector at the ith sampling instant and [P ]i is
the corresponding iterate of the covariance matrix. The RLS algorithm can
be summarised by the following equations:

{θ}(i+1) = (ẏ(i−1) ẏ(i+1) y(i+1))
T (8.8)
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{K}(i+1) =
[P ]i{θ}(i+1)

1 + {θ}T(i+1)[P ]i{θ}(i+1)

(8.9)

[P ](i+1) = (1− {K}(i+1){θ}T(i+1))[P ]i (8.10)

{β}(i+1) = {β}i + {K}(i+1)(x(i+1) − {θ}T(i+1){β}i) (8.11)

The iteration is started with {β}0 = {0} and [P ] is initialised as a diagonal
matrix with large entries, because large entries encode the little confidence in
the initial estimate. With a simple modification to the above equations one
can allow past data to be weighted with a forgetting factor λ, that essentially
imposes an exponential window on the past data (allowing to the algorithm
to forget samples faster during the parameter estimation updating). In this
case the update formulae are:

{K}(i+1) =
[P ]i{θ}(i+1)

λ+ {θ}T(i+1)[P ]i{θ}(i+1)

(8.12)

[P ](i+1) =
1

λ
(1− {K}(i+1){θ}T(i+1))[P ]i (8.13)

Usually a value for λ in the range of 0.9 − 0.999 is adopted. The choice of
λ is a compromise between the ability of the algorithm to track changes in
the parameters (small λ values needed), and the need to suppress unwanted
variations due to measurement noise (when the λ value should be close to
unity).

8.2.2 Simulation example

In this section a simulation example of the proposed approach for remov-
ing environmental or operational trends from one damage sensitive variable
will be illustrated. The dynamic response of a three-degree-of-freedom (3
DOF) system, shown in Figure 8.1, to a random excitation is simulated. The
random excitation is applied to the first mass as shown in the figure. The
system masses are M1 = M2 = M3 = 1 [kg], and the damping values are
C1 = C2 = C3 = 20 [Ns/m]. The simulation for the first 3000 points runs
with steady stiffnesses K1 = K2 = K3 = 1000000 [N/m]. In order to in-
troduce effects imitating environmental or operational conditions the next
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Figure 8.1: Simulated 3 degree of freedom lamped mass model.

3000 points, (sample points 3001 − 6000), are obtained from a simulated
system that this time includes a sinusoidal variation in its stiffnesses, more
particularly: K1 = 1000000 + 500000sin(t), K2 = 1000000 + 400000sin(t),
K3 = 1000000 + 300000sin(t) and K4 = 1000000 + 200000sin(t), where
ω = 3π. Finally in order to introduce damage, the simulation runs again
for the next 3000 points, (sample points 6001 − 9000) with reduced stiff-
ness parameters that include the sinusoidal variations and this time corre-
spond to the values: K1 = 750000 + 500000, K2 = 750000 + 400000sin(t),
K3 = 750000 + 300000sin(t) and K4 = 750000 + 200000sin(t).

The RLS algorithm with a forgetting factor = 0.9, described in the previous
section, was used to fit AR models to the simulated accelerations at the
model’s masses (A1, A2, A3). The order of the AR models was chosen to
be 20, so 20 coefficients were estimated for each acceleration. The proposed
method produces updated estimates in time, and an appropriate choice of
the forgetting factor can help tracking the sinusoidal changes related to the
stiffness variation, in the estimated coefficients, if the sampling time is chosen
to be faster than the variations in the dynamics of the system. The first five
coefficients produced were used to perform cointegration analysis. In this
way, the ability of cointegration to remove the effects not related to the
simulated damage will be tested, since these coefficients carry information
about the system’s parameters. The training datasets were chosen to be
between the data points 2200 − 4000 as depicted by the dashed lines in the
Figures 8.3 (b), 8.4 (b) and 8.5 (b).

The simulations produced the acceleration datasets shown in Figure 8.2. The
first step of the study is to produce the AR coefficients using the recursive
least squares method with a forgetting factor 0.9. The choice of the forget-
ting factor in this case was made in such a perspective that the stiffness
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simulated sinusoidal variations, representing environmental or operational
variations, can be tracked by the algorithm as mentioned earlier. The dam-
age sensitive features examined in this case are the first five coefficients of
the three simulated accelerations, but the coefficients of the velocities or dis-
placements could be used as features instead as well. The aim then, is to use
cointegration in order to perform damage detection by creating a feature in-
sensitive to the simulated variations, that could represent either temperature
or operational variations, but is still sensitive to damage.

Figures 8.3 (a), 8.4 (a) and 8.5 (a) show the first five, (out of twenty), coef-
ficients produced, and the influence of the sinusoidal part of the stiffness is
obvious for the last 6000 points of the datasets. The next step is to follow
the procedure briefly described in the previous section for the cointegration
of the coefficients. This procedure includes the application of several station-
arity tests, that determine the order of integration, to all the datasets to be
cointegrated (in this case the coefficients produced), and those suitable for
cointegration are then combined using the Johansen procedure to create a
stationary linear combination of them, (the residual). This stationary linear
combination is established using the appropriate training set of data, that
here includes points from the first part and the second part of the simulation.
For a feature to be considered successful, it is necessary that it becomes non-
stationary only on the occurence of damage regardless of other fluctuations.
Figures 8.3 (b), 8.4 (b) and 8.5 (b) show the cointegrated residual produced
for the training period chosen. The dashed horizontal lines indicate ±3 stan-
dard deviations around the mean of the training data and act essentially as
a statistical process control X-chart. Data points outside this threshold are
considered abnormal.

Figure 8.3 (b) showing the cointegration results of the coefficients of A1 are
probably the least satisfying. The results get clearer while moving away
from the force driving point (mass M1), with the results shown in Figure 8.4
(b), being slightly better. In Figure 8.5 (b), it is even more obvious that
the approach proposed can be promising. The Johansen procedure created
a stationary residual of the 5 coefficients over the training period, with one
anomaly detected at the specific points where the second part of the simu-
lation began (sample point number 3000). This is not a sustained excursion
outside the confidence intervals however, so it rather shows the transition pe-
riod of the dataset, after which the features return to an equilibrium and are
still valid for anomaly detection. With the introduction of damage (sample
point number 6000), a clear indication of damage is apparent. The residual
becomes non-stationary, deviating periodically and significantly out of the
control chart boundaries.
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Figure 8.2: Simulated accelerations of the 3DOF system: (a)
A1, (b) A2 and (c) A3.
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Figure 8.3: (a) First five estimated parameters of signal A1 and
(b) the cointegrated residual produced
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Figure 8.4: (a) First five estimated parameters of signal A2 and
(b) the cointegrated residual produced.
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Figure 8.5: (a) First five estimated parameters of signal A3 and
(b) the cointegrated residual produced.
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8.3 Multiresolution cointegration explained in

an experimental application

Previous work pointed out that despite the fact that it is the longer time
scales of the data that are mostly influenced by the environmental varia-
tions around the structure, it is sometimes also the case that nonstationarity
from benign causes may appear on different time scales as well, and pos-
sibly the ones that damage is expected to manifest on [151]. This means
that the application of just a bandpass filtering technique probably would
not prove sufficient to remove nonstationary effects from the signals not re-
lated to damage at the scales that are important for damage detection. In
that paper [151], links between the cointegration algorithm and multi-scale
decomposition using wavelets were highlighted and scale-specific cointegra-
tion was suggested as a possible option to the benefit of damage detection.
The paper was deliberately quite speculative and exposed a number of issues
that might prove problematic for the wavelet-based approach. One problem
was related to linear dependence between variables as a result of the sparse
wavelet basis at low frequencies which induced conditioning problems in the
cointegration procedure. A second problem was that the wavelet levels se-
lected for analysis had to be chosen on an ad hoc basis. In this part of the
thesis the EMD is proposed as a potential solution to both of these problems.

8.3.1 Experimental datasets

The datasets used in this analysis were collected within the DAMASCOS con-
sortium. DAMASCOS was a Brite-Euram project which attempted to use
Lamb waves for damage detection in a composite plate subjected to cyclic
temperature variations. The plate material was a carbon fibre-reinforced plas-
tic (CFRP) laminate with a 0/90 degrees lay-up. Two identical piezoceramic
discs bonded to the midpoint of the edges of the plate were used to transmit
and receive fundamental symmetric and antisymmetric Lamb-waves, Figure
8.6. The instrumented composite plate was placed in an environmental cham-
ber in the particular test used, and Lamb waves were recorded every minute.

Manson [152] used the DAMASCOS data to investigate the feasibility of
discovering features for damage detection from the response spectrum that
are insensitive to environmental variations. In that work the features chosen
for analysis were 50 spectral lines from the frequency spectrum (numbers
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Figure 8.6: Thick composite plate (3mm) instrumented with
piezoceramic transmitter.

46−95) which occurred around the peak. Figure 8.7 illustrates the variation
of the amplitude of the 50 spectral lines under investigation for the duration
of the testing. In the first part of the test, the temperature was constant at
25 degrees (sample points 0 − 1078 in Figure 8.7). In the second part the
temperature was cycled between 10 and 30 degrees every nine hours (sample
points 1079 − 2159). In the final part, apart from the temperature cyclic
variation, there was an introduction of damage to the plate, by drilling a 10
mm hole between the two sensors (sample point 2207).

In a previous analysis [153], cointegration was used to create a feature that
was insensitive to temperature-induced variation but still sensitive to dam-
age. The details can be found in [153], but the basic principle was to use the
Johansen procedure on training data encompassing the temperature varia-
tion but not damage, in order to create a cointegrated residual. This residual
was then monitored for anomaly detection, with excellent results. In addi-
tion, a first attempt to combine multiresolution analysis and cointegration
was made in the reference [151]. In that paper, discrete wavelet analysis was
used as a means of characterising the time-scales on which nonstationarity
manifested itself. The interesting results led to the current approach which
aims to test whether the EMD method can improve the analysis. Here some
of the wavelet results will be shown in parallel with the EMD results in order
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Figure 8.7: Features (spectral lines 46-95) over the whole period
of the Lamb wave environmental test.

to have a clearer understanding of the advantages and disadvantages of both
methods.

8.3.2 Multiresolution cointegration results: an EMD
and Wavelets application

As explained in reference [151], the wavelet level decomposition is carried
out by using the orthogonal wavelet transform (OWT, A.3). Because the
OWT requires the number of samples to be a power of two, the feature data
were truncated to 4096 (212) points by removing the first portion of the data
where the temperature was held constant. This led to thirteen decomposed
levels; however, the first two levels are essentially both copies of the mother
wavelet and do not contain significant information from the signals. Unlike
the EMD method the wavelet transform decomposes the signal to signal levels
that begin from lower and end at higher frequencies. The Daubechies N = 4
wavelet was used for the analysis because, although it is less smooth than the
higher-order wavelets, its shape is quite well matched to the triangular wave
temperature ramping cycles. As shown in Figure 8.8 the level decomposition
thus yielded a 13 × 20 matrix of level time series. (Levels are labelled here
from 0 to 12. Level 0 is omitted from the figure as it contains the same
wavelet as level 1 shifted by the signal mean).

The EMD method is also used to decompose the datasets examined, resulting
in the IMFs shown in Figure 8.9.
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Figure 8.8: Wavelet levels for all Lamb wave spectral features
[151].
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Figure 8.9: IMFs for all Lamb wave spectral features.
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The stationarity of each wavelet level and each IMF can be then calculated
using a statistical test, in this case the ADF statistic. In general, the ADF
statistic becomes increasingly negative as signals become more stationary.
The ADF statistic was computed for all the wavelet levels and all the IMFs
(separately) and the results were averaged across the features to give a mean
ADF statistic per level. These results are shown in Figures 8.10 and 8.11,
where it can be seen that the wavelets decomposition process yields a se-
quence of signals steadily increasing in stationarity, while the IMFs are sig-
nal components with steadily increasing nonstationarity. Concerning Figure
8.10 the first 3 or 4 level values are probably not to be trusted as the signals
actually reflect the nature of the mother wavelet rather than the the original
signal. In a similar way (Figure 8.11) the last three IMFs mostly reflect the
nature of the residual signal of the decomposition.
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Figure 8.10: Mean ADF statistic across the feature set as a
function of the wavelet level [151].

Multiresolution analysis offers the possibility to compute a cointegrated resid-
ual for damage detection on a level-by-level basis. This approach creates a
large body of results, here only the results of the 12th and 5th wavelet level,
as well as the 2nd and 6th IMFs are presented. The 12th wavelet level is the
‘most stationary’ level of the wavelet decomposition analysis and in a similar
manner the 2nd IMF is the most stationary signal component (along with the
3rd IMF) in the EMD analysis. Both the 12th wavelet level and the 2nd IMF
represent the second highest frequency band of the signal, it is interesting to
examine them, as an optimal case for SHM purposes. The cointegrated resid-
uals for both cases are given in Figures 8.12 and 8.13. The dashed vertical
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Figure 8.11: Mean ADF statistic across the feature set as a
function of the IMF number.

lines in the figures indicate the region of training data used for the Johansen
procedure (between samples 900 and 1500); they come some of the constant
temperature regime and one full cycle of the temperature variation. The solid
vertical line indicates the onset of damage. Finally, the horizontal dashed
lines represent 3σ confidence levels as detection threshold computed from
the statistics of the training data residual as is commonly used in statistical
process control. The clearest indication of damage shown in both figures is
the drop in the signal variance. This is not a good indicator of damage, as
discussed in [151].
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Figure 8.12: Cointegrated residual for 12th wavelet level [151].
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Figure 8.13: Cointegrated residual for IMF 2.

Having considered what happens at the most stationary signal components,
it is interesting to see what happens at the ‘least stationary’ as well, and
more particularly the ones corresponding to the time-scale of the temperature
variations. For this purpose the cointegrated residual of the 5th wavelet
level and the cointegrated residual of the 6th IMF are shown in Figures 8.14
and 8.16 (b) respectively. Apart from the fact that the residual causes an
early alarm for the true damage, no other excursions are observed. The
early alarm was discussed in [151]; it is not considered an immediate concern
here for the following reason. The excursions before the actual onset of
damage are akin to Gibbs phenomenon in Fourier analysis; the effects of the
discontinuity (damage) are felt before and after it occurs at the scale of the
individual wavelet level or individual IMF; because the two methods allow
perfect reconstruction, the information to resolve the apparent non-causality
will be present in other wavelet levels or IMFs, mainly corresponding to
higher frequencies. The early alarms are simply an artefact of the batch
processing applied here and will be removed when an on-line version of the
methodology here is developed.

A major problem that arose in this case in the application of the Johansen
procedure at level 5 (and some of the other levels) is an ill-conditioning issue;
there exist more basis functions than pieces of data, since this level can only
accommodate 16 basis functions, meaning that 20 features will be linearly
dependent. This results in estimated residuals of magnitude that is 4 or 5
orders greater than the data themselves, Figure 8.14 (b). In order to solve
this problem, regularisation is needed. The simplest way to do this is by
adding noise to the feature data. A choice of a noise rms of approximately
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Figure 8.14: (a) 20 features at level 5 of the decomposition and
(b) Cointegrated residual for level 5: original data [151].
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Figure 8.15: Cointegrated residual for level 5: ‘regularised’ data
[151].

0.25% of the level variance, through a trial-and-error process, gave the results
presented in Figure 8.15, that are considered to be good although the way
of determining the noise levels was not performed in a principled manner.
A more formal way of doing this should be through optimisation and cross-
validation. This is probably the main disadvantage of the wavelet approach
when compared to the EMD.

The EMD alternative to multiresolution cointegration might suffer from a
different problem, though; the EMD method might not produce the same
number of IMFs for the datasets analysed. This is a rather important issue
since cointegration between components with slightly different time scales
might occur. A solution to this, could probably be to use a noise assisted
version of the EMD (e.g. the EEMD) that might act as a dyadic filter bank for
all kinds of signals and would be able to produce possibly the same number
of IMFs for every feature examined.

Despite the issues described above, it is clear from Figures 8.15 and 8.16
(b) that the cointegrated residual of the particular wavelet level and IMFs
analysed is much more sensitive to damage than the previously presented
results (Figures 8.12 and 8.13). This explains the fact that the most nonsta-
tionary signal component would be the most appropriate choice to perform
cointegration and give excellent results that enhance the sensitivity to dam-
age when compared to the application of a standard cointegration approach.
According to [154] this because when damage breaks the relation imposed by
cointegration the nonstationarity level in the signals is potentially the same
as the nonstationarity level in the individual features.
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Figure 8.16: (a) 20 features at IMF 6, and (b) cointegrated resid-
ual for IMF 6.
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8.3.3 Conclusions

Previous work has shown that cointegration provides a powerful means of
removing the effects of environmental and operational variations from data
in order to enhance damage detection capability.

In this chapter a technique that can be used when one wishes to perform
cointegration but lacks data from multiple sensors, was demonstrated. This
is not uncommon, especially for real life on-line applications, where mem-
ory storage and sensor costs can be limitations in order to adopt any SHM
method with high requirements of such kind. Applying cointegration to the
condition monitoring of wind turbine gearboxes could be a solution to the
main problem that inhibits signal processing analysis in on-line wind tur-
bine gearbox condition monitoring, that is the time varying loads that these
gearboxes undertake. Damage features in this case might be influenced in an
unexpected way and false alarms could be produced because of these effects.

It was shown that the RLS parameter estimation method with a forget-
ting factor can produce coefficients, identifying the parameters of the system
examined, that can track variations of the system parameters. These co-
efficients can be a suitable feature for damage detection and can be used
successfully for cointegration analysis. The results presented in this chapter
seem promising, but further research is important since the nature of the
material of this study is rather exploratory.

Further work presented in this chapter, indicated that using cointegration in
a multi-scale framework offered the possibility of enhancing the sensitivity of
SHM algorithms; however, part of this later work based on wavelet analysis
raised a number of issues that required more thought. One issue was that
the sparse wavelet basis at low frequencies created conditioning problems
with the Johansen procedure that required solution by regularisation; this
problem has been solved by the adoption of the EMD as an alternative to
the wavelet analysis. Another problem with the multi-scale approach was the
fact that there are excursions above the alarm limit for the residuals before
damage occurs; The problem is essentially a type of Gibbs phenomenon and
is an artefact of the batch processing of the data; the solution to this problem
will be to pass to a truly on-line algorithm for detection and this matter is
currently under investigation.

A general comment about multiresolution cointegration, suggested by the
results derived in reference [151], would be that there might be a connection
between cointegration and multiscale analysis. This would be an interesting
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concept for further investigation.



Chapter 9

Conclusions and further
work

The main focus of this thesis was to develop and test advanced signal pro-
cessing methods for wind turbine condition monitoring applications, that can
overcome difficulties related to the varying operational conditions (load or
speed) of these systems. For the feature extraction part of the damage de-
tection process, time-frequency or time-scale analysis methods are the most
appropriate in this case, in order for one to be able to represent the varying
nature of the signals. For the pattern recognition part of the analysis, nov-
elty detection methods should be chosen when only measurements from the
undamaged structure can be used as a reference in the analysis. In addition
what was attempted to be shown in this study is that there could be cases
where just a filter bank method might not prove sufficient to detect damage
when performing condition monitoring of wind turbine gearboxes or bearings
or generally the drivetrain. In this case, a different kind of approach, such
as cointegration, could probably provide a solution.

Summarising the work and the conclusions of this thesis:

• A description of the wind turbine gearbox experimental data that are
mainly used in this study are given in Chapter 4. These measurements
were taken by the EC Grupa, a Polish engineering company that main-
tains the wind turbine system. They come from a single accelerometer
and were obtained at three different days representing different stages
of damage. The damage was described as a tooth crack at the second
gear stage of the gearbox.

141
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Bearing datasets are also analysed at some points in this thesis. These
come from a joint experiment with the Leonardo Centre for Tribology
of the University of Sheffield. The measurements in this case were
obtained during a fatigue test at two different dates, the first one when
the bearing was healthy and the second one after introducing damage
to it using the EDM method.

Finally, a simple gearbox model was simulated in this study, and is
described in the same chapter. It allows for certain nonlinear and time-
varying characteristics and takes into account varying loads similar to
those found in wind turbines. These loads were simulated using FAST
software and the applying such kind of loads to a gearbox model appears
to be a novel idea.

• The time-frequency method proposed in this study is the EMD method.
The main reasons for that are that it is an adaptive relatively recent
method with some interesting features. Chapter 5 explains the basic
theory of the EMD method. Various studies in the past have encoun-
tered a problem of the method, the mode mixing, that is why this
problem is discussed. Through this discussion an interesting character-
istic of this problem appears to have a potential trait to be used in the
analysis that follows but with certain concerns and under specific cases.
This trait is that mode mixing can create a significant higher number
of IMFs when the signal analysed with the EMD method contains in-
termittencies. This was an interesting peculiarity of the algorithm in
this particular case, since gear tooth damage and damage in bearings
appears in the form of intermittencies.

This chapter also introduces the TKEO and Desa-1 algorithms, as an
alternative amplitude-frequency separation technique to HT. There are
only very few applications of this operator in condition monitoring, and
being a simple algorithm, its use in this study seemed of interest.

• In Chapter 6 the EMD method is applied first to the simulation datasets
produced by the gearbox model of Chapter 4 and then to the bearing
and gearbox experimental datasets. The simulation results showed that
the EMD method manages to create signal components that could be
related to damage, separating them from the varying load influences
from the vibration signals for the specific loads examined in the simu-
lations. These signal components are then available for further analysis
with an amplitude-frequency separation technique, such as the HT or
the TKEO/Desa-1. It was shown that the TKEO in combination with
an energy separation algorithm can be a good alternative approach to
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the HT under the condition of analysing monocomponent, clean and
smooth signals. The simulation results also suggested that the number
of IMFs could potentially separate the steady and time-carying load
cases and the undamaged and damaged cases. This is not surprising,
since it is generally accepted that damage increases the complexity of a
structure (reference [155]), which in signal processing terms means that
damage might create new frequency components. The EMD method,
on the other hand for deterministic signals, or even signals that may
contain a reasonable amount of noise, is known to decompose the signal
analysed into meaningful signal components, the IMFs, so additional
frequencies would mean additional IMFs. Apart from that, because
gear tooth damage has an intermittency form in the signal, it initiates
the mode mixing problem, therefore generating an even higher number
of IMFs. In order to confirm this in experimental data, the experimen-
tal bearing datasets were used, giving results that agree with the pre-
vious assumptions. The noise levels in these datasets were considered
rather low, since the tests were performed in a laboratory environment.
This suggests that the EMD method did not act as a dyadic filter bank
in this particular case, and therefore confirmed the initial assumption
that had been made according to the simulation results. Unfortunately
this could not be confirmed with the analysis of the gearbox exper-
imental datasets, which were the only datasets coming from a wind
turbine in operation, since all the datasets available were coming from
damaged conditions of the gearbox. In addition, it is quite probable
that due to the high levels of noise in this case, the EMD method would
act as a dyadic filter bank and the mode mixing would not be initiated.
Still, these datasets were used to perform time-frequency analysis and
the 3D diagrams of their instantaneous characteristics were presented
(both the Hilbert and the Teager spectra). Damage sensitive features
were extracted from this analysis.

• In Chapter 7, feature discrimination using unsupervised learning is at-
tempted at first by applying outlier analysis with Mahalanobis squared
distance as a discordancy measure. Since, in this case time-frequency
analysis is performed, this method should be applied in a different way
than in previous studies that generally extract features from the FRFs
or the transmissibility functions. So in this research work, outlier anal-
ysis is performed at the power of the 2nd IMF for each gearbox dataset
(that was obtained in the previous chapter), because this was the mode
identified as the most sensitive to damage. In the power diagrams a
10-dimensional feature was defined as a 10-point window. One series
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of 200 features was used for the training data, that were chosen care-
fully in order that no peaks (of the power) would be included in them.
Whenever a fault appeared, the outlier statistic diagram should show a
peak that is distinct from the normal condition data. The results of the
method were satisfying and showed that the method could be used as a
simple approach. A spatially adaptive thresholding method, known as
3D phase-space thresholding and appearing to be a novel method in the
condition monitoring field was also tested on the same data. Because
the peaks in the power signals, in this case, are the ones that show the
existence of damage and since this thresholding technique was initiated
particularly for spike detection, its application gave the desired results.

All the analysis, performed up to now can be considered to be a com-
plete signal processing analysis for condition monitoring. A different
approach to filter bank methods was also proposed in the next chapter.

• Cointegration is a technique which originates from econometrics, that
linearly combines nonstationary response variables that are cointegrated
in order to create a stationary residual whose stationarity represents
the normal condition of the examined structure. For this reason, it
has been recently applied in the structural health monitoring field as
a means of removing environmental influences from data, and seems a
promising approach in the condition monitoring field for the reasons
described earlier. In Chapter 8 the possibility of cointegration using
data from a single sensor is investigated through a simulated example.
Apparently, in order to perform cointegration datasets from different
sensors are needed, but this is not always feasible for the case of on-
line monitoring for reasons of lack of storage and instrumentation. The
idea proposed in order to achieve this, is based on the application of
recursive AR-modelling (a recursive least squares algorithm with a for-
getting factor) and is demonstrated on a 3DOF system synthetic data,
that included sinusoidal stiffness variations. The correct choice of the
forgetting factor helps the algorithm to track changes in the parame-
ters. The results of the simulations produced AR coefficients that man-
aged to track the stiffness sinusoidal variations simulated. In this way
cointegration of the produced coefficients could be applied and tested.
The results were promising, since the method managed to distinguish
a simulated drop in the stiffness that represented damage.

The second subject discussed in this chapter is the development of a
multiresolution cointegration approach. The wavelets and the EMD
methods are used for this purpose in combination with cointegration
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and each approach offers different advantages and drawbacks. The
datasets used in this analysis were collected by the DAMASCOS con-
sortium, a Brite-Euram project which attempted to use Lamb waves
for damage detection in a composite plate subjected to cyclic tempera-
ture variations. In a previous analysis [153], cointegration was used to
create a feature that was insensitive to temperature-induced variation
but still sensitive to damage.

The main objective of multiresolution cointegration has been to see
if a multiresolution analysis can lead to enhancement of, the use of
cointegration method for the removal of trends from structural health
monitoring or condition monitoring data. Multiresolution cointegra-
tion was performed using the discrete wavelet analysis that was used
as a means of characterising the time-scales on which nonstationarity
manifested itself. The multiresolution results using the wavelet anal-
ysis were first presented in reference [151], and are given in order to
have a better comparison of the two different approaches. One issue
encountered in that paper was that the sparse wavelet basis at low fre-
quencies created conditioning problems with the Johansen procedure
that required solution by regularisation; the adoption of the EMD, as
an alternative to the wavelets, solved this problem. Another problem
with the multi-scale approach was the fact that there are excursions
above the alarm limit for the residuals before damage occurs; this ap-
pears to manifest in the same manner with the EMD approach and is
related to a type of Gibbs phenomenon. A truly on-line algorithm for
detection will be able to solve this issue. A disadvantage of the EMD
method on the other hand that is solved using the wavelet is that the
number of IMFs produced might not be always the same.

In general, the results confirm that the multiresolution cointegration
allows the removal of trends at independent time scales. Changes from
environmental and operational variations will often show themselves
on different time scales, so this possibility makes multiresolution coin-
tegration interesting. In addition by cointegrating data at their most
nonstationary timescale, one might potentially enhance the cointegra-
tion method, because when damage breaks the cointegration relation
in this case, the nonstationarity effect reasserts itself most strongly.

At a deeper level, as discussed also in [151], the research has given
support to the idea that cointegration and multiresolution analysis are
fundamentally connected, although this assumption should be further
explored.
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Although the two methods proposed in the last chapter have been suc-
cessful, the first one on synthetic data and the second one on structural
health monitoring data, further work is needed to validate these results
on experimental condition monitoring data.

9.1 Further work

Some aspects of the research presented in this study is of an exploratory
character. Therefore, further investigations are required to fully establish
certain parts of this thesis. These could include the following:

• This thesis focused on the condition monitoring of wind turbine gear-
boxes and to a lesser extend of wind turbine bearings. The kind of
gearbox damage examined was limited to gear tooth damage, and as a
result the kind of analysis that followed in order to extract appropriate
damage features is defined by the way this kind of damage influences
the gearbox vibration signals. Generally, the data coming from real
wind turbine systems were limited and it would be interesting to try
and test the methods proposed in a larger range of cases. Further work,
that might be of interest would be for example to attempt applying sim-
ilar signal processing methods to other components of the drivetrain,
i.e. the shaft, that might need a completely different approach in the
analysis in order to extract damage features.

• In the case of the EMD method, the lack of mathematical background is
a restriction for the full understanding of the way the method works and
also of the mode mixing problem of the EMD. Although, certain claims
were made according to the simulation results that were confirmed by
an experimental application, providing sufficient proof concerning the
way gear tooth damage or bearing damage might influence the number
of IMFs, under certain circumstances, should be performed in a much
more theoretical background in order to make definite conclusions.

• In the case of the amplitude-frequency separation algorithms, the TKEO
with the energy separation algorithm chosen, appeared to be a good
alternative to the HT algorithm. Still, both algorithms have the dis-
advantage of being quite sensitive to not smooth data (or data con-
taining noise). The solution examined here, was to use a smoothing
filter (apart from the filter bank application that isolated noise only
at the first IMFs). Testing other methods, such as the GZC method
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for example, that might avoid a differentiation in order to estimate the
frequency, would be interesting.

• For the feature discrimination part of the study the application of un-
supervised learning methods seemed the most appropriate due to the
lack of data from various damage cases and was generally considered
successful. Still, this is just an initial step for damage detection, since
novelty detection by itself lacks information concerning the kind and
the exact level of damage. A supervised learning approach in this case
would be able to distinguish for example whether a particular compo-
nent in a drivetrain has reached a level of damage severity that suggests
replacement. In order to achieve such a strategy though, either a huge
range of data should be available or a high fidelity model should be
created.

• Concerning the use of cointegration, most of the work presented is ex-
ploratory and has not been validated on real wind turbine gearbox
data. In the first part of Chapter 8, a method was developed in order
to perform cointegration with data obtained from just a single sensor.
Although the simulation results in this case were successful, and the
method is quite straightforward from a theoretical point of view, it has
not been validated in real data and furthermore it has not been tested
on either simulated or experimental gearbox data. For this purpose, an
appropriate gearbox model should be simulated that can produce accel-
eration data from different placements of its cage and that allows load
variations. In this way, cointegration using one sensor measurement can
be compared with cointegration using various sensor measurements in
a simulated environment. Finally, appropriate gearbox experimental
data could validate the previous results.

• For the multiresolution cointegration approach using the wavelet trans-
form an issue of sensitivity to the regularisation parameter (noise rms)
adopted in the Johansen procedure should bear further investigation.
In Chapter 8 a trial-and error approach was adopted with satisfying
results but a more principled approach should be explored. This ap-
proach should be perhaps based on cross-validation on independent
data. An analytical approach to regularisation might prove more pow-
erful than adding noise. For the EMD alternative to multiresolution
cointegration, this problem did not appear. Unfortunately, this case
suffered from a different issue; the EMD method might not produce
the same number of IMFs for the datasets analysed. In this case coin-
tegration between components with slightly different time scales might
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occur, possibly deteriorating the performance of the method. A solu-
tion to this, could probably be to use a noise assisted version of the
EMD (e.g. the EEMD) that might act as a dyadic filter bank for all
kinds of signals.

• One more improvement that could be made in the cointegration analy-
sis would probably be to improve the detection thresholds for the nov-
elty detection. The thresholds used in Chapter 8 are based on Gaussian
statistics that might not be appropriate for every case examined. In
fact they were almost certainly not for the lower wavelet levels were
the statistics of the individual mother wavelet is likely to have greater
influence.

• The multiresolution analysis presented insinuates that there might be
a connection between cointegration and multiscale analysis, [151]. The
idea behind cointegration is roughly that a number of signals sharing
a common long-term trend can be combined, forming a signal from
which this trend is removed. This combination of the signals which
is constructed using the Johansen procedure, is a signal that has the
stationarity characteristics of differenced versions of the original sig-
nals and differencing in this process makes the signals more stationary.
As mentioned in [151], “the derivative operator - in spectral terms - is
equivalent to a type of high-pass filter, so one can see how the sequence
of detail/approximation divisions in the multi-resolution process will
result in a sequence of signal components steadily changing their sta-
tionarity properties”. It would be interesting to attempt to investigate
this connection between cointegration and multi-resolution analysis at
a deeper mathematical level in the future.

• Finally the algorithms used throughout the thesis are based on an of-
fline approach to condition monitoring. On a practical level it would
be useful to develop their on-line versions.
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Appendix A

Signal processing

A.1 Fourier analysis

The FT rules over linear time-invariant signal processing, [156]. The theory
presented here is largely based on the Fourier analysis chapter (Chapter 4)
of the book given in reference [157].

If a signal x(t) is a periodic function of time t, with period T ,as shown in
Figure A.1 then this signal can be expressed as an infinite trigonometric
series, (Fourier series) of the form, [157]:

x(t) = a0 +
∞∑
k=1

(akcos
2πkt

T
+ bksin

2πkt

T
) (A.1)

where a0, ak, bk are constant Fourier coefficients given by the equations:

a0 =
1

T

∫ T
2

−T
2

x(t)dt (A.2)

ak =
2

T

∫ T
2

−T
2

x(t)cos
2πkt

T
dt (A.3)

bk =
2

T

∫ T
2

−T
2

x(t)sin
2πkt

T
dt (A.4)
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x(t)

t

T

Figure A.1: A periodic signal [157].

ak

ωk =
2πk
T2π

T
2π
T Frequency of harmonic

bk

ωk =
2πk
T2π

T
2π
T Frequency of harmonic

Figure A.2: Fourier coefficients [157].

The important restriction of the equation A.1 is that, when x(t) is discon-
tinuous, the series gives the average value of x(t) at the discontinuity.

If the position of the t axis in Figure A.1 is adjusted so that the mean value
of the signal is zero, then because of equation A.2, the coefficient a0 will be
zero and the coefficients ak and bk will generally be all different.

An illustration of their values is shown in Figure A.2.

The horizontal axis in this figure represents frequency. So the kth coefficient
is located at the frequency

ωk =
2πk

T
(A.5)

which is the frequency of the kth harmonic. When T → ∞, the signal
no longer represents a periodic phenomenon and can no longer be analysed
into discrete Fourier components, subject to certain conditions though, the
Fourier series of equation A.1 turns into a Fourier integral and the Fourier
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coefficients of equation A.2 turn into continuous functions of frequency called
Fourier transforms.

The Fourier integral is given in the following equation:

x(t) = 2

∫ ∞
0

A(ω) cosωtdω + 2

∫ ∞
0

B(ω) sinωtdω (A.6)

with:

A(ω) =
1

2π

∫ ∞
−∞

x(t) cosωtdt (A.7)

B(ω) =
1

2π

∫ ∞
−∞

x(t) sinωtdt (A.8)

with the condition:

∫ ∞
−∞
|x(t)|dt <∞ (A.9)

which means that the classical Fourier analysis theory can be applied only
to functions that decay to zero when |t| → ∞.

Making use of Euler’s formula:

eiθ = cos θ + i sin θ (A.10)

X(ω) can be defined as:

X(ω) = A(ω)− iB(ω) (A.11)

one can derive the complex form of the continuous-time FT of the x(t):

X(ω) =
1

2π

∫ ∞
−∞

x(t)(cosωt− isinωt)dt =
1

2π

∫ ∞
−∞

x(t)e−iωtdt (A.12)

and the signal x(t) can be regained from X(ω) by the inverse FT:
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Figure A.3: Fourier basis functions (real parts of complex sinu-
soidal functions) [126].

x(t) =

∫ ∞
−∞

X(ω)eiωtdω (A.13)

X(ω) is the measure of the similarity between the signal x(t) and complex
sinusoidal functions [126] (Figure A.3). One important feature of the FT is
that the basis functions in equation (A.13) and the dual functions in (A.12)
have the same form. In addition, eiωt corresponds to an impulse at frequency
ω. This means that the X(ω) is the signal’s projections on the basis functions
and precisely reflects the signal’s behaviour at frequency ω. It is obvious from
the above that the X(ω) represents the spectral content of the signal x(t) in
terms of frequency ω and magnitude X(ω). The square of the FT |X(ω)|2 is
called power spectrum, and is a quantity that indicates how the signal energy
is distributed in the frequency domain.

A.1.1 Frequency Response Functions

The equation of motion of a single-degree-of-freedom system [8] (Figure A.4)
is:

mÿ + cẏ + ky = x(t) (A.14)

The above equation is written in the frequency domain (FT):
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SDOF System
x(t) y(t)

Figure A.4: Single-input-single-output SDOF system [8].

m(iω)Y (ω) + c(iω)Y (ω) + kY (ω) = X(ω) (A.15)

or

(−mω2 + icω + k)Y (ω) = X(ω) (A.16)

So if one defines

H(ω) =
1

−mω2 + icω + k
(A.17)

one finally obtains

Y (ω) = H(ω)X(ω) (A.18)

It is very easy to define the frequency response function (FRF) from the
equation (A.18).

It is worth to point out that if:

h(t) = F−1[H(ω)] (A.19)

then h(t) is the solution of

mḧ+ cḣ+ kh = δ(t) (A.20)

and for this reason it is called the impulse response.

A.2 The Short-Time Fourier Transform

Because the basis functions used in the classical Fourier analysis do not
associate with any particular time instant, the resulting measurements (FT),
do not reflect a signal’s time-varying nature [126].
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Figure A.5: Time-frequency boxes (“Heisenberg rectangles”)
representing the energy spread of two Gabor atoms [156].

The simplest way to overcome this is to compare the signal with elementary
functions that are localised in the time and frequency domains simultane-
ously:

STFT{x(t)}(t, ω) =

∫ ∞
−∞

x(τ)γ∗(τ − t)e−iωτdτ (A.21)

which is a regular inner product and reflects the similarity between a signal
x(t) and the elementary function γ(τ − t)e−iωt. This function has a short
time duration and is named the window function. Equation A.21 is the well
known STFT, or windowed transform, defined by Gabor, [131]. One can
write equation (A.21) on a frequency interval as well by applying the Fourier
Parseval formula.

Gabor atoms are constructed by translating in time and frequency the time
window γ:

γu,ξ(T ) = γ(t− u)eiξt (A.22)

Figure A.5 shows the energy spread of two Gabor atoms [156].

One can explain the STFT by the following: the short time duration of
the window function reflects the signal‘s local frequency properties. This is
because, the window function is first multiplied with the signal and the FT
of the product x(τ)γ∗(τ − t) is computed.
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One could also understand the STFT with the following concept: in STFT
the signal is compared with a set of elementary functions γ(τ − t)e−iωt, con-
centrated in both time and frequency domains. If the time duration and
frequency bandwidth of the window function are ∆t and ∆ω the STFT(t, ω)
indicates the signal’s behaviour in the vicinity of [t−∆t, t+∆t]×[ω−∆ω, ω+
∆ω]. The values of ∆t and ∆ω should be as small as possible in order to
have a better measurement of the signal’s properties at a particular time and
frequency (t, ω). Unfortunately, Heisenberg‘s uncertainty principle creates a
limitation to that since ∆t and ∆ω are not independent:

∆t∆ω ≥ 1

2
(A.23)

The above equation means that if γ(t) is chosen to have good time resolution
(∆t small), then its frequency resolution must be deteriorated and vice versa.
The equality of the equation A.23 only holds when γ(t) is a Gaussian function.

Fig. A.6 shows the STFT elementary functions. Unlike the FT, for which the
elementary functions extend into the entire time domain, the Gabor elemen-
tary functions are centred in a particular time, and therefore they contain
both time and frequency information. Both the FT and the STFT elemen-
tary functions though are harmonically-related complex sinusoidal functions.

The square of the STFT is called the STFT spectrogram and is the simplest
time-dependent spectrum depicting roughly a signal‘s energy distribution in
the joint time-frequency domain.
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Figure A.6: Gabor elementary functions. In the Gabor trans-
form, the change of the frequencies is obtained by frequency
modulation [126].

A.3 Wavelets

The continuous wavelet transform (CWT), uses dilated (scaled) and trans-
lated (time-shifted) elementary functions, ψ(a−1(t− b)) in order to produce
the time-scale representation of the signal analysed. The elementary function
ψ(t) is known as mother wavelet. If ψ(t) is centred at time zero and frequency
ω0, then the function ψ(a−1(t− b)) is centred at time b and frequency ω0/a.
So b is a translation parameter indicating the time locality and a(a > 0) is
a dilation or scale parameter and what the CWT does is to scale the time
variable t of a given elementary function [126]. The equation describing this
transform is the following:

CWT(a, b) =
1√
|a|

∫
x(t)ψ∗(

t− b
a

)dt (A.24)

for a 6= 0.

An important characteristic of the WT when compared to STFT is that al-
though the time and frequency resolutions of STFT are uniform in the entire
time-frequency domain, they vary in WT. Figures A.7 and A.8 illustrate this
difference.
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ω

Figure A.7: Bandwidth of STFT is uniform in frequency domain
[126].
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ω

Figure A.8: Frequency response of WT [126].
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If the data of interest are sampled, the discrete wavelet transform (DWT)
can be used, that results from setting the dilations and translations to be
aj = 2j and bj,k = k

2j
.

In this case the OWT can be defined by [151]:

xmk =

∫ ∞
−∞

x(t)ψm,k(t)dt (A.25)

where the function ψ(t) is from a so-called orthogonal wavelet family,

ψm,k(t) = 2
m
2 ψ(2mt− k), (m, kεZ) (A.26)

The transform is simply a linear combination of the basis functions and the
decomposed function can be represented as a sum of m wavelet levels:

xm(t) =
∑
k

xmk ψm,k(t) (A.27)

These levels represent the time behaviour of the signal within different scale
bands and give their contribution to the total signal energy. Each level is
determined by a number of wavelets which can be fitted into the interval
of interest. If for example the Daubechies‘ wavelets are used, the level m
is composed of 2

m
2 basis functions. This decomposition corresponds to the

division into levels of detail and approximation (Figure A.9), so it can be
seen as the application of a sequence of filtering operations.

Starting from the original signal, one applies both high and low pass filtering
[151]. The outcome of high pass filtering is designated as detail and that of
low pass as approximation. This is repeated on the approximation signal to
yield a second level of detail and new approximation. The process can be
repeated until the low-frequency approximation is reduced to monotonic or
even constant behaviour.
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Figure A.9: A schematic for multi-resolution analysis [151].
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