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Abstract

High-resolution data obtained from airborne remote sensing are increasing opportunities for representation of small-scale structural elements (e.g. walls, buildings) in complex floodplain systems using two-dimensional (2D) models of flood inundation. At the same time, 2D inundation models have been developed and shown to provide good predictions of flood inundation extent, with respect to both full solution of the depth-averaged Navier-Stokes equations and simplified diffusion wave models. However, these models have yet to be applied extensively to urban areas. This study applies a 2D raster-based diffusion wave model, either loosely-coupled or tightly-coupled to a 1D river flow model, to determine patterns of fluvial flood inundation in urban areas using high-resolution topographic data.

The aim of this study is to explore the interaction between spatial resolution and small-scale flow routing process, through model validation and verification. The model assumes that the prime source of the flood is fluvial: pluvial floods and floods associated with urban drainage systems are not addressed. The topographic data are based upon airborne laser altimetry (LiDAR) obtained for the City of York, U.K. Validation data were available in the form of inundation patterns obtained using aerial photography at a point on the falling limb of the flood event. Inflow data is provided either by a loosely-coupled or a tightly-coupled 1D river flow model. The model was used to simulate a major flood event which occurred in the year 2000 in the City of York on the River Ouse at 4 different sites.

Applications of the basic model showed that even relatively small changes in model resolution have considerable effects on the predicted inundation extent and timing of flood inundation. Timing sensitivity would be expected given the relatively poor representation of inertial processes in a diffusion wave model. Compared with previous work, sensitivity to inundation extent is more surprising and is associated with three connected effects: (i) the smoothing effect of mesh coarsening upon input topographical data; (ii) poorer representation of both cell blockage and surface routing processes as the mesh is coarsened, where the flow routing is especially complex; and (iii) the effects of (i) and (ii) upon water levels and velocities which in turn determine which parts of the floodplain the flow can actually travel to. The combined effects of wetting and roughness parameters can compensate in part for a coarser mesh resolution. However, the coarser the resolution, the poorer the ability to control the inundation process as these parameters not only affect the speed but also the direction of wetting. Thus, high resolution data will need to be coupled to more sophisticated
representation of the inundation process in order to obtain effective predictions of flood inundation extent.

A sub grid scale wetting and drying correction approach was developed and tested for use with 2D diffusion wave models of urban flood inundation. The method recognises explicitly that representations of sub grid scale topography using roughness parameters will provide an inadequate representation of the effects of structural elements on the floodplain (e.g. buildings, walls) as such elements not only act as momentum sinks, but also have mass blockage effects. The latter may dominate, especially in structurally complex urban areas. The approach developed uses high resolution topographic data to develop explicit parameterization of sub grid scale topographic variability to represent both the volume of a grid cell that can be occupied by the flow and the effect of that variability upon the timing and direction of the lateral fluxes. This approach is found to give significantly better prediction of fluvial flood inundation in urban areas as compared with traditional calibration of sub grid-scale effects using Manning’s $n$. In particular, it simultaneously reduces the need to use exceptionally high values of $n$ to represent the effects of using coarser meshes, whilst simultaneously increasing the sensitivity of model predictions to variation in $n$.

Finally, the model was coupled (tightly) to a one-dimensional solution of the Navier-Stokes equations. This showed that significantly better representation of urban inundation could be achieved in a tightly-coupled formulation as a result of better representation of boundary condition effects.
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Chapter 1

Introduction

Recent developments in hydraulic modelling have been associated with fundamental changes in approach to flood inundation modelling, arising mainly from: (i) the increased availability of high-resolution topographic data; and (ii) improvements in computational resources. At least in research terms, the approach has shifted from one-dimensional finite-difference schemes which solve some simplified forms of the Saint-Venant equations to two-dimensional finite-difference and finite-element schemes. Despite these developments, there remain fundamental issues to be addressed in both the methodological approach and data provision aspects of flood inundation modelling. Fluvial flood modelling usually requires the prediction of flow over complex topography. Much of the current research into two-dimensional modelling of flood inundation has focused upon relatively rural areas (e.g. Bates et al., 1992; Bates and Anderson, 1996; Horritt and Bates, 2001a, b; Bradbrook et al., 2004). Modelling tools have been lacking in the area of urban flood modelling where structural elements such as building, roads and walls on the floodplain may play an important role in the flood inundation (Wheater, 2002). This is a significant omission as potential flood damage is proportionately greater than in rural areas and urban flood inundation is receiving a relatively high political profile. Thus, the aim of this thesis is development of a two-dimensional diffusion wave flood inundation model that is capable of explicit representation of the structural complexity of both urban and structurally complex rural floodplains. Based upon this model, both the methodological and data provision issues relating to fluvial flood modelling in complex floodplain environments will be investigated in this thesis. This chapter will present the research context, identify the research aims and objectives and outline the structure of the thesis.

1.1 Research context

Recent floods in the UK (1998, 2000, 2001 and 2002) have raised public, political and scientific awareness of both flood risk and flood protection issues. Flooding has been widely recognized as an issue of strategic importance, with significant economic and social implications (Wheater, 2002). Take a flooding risk assessment in Britain for example: it was found that nearly 2 million properties in floodplains along rivers, estuaries and coasts in the UK are potentially at risk of river or coastal flooding, including eighty thousand properties in
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towns and cities (Evans et al., 2004). It is predicted that over the next 100 years, if the current levels of expenditure and approaches to flood management remain unchanged in the UK that: (i) river and coastal flood risk could increase between two and 20 times; (ii) economic damage could increase from £1bn to between £1.5bn and £2.1bn by the 2080s, compared with growth of GDP of between two and 14 times over the same period; and (iii) damage caused by coastal flooding could increase from 1.6 million today, to between 2.3 and 3.6 million by the 2080s (Evans et al., 2004).

Table 1.1 Summary of present-day flood risks and flood-management costs (Evans et al., 2004)

<table>
<thead>
<tr>
<th>Properties at risk</th>
<th>Average annual damage (£ million)</th>
<th>Flood management costs 2003-04 (£ million)</th>
</tr>
</thead>
<tbody>
<tr>
<td>River and coastal flooding</td>
<td></td>
<td></td>
</tr>
<tr>
<td>England and Wales</td>
<td>1,740,000</td>
<td>1,040</td>
</tr>
<tr>
<td>Scotland</td>
<td>180,000</td>
<td>32 (fluvial only)</td>
</tr>
<tr>
<td>Northern Ireland</td>
<td>45,000</td>
<td>16 (fluvial only)</td>
</tr>
<tr>
<td>Intra-urban flooding</td>
<td></td>
<td></td>
</tr>
<tr>
<td>All UK</td>
<td>80,000</td>
<td>270</td>
</tr>
<tr>
<td>Total</td>
<td>2,045,000</td>
<td>1,400</td>
</tr>
</tbody>
</table>

Thus, this thesis is conducted in the context of a need to develop tools that can assist policymakers and engineers in mitigating against increasing flood risk in the future.

1.1.1 Specification of the problem

Though there has been extensive application of two-dimensional models to flood inundation studies in recent years (e.g. Bates et al., 1992; Feldhaus et al., 1992; Bates et al., 1995), most of these have focused upon relatively rural areas. There has been less development of tools explicitly for determination of flood inundation over topographically complex floodplains, particularly in urban areas¹. This is partly due to the historically poor availability of high-resolution data that are capable of representing complex urban topography in two-dimensional models and partly due to the limitations of current computational resources. This is a significant omission as the potential flood damage is generally greater than in rural areas and floods in urban areas generally receive a higher political profile. Given this, Wheater (2002)

¹ This thesis is using a simple discrimination of 'urban' and 'rural'. In flood inundation terms there is really a continuum from structurally simple floodplains (here labelled "rural") to structurally complex floodplain (here labelled "urban"). It should be emphasised that structural complexity can be found in rural areas and structural simplicity can be found in urban area. For example, typical rural floodplains are often characterised by dry stone walls, embankments and sometimes, old channels. Thus, the label "urban" and "urban" are labels of convenience rather than fundamentals.
identified improved flood representation in urban areas at both local and catchment scales as one of the key issues for current practice in fluvial flood modelling.

This raises issues of whether or not existing model schemes can be used to simulate flood inundation over topographically complex urban floodplains. Flow over floodplain with complex topography is clearly two-dimensional (Knight and Shino, 1996). The presence of linear and block-like structural elements on the floodplain such as buildings, roads and walls may have a major effect upon both flow routing and flood inundation extent (e.g. the wall in Figure 1.1). The need to model the effect of these features in flood inundation models requires the development of flood inundation modelling in two ways: (i) use of high-resolution data that are capable of representing significant structural elements on the floodplain; and (ii), given (i), associated approaches to describing small-scale flow routing processes in the model. Thus, there is a need to develop both the data provision aspects of and the methodological approaches to process representation in flood inundation modelling.

Figure 1.1: An example showing the effect of structural elements on the floodplain upon flow routing and flood inundation. The picture was taken on the River Ouse during a major flood event occurred in the year 2000.

First, with respect to the data provision issue, recent developments in new data capture techniques provide increasing availability of high-resolution and high-accuracy data (Bates et al., 2003). Indeed, for most applications, topographic data availability is no longer a limiting factor to flood inundation modelling and recent developments have seen a rapid shift from a data-poor to a data-rich and spatially complex modelling environment with ready possibilities for model testing and development (Bates et al., 2003). High resolution topographic data are able to deliver more detailed information about the topographic and topological characteristics of the features. This raises two important issues. First, we need to know which
elements matter for the routing of flood water over floodplains. Any element of significant areal extent, that also has a high volume and which is impermeable, is likely to represent a net loss of storage. If there are many of these elements, the net loss of storage may be significant, and this is likely to be the case in urban areas. Such features may also impact upon routing. If the elements are linear in nature (e.g. a solid wall, a row of terraced houses), but of lower a real extent, then they may have a particularly important impact upon routing, but less of an impact on storage. There has been almost no attempt to assess urbanised floodplains in relation to storage and routing impacts. In this thesis, it is assumed that both topography and topology are important due to potential storage and routing effects. Second, it is necessary to assume that such elements are sufficiently represented in available data. This may not be the case. In this thesis, it is assumed that the available data are sufficient to represent storage and routing effects, although further research in remote sensing would be valuable to assess the extent to which this is the case. However, two-dimensional models are generally computationally expensive (Bates and De Roo, 2000). Full use of high-resolution topographic data in 2D models (e.g. RMA-2, TELEMAC-2D, MIKE21) that solve the full form of the depth-averaged Navier-Stokes equations, including finite-element (e.g. Gee et al., 1990; Bates et al., 1992), finite-difference (e.g. Zeilke and Urban, 1981) and finite-volume (e.g. Lane et al., 1994) methods, may not be feasible, particularly over large scales. Furthermore, these methods usually require the topographic data to be filtered to fit the mesh used in the model. For example, the finite-element method commonly involves a two-stage filtering of raw data into a digital elevation model and then into a numerical mesh consisting of finite elements. This coarsens the data used in the model (Bates and Anderson, 1996). More computationally efficient two-dimensional schemes, such as these based on storage cell (e.g. LISFLOOD-FP in Bates and De Roo, 2000) and diffusion wave approaches (e.g. LISFLOOD-FP in Horritt and Bates, 2001a) can make better use of high-resolution data, at the expense of simplified representation of momentum transfer process on the floodplain.

Second, with respect to the representation of small-scale flow routing processes associated with structural elements in flood inundation models, in both one- and two-dimensional models (both diffusion wave and depth-averaged), topographic variability is commonly represented through up-scaling of a roughness parameter, using calibration if necessary (e.g. Cobby et al., 2003; Mason et al., 2003). Traditionally, one-dimensional, finite-difference methods (e.g. HEC-RAS, MIKE11, FLUCOMP) discretize the floodplain and river channel into a series of cross-sections perpendicular to the flow direction and calculate the cross-section averaged velocity and water depth at each cross-section given appropriate inflow and outflow boundary conditions (Bates and De Roo, 2000). The water depth is then either overlain onto a DEM or linearly interpolated across the floodplain to get the inundation extent.
As the topography between cross-sections is not explicitly represented, one-dimensional schemes are incapable of modelling the complex effects of structural features on the floodplain. In two-dimensional finite-element schemes, parameterization of the roughness coefficient is based upon manipulation of a sink in the momentum equations through the bottom stress term that appears in the depth-averaged equations (e.g. Cobby et al., 2003). However, structural features such as houses, walls etc. also have a blockage effect or mass balance effect. Research by Lane et al. (2004b) shows that traditional parameterization of high-resolution topographic variability in 3D hydraulic models using up-scaling of roughness heights does not necessarily represent mass blockage effects correctly. The same conclusion may hold for floodplain structures in 2D models. Second, up-scaling of Manning’s $n$ may reduce fluxes across the linear sets of model elements that represent these features, but this may not result in zero flux, even where structural features on the floodplain create continuous barriers to flow.

Thus, in relation to data provision, there is a need for flood inundation models that are capable of efficient use of the increasingly available high-resolution high-accuracy data. Recent developments have seen the application of computationally efficient raster-based models using high-resolution topographic data. This is considered to be a promising direction for flood inundation modelling over topographically complex floodplains. Similarly, in relation to process representation, there is a need for two-dimensional models to describe local wetting and drying processes more adequately in order to realize the full potential of the application of high-resolution topographic data in such models. Various algorithms have been developed to describe local wetting and drying processes in finite-element models (e.g. Defina et al., 1994; Bates, 2000). However, methods for describing local wetting and drying processes have been lacking for both two-dimensional storage cell approach and diffusion wave approaches. This is significantly important for flood inundation modelling in urban areas using high-resolution topographic data.

1.1.2 The approach: modelling effects of structural elements in flood inundation modelling

Given the above research context, the two-dimensional storage cell approach (e.g. Cunge et al., 1976; Bechteler et al., 1994; Estrela and Quintas, 1994; Bates and De Roo, 2000) and diffusion wave approach (Chow et al., 1988; Fread, 1993; Singh, 1996) are considered to be the most promising ways of modelling flood inundation over complex topography given their computational efficiency and ease of fusion with high-resolution topographic data. Storage cell and diffusion wave approaches are subtly different in terms of the calculation of the flow.
between cells. A storage cell approach determines the magnitude of the flow from one cell to the other based upon a function of the free surface height difference between these two cells, using a uniform flow equation such as the Manning equation and Darcy-Weisbach equation. The flow rates in the $x$ and $y$ directions are not linked and are calculated independently. For example, the volumetric flow rates between two cells in $x$ and $y$ directions can be calculated by (Horritt and Bates, 2001b):

$$Q^{x,j} = \frac{h^{5/3}_{\text{flow}}}{n} \left( \frac{h^{i-1,j} - h^{i,j}}{\Delta x} \right)^{1/2} \Delta y$$

(1.1a)

$$Q^{y,j} = \frac{h^{5/3}_{\text{flow}}}{n} \left( \frac{h^{i,j-1} - h^{i,j}}{\Delta y} \right)^{1/2} \Delta x$$

(1.1b)

where $h_{\text{flow}}$ is the free surface difference between two cells, $n$ is the Manning’s friction coefficient for the floodplain, $h_{i,j}$ is the water free surface height at the node $(i,j)$, and $\Delta x$ and $\Delta y$ are the cell dimensions. For the diffusion wave approach the flow rate to the $x$ and $y$ directions is linked and, for example, flow to the $x$ direction can be given by equation (1.2) (Horritt and Bates 2001b):

$$Q^{x,j} = \frac{h^{5/3}_{\text{flow}}}{n} \left( \frac{h^{i-1,j} - h^{i,j}}{\Delta x} \right)^{1/2} \Delta y$$

$$\left[ \left( \frac{h^{i-1,j} - h^{i,j}}{\Delta x} \right)^{1/2} + \left( \frac{h^{i,j-1} - h^{i,j+1}}{2\Delta y} \right)^{1/2} \right]^{1/4}$$

(1.2)

In a storage cell approach, the floodplain can be discretized into either regular structured grids or unstructured grids using a variety of geometries. The diffusion wave approach commonly represents the floodplain using regular sized cells ($\Delta x = \Delta y$) and thus, is often termed ‘raster-based’. This makes the use of high-resolution topographic data obtained using new data capture techniques more straightforward and to a large degree eliminates the problems encountered in the two-stage filtering process in a finite-element approach (e.g. Marks and Bates, 2000). The optimum use of high-resolution data in a diffusion wave model may, to some extent, reduce the dependence of the model upon parameterization of roughness related to structural elements on the floodplain. However, due to the poorly represented momentum transfer effects on the floodplain, the full potential of high-resolution data can only be realized if the small-scale wetting and drying processes relating to variations in topography are represented. Thus, this thesis approaches representation of wetting and drying under the basic philosophy of the diffusion wave approach: effective representation of a complex
process using a simplified representation whist allowing an explicit representation of floodplain topography using high-resolution topographic data.

1.2 Research aims and objectives

Based on the above, this thesis investigates the extent to which a two-dimensional diffusion wave approach can be used to model fluvial flood inundation over topographically complex floodplains, with a particular emphasis on urban areas, using high-resolution topographic data.

1.2.1 Research aims

The main aim of this research study is to develop a two-dimensional raster-based diffusion wave model to simulate fluvial flood inundation over topographically complex floodplains, coupled with a one-dimensional flow model in the river channel, using high-resolution topographic data. Based on this model, the methodological issues concerning model application in urban areas will be investigated, focusing upon the interaction between mesh resolution, roughness parameterization and small-scale flow routing processes.

1.2.2 Research objectives

In order to achieve the aims, several research objectives have been identified. Major progress has been made in storage cell and diffusion based modelling in a raster-based environment over the last 5 years (Bates and De Roo, 2000; Horritt and Bates, 2001a, 2001b; Bradbrook et al., 2004). Thus, a literature review is required to make the originality of the work presented in this thesis explicit. Similarly, as a key component of model development in fusion between the model and the topographic data required, review of literature in relation to: (i) new data capture techniques such as Remote Sensing; and (ii) data representation approaches such as those using Geographical Information System; (GIS) is required. This objective seeks to understand the current practice in fluvial flow modelling, with a particular emphasis on assessing the role of new data from remotely-sensed sources. This also evaluates the current and potential role of GIS in model development, particularly with respect to data representation.

The second set of objectives are related to model development. First, a fluvial flood inundation model with a two-dimensional diffusion wave treatment is developed for the simulation of flow routing on the floodplain, loosely-coupled with an existing 1D river flow model through the common boundary. This will use existing flow modelling approaches for the river flow. Second, a one-dimensional river flow model, based upon Preissmann's Scheme,
which solves the full Saint-Venant equations, is developed and tightly-coupled with the 2D floodplain model. Both coupling approaches establish the connectivity between the river flow and floodplain flow through the provision of inflow data along the common boundary for the 2D model. The tightly-coupled model accounts for the effect of return water flows back into the river as calculated in the 2D model. This is novel as existing diffusion wave models are either only loosely-coupled to fully hydrodynamic 1D flow models or tightly-coupled to a simplified 1D flow model based on kinematic routing (e.g. Bates and De Roo, 2000) or diffusion wave models (e.g. Horritt and Bates, 2001a, b), or a highly simplified flow approximation (e.g. Bradbrook et al., 2004).

The third set of objectives relate to data processing and model applications. Given available data, this objective seeks to apply the model to 4 sites on the River Ouse in the City of York. This will seek: (i) to assess the data requirements and undertake relevant data processing for model application; (ii) to explore the effects of structural elements upon flow routing and inundation extent; (iii) to explore the effect of spatial resolution upon flow routing and inundation extent; (iv) to explore the role of roughness parameterization in a diffusion wave approach by sensitivity analysis; (v) to assess the methods for coupling 1D model in the river and 2D model on the floodplain and implement the coupling; (vi) to compare the 1D model with existing models; (vii) to compare the 1D model with uncoupled solution; and (viii) to validate the model using quantitative methods.

The final set of objectives is concerned with the development of new process representation methods that describe small-scale flow wetting and drying in 2D raster-based diffusion wave models. The thesis seeks to develop a method for sub grid-scale topographic representation with an explicit treatment of the effects of structural elements on the floodplain upon both cell blockage and flux. This is believed to be a major contribution to the improved representation of urban flooding noted as being required by Wheater (2002).

Upon achieving these objectives, a better understanding will be gained about the fluvial flood modelling over complex topography where structural elements play an important role in flow routing.

1.3 Thesis structure

The introduction has described the broad context of modelling fluvial flood inundation over complex topography with respect to developments in both the methodological approaches used and new data capture techniques available, the issues that need to be addressed when
modelling flood inundation over topographically complex floodplains (§1.1), and the aims and objectives that the thesis seeks to address (§1.2). This section presents the thematic structure of the thesis in terms of chapter outlines.

Chapter Two will address objective set one, by reviewing recent developments and general practice in hydraulic modelling including flood inundation and river flow. The review includes: (i) methodological development in flood inundation and river flow modelling (§2.3); (ii) opportunities created by new data capture techniques and application of Remote Sensing in flood inundation modelling (§2.4); and (iii) data representation in river flow and flood inundation modelling in relation to Geographical Information Systems (GIS) (§2.5).

Chapter Three describes the case study applications in terms of the applications carried out, data requirements and availability. This will be structured according to the types of data: (i) model geometry data, including river and floodplain topography; (ii) boundary condition data, including inflow hydrograph in the river-floodplain boundary, river hydrometric data and roughness coefficients for the river and floodplain; and (iii) validation data including inundation extent. This will cover objective set two.

Chapter Four describes the development and testing of the two-dimensional diffusion wave model for the modelling of fluvial flood inundation over complex floodplain topographies. The model application will be described, focusing upon the effects of spatial resolution and model sensitivity to roughness parameterization. This will address part of objective set three.

Chapter Five develops and tests a sub grid-scale wetting treatment approach for fluvial flood modelling over complex topography. The effects of this approach upon both cell blockage and flux related to structural features on the floodplain are investigated. Testing is undertaken to look at the impacts of this method upon inundation-time patterns and interactions with roughness parameterization as compared with the results from Chapter Four. This will address objective set four.

Chapter Six focuses upon the development of the tightly-coupled version of the model where a one-dimensional river flow model is coupled tightly to the two-dimensional diffusion wave model described in Chapter Four and applied in Chapter Four and Five. The application of this tightly-coupled model to a longer reach on the River Ouse across the City of York will be described. This addresses the second part of objective set three.
Chapter Seven concludes by referring back to the research context, aims and objectives described in Chapter Two, including an assessment of the methods used and results obtained, and identification of future research needs.
Chapter 2

Literature Review

2.1 Introduction

The last few decades have witnessed fundamental changes in approach to hydraulic modelling, including both river flow and fluvial flood inundation, in terms of process representation, data provision and modelling environment. An increasing number of physically based hydraulic models have been developed, providing considerable insight and understanding into flow processes. These models either describe a single process or couple several processes together by including proper treatment of common boundary conditions. The approach to modelling flow processes can be quite different in terms of model dimensionality and the degree of numerical simplification of the governing physical laws. The choice of model dimensionality and degree of numerical simplification should depend upon the properties of the area of interest and modelling scale, and will be constrained by data availability and quality as well as computational cost and feasibility. Data availability and computational cost and feasibility have all changed dramatically over the last two decades. These developments, along with the methodological advances in hydraulic modelling, provide the broad context for this review.

2.2 Chapter aims and objectives

This chapter reviews recent developments in hydraulic modelling with the aim of understanding current practice in river flow and fluvial flood modelling in general and, with reference to the modelling of flood inundation over complex topography, using high-resolution topographic data in particular. Current practice in river flow and fluvial flood modelling (§2.3) is considered in terms of process representation, topographic parameterization, model calibration and validation for both 1D and 2D modelling approaches. The development of new topographic data capture techniques and its implications for model parameterization, calibration and validation are presented in Section 2.4. Section 2.5 discusses briefly the role of GIS in river flow and flood inundation modelling, focusing upon the data representation options provided by GIS. These establish the fundamentals of the approach that is used for model development as presented in this thesis.
2.3 Review of river flow and flood inundation modelling

This thesis only considers fluvial flood and other flood types such as those caused by pluvial sources and floods associated with urban drainage systems are not considered in the thesis. Fluvial floods are normally caused by an increase in discharge, which results in an increase in water level, and flow is no longer constrained within the channel. However, the form of relationship between stage and discharge does not just depend on flow properties. It also depends on channel geometry, boundary properties such as roughness, and slope of the energy line. These processes refer to conveyance: poor conveyance will result in a rapid rise in water surface elevation for a given rise in discharge. Similarly, floodplain conveyance also depends upon flow and floodplain properties. River flow and fluvial flood inundation are essentially two integral parts of the natural river-floodplain system, with the channel geometry and roughness simply becoming more complex for over-bank flows on the floodplain (Knight and Shiono, 1996).

Until relatively recently, the most popular approaches to hydraulic modelling at the catchment scale (5-50km) have been the one-dimensional (1D) finite-difference schemes which solve the full Saint-Venant equations (e.g. Fread, 1984; Samuels, 1990), such as MIKE11, ISIS, ONDA, FLUCOMP and HEC-RAS (Bates and De Roo, 2000). For flow below bank full depth, there is an increasing consensus that flow processes can be adequately described by a one-dimensional representation (Shino and Knight, 1991; Knight and Shiono, 1996). However, over-bank flow typically has two-dimensional (2D) and even three-dimensional (3D) characteristics. It has been found that, at the interface of the floodplain and the river channel, development of intense shear layers leads to a strongly turbulent and three-dimensional flow field (e.g. Knight, 1989). Out-of-bank flow in meandering compound channels is now known to be highly three-dimensional and involves the development of a strong shear layer between the river channel and the floodplain (Knight and Shiono, 1996).

Indeed, two-dimensional, depth-averaged models have been described extensively in the literature for some time and are increasingly being applied to natural river-floodplain systems (see the review of Lane, 1998). In line with developments in methodological approaches to high-dimensional hydraulic modelling, new data capture techniques are emerging, particularly in the field of airborne remote sensing and photogrammetry, including interferometric synthetic aperture radar (SAR) (e.g. Brackett et al, 1995; Horritt and Bates, 2001a), aerial digital photogrammetry (e.g. Biggin and Blyth, 1996; Lane, 2000; Lane et al. 2003, Westaway et al., 2001, 2003), and laser induced detection and ranging (LiDAR) (e.g. Krabill
et al., 1994; Flood and Gutelius, 1997; Marks and Bates, 2000; Charlton et al., 2003; Lane et al., 2004).

Two-dimensional models are best employed in conjunction with a DEM that describes the floodplain and river channel at a resolution that is commensurate with the model and that, with appropriate inflow and outflow boundary conditions, allows water depth and depth-averaged flow velocity to be computed at each computational node or cell at each time step (Bates and De Roo, 2000). The increasing availability of new data sources allows two-dimensional models to be applied over a larger area with a higher resolution, than has been possible using the data obtained from traditional field survey methods. Most recently, 2D raster-based models have gained credence in the modelling of flood inundation (Horritt and Bates, 2001a). Raster-based models typically use a 1D flow model in the river channel linked to a 2D treatment of flow routing on the floodplain. As raster-based models discretize the floodplain into structured grids, the use of a DEM is relatively straightforward compared with approaches that involve unstructured cells such as finite-element and storage cell approaches.

This section reviews general practice in river flow and flood inundation modelling (§2.3.1), from one-dimensional to two-dimensional approaches, followed by a review of raster-based modelling (§2.3.2) and a discussion of flood modelling over structurally complex floodplains (§2.3.3). Section 2.3.4 points out the implications of these developments for this research explicitly.

2.3.1 General practice in river flow and flood inundation modelling

Recent research in hydraulic modelling tends increasingly to treat river and floodplains as an integral system with coupled analysis of hydraulic processes. This arises on the one hand from the perception that methodological approaches are available for coupled modelling and on the other hand from the heightened political awareness of the linkage between legislation and physical processes on the floodplain. Thus, the associated model complexity has increased due to the need to represent interactions between the river flow and floodplain flow, notably at the interface of the systems.

Conceptually, the river-floodplain system is illustrated in Figure 2.1 (Knight and Shiono, 1996). This shows how the presence of vorticity and turbulence exerts a strong influence upon water velocity and boundary shear stress via momentum transfer, particularly at the interface of the river channel and floodplain. At low depths on the floodplain, a shear layer develops
between the faster moving flow in the river channel and the slower moving flow on the floodplain. Thus, this section discusses developments in modelling the river-floodplain system, beginning with the traditional one-dimensional approach followed by more recent developments using two-dimensional approaches.

Figure 2.1: Hydraulic parameters in the river-floodplain system (after Knight and Shiono, 1996).

**One-dimensional river flow and flood inundation models**

Traditional one-dimensional finite-difference schemes for hydraulic modelling, and thus implicitly flood inundation, normally solve the full or simplified form of the Saint-Venant equations developed by de Saint-Venant in 1871. The conservative form of the mass equation is

\[
\frac{\partial Q}{\partial x} + \frac{\partial A}{\partial t} = 0
\]  

and the momentum equation is

\[
\frac{1}{A} \frac{\partial Q}{\partial t} + \frac{1}{A} \frac{\partial Q}{\partial x} \left( \frac{Q^2}{A} \right) + g \frac{\partial y}{\partial x} - g(S_0 - S_f) = 0
\]  

where \(x\) is the increment over space, \(t\) is the increment over time, \(Q\) is the water volume, \(A\) is the cross-section area, \(g\) is the acceleration due to gravity, \(y\) is the water depth, \(S_0\) is the local bed slope and \(S_f\) is the slope of the energy grade line.

The derivation of the Saint-Venant equations is based on the following assumptions (Chow, 1988): (i) the flow is one-dimensional and depth and velocity vary only in the longitudinal
direction of the channel, with constant velocity and horizontal depth along each cross-section; (ii) the flow is assumed to vary gradually along the channel so hydrostatic pressure prevails and vertical accelerations can be ignored (Chow, 1959); (iii) the longitude of the channel is approximated as a straight line; (iv) the bottom slope of the channel is small and channel bed is fixed; (v) the flow is locally uniform so that relationships such as the Manning equation can be used to describe resistance effects; and (vi) the fluid has constant density and is incompressible.

Both the mass and momentum equations in the full Saint-Venant equations are essentially one-dimensional simplifications of the three-dimensional Navier-Stokes form. The momentum equation (Equation 2.2) can be further simplified by ignoring certain terms, leading to kinematic wave (Equation 2.3) and diffusion wave forms (Equation 2.4).

\[ S_0 - S_f = 0 \]  
\[ \frac{\partial y}{\partial x} = S_0 - S_f \]  

One-dimensional schemes using the full or simplified Saint-Venant equations, in their simplest form, treat the floodplain and river channel as an integral system and discretize the floodplain and river channel into a series of cross-sections perpendicular to the stream-wise flow direction (Bates and De Roo, 2000). Given appropriate boundary conditions and model parameters, numerical solutions can then be used to calculate cross-section-averaged water depth and velocity at each cross-section. If prediction of flood inundation extent is required, the water depth values at each cross-section are either overlain onto a DEM or interpolated between cross-sections to give the inundation extent (Bates and De Roo, 2000). The main problem in this is that flooding necessarily implies that the bank full depth has been reached. Whilst this approach is sufficient for channel flow (Knight and Shiono, 1996), once the bank full depth is reached, the situation will become much more complex. It has been found that flow on the floodplain is typically 2D and, at the interface of the floodplain and the river channel where development of intense shear layers leads to strong turbulent fields, even 3D (Knight and Shiono, 1996).

In the context of integrated fluvial flood modelling using 1D approaches this may give rise to a number of significant problems. Apart from the poorly represented topography between cross-sections, and consequently the increased chance of error when determining flood extent by interpolating water depths between cross-sections over complex topography, 1D models
may suffer from the increasing complexity in specifying the cross-sectional geometry and the related roughness coefficient arising from the discontinuity in the stage-discharge hydrograph resulting from over bank flow.

For 1D models, a major issue resulting from the discontinuity involves specification of the roughness parameter. In 1D models that solve the Saint-Venant equations, the roughness coefficient commonly appears through a friction-slope ($S_f$ in Equation 2.2) relationship that not only represent bottom stress, but also turbulence effects (vertical and lateral shears) and dispersion processes upon the distribution of the mean flow properties, the latter resulting from depth- and width- integrating the full three-dimensional form of the Navier-Stokes equations (Lane and Hardy, 2002). Roughness is often used in 1D or 2D models to represent processes that are not explicitly represented in the model structure, e.g. secondary acceleration and turbulence effects (Lane and Hardy, 2002). Thus, strictly speaking, the roughness parameter in 1D models represents hydraulic roughness instead of bed roughness alone. One-dimensional models tend to have high sensitivity to roughness parameterization. This makes the roughness parameter a key calibration parameter in 1D models.

The friction slope in the Saint-Venant equations is commonly determined under the assumptions that: (i) the flow is locally uniform; and (ii) resistance laws derived for flow in circular pipes can be applied for open channel flow to calculate roughness coefficients. These allow uniform flow equations to be used. Since a roughness parameter is the property of both the river channel and the flow, specification of roughness coefficients is site-specific and depends upon the flow process being represented. In practice, this raises two issues in the specification of a roughness parameter. First, roughness in the governing equations is known to vary according to water depth or discharge in most river flows and the variation of the roughness coefficient with Reynolds number and relative roughness is normally defined by the Colebrook-White equation (1937, 1939, cited by Knight and Shiono, 1996). However, the Colebrook-White equation strictly speaking only applies to flow in circular pipes and is not suitable for flow in very complex cross-sections (Knight and Shiono, 1996). Second, in situations where there is a heterogeneous roughness distribution around the wetted parameter, ancillary equations need to be introduced since the Colebrook-White equation is only valid for uniform roughness values (Knight and Shiono, 1996).

Despite, and probably also due to, the complexity involved in determining roughness, various approaches exist for the specification of roughness parameters. In practice, approaches to determining the roughness parameter can be classified into four categories (Lane and Hardy, 2002). In the first category, the roughness parameter is determined from properties of the
channel and the flow using uniform flow equations. This may result in odd situations when water levels reach bank full depth and floodplain flow begins (Knight and Brown, 2001). At this point, there is a sudden increase in wetted perimeter, which results in an effective reduction in hydraulic radius, and hence roughness parameter. Here the shear layer developed at the interface of the floodplain and river channel and the high relative roughness of the floodplain features should result in a net increase in flow resistance. The second approach is based upon the concept that roughness is additive and recognizes that the effective roughness of a river depends upon the scale over which it is measured (e.g. Cowan, 1956, cited by Lane, 2003a; Knight and Shiono, 1996). Cowan (1956, cited by Lane, 2003a) argued that roughness can be specified by calculating the sum of roughness due to skin friction or individual grains ($n_0$), due to bed geometry ($n_1$), due to cross-section morphology ($n_2$), and due to obstructions in the flow such as boulders or islands ($n_3$) and vegetation ($n_4$). Furthermore, this value may be scaled by $m$ to represent the effect of channel curvature. Alternatively, the channel can be sub-divided into a series of sub-areas with similar hydraulic properties and a composite roughness value can be calculated from these of the sub-areas (Knight and Shiono, 1996). This is the method used in HEC-RAS. The third approach addresses this in part by specifying a relationship between channel bed material and the roughness parameter (e.g. Strickler, 1923, cited by Lane, 2003a; Mason et al., 2003). The approach adopted by Mason et al. (2003) is an extension of Strickler approach but for the special case of vegetation. The final approach reflects all of these methods and is based upon photographs of river reaches of known roughness, often determined through uniform flow equations (e.g. Barnes, 1967; Hicks and Mason, 1991) (cited by Lane, 2003a).

There is one fundamental property in all of these roughness estimation approaches: roughness is being treated as an effective value, the one that is required to represent energy losses correctly for the given model being used. It is well accepted that the meaning of roughness changes with model process representation (e.g. Lane and Hardy, 2002). It is less reported that roughness is strictly a discretisation-dependent property: the required value of roughness may depend on cross-section spacing in a one-dimensional model; and mesh resolution in a two-dimensional model. This was illustrated for the two-dimensional case by Horritt and Bates (2001a) and Horritt and Bates (2002).

Two-dimensional flood inundation models

Though traditional one-dimensional models have a long history in hydraulic modelling, and such models are still widely used, often at quite small spatial scales (see the review by Lane, 1998), recent years have seen widespread use of two-dimensional models of floodplain flow (Beven, 2000), including TELEMAC-2D (e.g. Bates and Anderson, 1993; Galland, et al.,
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1994; Bates et al., 1998a, b), MIKE21 (Feldhaus et al., 1992) and RMA2 (e.g. Bates et al., 1992, 1995; Bates and Anderson, 1996). Such models solve some form of the Navier-Stokes equations, in conjunction with a number of approximations, including representation of processes such as turbulence and boundary friction. Such approaches discretize domain geometry and topography into grids and define a network of computational nodes where the equations can be solved numerically. Following Lane (1998), 2D models begin by depth-averaging two key equations derived from Newton’s law of motion, assuming hydrostatic pressure distribution and constant water density with depth: (i) the law of conservation of mass for an incompressible flood in Eulerian form:

\[
\frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} + \frac{\partial w}{\partial z} = 0
\]

(2.5)

where \( u, v \) and \( w \) are respectively the velocity in \( x, y \) (horizontal) and \( z \) (vertical) direction; and (ii) the Navier-Stokes momentum equation for an incompressible fluid:

\[
\frac{\partial}{\partial t} (u) + \frac{\partial}{\partial x} (u^2) + \frac{\partial}{\partial y} (uv) + \frac{\partial}{\partial z} (uw) - 2u\Omega \sin \Phi \frac{\partial h}{\partial x} + g \frac{\partial h}{\partial x} + \frac{\partial}{\partial x} \frac{\partial \tau_{xx}}{\rho} \frac{\partial x}{\partial t}
- \frac{1}{\rho} \frac{\partial \tau_{xy}}{\partial y} - \frac{1}{\rho} \frac{\partial \tau_{xz}}{\partial z} = 0
\]

(2.6)

\[
\frac{\partial}{\partial t} (v) + \frac{\partial}{\partial x} (v^2) + \frac{\partial}{\partial y} (v^2) + \frac{\partial}{\partial z} (vv) - 2v\Omega \sin \Phi \frac{\partial h}{\partial y} + g \frac{\partial h}{\partial y} + \frac{\partial}{\partial y} \frac{\partial \tau_{yy}}{\rho} \frac{\partial y}{\partial t}
- \frac{1}{\rho} \frac{\partial \tau_{yx}}{\partial x} - \frac{1}{\rho} \frac{\partial \tau_{yz}}{\partial z} = 0
\]

(2.7)

where \( \rho \) is the density of the water, \( h \) is the water depth, \( z_b \) is the bottom elevation, \( \Phi \) is the latitude, \( \xi \) is the angular rotation of the earth, \( g \) is the acceleration due to gravity.

\[
\frac{\tau_{ss}}{\rho} = \mu (\frac{\partial \delta_i}{\partial t} + \frac{\delta_j}{\partial t})
\]

(2.8)

and \( \mu \) is the coefficient of viscosity of a Newtonian fluid.
Due to computational constraints, in practical applications at catchment scale, these equations are commonly simplified to their depth-averaged, Reynolds averaged form. These are defined by:

\[
\bar{V}_i = \frac{1}{h - z_h} \int_{z_h}^{-} v_i \, \mathrm{d}z
\]  

This aims to calculate the horizontal distribution of the depth-averaged velocity components, \( \bar{U} \) and \( \bar{V} \) (Rodi et al., 1981), where capital letters indicate depth-averaged quantities and over-bars indicate time-averaged quantities.

Combining this equation with Equation 2.5 for law of conservation of mass, the resulting mass equation is

\[
\frac{\partial h}{\partial t} + \frac{\partial}{\partial x} [(h - z_h)\bar{U}] + \frac{\partial}{\partial y} [(h - z_h)\bar{V}] = 0
\]  

Combining this equation with the momentum equations (Equations 2.6 and 2.7), ignoring the Coriolis terms, gives the x component and y component momentum equations

\[
\frac{\partial}{\partial t} (\bar{U}) + \frac{\partial}{\partial x} (\bar{U}^2) + \frac{\partial}{\partial y} (\bar{U}\bar{V}) = -g \frac{\partial h}{\partial x} - g \frac{\partial z_h}{\partial x} + \frac{1}{\rho} \frac{\partial}{\partial x} (\tau_{xx}) + \frac{1}{\rho(h - z_h)} \frac{\partial}{\partial y} (\tau_{xy}) - \frac{\tau_{hx}}{\rho(h - z_h)} \\
+ \frac{1}{\rho} \int_{z_h}^{\infty} \rho(\bar{u} - \bar{U}) \, \mathrm{d}z + \frac{1}{\rho(h - z_h)} \int_{z_h}^{\infty} \rho(\bar{u} - \bar{U})(\bar{v} - \bar{V}) \, \mathrm{d}z
\]  

\[
\frac{\partial}{\partial t} (\bar{V}) + \frac{\partial}{\partial x} (\bar{U}\bar{V}) + \frac{\partial}{\partial y} (\bar{V}^2) = -g \frac{\partial h}{\partial y} - g \frac{\partial z_h}{\partial y} + \frac{1}{\rho} \frac{\partial}{\partial x} (\tau_{yx}) + \frac{1}{\rho(h - z_h)} \frac{\partial}{\partial y} (\tau_{yy}) - \frac{\tau_{hv}}{\rho(h - z_h)} \\
+ \frac{1}{\rho(h - z_h)} \int_{z_h}^{\infty} \rho(\bar{v} - \bar{V}) \, \mathrm{d}z + \frac{1}{\rho(h - z_h)} \int_{z_h}^{\infty} \rho(\bar{u} - \bar{U})(\bar{v} - \bar{V}) \, \mathrm{d}z
\]  

This set of equations has been used in the last 20-30 years for modelling of free surface flows where the vertical distribution of velocity can be ignored. Models solving these equations are generally termed two-dimensional Shallow Water Wave Models (SWWM). Numerical methods for solving these equations include finite-difference (e.g. Holster, 1978; Rajar, 1978; Falconer and Chen, 1991); finite-element (e.g. Bates and Anderson, 1993; Holz and Leister, 1998); and finite volume approaches (e.g. Lane et al., 1994; Tchamen and Kahawita, 1998;
Beffa and Connell, 2001; Nicholas and Mitchell, 2003; Lane et al., 2004). The solution in space is then projected forward into time using a further numerical method. Given appropriate boundary conditions, the water depth and two depth-averaged components of the flow velocity at each computational node can be obtained at each time step.

The results of many two-dimensional models show reasonable correspondence to available field data and generally considered be better than one-dimensional models as more known hydraulics are represented (Marks and Bates, 2000) (e.g. Tayefi, 2005; Tayefi et al., in review). Indeed Tayefi et al. (in review) showed severe limits in terms of both numerical stability and model predictions when a 1D model was applied to a complex rural floodplain. However, it was shown by Horritt and Bates (2002) that, calibrated against discharge and inundation areas, 1D HEC-RAS outperforms 2D LISFLOOD-FP. LISFLOOD-FP produced relatively poor results if calibrated using discharge data. Thus, for 2D flood inundation models to be fully used, a number of problems still need to be addressed. These can be broadly divided into two categories: (i) those concerning the methodological approach inherent in the modelling procedure (such as representation of wetting and drying processes, turbulence representation, friction representation and the numerical solver used); and (ii) those that result from inadequate data provision (particularly topographic data). Two-dimensional models require distributed topographic data for calibration and validation and possibly for friction parameterization (Horritt and Bates, 2001b). With respect to methodological approaches, turbulence modelling has by far received the most attention while friction laws have generally been ignored in terms of physical development (Bates, 2000). For practically applicable numerical schemes, wetting and drying processes have not been given adequate treatment (Bates, 2000). For flood inundation over topographically complex floodplains, wetting and drying processes will have significant effects upon flow routing and flood extent. The next section will review the developments in wetting and drying treatment in shallow water flow modelling related to moving boundary problems.

**Wetting and drying treatment in two-dimensional flood inundation models**

A major issue in current research into two-dimensional representation of flood inundation is representation of local wetting and drying processes, particularly those associated with a moving boundary within the calculation domain. Most of the current schemes suffer from some kind of numerical instability, usually in the form of an unphysical negative depth. The causes of the instability are diverse and can be broadly divided into three groups: (i) improper schemes which are unable to accommodate the complex flow conditions; (ii) inappropriate treatment of the friction source term and the large local curvature in topography; (iii) mishandling of the boundary cells that are partially wet/dry (Tchamen and Kahawita, 1998).
Much effort has been made to address these problems and a number of methods have been
developed for representing wetting and drying in 2D flood inundation models (e.g. Lynch and
Gray, 1980; Laura and Wang, 1984; Kawahara and Umetu, 1986; Benkhaldoun and Monthe,
1994; Tchamen and Kahawita, 1998; Bates, 2000). These methods can be broadly divided
into four broad groups (Lane, 1998): (i) fixed spatial elements, excluding partially wet
elements; (ii) fixed spatial elements, but including partially wet elements with some special
treatment; (iii) deforming boundary; and (iv) boundary dividing.

In the first approach, an element is removed or added into a simulation domain according to a
pre-defined criterion which determines the status of the element, with some correction for the
partially wet or dry elements through some form of boundary treatment (Lane, 1998). The
status of the element is commonly determined by some small positive depth, Δ (King and
Roig, 1988; Leclerc et al., 1990), to define the wet-dry threshold (Bates, 2000). The main
problem with this approach is that it is not mass and momentum conservative (Holz and
Nitsche, 1982) and it assumes an artificial wall at the interface of the partially wet cell and the
fully wet cell (Bates, 2000). This approach is also likely to be computationally unstable, as
large changes in the lateral extent of the free surface may result in spurious velocities on
partially wet areas, where gravity terms in the momentum equation dominate the solution
(Bates et al., 1995; Lane, 1998). Though it is computationally efficient for simple changes in
inundation extent (France, 1981), for applications involving complex inundation patterns and
large inundation extents, additional computational nodes need to be calculated at each time
step (Akanbi and Katopodes, 1988) and this can be computationally demanding (Lynch and
Gray, 1980; Gopalakrishnan and Tung, 1983).

The second approach keeps the partially wet/dry cells in the calculation with a special
treatment for the flow either in the mass equation or momentum equation. Holz and Nitsche
(1982) developed a method which involves an iterative procedure whereby the velocity of a
partially wet element is extrapolated to neighbouring and completely wetted elements to
describe the mass transfer between the elements. The calculated water level on the element
boundary is then compared with the water volume in the element to check whether
convergence criteria are met. Though this approach achieves mass conservation, momentum
is not conserved during the calculation and it is computationally demanding (Lane, 1998).
Related to this, an assumption is made that some of the terms such as the above-water slope
term, friction term, Coriolis force or wind stress in the momentum equations for the partially
wet/dry elements can be cancelled (e.g. Leclerc et al., 1990) or replaced to prevent the
development of unrealistic velocities resulting from the spurious non-zero free surface
gradient across the element (Bates, 2000). Although this approach has the advantages of
simple implementation, it is robust for model application and has improved momentum conservation, the mass within the domain is still not correct (Bates, 2000). The most realistic fixed-grid approaches involve reformulating the mass equations using a domain scaling coefficient $\eta$ varying from 0 (fully dry) to 1 (fully wet) (Bates, 2000) to represent the proportion of actual water volume within an element at each time step that is available for outflow based upon the sub grid topography (e.g. RMA-2 (Bates et al., 1992); Defina et al., 1994; Bates and Anderson, 1993). Such methods improve mass conservation and have the most theoretical rigour. They provide an ideal basis for fixed-grid wetting and drying schemes. However, they still suffer from a number of problems (Bates, 2000): (i) mixed discretization whereby the scaling coefficient is defined per element and unknown variables are defined per node; and (ii) difficult parameterization of the scaling coefficient if the sub grid topography is unknown. Bates (2000) attempted to address the above limitations using a sub grid approach. In this approach, the Defina algorithm was explicitly implemented in the model. Instead of using a small depth criterion to identify the partially wet elements, a simple free surface slope analysis was undertaken at each time step to identify the partially wet elements by comparing the bed elevation at a given node with the free surface elevation at any of the other nodes in the same element. Based upon the sub grid topography, the mass equation is then implicitly scaled using the scaling coefficient $\eta$ for the calculation of unknown variables. In this approach, the above-water slope terms in the momentum equation that may cause spurious water surface gradients are also cancelled. This approach improves both mass and momentum conservation and has been found to give significant improvement over standard finite-element techniques based on a simple test case (Bates, 2000).

The third approach involves node migration and mesh deformation for elements along the wetting/drying boundary (e.g. Katopodes and Strelkoff, 1978; Lynch and Gray, 1980; Gopalakrishnan and Tung, 1983; Akanbi and Katopodes, 1988). However, the velocity and direction of node migration may be difficult to determine and additional computation requirements involved in node migration and re-meshing may be prohibitively high (Bates, 2000). The fact that most shallow water problems involve complex bathymetry and the construction of a computational mesh needs to be coupled closely to the boundary characteristics make the implementation of grid deformation unfeasible in practical applications (Lane, 1998; Bates, 2000). Lane (1998) suggested that there might remain some potential for mesh deformation that is closely coupled with spatial variation in boundary conditions.

The final set of approaches describes the wetting and drying processes by tentatively assuming a position for the flow boundary at each time step, dividing the partially wet
elements in the boundary of the spatial domain into a number of sub-elements and deforming
the sub-element boundary to accommodate the corrected position of the free surface using an
iterative procedure, either implicitly (e.g. King and Roig, 1988) or explicitly (e.g. Holz and
Nitsche, 1982).

2.3.2 Raster-based flood inundation modelling

Raster-based models have recently been developed and tested for modelling of floodplain
flow inundation (e.g. Bates and De Roo, 2000; Horritt and Bates, 2001a, b; Bradbrook, et al.,
2004). The concept of raster-based modelling was first proposed by Cunge et al. (1976).
Similar methods have been used by Bechteler et al. (1994) and Estrela and Quintas (1994).
This typically uses a one-dimensional representation of channel flow linked to a simple 2D
treatment of flow between adjacent cells on the floodplain. The 1D model in the river channel
solves the Saint-Venant equation either through a kinematic wave approximation (Bates and
De Roo, 2000; Horritt and Bates, 2001b) or a diffusion wave approximation (Horritt and
Bates, 2001b). Floodplain flow routing is commonly treated using a storage cell or diffusion
wave approach. This determines the magnitude of flow between any two adjacent cells on the
floodplain in response to the water surface elevation difference estimated from mass
conservation and the diffusive components of the depth-averaged momentum equations only.
This leads to a change in the water depth in a cell.

Bates and De Roo (2000) developed a raster-based model (LISFLOOD-FP) based upon this
concept and compared it (25-100 m) with a relatively coarse resolution (50-250 m) 2D finite-
element scheme (TELEMAC-2D) and a planar surface model. Unlike other models, this
model was specifically designed to predict flood inundation and ignored or minimized the
representation of processes that were not considered central to the aim (Bates and De Roo,
2000). Tentatively, these results indicated that topography is more important than process
representation for effective prediction of inundation extent. However, several issues such as
model calibration, friction parameter representation and the differing resolutions of the two
models needed to be addressed before conclusions could be substantiated (Horritt and Bates,
2001b). The effect of mesh resolution upon flow routing in the raster-based model was
investigated by Horritt and Bates (2001a). LISFLOOD-FP was applied to a 60 km reach of the
river Severn, UK to simulate a flood event that occurred in 1998, using a resolution ranging
from 10 m to 100 m. In this study, it was found that resolutions better than 100 m give similar
performance. The optimal roughness value was found to be constant with change in mesh
resolution when calibrated against inundation extent. It was also noted that the storage area in
low lying areas on the floodplain near the river channel was an important mechanism
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affecting flood-wave travelling velocity. Horritt and Bates (2001b) compared LISFLOOD-FP with a two-dimensional finite-element model (TElemAC-2D). Though the raster-based and the two-dimensional finite-element models showed similar performance, insufficiently accurate validation data and the lack of friction parameterization data made it difficult to distinguish between the two kinds of model formulations. More recently, the ability of the LISFLOOD-FP model to predict flood extent and flood-wave travel time has been compared with a 1D (HEC-RAS) and a 2D model (TELeMAC-2D) using independent calibration data from hydrometric and satellite sources (Horritt and Bates, 2002). Results revealed that the LISFLOOD-FP model required independent inundated area data for calibration in order to achieve good predictions of inundation extents. Recent research on raster-based modelling is summarised in Table 2.1 in terms of the application, discretization, processing representation, model calibration, validation and verification.

In terms of the coupling of river flow and floodplain flow, raster-based modelling has been using a relatively simple treatment (e.g. Bates and De Roo, 2000; Horritt and Bates, 2001a, b), which only accounts for the mass transfer between the river cells and floodplain cells while neglecting effects such as channel-floodplain momentum transfer and the effect of advection and secondary circulation on mass transfer. It should be noted that the poor representation of momentum transfer will become more of a problem as flow depth increases and inertial terms begin to dominate over terms associated with topographic forcing.

In terms of validation of the floodplain flow routing, the inundation extents have been the dominant data sources (e.g. Bates and De Roo, 2000; Horritt and Bates, 2001a, b). Validation of river flow using hydrometric data has also been addressed (e.g. Bates and De Roo, 2000). However, validation of flood prediction in terms of water depth and velocity on the floodplain has largely been ignored.

The wetting and drying representation at the sub grid-scale has not been addressed in raster-based 2D diffusion wave models (e.g. Bates and De Roo, 2000; Horritt and Bates, 2001a, b). If these processes are not represented correctly, it may cause the water to diffuse across the floodplain too quickly. In the model developed in this thesis, the wetting and drying processes within a cell are controlled by a wetting parameter (§4.3.1) that describes the percentage of the cell that is wet at each time step and out flow is not allowed if the cell is not fully wet as indicted by the wetting parameter (Following Bradbrook et al., 2004). However, this does not address the direction of wetting and drying. Thus, a wetting and drying representation based on sub grid topography is developed and tested in this thesis (§5). In this approach, both the
direction and volume of the flux in and out a grid cell are controlled by the sub grid topography explicitly, by first order approximation.

The above research suggests that, compared to numerical solutions including finite-element (e.g. Giammarco et al., 1996), finite-difference (e.g. Gee et al., 1990) and finite volume (Lane et al., 1994) forms, the advantages of raster-based models are their ease of formulation, computational efficiency and simplified calibration. Compared with finite-element approaches, the initialisation of raster-based models does not involve the construction of finite-element mesh. Instead, raster-based models allow direct use of a DEM. This eliminates the problem associated with two-stage filtering (§1.1.1) (Bates et al., 1996) which coarsens the data used in finite-element models. It has been found that raster-based models have considerable computational advantages over the finite-element scheme (Horritt and Bates, 2001a). The relative disadvantage of the raster-based models is their simple representation of flow processes, due partially to the poor representation of momentum transfer on the floodplain, and between the river and floodplain. Thus, new issues such as the coupling of river flow and floodplain flow, and the representation of wetting and drying processes within a cell still need to be addressed in raster-based modelling, along with other fundamental issues such as model calibration, topographic parameterization and model validation and verification.

2.3.3 Urban flood inundation modelling

The presence of significant structural features (houses, walls, levees, abandoned channels, etc.) on a river floodplain is important in relation to both the volume of the floodplain that can be occupied by the flow and the direction and velocity that the flow takes across the floodplain. Field investigations have shown that these structural features can have significant control upon floodplain inundation patterns (Lewin and Hughes, 1980, Simm, 1993; Nicholas and Walling, 1997) and flow velocities (Nicholas and McLelland, 1999). For example, Connell et al. (2001), in their application of the Hydro2de model (Beffa, 1996) to the Waihao River, New Zealand, reported that fences on the floodplain were observed to gather debris during floodplain flow and increase water level on their upstream side by 0.1-0.3 m. Connell et al. (2001) conclude that if above-ground structural features such as building, fences and hedges, and in-water hydraulic features could be represented in the model, model performance might be improved considerably.

Hydraulic modelling in the river channel and on the floodplain using both 1D and 2D approaches involves the specification of a roughness related term which represents the
internal (flow related) and external (topography related) resistance to the flow. Whilst the meaning of roughness parameters in river channels might be clear, it becomes more challenging to define them in relation to flood inundation modelling. Traditionally, this has been due to the great heterogeneity of land cover and the lack of availability of detailed information about the topography of the floodplain. Lane and Richards (1998) found that even using a uniform channel roughness coefficient was problematic in that it neglected the great variety of bed forms present in reality and introduced significant errors into the prediction of velocity. In both 1D and 2D (both diffusion wave and depth-averaged) models, topographic structure is commonly represented through up-scaling of a roughness parameter (e.g. Cobby et al., 2003; Mason et al., 2003), with calibration where necessary. Up-scaling of roughness is well established for representing the effects of individual grains and grain organizations in models of flow in gravel-bed rivers where the roughness length is multiplied upwards (e.g. Lane & Richards, 1998, Lane et al., 1999) and for representing the effects of vegetative roughness in floodplain flow models, where Manning’s n is scaled upwards (e.g. Mason et al., 2003). One-dimensional models tend to have a high sensitivity to roughness and this makes roughness a key focus of parameterization in 1D models. Raster-based flood inundation models have commonly used a uniform roughness coefficient for the floodplain but have treated it as the key calibration parameter (Bates and De Roo, 2000; Horritt and Bates, 2001a, b; Horritt and Bates, 2002). In relation to sensitivity, it has been found that LISFLOOD-FP is relatively insensitive to roughness specification on the floodplain (Horritt and Bates, 2002) when inundation area is considered.
<table>
<thead>
<tr>
<th>Authors</th>
<th>Application/Discretization</th>
<th>Main focuses</th>
<th>Process Representation in the raster-based model</th>
<th>Calibration/Roughness parameterization in the raster-based model</th>
<th>Validation/Verification of the raster-based model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bates and De Roo (2000)</td>
<td>Applied to a 35 km reach of the River Meuse in the Netherlands to simulate a flood event occurred in January 1995.</td>
<td>Floodplain was represented using the 25, 50 and 100 m resolution DEMs derived from a 5 m resolution TIN with vertical accuracy of up to 6 cm. The number of maximum cells used in the raster-based model is 108000.</td>
<td>Examine the general performance of the raster-based model (LISFLOOD-FP).</td>
<td>One-dimensional kinematic wave approximation solved using explicit finite-difference method for flow representation in the river channel.</td>
<td>Flood inundation extent was validated against shorelines observed from air photography and SAR (12.5 m) imagery. 1D model results were validated against downstream observed discharge and stage.</td>
</tr>
<tr>
<td>Horritt and Bates (2001a)</td>
<td>Applied to a 60 km reach of the River Severn, UK to simulate two flood events occurred in the year 1998 and 2000.</td>
<td>Floodplain was represented using a 10-100 m resolution DEM derived from airborne laser altimetry (LiDAR).</td>
<td>Investigate the effect of model resolution upon flood inundation and the role of small-scale flow routing in large scale flood inundation modelling.</td>
<td>One-dimensional diffusion wave approach representation of floodplain flows. Outflow is allowed in 4 directions.</td>
<td>Model performance (25 m model) was compared with inundated area predictions obtained using two other methods: a planar approximation to the free water surface based on a linear interpolation of maximum water surface elevations and a relatively coarser (50-250 m) 2D finite-element model.</td>
</tr>
<tr>
<td>Horritt and Bates (2001b)</td>
<td>Applied to a 4 km reach of the upper River Thames, UK.</td>
<td>Floodplain was represented using a 50 m resolution DEM in the raster-based model. 76 x 48 cells are used in the simulations.</td>
<td>Compare two floodplain inundation modelling approaches: an improved version of LISFLOOD-FP and a 2D finite-element model (TELEMAC-2D). Calibration of the improved LISFLOOD-FP model using roughness coefficient.</td>
<td>One-dimensional diffusion wave approach representation of floodplain flows. Outflow is allowed in 2 directions.</td>
<td>Raster model was validated against the flood shoreline obtained from SAR data (12.5 m) using a statistical active contour technique.</td>
</tr>
</tbody>
</table>

Table 2.1: Recent applications of raster-based flood inundation modelling (continued on next page).
<table>
<thead>
<tr>
<th>Authors</th>
<th>Application/Discretization</th>
<th>Main focuses</th>
<th>Process Representation in the raster-based model</th>
<th>Calibration/Roughness parameterization in the raster-based model</th>
<th>Validation/Verification of the raster-based model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Horritt and Bates (2002)</td>
<td>Applied to a 60 km reach of the River Severn, UK to simulate two flood events occurred in the year 1998. Floodplain was represented using a 50 m resolution DEM derived from airborne laser altimetry.</td>
<td>Compare the relative performance of the 1D (HEC-RAS) and 2D (LISFLOOD and TELEMAC-2D) flood inundation models, and in particular, the performance of flood inundation prediction on one flood event when calibrated on another.</td>
<td>One-dimensional diffusion wave approximation solved using explicit finite-difference method for flow representation in the river channel. Two-dimensional diffusion wave approach representation of floodplain flows. Outflow is allowed in 2 directions.</td>
<td>The model was calibrated using different roughness values for the river channel (0.01-0.05) and floodplain (0.02-0.1).</td>
<td>The raster model was validated against the flood shoreline obtained from two SAR images (12.5 m), one (for the 1998 event) using a statistical active contour technique and the other (for the 2000 event) using a simple classification approach. Model performance (50 m model) was compared with inundated area predictions obtained using two other methods: a 1D model (HEC-RAS) and a relatively coarser -30 m) 2D finite-element model. Benchmark comparison between the JFlow and normal depth (for steady flows) and 1D hydrodynamic solutions (for unsteady flows). Flood outline derived from derived from SAR images (the ERS-1) was used to validation the predicted inundation extent.</td>
</tr>
<tr>
<td>Bradbrook et al. (2004)</td>
<td>Applied to a flood event on the River Thames at Buscot, UK. Floodplain was represented using a 50 m resolution DEM.</td>
<td>Assess the effects of channel parameterization. Assess the treatment of wetting process.</td>
<td>One-dimensional kinematic wave approximation solved using explicit finite-difference method for flow representation in the river channel. Two-dimensional diffusion wave approach representation of floodplain flows. Outflow is allowed in 2 directions.</td>
<td>Sensitivity analysis was carried out with different floodplain roughness values.</td>
<td></td>
</tr>
</tbody>
</table>

Table 2.1: Recent applications of raster-based flood inundation modelling (continued from last page).
In relation to flood inundation, roughness parameterization could become more complex if the required roughness values were allowed to vary spatially as a function of local structural complexity. Horritt (2000) used a simple distributed roughness calibration scheme in fluvial flood modelling and obtained a minor improvement over the uniform parameterization. LiDAR data have been successfully used to upscale Manning’s $n$ in a distributed way for floodplain vegetation (e.g. Cobby et al., 2003 and Mason et al., 2003) although this assumes that: (i) vegetative roughness relationships developed from flume experiments can be applied to two-dimensional mapping of $n$ from vegetation height; (ii) the prime control on $n$ is vegetative roughness and there is no need to calibrate roughness to take into account the effects of other processes (e.g. turbulence and secondary circulation); and (iii) the required value of $n$ is determined by the surface and not the discretization of the model. However, the extent to which this approach can be extended to urban areas is questionable. First, parameterization of $n$ is based upon manipulation of a sink in the momentum equations, either through the bottom stress term that appears in the full solution of the depth-averaged equations (which may in turn be expressed as a function of $n$ within an appropriate resistance law), or through specification of $n$ in the simpler momentum representation in a 2D diffusion model. Structural features such as houses, walls etc also have a blockage effect which reduces the volume of storage that is possible on the floodplain and which can have a major effect upon routing. Research by Lane et al. (2004) shows that traditional parameterization of high-resolution topographic variability in 3D hydraulic models using up-scaling of roughness heights does not necessarily represent mass blockage effects correctly. The same conclusion may hold for floodplain structural elements in 2D models. Second, many structural elements have topographical properties that create continuous barriers to flow (e.g. walls) and which can have a very major effect upon flow routing process. Upscaling of $n$ may reduce fluxes across linear sets of grid cells, but will not necessarily recognize the full topological nature of a structure by eliminating those fluxes altogether.

Harnessing high-resolution data has its advantage in that it may reduce uncertainty over how we parameterize roughness in relation to structural features. Use of uniform flow equations in high-resolution raster-based models provides a way to recognize the mass blockage effect of these structural features as uniform flow equations determine the flow based upon ground elevation difference between cells. If the small-scale variation in topography between complex features is fully recognised, the direction of the flow can be determined relatively accurately.
Another major issue for flood inundation modelling over topographically complex floodplains; including urban areas is the complexity involved in model validation. First, calibration data are often difficult to obtain for accurate representation of flood inundation patterns over complex terrain. Traditional field survey methods are able to provide hydrometric data for validation. But if the inundation extent prediction is the main concern, traditional field survey methods may not be able to provide detailed flood inundation patterns for strict validation purposes over the whole simulation area, even for topographically simple floodplains (further covered in §2.4.1). Even with emerging new data capture techniques, calibration in terms of inundation extent can still be a problem, particularly if complex topography is involved. For example, Bates and De Roo (2000) compared the inundation extents obtained from three data sources: (i) aerial imagery; (ii) SAR-derived inundation extents calculated using the standard thresholding technique (e.g. Tholey, 1995; Imhoff, 1997); and (iii) SAR-derived inundation extents calculated using the 'snake' technique (Cohen, 1991; Williams and Shah, 1992). It was found that, if the aerial imagery was assumed to be the ground truth, the relative accuracy of (ii) and (iii) was only 83.3 and 81.0%, respectively. Notably, two urban areas on the floodplain, which were treated in method (i) and (ii) as flooded were treated as dry in method (iii). Second, flood inundation is dynamic and validation using at-a-point in time data may not show the whole picture of the model performance with respect to flood inundation over time. For example, if the floodplain is laterally confined and the validation data is obtained long after the floodplain is fully flooded and before the drying phase of the flood event, the validation may produce good accuracy statistics. However, it does not show model performance on the falling and rising limb of the flood event, which may have very different performance. Thus, when complex urban topography is involved, model validation needs to be carefully interpreted.

2.3.4 Implications for this research

The above sections (§2.3.1 – §2.3.3) have reviewed general practice in 1D and 2D river flow and flood inundation modelling (§2.3.1), including raster-based modelling approaches (§2.3.2), and the complexity of flood modelling over topographically complex floodplains (§2.3.3), particularly in urban areas. In terms of river flow modelling, there is increasing consensus that a 1D representation is adequate for most applications (Knight and Shiono, 1996). However, floodplain flow is much more complex and a 2D representation is normally required. This becomes more relevant if flood inundation over topographically complex floodplains is considered. The main difficulties in flood modelling over topographically complex floodplains, including urban areas, are related to representation of structural elements on the floodplain and the associated small-scale flow routing processes. Traditional
methods of representing small-scale topographic variability through up-scaling of roughness heights may not represent mass blockage effects correctly (Lane et al., 2004). Furthermore, if spatially distributed roughness parameterization is required, the situation will be more complex and a number of assumptions have to be made. These provide the broad context for the aims that this thesis identified in Chapter One.

Recent research into raster-based modelling shows that this approach has a better capability for using higher-resolution topographic data than is possible with other computationally extensive approaches such as 2D finite-element methods, in particular over large areas. Flood inundation modelling using raster-based models, when integrated with high-resolution data, may reduce the uncertainty into how we parameterize the topographic surface, and hence reduce the dependence upon roughness parameterization in flood inundation modelling. These developments, along with developments in new data capture techniques (discussed in §2.4), provide opportunities for the research aims and objectives identified in section 1.2 to be addressed.

In line with the development of approaches to hydraulic modelling, new data capture techniques are emerging, which are providing increasing opportunities for high-resolution representation of small-scale topographies in 2D hydraulic models, including raster-based modelling. The next section reviews the topographic data requirements of hydraulic modelling and the opportunities created by new data capture techniques, in terms of topographic parameterization, calibration and validation.

2.4 The application of remotely sensed data in flood inundation modelling

Remotely sensed data, obtained from airborne remote sensing and satellite imaging are increasingly becoming an important data source for hydraulic and hydrological studies. Recent developments in new data capture techniques have stimulated a significant potential for hydrodynamic application. Hydraulic models have developed significantly as the number of satellite and airborne platforms has multiplied and as their global coverage, spatial resolution and temporal resolution have improved (Pietroniro, 2002). Remotely sensed data are most often used to evaluate a watershed’s physical characteristics and state variables. Three classes can be identified in the application of remotely sensed data in hydrology (Salomonson, 1983). The first involves simple delineation of readily identifiable, broad-scale surface features (e.g. Tholey et al., 1997; Bates and Horritt, 2000). The second involves more detailed interpretation and classification of remotely sensed data to derive more detailed
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information (e.g. Cobby et al., 2003; Mason et al., 2003). The third, involves the derivation of various hydraulic or hydrological state variables and parameters, either for model initialization or validation (e.g. Profeti and Maclntosh, 1997).

This section reviews these developments and their implications for hydraulic modelling, in particular for topographically complex floodplains. First, this section discusses the data requirements for high-resolution flood inundation modelling (§2.4.1) with respect to model parameterization, calibration and validation. This is followed by a review of the advantages of and recent developments in harnessing high-resolution remotely sensed data in river flow and flood inundation modelling (§2.4.2). Particular attention is given to the opportunities created by the emergence of airborne scanning laser altimetry (LiDAR) for high-resolution flood inundation modelling (§2.4.3).

2.4.1 Topographic data requirements for high-resolution flood inundation modelling

Recent advances in numerical modelling of river flow and flood inundation have raised a number of issues with respect to topographic data requirements. Traditionally, high-resolution flood inundation modelling has been hampered by the lack of accurate information about the characteristics of the river channel and floodplain for model parameterization/initialization, calibration and validation (Marks and Bates, 2000). The limited use of two-dimensional finite-element models in practical applications is partially due to the lack of distributed data they require (Horritt and Bates, 2001b). However, this situation has been gradually relieved in the past 5 years by the emergence of new data capture techniques and, in some cases, data availability is no longer a limiting factor for hydraulic modelling. This section reviews the data requirements for hydraulic modelling.

Data for topographic parameterization/initialisation

Parameterization can be thought as the qualification of physically based models with the actual conditions happening in the real world. In term of topographic parameterization, Bates and Anderson (1996) demonstrated the significant and complex effect that a small change in topography (+10 cm) might have on a two-dimensional finite-element model. For coupled analysis of river and floodplain flows, high-resolution topographic data on river bathymetry are also required.

In terms of river geometrical data for flow modelling, cross-section survey is normally required to provide parameters such as cross-section geometry and bed slope (e.g. Horritt and
Bates, 2001a, b). Combined with inflow and outflow boundary conditions, numerical solutions can then be used to solve the full or simplified governing equations.

In terms of floodplain topographic representation, before the routine collection of remotely sensed data, the only national topographic data available to parameterize a two-dimensional finite-element model was a 10 m DEM, produced from contours or spot height data provided by the UK Ordnance Survey (Marks and Bates, 2000). Ordnance Survey benchmark data are typically reliable to better than ±1 cm (Bates and Anderson, 1996) if well maintained. However, contour data, particularly those in extensive low-lying floodplains, are considerably less reliable (Bates and Anderson, 1996) due to their sparse coverage (Marks and Bates, 2000). Ordnance Survey contour data are only recorded at 5 m spacing and are quoted to have a vertical accuracy of up to ±1.25 m (Marks and Bates, 2000; Bates, 2004).

DEM data derived from contour data or spot heights are typically of a vertical accuracy of no better than 50 cm (Marks and Bates, 2000). For the DEM to be used in finite-element models, it has to be sampled further, on a node-by-node basis, to a different resolution. Thus, for data to be of practical use, they have to undergo a two-stage filtering process which will inevitably coarsen the data, resulting in less detailed representation of the land surface. For raster-based modelling, if contours and spot height data are used as raw data, the second filter stage is slightly different from that used in finite-element models in that the DEM is sampled on a cell-by-cell basis instead. Another major parameterization variable is surface roughness, which is usually determined through calibration.

Data for model calibration

In addition to topographic parameterization, high-resolution flood inundation models require sufficiently accurate data for model calibration, which also involves some kind of parameterization. The aim of model calibration is to optimize model predictions by adjusting one or more parameters to replicate observed or validation data. One-dimensional flow models may be easier to calibrate, both because there are fewer parameters, and because sensitivity to those parameters is greater (Lane and Richards, 2001). Two-dimensional flood inundation models commonly contain one or more calibration parameters for each computational node, which must be specified by traditional field measurements or determined during model calibration based upon prior knowledge.

Calibration parameters are model dependent and inherent to the particular model structure selected. Two-dimensional finite-element models typically use boundary friction and turbulence closure model related coefficients for model calibration. For raster-based models,
as with almost all hydraulic models, roughness coefficients are commonly used as free parameters for calibration. Both 2D finite-element and raster-based models have commonly used a spatially and temporally uniform roughness value for the river channel and floodplain respectively (e.g. Bates et al., 1996, Bates and De Roo, 2000). However, the effects of spatially varying (e.g. Horritt, 2002; Cobby et al., 2003) and temporally varying (e.g. Kouwen and Unny, 1973; Kouwen and Li, 1980; Fathi-Moghadam and Kouwen, 1997; Wu et al., 1999; Kouwen and Fathi-Mogahadam, 2000) roughness values have also been investigated. Indeed, roughness coefficients have been dominantly used as calibration parameters in raster-based models. It has been found that raster-based models are relatively insensitive to roughness parameter values on the floodplain (Horritt and Bates, 2001a). Apart from the roughness parameter, another calibration parameter in finite-element models is the turbulent eddy viscosity ($\nu_t$), the importance of which increases as grid size decreases. Bates et al. (1998) found that TELEMAC-2D was relatively insensitive to $\nu_t$.

As environmental systems are always indeterminate and the number of parameters is always greater than the number of equations describing the system, potentially different sets of parameters can lead to the same model predictions. This means that a model may get the right results for the wrong reasons. For example, Bates et al. (1996) show that a range of combinations of friction and turbulent viscosity values can predict the downstream hydrograph equally well in a 2D finite-element model, while giving 13% variation in the total inundation area. This is the concept of equifinality, which involves the same results being attained from different model structures or combinations of different calibration parameters (Beven, 1996). In 2D depth-averaged modelling of flood inundation, evaluation using the catchment outflow hydrograph is more likely to produce problems of equifinality than evaluation of model predictions using distributed patterns of floodplain inundation (Lane and Richards, 2001). Furthermore, as model application invariably involves assumptions and simplifications that require representation of their otherwise important effects using semi-empirical treatments (Lane, 2003a) and the interactions between calibration parameters are often unknown, the uncertainly surrounding parameterization could be paramount. Indeed, the fact that many numerical models are heavily dependent upon parameterization has led some (e.g. Beven, 1989) to question the physical basis of environmental models (Lane, 2003a).

However, given our current understanding of environmental systems and the limitation of computational resources, calibration has been seen as both a necessary and useful practice in hydraulic modelling. In terms of calibration using roughness coefficients, detailed field measurement of surface roughness over the reach scale is not only unrealistic, but may yield estimates that are only partially related to surface resistance. It has also been suggested that
roughness can be used to compensate for model inadequacies such as poorly represented momentum effects and topographic representation (Bates et al., 1997). Though the advances in new data capture techniques are gradually relieving model dependence upon friction parameterization, the semi-empirical nature of the friction parameter is still the driving force of roughness calibration.

Data for model validation

Model validation can be defined as the process of demonstrating that a given model is capable of making sufficiently accurate predictions for conditions different to those under which the model was calibrated (Refsgaard, 1997). By this definition, validation will be a formidable task as most model predictions are site-specific and there seems to be no easy way of proving the universal applicability of the model, if it has one at all. Beven (1996) defined the strictest validation of a numerical model as the comparison of internal quantities (flow property and process representation) to real world observations, although acknowledged that observation data are often unavailable or incomplete. Indeed, this definition is often used in high-resolution flood inundation modelling together with some accuracy analysis techniques to evaluate the accuracy of the model prediction.

Lane and Richards (2001) noted that two terms are often used interchangeably in numerical modelling studies: 'validation' and 'verification'. Conventional approaches validate a model by comparing model output with observed data. However, validation using these approaches only gives us a general test of the validity of the model. It doesn't help us to understand why the model is valid or invalid (Lane and Richards, 2001). Some discussion has suggested that validation is not an appropriate term to use since all models are approximations of a complex reality (Beven, 2001). Model evaluation or assessment (Sargent, 1982) has been suggested as a more structured and continuous set of procedures than simple empirical validation against observed data. Lane and Richards (2001) suggest several aspects of these alternative assessment strategies, including: (i) conceptual model assessment; (ii) assessment through computational tests and analytical solutions; (iii) assessment using sensitivity analysis; (iv) assessment based on visualization; and (v) evaluation against professional standards.

In the context of flood inundation modelling, validation data can include inundation extent or hydrometric data such as water depth, velocity and hence flood wave travel time. One-dimensional river flow models can be adequately validated against hydrometric data obtained from traditional field survey methods. However, data obtained from traditional field measurements are generally either unavailable or not accurate and complete enough for validation purposes in two-dimensional flood models. This is particularly true if hydrometric
data are used, as such measurements are usually only available from point gauging stations, which are usually far apart and often submerged during a flood event (Bates et al., 1997). Even when such data are available and accurate, due to the different scales of model predictions and field measurements, it can be problematic to relate field data to model predictions. For example, to relate small-area measured velocity with depth to the large-area depth-averaged velocity predicted by two-dimensional models, a number of theoretical assumptions have to be made (Lane and Richards, 2001). In addition, problems of equifinality arising from model calibration may invalidate the model validation in some way. In such situations, it is often difficult to discriminate between different parameter combinations.

With the increasing availability of high-resolution topographic data, validation against inundation extent data has been the dominant approach for 2D (both depth-averaged and diffusion wave) flood inundation models (e.g. Bates et al., 1995; Bates and Anderson, 1996; Bates and De Roo, 2000; Horritt and Bates, 2001a, b; Horritt and Bates, 2002). Bates et al. (1997) highlighted the practical importance of validation with inundation extent and noted that the importance is due to its great sensitivity to small changes in water depth (up until the point where the floodplain is laterally confined). The main advantage of using inundation extent as validation data is that it allows a series of accuracy statistics to be derived (§4.4), which can be used either to evaluate the performance of a single model simulation or to compare statistically different model simulations through verification. However, using inundation extent as validation data has its limitations, particularly if the validation data are single at-a-point in time data. If the floodplain is laterally confined or the inundation extent is obtained long after the peak extent has been reached and before the floodplain has dried out, validation using a single at-a-point inundation extent may suggest the model performs well. The real concern is peak inundation extent, which may or may not be well predicted in such cases. If the floodplain is laterally confined, and the concern is with inundation with a flow peak that is sufficient to fill the floodplain and the timing of the inundation process is not considered important, using single at-a-point data may be enough for validation purposes in some situations. However, if the floodplain is not laterally confined, given that the inundation is strongly sensitive to water depth, getting the timing of inundation right might be the only means of getting the peak inundation extent right. Thus there is a need for detailed distributed hydrometric data for the validation of high-resolution flood inundation models. Bates and Anderson (2001) suggested that surface velocity measurement might be the only data that could distinguish between different higher order model predictions.
2.4.2 Remote sensed data for high-resolution flood inundation modelling

Recent developments in topographic data capture techniques using interferometric synthetic aperture radar (SAR) (e.g. Brackett et al., 1995; Bates and De Roo, 2000; Marks and Bates, 2000; Horritt et al., 2001), airborne remote sensing (e.g. LiDAR) (e.g. Mason et al., 2003; Cobby et al., 2003) and digital aerial photogrammetry (e.g. Westaway et al., 2000) have allowed a number of significant model parameterization, calibration and validation issues to be addressed.

In terms of topographic parameterization, remotely sensed data have been used to generate DEMs (e.g. Marks and Bates, 2000; Bates and De Roo, 2000), the quality of which has been known to have a significant effect upon flood inundation extent. More recently, spatially varying roughness values in relation to vegetation have been obtained from remotely sensed data and used in two-dimensional flood inundation models (Cobby et al., 2003; Mason et al., 2003). For example, Cobby et al. (2003) and Mason et al. (2003) demonstrated an approach to mesh generation in finite-element models based upon the vegetation height map derived from LiDAR data for model roughness parameterization.

Remotely sensed data have also been used to validate hydraulic models, either in the form of hydrometric data or flood inundation extent data. Remotely sensed data have recently been widely used to delineate flood inundation extent for model validation (e.g. Imhoff, 1987; Biggin, 1996; Townsend, 2002; Horritt et al., 2001; Pearson, 2001). Similarly, radar altimeters show great promise for directly measuring stage variation in large rivers, for obtaining estimates of river discharge from space, and for using ground measurements and satellite data to construct empirical curves that relate water surface area to discharge (e.g. Smith, 1997).

Both Bates et al. (1997) and Smith (1997) identify the all weather capability of Synthetic Aperture Radar (SAR) imagery as a considerable advantage over other sensors operating at visible or infrared wavelengths of the electromagnetic spectrum which cannot penetrate the cloud cover often associated with flood events. SAR data can be used for both topographic data derivation (e.g. InSAR data) and model validation. SAR derived topographic data can give a high ground resolution (12.5 m pixel size for ERS-1 PRI data) (Bates et al., 1997) and are able to generate DEMs of a vertical accuracy of more than 1 m (e.g. Wimmer et al., 2000), which are sufficient for flood modelling at watershed-scales. Airborne SAR data can have a spatial resolution of 0.5 m (Bates, 2004). Indeed, SAR data are being adopted for watershed-scale DEM generation. However, the resolution of SAR data may still not be enough for flood modeling at smaller scales.
modelling over topographically complex floodplains as most structural features have a dimension much less than the resolution (c. 12.5 m) of some forms of satellite SAR data. Also, the vertical precision of SAR derived data is $0.8 \text{ m}$ to $1.0 \text{ m}$, which is too degraded for flood modelling purposes. In terms of flood modelling over topographically complex floodplains where structural elements strongly affect local flow routing, harnessing high-resolution topographic data has appeal as it may reduce uncertainty over how to parameterize the effects of structural 'topography' upon inundation. Compared with satellite SAR data, airborne scanning laser altimetry such as LiDAR (Light Detection and Ranging or Laser Induced Direction and Ranging) derived topographic data can give a much higher spatial resolution (e.g. 2 m) which allows a much better representation of structural features in the model. The next section (§2.4.3) discusses the application of airborne scanning laser altimetry (LiDAR) in river flow and flood inundation modelling.

2.4.3 Airborne scanning laser altimetry (LiDAR)

Airborne scanning laser altimetry is an important new data source for environmental applications. LiDAR has been termed in the literature either as 'Light Detection And Ranging (Priestnall, 2000)' or 'Laser-induced Direction And Ranging' (e.g. Marks and Bates, 2000). In river flow and flood inundation studies, it is used principally in the production of digital elevation models (Marks and Bates, 2000). LiDAR is based on sequential laser range measurements from an airborne sensor to points on the ground surface. Based upon the precise position and orientation of the airborne platform obtained from differential Global Positioning Systems (GPS) and Inertial Navigation Systems (INS), the laser beam is reflected off the ground surface to enable the three-dimensional position and elevation of surface points to be determined with decimetre accuracy (Figure 2.2).

The main advantages of LiDAR data, compared with other remotely sensed data, are its high-resolution and high accuracy. Given its digital nature and dense coverage (64600 points per km$^2$ reported by Marks and Bates, 2000), LiDAR data can be used to create high-resolution (1 m) and low RMSE (in theory $0.10 \text{ m}$ to $0.25 \text{ m}$ in the vertical) DEMs. For example, the LiDAR-derived DEM used in this thesis has a resolution of 2 m (§3.5.2), much higher than those derived from other remote sources such as satellite SAR (c. 12.5 m) or UK Ordnance Survey contour lines and spots heights (§2.4.1). The latter two sources are normally used by UK Ordnance Survey to produce nationally available DEM (10 m * 10 m) that can be used for topographic parameterization in 2D flood inundation models. In terms of data quality, practical LiDAR applications have obtained data quality results with high relative vertical accuracy ($10-15 \text{ cm}$) and horizontal ($5 \text{ cm}$) accuracy over large areas (Marks and Bates,
2000). This is much improved than those derived from contour lines (§2.4.1). Other advantages of using LiDAR data include its rapid collection and ease of the possible requirement of resurvey of temporally changing floodplain topography (Marks and Bates, 2000). The resolution of the DEM that LiDAR can provide exceeds the requirements and capacity of current 1D and 2D models. Thus, it is normal practice to resample the LiDAR-derived DEM to a coarser resolution for use in 2D models. Indeed, the use of LiDAR data in 2D models may create a large degree of redundancy due to the high-resolution of the LiDAR data and the computational ability of 2D models. Marks and Bates (2000) found that: (i) using high-resolution LiDAR data to create finite-element mesh created a large degree of redundancy in the two-stage filtering process; and (ii) the redundancy was further compounded by the use of unsophisticated interpolation methods where only a small number of topographic points were used to assign the elevation value to a given nodal point. However, the redundant data have also been used to correct for the wetting and drying representation in 2D finite-element models (Bates, 2000) using sub grid topographic information.

Figure 2.2: Illustration of airborne LiDAR in operation (after Flood, and Gutelius, 1997)

Recent developments have seen an increasing use of LiDAR for hydraulic modelling. The UK Environment Agency has commissioned regular LiDAR survey in a number of river and costal environments (Charlton et al., 2003). The major use of LiDAR data in hydraulic studies can be broadly categorised into two groups. First, LiDAR data have been used to produce structured (e.g. Horritt and Bates, 2001a) or unstructured DEMs (e.g. Marks and Bates (2000);
Cobby et al., 2003; Mason et al., 2003) for topographic parameterization in 2D models. For example, Marks and Bates (2000) investigated the effects of topographic representation on flood inundation extent prediction and presented the results of a flood simulation using a TIN-based computational mesh produced from airborne LiDAR data in a 2D finite-element model. In relation to raster-based models (e.g. Bates and De Roo, 2000; Horritt and Bates, 2001a, b), given their digital raster nature, LiDAR data require only minor processing, if necessary. This processing may include removal of elevations associated with local sinks and tree canopies. Horritt and Bates (2001a) examined the effect of spatial resolution upon flood inundation prediction in a raster-based model based upon a LiDAR-derived 10 m DEM.

Second, LiDAR data have been used as a source for spatially-distributed roughness parameterization in 2D models. In both finite-element and raster models, roughness coefficients are commonly used as free parameters to be adjusted to provide the best fit between model predictions and observations. The traditional method for roughness parameterization in 2D hydraulic models involves specifying a uniform roughness value for the floodplain and river channel respectively (e.g. Bates and De Roo, 2000; Horritt and Bates, 2001a, b). It has been noted in Section 2.3.3 that the uncertainty surrounding roughness parameterization is usually huge. Thus, there is a need for more sophisticated approaches for roughness specification. A spatially distributed roughness parameterization approach has been proposed and tested for a 2D finite-element model (TELEMAC-2D) based upon the vegetation height map derived from LiDAR data and shown to produce significant difference in predicted water levels compared with the uniform roughness parameterization (Mason et al., 2003). However, apart from a number of assumptions and theoretical limitations of this approach noted in Section 2.3.3, there is no benchmark validation data to test and discriminate rigorously between these approaches (Bates et al., 2000).

Another issue for the use of LiDAR data in hydraulic modelling is data quality. In the UK, although LiDAR data has been validated against ground truth data by Environment Agency (1997) and can be post-processed to provide a DEM with a relative vertical accuracy of ±10 - 15 cm (Marks and Bates, 2000), it is still not clear whether such errors lead to differences in inundation extent prediction that can be conclusively discriminated on the basis of available validation data (Bates et al., 2000). The increasing availability of remotely sensed data facilitates a move to a wider usage of two-dimensional models though new problems arise with these new techniques.
2.4.4 Implications for this research

The sections above (§2.4.1-2.4.3) have reviewed the data requirements of hydraulic modelling, the recent developments in remote sensing and the increasing opportunities created by these developments for high-resolution hydraulic modelling, with a focus on LiDAR data. This has significant implications for modelling flood inundation over topographically complex floodplains using raster-based approaches which is the primary aim of this research. In terms of topographic parameterization, LiDAR data can be used with minor processing and thus reduces the limitations associated with two-stage filtering which is the standard data processing procedure in 2D finite-element approaches. In terms of calibration, as noted in section 2.3.3, using high-resolution topographic data in 2D hydraulic models may reduce the dependence upon and the uncertainty in roughness parameterization for 2D hydraulic models. With respect to model validation, remotely sensed data can provide inundation extents which are normally difficult to obtain using traditional field survey techniques. Inundation extent has been the dominant approach to model validation in 2D flood inundation modelling over the past 5 years and is the validation data source used in this thesis.

One issue that has not been addressed in raster-based modelling is sub grid-scale process representation. High-resolution topographic data allow novel representation of small-scale wetting and drying processes based upon sub grid topography (e.g. Bates, 2000) in finite-element models. These issues are addressed in this thesis using a raster-based diffusion wave model integrated with high-resolution LiDAR data.

2.5 Data representation in hydraulic models in relation to Geographical Information System (GIS)

Geographical Information Systems (GIS) provide for spatial representation of landscape features. River flow and flood inundation models attempt to describe how water and other materials move within the river channel and over the floodplain and hence through space. Thus, there seems to be a natural connection between GIS and flood inundation modelling. There is no doubt that the one main advantage provided by current GIS is its capacity to store large amounts of data, whether spatially referenced or simply of a statistical nature. This is manifest in the widely accepted classification of the approaches to modelling within a GIS environment. Briefly speaking, there are three integration levels for modelling with GIS: loose coupling; tight coupling; and embedded coupling (Wessling et al., 1996). In loose coupling, the GIS is used to pre-process the input data into the desired model input file format and post-process the output data for illustration or further analysis. In tight coupling, the
model input and output can be addressed directly by the GIS. In embedded modelling, the model is written directly in a programming language within a GIS environment. This classification is based upon the treatment of data at the interface between GIS and hydrodynamic models.

For flow modelling over the floodplain and in the river channel, any one of these three coupling methods could be sufficient, although embedded modelling is a more robust way of modelling in that both the data processing and process representation can be addressed internally in the GIS. According to Burrough and McDonnell (1998), several difficulties arise when linking dynamic models to a standard GIS. First, there may be important conceptual differences between the ways modellers, data collectors and GIS programmers perceive the world and how their view of reality should be structured and organized in the computer. Second, the data in the GIS may not be recorded or stored in the most suitable format for the model and may need to be converted. Third, the procedures and algorithms provided by GIS can’t be modified by modellers should these be inadequate or inefficient. Fourth, unless one is skilled in computer programming, it is difficult and time consuming to write dynamic models of spatial processes quickly and efficiently.

2.5.1 Data representation for floodplain topography in relation to GIS

GIS has been used for more than 15 years for pre-and post-processing of spatially distributed hydrodynamic model data. Traditionally, most of the integration of GIS with river or flood inundation models has been carried out at a low level through loose coupling. Considering the spatially distributed nature of river flow and floodplain flow and the advantages that the GIS can provide besides the pre- and post-processing of spatially distributed data, there are yet more issues GIS should be able to deal with. Those issues include at least the assessment of spatial variability of the input data and its effect on the outcome, the effects of model resolution and parameter uncertainties and, at a high level, model construction within a GIS environment. Discussion of flood modelling over topographically complex floodplains in Section 2.3.3 has highlighted the need to model the effect of structural elements upon the flow.

To date, there are mainly two ways in which spatial features on the landscape can be encoded into the computer: using: (i) a vector data structure; and (ii) a raster data structure. Vector data structures use points, lines and polygons to describe geographical phenomena. Vector units are identified by the fact that their physical location can be precisely defined, as can their topological relationships (Burrough and McDonnell, 1998). For river flow and flood inundation studies, locations of topographically and hydrologically important features on the
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floodplain can be represented using vector data. For example, river banks can be represented using lines, river stations on the cross-sections can be represented by points and land units on the floodplain can be represented using polygons. Spatial phenomena can also be represented by sets of regularly or irregularly shaped units. The simplest form is the square cell and the tessellated regular grid known as a raster data structure. In terms of raster representation, structural features can be represented in two-dimensional flood inundation models through their topographic input, typically in a digital elevation model (DEM). One approach to representation of significant features on the floodplain using raster-based data is to interpret the vector objects as a set of linked cells with similar topographic properties. For example, a linear feature (e.g. a wall) can be extended to the size of a set of connected grid cells. This may work well if the width of the linear feature is nearly equivalent to the width of one or more grid cells. In this case, the raster-based approach can provide a realistic representation of these features. However, as two-dimensional models are normally computationally demanding, these features may be averaged out in the re-sampling process to a lower resolution that can be used in the model, even if the original DEM is of high-resolution. This may present significant problems when the topographic complexity on the floodplain is such that coarsening mesh resolution may not preserve those important topographic features such as walls and buildings in the DEM and the associated flow processes are altered in some way.

The increasing availability of high-resolution data obtained from various sources provides the opportunity for structural features to be represented in two- and three-dimensional flood models. This refers not only to those data that are of raster format and obtained from remote sources (§2.5.2), but also those that are of vector format, which have been largely ignored in current flood inundation modelling. This is a significant omission, and potentially important for flood modelling over complex topographies. Modelling floodplain flows with the effects of structural features incorporated needs GIS to address the spatial relationship between spatial features more intelligently and precisely. Different structural features can have different boundary attributes that affect the flow in both spatial and temporal dimensions. The spatial relationship between spatial features is termed as topology in a GIS. It refers to the continuity of space and spatial properties, such as connectivity, that are unaffected by continuous distortion (Burrough and McDonnell, 1998). Topology is a defining characteristic of the GIS and topological relationships between spatial features can now be addressed in most commercial GIS. For example, in ArcView GIS, those features that ‘are completely within’, ‘completely contain’, ‘intersect’, ‘are within distance of’, ‘contain the centre of’ and ‘have their centre in’ can be identified very easily. However, this is far from enough for hydrodynamic modelling. Whereas in a vector data structure, the topology between different spatial units is explicitly recorded through a database pointer, in a raster data structure,
topology is only implicitly coded in the attribute values in the cell. The GIS functions for identifying the spatial relationship between spatial features are limited and in most cases are static. Therefore, they are not suitable when considering the dynamic nature of hydrodynamic modelling. Hydrodynamic modelling with topological features needs a GIS to interpret the topology simultaneously with the routing of flood flow.

With structural features in mind, the topology of spatial features and their relation to the processes that are modelled becomes important. Topology needs to be addressed intelligently in a GIS. For instance, topological relationships between adjacent land units on the floodplain need to be defined before water routing is carried out over them. In order to model flood flow over landline features, in relation to land units, topological relationships between landline features composing the land units and the land units themselves also need to be addressed. This should be an internal function of the model instead of external intervention of the users. For example, when water is approaching a landline feature in a land unit, it needs to find out the attributes of the feature to decide on how to behave. When the water level is about to exceed the height of a landline feature, the model should then possess information about topology so as to decide where the flow is expected to go.

With respect to hydraulic modelling within a GIS, although it is possible to build flood inundation models in some GIS packages that take into account structural features, programming issues are paramount. Vector-based representation of floodplain topography alone is not enough for flood inundation modelling. Point and linear features can be represented using vector data structure. However, raster-based representation is required for polygon features to account for the variation in topography within land units.

2.5.2 Implications for this research

In GIS terms, and given the advantages of using a GIS, in particular the handing of vector-based data, and the need to represent structural elements for flood modelling over complex topography, a tight coupling is preferred. However, this is not attempted in the thesis. The linkage of the model developed in this thesis and GIS is at a low level through loose coupling and GIS is only used for the data processing for topographic input. The main reasons for taking this approach are that: (i) a loose coupling approach is thought to be enough for the modelling task attempted in this study, given the quality of topographic data available; and (ii) a tight coupling approach requires considerable programming efforts. Diffusion wave based flood inundation modelling requires that floodplain be discretized into grid cells. If the resolution of the topographic data used in the model is high enough, significant features on
the landscape can be represented reasonably well and their effects upon flow routing can be represented through topographic control. In this study, high-resolution topographic data are available. Thus, the loose coupling approach is chosen. Vector-based representation of significant structural features coupled with raster-based representation of other features is an issue for future model development.

2.6 Chapter Summary

This chapter has reviewed recent developments in river flow and flood inundation modelling (§2.3), focusing upon the limitations of using traditional one-dimensional treatments of the floodplain flow caused by the discontinuity in stage-discharge hydrographs, particularly at the interface of the floodplain and the river (§2.3.1) channel. The emergence of raster-based modelling approaches (§2.3.2) was then reviewed, with a focus upon its potential implications for modelling flood inundation over structurally complex floodplains, notably urban floodplains (§2.3.3). Particular attention was given to the wetting and drying treatment in two-dimensional models, with discussion of the general issues facing the moving-boundary hydrodynamic problems in shallow water and the approaches that have attempted to solve these problems.

The opportunities created by the emergence of new data capture techniques for flood inundation modelling over topographically complex floodplains were reviewed with respect to the data requirements (§2.4.1) for high-resolution flood inundation modelling in terms of model parameterization, calibration and validation. The applications and advantages of recent developments in remotely sensed data capture techniques were reviewed in Section 2.4.2, with focus upon the airborne laser scanning altimetry (LiDAR) data (§2.4.3) which are the topographic input for the model applications carried out in this study. The current status of the integration of GIS and hydrodynamic modelling (§2.5) was reviewed in terms of the coupling approaches between GIS and hydrodynamic modelling and the data representation methods provided by GIS.

The next chapter (Chapter 3) proceeds with the description of the case study application in terms of the flood event modelled, data requirements, availability and related validation approaches.
Chapter 3

Case-study applications, data sources and methods

3.1 Introduction

Prior to the description of model development and associated applications, this chapter describes the case-studies in terms of the flood events simulated, data requirements, data availability and data processing, with respect to model parameterization, calibration and validation. Three case-study applications are described, all for the River Ouse, York (Figure 3.1), in connection with a major flood event in the year 2000. Thus, the primary aim of this chapter is to describe the case-study applications in terms of the application carried out (§3.3), data requirements (§3.4), data availability and data processing (§3.5, §3.6 and §3.7) for model topographic parameterization, calibration and validation. The focus is on LiDAR data processing (§3.6.2 and §3.6.3) for model topographic input and processing of aerial imagery (§3.5.1) for both model parameterization and validation. The approach to accuracy assessment which allows quantitative assessment of model performance is presented in the context of flood inundation modelling for both model validation and model verification (§3.5.3).

The model developed in this study consists of a 1D river flow sub-model and a 2D floodplain flow sub-model. Two approaches to coupling the river flow and floodplain flow were developed in this study. First, a loosely-coupled version of the model was developed whereby river flow is calculated separately from the floodplain flow in an existing 1D river flow model. Second, a 1D river flow model was coupled tightly with a 2D floodplain flow model through explicit representation of the efflux onto the floodplain from the river and the return of water from the floodplain to the river at each time step. Thus, the associated data requirements are different for these two approaches. This chapter restricts the discussion to the loosely-coupled version of the model, which is the basis for the applications described in Chapter 4 and 5. Chapter 6 presents the tightly-coupled version of the model, including the associated data issues and application to a longer reach through the city centre of York.
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The model can be further classified according to the approach to the wetting treatment. Two wetting treatment approaches were used in this study: (i) a normal wetting treatment where a wetting parameter calculated based upon flow velocity, cell size and time step (adopted Bradbrook et al. 2004) (Chapter 3 and 4); and (ii) a sub grid wetting treatment where the sub grid topography is used to control the wetting process (Chapter 5). The data requirements are similar for both approaches and the validation and verification procedures are slightly different. In this chapter, the descriptions related to model validation and verification are restricted to the model using the normal wetting treatment.

3.2 Loose coupling between channel and floodplain treatments

Two versions of the model are developed in this study: (i) a loosely-coupled 1D model in the river channel and 2D model on the floodplain; and (ii) a tightly-coupled 1D model in the river channel and 2D model on the floodplain. Both versions assume that the floodplain is protected by an embankment that essentially acts as a continuous, broad-crested weir, which may be identified from topographic data (e.g. LiDAR). This is appropriate for the majority of the case-studies considered here.

The loosely-coupled model treats the river flow as a separate process in an existing 1D river flow model prior to the initialisation of the floodplain flow routing and uses the hydrograph produced from this model as the inflow hydrograph for the 2D floodplain model. Return flow only occurs when the floodplain water elevation is higher than the levee but the effects of this return flow on the main river flow are not accounted for as the 1D flow model takes this into account already. The development of the tightly-coupled model addresses this issue explicitly and whilst comparison of the tightly and loosely coupled results contains other factors besides this, it helps to indicate whether or not this is a problem (§6.5.2).

The tightly-coupled model takes into account the effects of floodplain routing on the return of water from the floodplain to the river channel at each time step and the river flow and floodplain flow are calculated simultaneously. The latter is covered in Chapter 6 in full. These address the second set of objectives with respect to model development as identified in Section 1.2.

The loosely-coupled model establishes the connectivity between the river channel and floodplain flows using a stage hydrograph at the river-floodplain boundary. This can either be produced from a 1D river flow model (e.g. HEC-RAS) or be obtained from existing stage records. This provides boundary condition data for the 2D floodplain flow routing. The
hydrograph is used in the 2D floodplain model to calculate the flow from the river channel onto the floodplain and from the floodplain back into the river channel. The connectivity is established by comparing the water surface elevations between the river channel and the floodplain at each contacting cell at every time step. If there is a difference in the water surface elevation between a river cell and its adjacent floodplain cell, flow exchange will occur. The approach to calculating the volume of flow exchange between the river channel and the floodplain is described in Chapter 4 (§4.3). Flow from the river channel into the floodplain is calculated using a weir equation (Equation 4.14) and this flow is used in the 2D diffusion wave model to drive the routing of floodplain flow. Flow from the floodplain to the river is simply removed from the calculation domain as mass loss at the river-floodplain boundary for the 2D floodplain flow model. Thus, this is a two-step process and the calculation of the river flow is not related to the floodplain flow in the 2D model explicitly. The return flow from the floodplain to the river channel has no effect upon the 1D river flow as the inflow hydrograph has been calculated from the 1D model prior to running the 2D floodplain flow model. Either a uniform hydrograph for the whole river or non-uniform hydrographs for different reaches of the river can be used as inflow boundary condition data for the 2D floodplain flow model. This approach has its limitation in that it does not account for the way the floodplain flow returns to the river channel in the 1D river flow model. This is concerned with both the direction and the timing of the floodplain flow back into the river. Both the timing and direction of the return flow from the floodplain are strongly affected by the floodplain flow routing, particularly over topographically complex floodplains. This could significantly affect the calculation of the river flow. This is the rationale behind the model development described in Chapter 6.

3.3 Case-study applications carried out

This section describes the case study applications carried out in this study in terms of the study locations and the flood event modelled. The model was applied to simulate a flood event that occurred in the year 2000 on the River Ouse, UK. The location of this river is shown in Figure 3.1.

The non-tidal reach of the River Ouse comprises a wide, sinuous, lowland channel that flows through the Vale of York. The reach receives the majority of its flows from three subcatchments: the Swale; the Ure; and the Nidd (Figure 3.1). In these river catchments, there has been a tendency to higher magnitude and more frequent flood events since the 1940's, with the exception of a period of notably lower peak flows in the early 1970s (Lane, 2003b). The flood magnitude of the non-tidal Ouse is controlled by the magnitude and relative timings
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of flood peaks in the three sub-catchments. The notable increase in flood frequency after 1944 was noted to be coincident with an expansion of arable activity, a reduction in grassland, and the commencement of widespread gripping in the Dales. The flood event simulated on the River Ouse began on the 27th of October, 2000 at 2200 hours and continued until 19th of November, 2000 at 0000 hours. Thus, this flood had a duration of more than 530 hours or 23 days. It was estimated to be the highest recorded in York since 1625 and to have a return period of greater than 100 years (Lane, 2003b). The River Ouse was chosen because of the availability of a one-dimensional hydraulic model (ISIS from the Environment Agency) for the river flow, high quality LiDAR data for the floodplain surface, the presence of structural features on the floodplain characteristic of urban areas and remotely sensed data on inundation extent and water levels for the flood event. The latter data have been used to determine inundation patterns and water levels using digital photogrammetry and image analysis (Lane et al., 2003). This river includes a mixture of undeveloped and developed floodplain. The urbanized areas are mainly at the downstream end of the non-tidal reach of the River Ouse. Evidence (wrack lines) suggested that the developed floodplain had been extensively inundated during the peak flow of the 2000 flood event and, in some parts of the floodplain, the lateral confinement of the floodplain was marginally exceeded.

Figure 3.1: The location of the River Ouse.

Three reaches on the River Ouse were chosen: (i) a reach near Naburn Weir; (ii) a reach near the A64 Trunk Road; and (iii) a reach through the city centre of York. The locations of these sites on the River Ouse are illustrated in Figure 3.2. The purpose of the simulations carried out at Site 1 (Figure 3.2) is to examine the general performance of the model and to investigate the interaction between model spatial resolution and roughness parameterization.
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by means of model validation and verification (Chapter 4), and to test the sub grid-scale wetting treatment approach developed in the model (Chapter 5). This is carried out using the loosely-coupled version of the model (§3.2), with a stage hydrograph at the river-floodplain boundary as inflow data for the 2D floodplain model. Thus, this addresses objectives 2, 3, 4 and 8 in the second set of objectives as identified in Section 1.2. Similar applications were also carried out at Site 2 and Site 3 to test the repeatability of model performance, but with a focus upon model validation. This testing methodology has its limitations as it only assesses the performance of the model on one river and for one flood event. In terms of the dynamic performance, ideally, the model should be tested for different flood events. Thus, repeatability testing carried out here only accounts for the model performance at different locations for one flood event. The sub grid wetting treatment is tested at Site 1 and 2 with reference to the final set of objectives. Furthermore, the performance of the tightly-coupled (§6) 1D river flow and 2D floodplain model over a longer reach (over 10 km) was examined by the simulations conducted at Site 3 of the River Ouse, which is a reach through the city centre of the York. This addresses the objectives 5, 6 and 7 in the third set of objectives (§1.2). This is summarised in Table 3.1.

Figure 3.2 Location of three case-study sites on the River Ouse, York, UK (Illustration map produced using Ordnance Survey digimap data downloaded from www.digimap.co.uk)
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Table 3.1: Summary of applications conducted and the associated coupling methods.

<table>
<thead>
<tr>
<th>Site</th>
<th>Looseley-coupled version</th>
<th>Tightly-coupled version</th>
</tr>
</thead>
<tbody>
<tr>
<td>Site 1 (Naburn Weir)</td>
<td>(Chapter 4, 5)</td>
<td>Not carried out</td>
</tr>
<tr>
<td>Site 2 (A64 Trunk Road)</td>
<td>(Chapter 4, 5)</td>
<td>Not carried out</td>
</tr>
<tr>
<td>Site 3 (City Centre)</td>
<td>(Chapter 4)</td>
<td>(Chapter 6)</td>
</tr>
</tbody>
</table>

These three sites show different degrees of urban characteristics, associated with different levels of topographic complexity. To analyze further the topographic characteristics of the floodplain and to justify the selection of the three sites for urban flood inundation modelling, Ordnance Survey landline data were obtained. Figure 3.3 shows the Ordnance Survey landline data covering the three case-study sites.

![Landline data of three case-study sites on the River Ouse, York, UK](Illustration map produced using Ordnance Survey digimap data downloaded from www.digimap.co.uk)

For Site 1, in the proximity of the riverbank, there are two small residential sites in the bottom left and middle right. On the floodplain, there are quite a few linear features, which can be identified in the aerial image as hedges and roads. Site 2 also has some urban features that may exert significant effects upon flow routing. Strictly speaking, Sites 1 (Naburn Weir) and 2 (A64 Trunk Road) (Figure 3.3) are semi-urban areas. However, as has been emphasised in
Section 1.1, the labels of ‘urban’ and ‘rural’ used in this study are for the purpose of convenience and these two sites are considered to be characteristic of urban floodplains: both sites have structural features on the floodplain and these are the structural features that are of interest in relation to prediction of flow routing and flood inundation. By choosing two identical sites on the same river, it is possible to test the repeatability of model performance. Site 3 (City Centre of York) has clear urban characteristics (Figure 3.3) and is well suited to this study.

This testing methodology has its limitations as it only assesses the performance of the model on one river and for one flood event. However, three different reaches of the same river were tested. Also, the flood event was of long duration and contained multiple peaks. Indeed, this event was of significantly longer duration than is typical of flood inundation modelling strategies. Although these peaks were not independent, and validation data are only available for a single point, the complexity of the event and the exploration of three different reaches represents a major test of the model. Indeed, the regulatory agency (the Environment Agency) encountered severe problems in producing an effective 1D model of the River Ouse for the November 2000 event, and this justifies its focus. In terms of the dynamic performance, ideally, the model should be tested for different flood events. Thus, repeatability testing carried out here only accounts for the model performance at different locations for one flood event. In addition, in terms of model validation, if multiple validation images are available, model temporal dynamics can be tested more rigidly (see §3.5, §4.5.4 and §4.7). However, this is not available in this study and is noted as a limitation of the validation approached used in this thesis (§7.2.2).

3.4 Summary of the data needs for the case-study applications using the loosely-coupled model

This section describes the data requirements for the loosely-coupled model developed in this study in terms of the model geometry (MG), boundary condition (BC) and validation (V). Table 3.2 lists data needs and availability for the loosely-coupled model.

Model geometry data for flood inundation modelling typically include surveyed river cross-section data and floodplain topography. The topographic dataset required by the loosely-coupled model is floodplain topography. For modelling of floodplain flows, topographic data might need to be processed to remove elevations associated with vegetation and trees, as well as to correct the elevations associated with low bank cells (see §3.6). Boundary condition data for flood inundation studies normally include the roughness coefficient for the river channel
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and floodplain and hydrometric data in the river channel. As the loosely-coupled model uses hydrometric data calculated from an existing 1D river flow model, the boundary condition data required are roughness coefficients for the floodplain and stage hydrograph at the river-floodplain boundary. The validation data used in this study are the flood inundation extents.

Table 3.2: Summary of the data needs and availability for the loosely-coupled model

<table>
<thead>
<tr>
<th>Data Types</th>
<th>Data requirement and availability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model Geometry (MG)</td>
<td>Cross-section data</td>
</tr>
<tr>
<td></td>
<td>Floodplain topography with vegetation and trees removed (§3.6)</td>
</tr>
<tr>
<td>Boundary Condition (BC)</td>
<td>Stage hydrographs along river-floodplain boundaries (§3.7.1)</td>
</tr>
<tr>
<td></td>
<td>Flow data</td>
</tr>
<tr>
<td></td>
<td>Stage data</td>
</tr>
<tr>
<td></td>
<td>Floodplain roughness (§3.7.2)</td>
</tr>
<tr>
<td></td>
<td>River channel roughness</td>
</tr>
<tr>
<td>Validation (V)</td>
<td>Inundation area (§3.5.3)</td>
</tr>
<tr>
<td></td>
<td>Hydrometric data</td>
</tr>
</tbody>
</table>

The next sections describe the availability of the required data and how these data were generated and their quality ascertained. This is structured according to the data types classified in Table 3.2 and is further illustrated according to application locations (§3.2). As generating the validation data required image processing that was also needed for the floodplain topography, the model validation data and approach are presented (§3.5) prior to the description of the model geometry data (§3.6) and boundary condition data (§3.7).

3.5 Model validation and approach

Due to the increasing availability of inundation data from remote sources, inundation extent has been used extensively as the validation data in 2D flood inundation models (§2.4.1). It was noted in Section 2.4.1 that the importance of using inundation extent data for validation is due to its sensitivity to small changes in water depth. However, it is also recognized that using at-a-point in time inundation extent data can be problematic due to the relationship between the configuration of the floodplain and the size of the flood event modelled. For example, if the inundation extent data is acquired long after the floodplain is fully inundated and before the drying phase starts, the validation may not be a good indicator of the model performance as far as the timing of the flood wave is concerned. Single extent images do not validate dynamics at all, irrespective of position in hydrograph. For this reason, hydrometric data such as surface velocity might distinguish between different higher order models (Bates and Anderson, 2001). However, due to the lack of such data, the validation data used in this study are exclusively inundation extent acquired during the simulated flood event.
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Besides model validation using observed data, this study seeks to evaluate model performance by using model predictions obtained from the finest resolution simulation as the reference data and comparing predictions obtained from coarser resolution models with these data. As validation usually involves the comparison of model prediction with real world data, this is not a form of validation. Rather, it represents a form of sensitivity analysis, in this case with reference to mesh resolution. This is considered to be part of the model verification process. Model verification is defined as "The process of determining that a model implementation accurately represents the developer's conceptual description of the model and the solution to the model (AIAA, 1998)". Roache (1998) considers two aspects in the verification of numerical models: (i) verification of a code; and (ii) verification of a calculation. The advantage of the verification approach used here is that it allows model predictions to be evaluated at each time step and provides time series accuracy statistics, which can be used to assess model performance quantitatively over time. This is termed as time series verification in this study. Comparison of time series of model prediction is particularly valuable for the evaluation of effect of model resolution and roughness parameterization upon flow routing and inundation extent. The assumption being made here is that a finer mesh resolution will give a better representation of the effects of the small-scale topographic variation and hence a better description of local flow routing and, perhaps, peak inundation extent.

Quantitative accuracy statistics are required for both model validation and verification. This study uses an accuracy assessment approach adopted from remote sensing. This approach allows a series of accuracy statistics to be derived. These can not only allow individual simulation to be evaluated using accuracy statistics, but also allow comparisons of different simulations to see whether there is significant difference between simulations. Section 3.5.1 and 3.5.2 presents the validation approach and quantitative description of agreement between model prediction and validation data. Section 3.5.3 discusses the validation data and the associated processing.

3.5.1 Validation/verification approach

The output of the model at each time step includes, amongst other outputs, the water depths, velocity vectors, flow directions in x and y directions and wetting parameter (defined in §4.3). The water depth and wetting parameter can be used to evaluate the wetting status of each cell at each time step, thus determining the inundation extent. During simulation, each cell in the simulation domain is predicted as being of one of three classes: wet areas, dry areas and wetting front areas as indicted by the wetting parameter (defined in §4.3) and water depth in a single cell. A wet cell is one with a wetting parameter equal to or greater than one and a water
depth greater than the minimum depth specified in the wetting process (0.05 m). A dry cell is one with a wetting parameter equal to zero or water depth smaller than the minimum depth (0.05 m). Other cells are classified as wetting front cells. This provides the model prediction data for the validation. The minimum depth specified here is arbitrary and sensitivity analysis needs to be carried out in relation to this.

The model was validated using both a validation and a verification approach (§3.5). Both validation and verification require a reference dataset. In this study, model validation requires observed data at the validation point and model verification compares time series of model predictions with the best possible model predictions. In this study, the flood inundation extents classified from the aerial images are used as the reference data for model validation. This was projected onto the 2 m DEM for comparison with model predictions. For verification, the time series of inundation extents obtained with the finest resolution simulation (4 m mesh size) and the standard roughness parameter ($n = 0.06$) were used as the reference data and compared with model predictions using the other model resolutions (8 m, 16 m and 32 m) and roughness values ($n$ ranging from 0.04-10) over time.

In both cases, the reference data were downscaled onto the corresponding model output. An alternative is to upscale the model predicted data to the reference data. The wetness of a grid cell in the projected validation data was then determined by calculating the number of sub grid wet cells in the original validation dataset in this cell. The cells in the projected reference data are treated as wet if all the sub grid cells in the original reference data are wet. If none of the sub grid cells in the original reference data in a projected reference data are wet, it is treated as a dry cell. Otherwise, the cell is a wetting front cell. This is illustrated in Figure 3.4 in which the 2 m original reference mesh is projected to a 4 m reference mesh for validation of a 4 m simulation. Thus, the projected reference data have the same resolution with the output of the model. Model prediction can then be compared with the projected reference data on a cell-by-cell basis. This forms the bases for the quantitative description of model predictions which is described in the next section.

It should be noted that the upscaling approach of the measured data (2 m to 4 m) can be contrasted with downscaling of the modelled data (4 m to 2 m). The main difference between these approaches should emerge at the wetting/drying front. Along this front it is likely that the 2 m resolution data will already involve some pixel averaging (i.e. sub-pixel effects). There has not been that much investigation of such effects in relation to inundation of urban areas in floods and this may cause some uncertainty in the pixel classification at the wetting front. For this reason, the upscaling approach was adopted, accepting that cells thought to be
wet or dry close to the wetting front are more likely to be misclassified because of sub pixel scale effects.

(a) 

(b) 

Figure 3.4: Illustration of projecting a 2 m reference mesh into a mesh of model resolution (4 m) for model validation and verification: (a) original 2 m and projected 4 m reference data; and (b) wetting status of the projected reference data.

3.5.2 Quantitative description of agreement

Based upon the validation and verification approaches, quantitative approaches can be used to describe the agreement between model prediction and reference data in order to assess the accuracy of model predictions. The foundation of all accuracy assessments is an error matrix (Figure 3.5).

Here the error matrix is represented as having a 3 x 3 dimension, by considering not only wet areas and dry areas, but also those cells that are associated with the wetting (or drying) front (§3.5.1). This is especially important when considering mesh resolution changes (see below).

The overall accuracy is computed from (3.1) as the sum of the correctly predicted cells divided by the total number of cells:
The main disadvantage with this statistic is that it is strongly dependent upon the number of mesh cells that are used in the computation in relation to the maximum inundated area: the statistic may appear to do very well if the number of dry cells, that are never wetted but are always both observed and predicted as dry, is large.

Besides the overall accuracy, a discrete multivariate technique called Kappa analysis was also used to allow statistical analysis of model performance and, in particular, if one error matrix is significantly different from another (Bishop et al., 1975). The result of performing a Kappa analysis is a KHAT (or Kappa-Hat) statistic, which is often cited as a more reliable measure of accuracy or agreement than overall accuracy (Cohen, 1960). The Kappa statistic is based upon the difference between the actual agreement in the error matrix (i.e. the agreement between the predicted cell status and the reference data as indicted by the major diagonal) and the chance agreement as indicted by the row and column totals (i.e. marginal). A Kappa value can be calculated for each error matrix using equation (3.2) and is a measure of how well the predicted data agree with the reference data.

\[
\hat{K} = \frac{n \sum_{i=1}^{k} n_{ii} - \sum_{i=1}^{k} (n_{*,i} n_{i,*})}{n^2 - \sum_{i=1}^{k} n_{*,i} n_{i,*}}
\]  

(3.2)

where:

\[
n_{*,i} = \sum_{j=1}^{k} n_{ij}
\]  

(3.3)

and

\[
n_{i,*} = \sum_{j=1}^{k} n_{ij}
\]  

(3.4)

(3.2) is essentially expressing the ratio of the observed excess over chance agreement to the maximum possible excess over chance agreement. Kappa has a value of 1.0 at perfect agreement and 0.0 when the observed agreement equals chance agreement (Everitt, 1998). This statistic still retains a dependence upon the number of dry cells used in the analysis. However: (i) it is well suited to a 3 x 3 matrix of the sort we have here; (ii) the non-diagonal terms are given greater weight in the derivation of the statistic; (iii) it corrects for bias in the level of agreement by correcting for chance agreements; and (iv), most importantly, it lends
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itself to statistical assessment: the significance of Kappa for a single error matrix can be tested
to determine if the agreement between the predicted data and the reference data is
significantly different to no agreement by calculating the Z statistic using equation (3.5).

\[
Z = \frac{\hat{K}}{\sqrt{\text{var}(\hat{K})}}
\]  (3.5)

The denominator is the approximate large sample variance of Kappa. Note that the correction
for bias gives the K statistic explicit meaning in relation to other parameters used to assess
models in hydrology such as the Nash Sutcliffe index of model efficiency: if \( \hat{K} < 0 \), the
model performs no better than randomly selected pixels from within the scene of interest; if
\( \hat{K} > 0 \), the model is performing better than one based on random classification of cells as wet
and dry.

Although the use of Kappa statistics has the advantage of allowing comparison of different
error matrixes, Kappa still retains the bias in the overall accuracy measurement. In the context
of flood inundation modelling, both the overall accuracy and Kappa will inevitably introduce
bias into the results, especially in situations where a large proportion of both the simulation
domain and the actual domain remain dry. Two main alternatives emerge. First, in most cases,
we are interested in how the model-predicted wet areas agree with the validation dataset. Thus,
model performance can be assessed using a measure of fit (F) to compare the model predicted
inundation extent with the validation dataset (e.g. Horritt and Bates, 2001a; Horritt and Bates,
2002). In terms of a contingency matrix, F is defined by:

\[
F = \frac{n_{ii}}{n_{ii} + n_{ji} - n_{ii}}
\]  (3.6)

In some situations, (3.6) needs to be corrected for bias, which may be introduced by the area
occupied by the river (Horritt and Bates, 2001b). Second, a natural extension of this, and one
that is important for statistical testing, is the conditional kappa statistic. This is based upon the
maximum likelihood estimate of the Kappa coefficient for the conditional agreement of the
ith category. The expected number of cells that would be wet (\( n_{ii} \)) under a random simulation
is (\( n_{ii} n_{i} / n \)) and the maximum number of cells that are predicted as wet (\( n_{ii} \)) is the maximum
number of cells that could be classified correctly as wet. Thus,
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\[
\hat{K}_i = \frac{n_{ii} - \left( \frac{n_{ii} n_{ii}}{n} \right)}{\frac{n_{ii} - n_{ii} n_{ii}}{n}} = \frac{nn_{ii} - n_{ii} n_{ii}}{nm_{ii} - n_{ii} n_{ii}}
\]  

(3.7)

If \( \hat{K}_i \) is calculated for wet cells, use of (3.7) eliminates the effects on the numerator of a large number of cells that are always dry in both the model and the classification data. This eliminates the bias that comes from the number of cells that are always dry (and which will depend on the size of the domain). However, both the numerator and the denominator are affected by the total number of cells used in the computation. It also corrects for chance agreement, with the meaning of \( \hat{K}_i > 0 \) and \( \hat{K}_i < 0 \) being identified to that explained for \( \hat{K} \).

Correcting for chance agreement is important as when modelling, it is necessary to assess whether or not the model is performing any better than would be expected if, in this case floodplain cells were randomly labelled as ‘wet’ or ‘dry’. Thus, even though wet/dry pixels in both measurements and models are organized, we are still interested in how well the model does as compared with the random case.

In addition to being able to use the Kappa statistic to test for significant agreement, both the kappa and conditional kappa statistics can be used to compare different error matrices, through a measure that describes whether the two error matrices are significantly different from each other. Let \( \hat{K}_1 \) denote Kappa (or conditional Kappa) obtained from error matrix 1 and \( \hat{K}_2 \) denote Kappa (or conditional Kappa) obtained from error matrix 2. The Z test statistic is calculated from:

\[
Z = \frac{\left| \hat{K}_1 - \hat{K}_2 \right|}{\sqrt{\text{var}(\hat{K}_1) + \text{var}(\hat{K}_2)}}
\]  

(3.8)

For flood inundation modelling, this allows us to compare the effects of different treatments (e.g. roughness calibration, mesh resolution) in relation to whether or not there is a significant difference in accuracy, given that there will always be some level of agreement due chance.

Given the relative merits of different accuracy statistics we report on all four described above, noting that \( F \) and conditional Kappa are likely to be the most reliable.
3.5.3 Validation data

For all the applications carried out, single-pass aerial imageries taken on the falling limb of the flood event were used to determine land cover types including inundation extent. These were obtained during the flooding using airborne remote sensing. The imageries were obtained on the 9th of November 2000. The images are in the form of rectangular tiles covering the flooded area. These have been merged to give images of flood extent that cover each application site and further rectified to British National Grid coordinate system based upon the topographic data (LiDAR) used in the model. The resulting aerial images covering the three application sites are shown in Figure 3.6. The image is 1:4500 in scale and consists of three spectral bands: red, green and blue. This was acquired during the failing limb of the flood event simulated on the River Ouse (§3.3). The images were scanned at 21.2 μm resolution using a standard desktop scanner. Thus, the effective ground resolution of the images is 0.001m. Ordnance Survey benchmark data were used to rectify the imagery to a root mean square error of better than ±2.0 m, using a polynomial transformation, which was judged to be sufficient for a relatively flat floodplain environment. As it is noted in Section 3.3, single-pass validation image is not able to judge model dynamic performance in terms of floodwave timing and might introduce bias into model assessment, particularly if complex floodplain configuration is involved (see §3.5, §4.5.4 and §4.7).

(a) Site 1: Nabum Weir  
(b) Site 2: A64 Trunk Road
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Figure 3.6: Aerial imagery taken on the 9th November, 2000 at Site 1 in the River Ouse: (a) Site 1: Naburn Weir; (b) Site 2: A64 Trunk Road; and (c) Site 3: City Centre of York.

The aerial imagery was used in both model topographic parameterization (§3.6) and validation. For topographic parameterization, the aerial imagery was used to obtain the location of the tree canopies for the removal of ground elevations associated with tree canopies in the LiDAR-derived DEM. The procedures involved are described in Section 3.6. For model validation, the aerial image was used to derive flood inundation extent, which is discussed in this section. These require that the imagery be classified into relevant land cover types including at least water bodies and trees. Image processing was carried out in ERDAS IMAGINE. The following section describes the procedures involved in the image processing for deriving the data for topographic parameterization (trees) and model validation (water bodies), using the aerial image covering Site 1 (Figure 3.6a) as an example.

Before image classification, the image was examined with respect to the spectral characteristics of different features, including water, trees, grass, buildings and roads, in order to decide on the classes to be classified. This was carried out using the profile tool in ERDAS IMAGINE and the maximum and minimum DN (digital number) values were taken for each individual class. Generally speaking, the available aerial imageries show a complex spatial and spectral structure. The complexity arises mainly from the urban areas where trees, building, roads and grasses are mixed at a very small scale. For flood modelling proposed in this study, the identification of inundation extent (water body) and trees will be sufficient. The examination of the spectral profiles of the classes, identified from the original photographs (Table 3.3), reveals that in all three bands (red, blue and green), the distinctions between the signatures of the classes are not obvious even when all sub classes are considered. If we narrow the signatures into three main classes (objective classes), the differences are even less obvious: the radiometric characteristic of flooding water in most of the bands is overlaid partly with those of the other classes. The spectral signatures of trees and grass also overlap quite a lot with each other in Band 2 and Band 3. Thus, the aim of the classification in
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this study was to segment the image into four classes: (i) water; (ii) trees; and (iii) grass; and (iv) buildings and roads.

Table 3.3: Spectral profiles of the features in the validation imagery (minimum and maximum DN values).

<table>
<thead>
<tr>
<th>Objective class</th>
<th>Sub Class</th>
<th>Detailed Class</th>
<th>Water</th>
<th>Tree</th>
<th>Grass</th>
<th>Building and Road</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min DN</td>
<td>Max DN</td>
<td>Min DN</td>
<td>Max DN</td>
<td>Min DN</td>
<td>Max DN</td>
<td>Min DN</td>
</tr>
<tr>
<td>Band 1 (Red)</td>
<td>125</td>
<td>215</td>
<td>54</td>
<td>107</td>
<td>72</td>
<td>95</td>
</tr>
<tr>
<td>Band 2 (Green)</td>
<td>105</td>
<td>145</td>
<td>85</td>
<td>170</td>
<td>120</td>
<td>150</td>
</tr>
<tr>
<td>Band 3 (Blue)</td>
<td>85</td>
<td>140</td>
<td>120</td>
<td>210</td>
<td>115</td>
<td>145</td>
</tr>
</tbody>
</table>

The image classification and the associated accuracy assessment were conducted using the supervised classification approach provided by ERDAS IMAGINE. First a supervised training was carried out. Training is the process of defining the criteria by which the spectral patterns are recognized (Hord, 1982). The aerial images used here are of a high-resolution and the features are easily discernable. So the training process is straightforward. Training samples were selected for the four desired classes. ERDAS IMAGINE provides several approaches for the identification of training samples, including Digitized Polygon, User-Defined Polygon, Seed Pixel and Thematic Raster Layer approaches. Since the desired classes in the aerial images used in this study can be easily identified, this study used the User-Defined Polygon approach with the AOL (area of interest) tool. Though it is recognized that the User-Defined Polygon approach may overestimate the variance of a class, it is considered to be the most suitable given the nature of the images to be classified. Pixels representing patterns of desired land cover types were identified in the training samples. Training can also be conducted in the feature space images, which are graphs of the data file values of one band of the data against the values of another band. Figure 3.7 shows three feature images created using different combinations of the three bands of the image in Figure 3.6a.

Feature space objects (polygons or rectangles) can be identified in the feature space image to create signatures for a specific class. Mapping a thematic layer into a feature space image can be useful for evaluating the validity of the parametric and non-parametric decision boundaries of a classification (Kloer, 1994). However, this is not used in the classification process, as again, it is recognized that the aerial images are of high-resolution, training in the images is considered to be a more objective way to create signatures for different classes.
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Figure 3.7: Feature space images of the image shown in Figure 3.6a: (a) Red vs. Green; (b) Red vs. Blue; and (c) Green vs. Blue. (x is the horizontal axis and y is the vertical axis).

The result of training for a specific class is a set of signatures that define a training sample, feature space object or cluster. This set of signatures can be merged to form a single signature that corresponds to a specific class. The signatures created using either supervised training or feature space objects defined in the feature space image can either be parametric or non-parametric. A parametric signature is based upon statistical parameters of the pixels in the training sites. A non-parametric signature is based upon discrete objects in a feature space image. As supervised training was used in this study, the signatures created here are parametric. Before the signatures can be used to classify the image, they need to be evaluated for accuracy. This is carried out using the contingency matrix in ERDAS IMAGINE. The contingency matrix gives the number of pixels classified into each class in the training samples that are used to create the signatures. It might be expected that the pixels of a training sample will always be classified into the desired class. However, the training samples only weight the statistics of the signatures. They are rarely so homogenous that every pixel actually assigned to the expected class. The contingency matrix created using the signatures produced from the training samples identified from Figure 3.6a is shown in Table 3.4.

Table 3.4: Contingency matrix obtained using the signatures produced from the training samples.

<table>
<thead>
<tr>
<th>Classified Data</th>
<th>Reference Data</th>
<th>Tree</th>
<th>Water</th>
<th>Grass</th>
<th>Building and Roads</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tree</td>
<td></td>
<td>83.48</td>
<td>0.31</td>
<td>15.08</td>
<td>11.07</td>
</tr>
<tr>
<td>Water</td>
<td></td>
<td>2.61</td>
<td>95.43</td>
<td>3.91</td>
<td>8.23</td>
</tr>
<tr>
<td>Grass</td>
<td></td>
<td>9.97</td>
<td>0.54</td>
<td>72.91</td>
<td>7.44</td>
</tr>
<tr>
<td>Building and Roads</td>
<td></td>
<td>3.95</td>
<td>3.72</td>
<td>8.10</td>
<td>73.25</td>
</tr>
</tbody>
</table>

The contingency matrix shows that water has a high percentage (95.43) of corrected classified pixels and this is followed by trees (83.48). However, it also suggests that there is a large percentage of trees and other features that are wrongly classified. It is interpreted from the image that this is largely associated with the misclassification of trees and grass. The accuracy
of these signatures is related to the spectral nature of the related features in the image, which has been shown to have significant overlapping areas in the spectral profiles (Table 3.3). Model validation and verification use an accuracy assessment approach adopted from remote sensing (§3.5.1). This approach was also used to evaluate the accuracy of the image classification through the assessment of spectral signatures (Table 3.4). The overall Kappa statistics and overall accuracy are calculated based on the contingency matrix. $F$ statistics and conditional Kappa are calculated for water body and trees. These results are shown in Table 3.5.

Table 3.5: Quantitative assessment of image classification (before the correction of water bodies and trees).

<table>
<thead>
<tr>
<th></th>
<th>Tree</th>
<th>Water Body</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F$</td>
<td>0.660077</td>
<td>0.831634</td>
<td>N/A</td>
</tr>
<tr>
<td>Conditional Kappa</td>
<td>0.702335</td>
<td>0.821504</td>
<td>N/A</td>
</tr>
<tr>
<td>overall accuracy</td>
<td>N/A</td>
<td>N/A</td>
<td>0.812675</td>
</tr>
<tr>
<td>Overall Kappa</td>
<td>N/A</td>
<td>N/A</td>
<td>0.750233</td>
</tr>
</tbody>
</table>

Theoretically, the accuracy statistics obtained from the model could not be expected to exceed the accuracy statistics of the classification. However, as the classified image is further processed with respect to the water body (see below) using a mask layer, the accuracy might be improved. The classification was carried out using the signatures created during training process with a parametric decision rule (maximum likelihood). This results in the classification image shown in Figure 3.8.

Figure 3.8: Classification of the aerial imagery at Site 1 on the River Ouse, into four classes: trees, water bodies, grass, and building and roads.
A close examination of the classified image (Figure 3.8) shows that most of the water and tree features within the flooding area have been identified correctly although quite large percentages of trees and other areas are misclassified as water outside of the flooding domain. Notably, at the interface of the water and urban features, the classification performs poorly. This study requires identification of trees for LiDAR processing, and this should not be affected by these errors. However, model validation and verification do require discrimination of flooded and dry areas in the vicinity of the urban features, and this may cause problems.

The classification was improved by a mask layer created based on visual observation of the image. The mask layer covers the areas that are observed to be flooded and the adjacent areas where the presence of trees might have an effect on flood inundation. Thus, the apparent errors in the classifications (e.g. the errors in the upper left corner of Figure 3.8) were corrected. Within the mask layer the trees are taken out as a separate layer for LiDAR processing in section (§3.6.4), resulting in a tree layer shown in Figure 3.9a. Figure 3.9b superposes the tree layer on the aerial image for comparison. This is expected to improve the accuracy of the classification.

![Figure 3.9: Tree locations derived from aerial images for LiDAR-derived DEM processing at Site 1 of the River Ouse: (a) tree layer; (b) tree layer superimposed on the aerial image.](image)

Water bodies were also taken out as a separate layer to be used in model validation. This was also carried out using a mask layer based on known knowledge of the flooded areas (Figure 3.6a). This results in the inundation extent shown in Figure 3.10a. This is superposed on the aerial image and shown in Figure 3.10b. The results are fairly pixellated due to the processing of the originally high resolution data, which involved rectification and merging. The scene
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should be naturally pixelated as a result of the presence of small dry buildings etc. within the scene, especially close to the wetting front.

Figure 3.10: Inundation extent derived from the aerial images for the River Ouse Site 1 application: (a) inundation extent layer; (b) inundation extent layer superimposed on the aerial images.

Flood extent can also be digitised manually. However, for complex floodplain, this was proved to be rather complex as the presence of buildings, roads etc, makes this difficult in some situations. After testing (e.g. where the same operator digitised the flood boundary on different occasions), we did not feel manual digitisation was reliable.

3.6 Model geometry data (MG)

The geometry dataset required by the loosely-coupled model is floodplain topography. This section describes the availability of this dataset and the associated processing of this dataset for use in the models developed. As cross-section data that described river geometry are only required for the tightly-coupled model, these are addressed in Chapter 6 (§6.4).

3.6.1 Floodplain topography

The topographic data available for the three case-study sites in the River Ouse include a raw LiDAR dataset in the form of point data containing the x and y coordinates and the ground elevation (z) of the point. This is the earlier first return LiDAR data and precludes doing a first return and last return analysis. This study used the unfiltered LiDAR data provided by Environment Agency. The original raw LiDAR data had been post-processed to standard data
quality requirements using methods set by the U.K. Environment Agency’s National Centre for Environmental Data Surveillance in Twerton, Bath. This included an assessment of data quality to guarantee a vertical precision of ± 25 cm throughout, improving to ± 15 cm in relatively flat areas with solid reflectance surfaces. The result is a raster-based DEM of 2-meter resolution (Figure 3.11).

Figure 3.11: LiDAR-derived DEM covering the River Ouse with a resolution of 2 meters. The original LiDAR-derived 2 m DEMs for the three sites in the River Ouse are shown in Figure 3.12, with the orientation of the DEM in Site 3 changed for computational efficiency.
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The actual quality of the original and processed (e.g. tree removal) topographical data at the application sites is not examined due to the lack of validation data. Although this can be obtained through field survey, this is not undertaken and is noted as a limitation of the thesis in Chapter 7. Bates and Anderson (1996) suggested that the target vertical point quality of a DEM used for flood modelling should be ± 10 cm. The vertical point quality for scanning systems given by all the major LiDAR system manufacturers is ± 15-20 cm (Baltsavias, 1999b). The vertical point quality of the LiDAR-derived DEM used here (± 25 cm) is therefore degraded as compared with the target precision. Of particular concern is where dense vegetation is present. It has been found that the quality of LiDAR-derived DEM may decrease as the density of tree canopy and understory vegetation increases (Cobby et al., 2003), with overestimated ground elevations in vegetation covered areas. Cobby et al. (2003) attributed the error to two factors: (i) the decreased planimetric and vertical accuracy during detrending by interpolating the LiDAR minimum elevations in sloped terrains (Kraus and Pfeifer, 1998, Baltsavias, 1999a; Hyypää et al., 2000); and (ii) misclassification between understory vegetation/tree trunks and the ground surface due to inadequate ground hits caused by low penetration in the presence of dense vegetation cover.

In the context of urban inundation modelling, some additional image processing needs to be undertaken for the LiDAR-derived DEMs to be used in this study. Depending on the specific reach, these may include: (i) the extraction of the river channel; (ii) the removal of elevations associated with tree canopies; (iii) the correction of riverbank elevations for model stability during model initialisation; and (iv) the correction of elevation associated with other features such as bridges and lakes, etc. This is illustrated using the 2 m LiDAR-derived DEM (Figure 3.12a) for Site 1.

Figure 3.12: Original LiDAR-derived 2 m DEMs for the three application sites in the River Ouse. (a) Naburn weir; (b) A64 Trunk Road; and (c) the city centre of York.

(c) Site 3: City Centre
First, for both the loosely- and tightly-coupled models, the common boundary between the river channel and the floodplain needs to be identified whereby the connectivity between the river flow and floodplain flow can be established. This requires the identification of the river channel location to which the boundary flow data can be applied. This can be done based on map data. However, it is recognized that this may not recognize the important features along the bank. Thus, this approach was not undertaken. Instead, river channel was identified using the LiDAR derived DEM. The separation of the river channel and the floodplain in the River Ouse was carried out based upon the observation that the LiDAR-derived DEMs have the same digital signature for water features including river channel and lakes which give no returns at all off-nadir scan angles. The water bodies on the floodplain including the river channel were identified and are shown in Figure 3.13a.

![Figure 3.13: Extraction of the river channel at Site 1 on the River Ouse: (a) the water bodies in the simulation domain; (b) water bodies that need to be removed; and (c) extracted river channel with overlapping area with bridge; and (d) the extracted river channel.](image)

The model assumes that only the river channel could pass water onto the floodplain based upon the stage hydrograph in the river channel. Thus, this requires that water bodies other
than the river channel are removed from this layer. As the river channel is not a single feature in this layer, some additional processing needs to be conducted before this can be carried out. First, the linkage between the river channel and the lake (labelled in Figure 3.13a) at the upper middle of the site was removed. Then the water bodies excluding the river channel on the floodplain were identified (Figure 3.13b) and removed from Figure 3.13a and this results in the river channel shown in Figure 3.13c. However, at the upper right of the simulation site, a bridge overlaps with the main river channel (labelled in Figure 3.13a and 3.13c) and divides the river channel into two parts. These two parts needs to be connected. This was conducted in ERDAS IMAGINE by assigning the elevation of the overlapping areas of the river channel and bridges the elevation value of the river cells, resulting in the extracted river channel shown in Figure 3.13d. Water bodies on the floodplain are mainly lakes. The lake areas are assigned the lowest bank points of the lakes. Thus, this assumes there is storage to this level in the lakes before the flood ever occurred. Secondly, as LiDAR data give no return in places where water is detected, in some situations, the processing of LiDAR-derived DEM involves the correction of elevations associated with water bodies other than river channels on the floodplain. This is relevant to all the three case studies sites presented here. Based upon the assumption that the elevation of the water body in the lake is the same as the elevation of lowest bank point of the lake, the water surface elevations associated with lakes are assigned the value of the lowest bank point of each individual lake.

Thirdly, for flood inundation modelling, whilst buildings need to be retained, it is necessary to remove elevations associated with tree canopies within the LiDAR-derived DEM under the assumption that only tree trunks would have a significant effect upon inundation. Elevations associated with tree canopies need to be removed from the original LiDAR-derived DEM. This requires the locations and heights of the trees to be identified. Tree locations were identified from the validation aerial images (Figure 3.6) during image classification (§3.5.3). However, information about tree height is not available. Though tree heights can be obtained through field survey and there are also methods for extracting vegetation (comparing tree heights with neighbouring ground elevations) (e.g. Cobby et al., 2003) from LiDAR data, these are not adopted in this study. In this study, an estimated uniform tree height of 0.8 m was used. The value used here seems to be quite low. However, it was found that using a high tree height value may create artificial low ground points on the floodplain, particularly in the regions near the riverbank. This may cause the near bank storage capacity to increase dramatically and in some situations, may cause instability of the model during the initial wetting process. In addition, this study also compares the relative performance of the model and it is expected that the effect of tree removal will have similar effects for all mesh resolutions. Thus, this is considered to be a reasonable assumption. The estimated tree height
was subtracted from the original LiDAR-derived DEM, resulting in a DEM that is ready to be used in the model. The resulting DEM for Site 1 is shown in Figure 3.14b, compared with the original LiDAR-derived DEM (Figure 3.14a). This approach has its limitation in that "trees" in this study are both shrubs and large trees. Uniform tree depth may introduce significant errors into the topographic data. Ideally a more sophisticated analysis is needed as this will allow a more rigid evaluation of absolute ability of competing process representations.

Fourthly, for the purpose of coupled modelling of river flow and floodplain flow (both loosely and tightly), the connectivity between river channel and floodplain at the initial stage of the simulation needs to be addressed carefully in that: (i) this will eventually determine the volume of water that can be transferred between the river channel and floodplain; and (ii) at the initial stage of the simulation, instability may occur if the water surface elevation in the river channel is too high compared with adjacent floodplain cells. Thus, in order to prevent model instability caused by unrealistic water transfer that may occur in situations where the water surface elevation in the river channel at the starting point of the simulation is higher than the adjacent river bank, these along-bank cells with a ground elevation lower than the starting inflow water surface elevation were set to the water surface elevation of the starting point in the river channel as provided by the 1D river flow model. This is only considered relevant for the loosely-coupled model used at sites 1 and 2 of the River Ouse. This was carried out by identifying the along-bank floodplain cells that are lower than the water surface...
elevation of the river channel. The elevations of these cells were then raised to the water surface elevation of the starting point of the inflow hydrograph in the river channel. For Site 1, the cells that are lower than the initial inflow stage of the river (6.937 m) are shown in Figure 3.15a and the DEM with banks raised is shown in Figure 3.15b. Similar processing was carried out for Site 2 and 3 where necessary.

Ordnance Survey landline data showing the structural boundaries on the floodplain in vector form, are also available (Figure 3.3). However, only the LiDAR-derived DEM was used as the topographic input in the applications carried out in this study. Though it is recognized that vector data could be of enormous value for flood inundation modelling, this is not explored explicitly in this study.

3.6.2 Creation of the 4m, 8m, 16m and 32m meshes

In order to evaluate the effect of model spatial resolution (objectives defined in Section 1.2) upon flow routing and inundation extent over complex topography, the LiDAR-derived DEM was further processed to provide topographic data with different resolutions. The effect of mesh resolution upon flow routing and inundation extent was investigated at Site 1 and Site 2 on the River Ouse. 4m, 8m, 16m and 32m DEMs were created from the processed 2m DEM for these 2 sites. Compared with Site 1 and Site 2, Site 3 covers a larger area. Due to
computational performance, for Site 3, an 8 m DEM interpolated from the post-processed 2 m DEM was used throughout.

There is an interesting debate as to how to generate meshes at different resolution. Strictly speaking, you can not change a mesh resolution without changing the topographic content of the mesh in any situation where there is topographic variability at the scale of the finest mesh. In this case, at a scale of 2 m, this variability is present, due to the focus of urban areas. Thus, all mesh resolution tests in urban areas of this kind will also contain topographic variability effects. However, it is possible to change the topographic variability used in a simulation for a given mesh resolution. In this situation, the aim is to retain as much of the topographic variability as is possible and hence the focus is on changing mesh resolution, and exploring whether or not parameterisation can account for these effects. There are then two issues: (i) what elevation to assign to the coarsened mesh (see below); and (ii) how to deal with the sub-grid topographic detail that is no longer included. Point (ii) is dealt with using an effective roughness parameterisation approach in Chapter 4 and an explicit sub-grid topographic parameterisation approach in Chapter 5. In order to deal with (i) above, three commonly used re-sampling methods were considered: nearest-neighbour interpolation; bilinear interpolation; and cubic convolution interpolation; will each have some degree of smoothing effects on the input data. Bilinear interpolation determines the value of a cell based upon the weighed distance average of the four nearest input cell centres. Cubic convolution interpolation tends to smooth the data more than bilinear interpolation due to the smooth curve used and the large number of cells involved. The smoothing effects of nearest-neighbour interpolation are the least among these three methods. Thus, the primary interpolation method used in this study is nearest-neighbour interpolation, with test simulations undertaken to evaluate the effects of these three interpolation methods upon flow routing and inundation extent in the first case-study site (§4.5.3).

The DEMs with different resolution at Site 1 on the River Ouse are shown in Figure 3.16, with the original 2-meter resolution LiDAR-derived DEM re-sampled onto a 4-meter, 8-meter, 16-meter and 32-meter resolution DEM respectively. The smoothing effect of re-sampling of a DEM onto a coarser mesh is apparent, with the coarser the mesh, the smoother the land surface. This has a particular effect upon structural features. For example, the linear features in the middle of the 4-meter DEM gradually disappear in the DEMs of the 16 m and 32 m meshes. This is expected to have a significant impact upon flow routing process and the resultant inundation pattern over time.
Application to Site 2 was carried out using the 8 m, 16 m and 32 m DEMs and these are shown in Figure 3.17, together with the 4 m DEM. Similar observations regarding the smoothing effect of a coarser mesh resolution can be found in this site. The 8 m mesh used at Site 3 is shown in Figure 3.18. This is derived from the original 2 m DEM (Figure 3.12b) using the same procedure outlined above.
Figure 3.17: DEMs of different resolutions for the application carried out at Site 2 (4m, 8m, 16 m and 32 m).

Figure 3.18: 8 m DEM for the application carried out at Site 3.
3.7 Boundary condition Data (BC) for the loosely-coupled model

The boundary condition data for the loosely-coupled model include: (i) the inflow hydrograph at the river-floodplain boundary (§3.7.1); and (ii) the floodplain roughness coefficient (§3.7.2).

3.7.1 Inflow hydrograph along the river-floodplain boundary

The loosely-coupled model was tested in all three application sites in the River Ouse. Thus, the inflow hydrograph in the river channel is required for these applications as the boundary condition for the floodplain flow. Inflow data at the river-floodplain boundary are obtained from an existing 1D model (ISIS) for sites 1 and 2 and from recorded sources for Site 3. These are shown in Figure 3.19.

Figure 3.19: Inflow hydrographs obtained from a 1D river flow model (ISIS) in the River Ouse: (a) at Site 1; and (b): at Site 2 and 3. Arrow points to the time when validation data were acquired.

A one-dimensional hydraulic model of the River Ouse from Skelton (upstream of the city) through to Naburn Weir (downstream of the city) was used to provide estimates of flux from the river to the floodplain for all the applications. Time zero in the hydraulic model for this event was on the 27th of October at 22:00.

The inflow hydrograph shows that the flood event simulated is associated with several flow peaks and recessions, particularly for Site 1. This makes the simulation particular interesting as it is likely to involve repeated wetting and drying, and hence provides an extreme model test. The aerial imagery showing the inundation extent was obtained at around 300 hours into the hydrograph (Arrow in the Figure 3.19).
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As the loosely-coupled model uses a uniform inflow hydrograph for the three applications, this inevitably introduces some errors in relation to the inflow boundary data. Furthermore, due to the availability of inflow data, the location at which the representative stage hydrograph was obtained could further contribute to the errors associated with the inflow data. This can be further compounded by the shape of the river reach. In fact, high degrees of river channel curvature were found at all three sites. The inflow hydrograph at Site 1 was obtained at downstream of the river at Naburn Weir (Figure 3.2). Naburn Weir was constructed in the late eighteenth century and for navigation purposes upstream to York. The marked fluctuations at Site 1 arise from the operations of Naburn Weir (downstream of the site). The stage hydrograph at the intersection between A64 Trunk Road and the River Ouse was used at Site 2 as the inflow data.

As there is no available data within the river reach at Site 3, the downstream stage hydrograph at A64 Trunk Road was used for Site 3 application. Thus, for Site 3, the inflow hydrograph is more likely to underestimate inflow from the river channel to the floodplain in the 2D floodplain flow model.

3.7.2 Roughness parameterization

In terms of roughness parameterization, 2D models have typically used a uniform roughness parameter (e.g. Bates and De Roo, 2000; Horritt and Bates, 2001a). Different surfaces (e.g. grass, road, garden etc.) might need to be allocated different roughness parameters and spatial distribution of roughness parameters has been explored in 2D models (e.g. Horritt, 2001; Cobby et al., 2003). For example, Cobby et al. (2003) calculated the spatial distribution of roughness parameter based upon a vegetation map derived from LiDAR data to estimate friction values at each computational node in a finite-element model. Though this has been found to give better results than the traditional uniform roughness parameter, spatial distribution of roughness parameters is not addressed in this study. This is because of the philosophy implicit in Chapter 4 and 5: up-scaling of roughness parameters should be restricted to cases where topography can not be modelled explicitly. Instead, uniform roughness coefficients were used for different simulations in a roughness parameterization.

The effect of roughness parameterization upon flow routing was investigated in conjunction with the effect of mesh resolution at Site 1 on the River Ouse. Simulations were carried out using the 4 m, 8 m, 16 m and 32 m DEMs with different values of Manning’s n values: 0.04, 0.06, 0.08, 0.10, 1.0, and 10.0 (Chapter 4 and 5). Some of these values clearly extend beyond the range of n values for which the Manning’s relationship was originally formulated.
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However, others (e.g. Mason et al., 2003) have found that in order for roughness parameterization to have any significant effect upon model predictions, high values of roughness values have to be used. If it is recognised that $n$ is being used as an effective calibration parameter, and if $n$ can be shown to result in acceptable model predictions, then this may not be a problem. This is explored in Section 4.7 and Section 5.4.3.

For the applications carried out at Site 2 and Site 3, a uniform roughness value of 0.06 was used based on the typical values suggested by Chow et al. (1988) for a floodplain surface.

3.8 Chapter summary

This chapter has described the three application sites on the River Ouse used in this research in terms of data requirements, options and processing procedures, with reference to model parameterization, coupling approach and validation. Two approaches for the coupling of the river flow and floodplain were developed in this study (§3.2). This chapter presents the loosely-coupled version of the model and the discussion with respect to the data requirements and availability is restricted to the loosely-coupled version of the model. In terms of the topographic data requirements, high-resolution topographic data are available in the form of a DEM of 2 m resolution (§3.6). This was produced from raw LiDAR data. Validation data are available in the form of aerial imagery during the falling limb of the flood event (§3.5.3). This is used to extract the inundation extent for model validation and to correct the height effect associated with tree canopies in the LiDAR-derived DEM. The inundation extents and tree canopy locations were obtained through image processing. Inundation extents were used in the model validation. The LiDAR-derived DEM was further processed to correct the elevations associated with the overlapping areas of bridges and river channels as well as low bank elevations (§3.6.2). The correction of tree canopy effects needs both the locations of trees and the heights of trees to be specified. The locations of trees were identified through image processing of validation data. Tree height information might be obtained in two ways: (1) through field survey; or (ii) through the processing of the double-return LiDAR data. However, none of these two approaches were adopted. Rather, the removal of tree canopies was undertaken under a crude assumption that trees heights are uniform in the simulation domain. This clearly has its limitations. However, in the absence of exact tree height information, this is considered to be a reasonable way forward, particularly in situations where the verification approach was used.

Given the validation data, the approaches to quantitative assessment of model performance were discussed using the concepts of model validation and verification (§3.5.1). Statistics
adopted from the remote sensing literature that allow quantitative analysis of model performance with respect to both the validation and verification, were presented (§3.5.2). These form the basis for the model applications described in Chapter 4, 5 and 6.
Chapter 4

Model developments and testing 1: conventional 2D diffusion wave modelling of urban fluvial flooding

4.1 Introduction

Chapter 3 discussed data requirements and data availability for three sites modelled in this study with reference to the loosely-coupled model. This chapter describes the 2D diffusion wave flood inundation model developed in this study, in terms of its governing equations and numerical solution in a raster-based environment. Based upon this model, the application to Site 1 is described and the results are presented, focusing upon exploring the interaction between model resolution and roughness parameterization in relation to inundation modelling of flow over topographically complex floodplains. Furthermore, applications to sites 2 and 3 are also presented to test the repeatability of the model performance, with the focus upon model validation. The diffusion wave model recognizes that significant structural elements on the floodplain can be averaged out in low-resolution models but that the effects of these features upon small-scale flow routing and large-scale inundation extent will thus be minimized and simplified. Traditional approaches to representation of these features usually involve up-scaling of the roughness parameter in the momentum equation. This has its limitations in that: (i) it does not recognize fully the mass blockage effects associated with some significant structural features; and (ii) it may reduce the mass transfer through these features, but it may not recognize that, in some situations, some of these features can act as complete barriers to the flow. Diffusion wave models use a simpler process representation than full 2D flow models but with an explicit representation of structural features on the floodplain. This allows its application over larger areas, at higher resolutions and for longer time periods.

Essentially there are two categories of solutions to the traditional representation of structural features in diffusion wave models. First, they can be represented explicitly using high-resolution topographic data. However, this can be unfeasible due to the computational
requirements of modelling over large areas or longer periods, even with 2D models. Second, the problem may be solved by explicit representation of small-scale flow routing processes associated with structural features, in either a raster or a vector treatment. The later has been addressed in finite-element approaches of flood inundation modelling. However, approaches to small-scale flow process representation in 2D diffusion wave models have yet to be fully developed. Thus, as a starting point, this chapter addresses this problem through explicit representation of topographically significant structural features on the floodplain in a 2D diffusion wave model using high-resolution data. It undertakes a primary investigation, including model development and application, to explore the interactions between mesh resolution and roughness parameterization, with the aim of understanding the role of external data provision and internal process presentation in 2D diffusion wave models. This establishes the basis for the sub grid wetting representation treatment developed in Chapter 5.

4.2 Chapter aims and objectives

The overall aim of this chapter is to advance the understanding of the application of 2D diffusion wave approaches to modelling flood inundation over topographically complex floodplains. The specific objectives are: (i) to develop a 2D diffusion wave model for flood inundation modelling over complex topography; (ii) to explore the effect of mesh resolution upon flow routing and inundation extent; and (iii) to investigate the interaction between roughness parameterization and mesh resolution.

4.3 Model description

4.3.1 Process representation

The model used in this study takes the same structure as that of the FLOW model developed by Bradbrook et al. (2004). The description here is taken from Bradbrook et al. (2004) but modified for the purpose of inundation over topographically complex floodplains.

The general form of the Manning’s equation is:

\[ Q = \frac{AR^{2/3}S^{0.5}}{n} \]  

(4.1)

where \( Q \) is the flow (m³/s), \( A \) is cross-section area (m²), \( R \) is hydraulic radius (m), \( n \) is Manning’s \( n \), and \( S \) is energy slope. It is common practice in hydraulic analysis to split compound cross-sections into a series of panels and to calculate flow conveyance in them
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separately (Bradbrook et al., 2004). Bradbrook et al. (2004) note that if the floodplain is partitioned as a regular grid with a resolution $w$, the flow across the face of each cell can be treated as a separate panel. The flow area across the face of the cell is then calculated from:

$$A = w \cdot d$$ \hspace{1cm} (4.2)

where $w$ is the width of the cell and $d$ is the flow depth. The hydraulic radius is equal to the depth of the cell as:

$$R = A = \frac{w \cdot d}{P} = d$$ \hspace{1cm} (4.3)

where $P$ is the wetted parameter (m). The Manning's equation then takes the form:

$$Q = \frac{wd^{5/3}S^{0.5}}{n}$$ \hspace{1cm} (4.4)

Considering a regular grid cell and the four cells adjacent to it, the orthogonal directions of the grid cells are termed $i$ and $j$. Two parameters need to be derived from the configuration: the energy slope $S$, and the effective depth $d$ to solve Equation (4.4). The energy slope in each orthogonal direction is given by the difference in water levels between the cells divided by the distance between the cell centres (4.5a, 4.5b). Water is allowed to flow out of the cell only if the slope of the source cell to the other adjacent cells is positive.

$$S_i = \frac{h_{i,j} - h_{i+1,j}}{w}$$ \hspace{1cm} (4.5a)

$$S_j = \frac{h_{i,j} - h_{i,j+1}}{w}$$ \hspace{1cm} (4.5b)

The flow direction is determined by determining the vector sum of the energy slope in the $i$ and $j$ directions. Outflow is only allowed in two of the adjacent orthogonal directions defined by the vector sum of the slopes. This is similar to the approach described in Horritt and Bates (2001b). The vector sum of the slope values along $i$ and $j$ directions is given by:

$$S = \sqrt{S_i^2 + S_j^2}$$ \hspace{1cm} (4.6)
The effective depth in each of the four directions is determined as the water level in the source above the higher of the two ground levels along either the \( i \) or \( j \) direction as given by (4.7).

\[
    d_i = h_{i,j} - \max\{g_{i,j}, g_{i\pm1,j}\} \quad (4.7a)
\]

\[
    d_j = h_{i,j} - \max\{g_{i,j}, g_{i,j\pm1}\} \quad (4.7b)
\]

where \( d \) is the effective depth, \( h \) is the water surface elevation and \( g \) is the ground elevation.

The effective depth in the outflow direction is then calculated as the arithmetic mean of the two flow effective depths in the line of steepest slope:

\[
    d = \frac{d_i S_i^2 + d_j S_j^2}{S^2} \quad (4.8)
\]

Substituting (4.6) and (4.8) into equation (4.4) solves the Manning's equation partitioned on a regular grid. The flow vector can then be solved in each of the two orthogonal directions of the grid, giving possible flow in up to 2 of the adjacent cells at each time step. For each time step, the fluxes into and out of each cell in the calculation domain are then given by (4.9a) and (4.9b).

\[
    Q_i = \frac{Q S_i}{S} = \frac{w d^{5/3} S_i}{n S^{0.5}} = \frac{w d^{5/3} \left( \frac{h_{i,j} - h_{i\pm1,j}}{w} \right)}{n \left[ \left( \frac{h_{i,j} - h_{i\pm1,j}}{w} \right)^2 + \left( \frac{h_{i,j} - h_{i,j\pm1}}{w} \right)^2 \right]^{1/4}} \quad (4.9a)
\]

\[
    Q_j = \frac{Q S_j}{S} = \frac{w d^{5/3} S_j}{n S^{0.5}} = \frac{w d^{5/3} \left( \frac{h_{i,j} - h_{i,j\pm1}}{w} \right)}{n \left[ \left( \frac{h_{i,j} - h_{i\pm1,j}}{w} \right)^2 + \left( \frac{h_{i,j} - h_{i,j\pm1}}{w} \right)^2 \right]^{1/4}} \quad (4.9b)
\]

The change of water depth in each of the cells is then calculated from equation (4.10) at the start of each time step.
where $\Delta t$ is time step (in seconds). The water depth of a grid cell is calculated as the average depth over that whole cell. In this chapter, there is no consideration of the sub grid topography, which may increase the variance in water depth within the cell. When the cell first receives water, the wetting front edge lies within the cell. In most cases, only part of the cell will be wetted at that time step. If this problem is not dealt with, water will diffuse too quickly across the floodplain. When the flow volume leaving a cell is higher than that entering the cell, the cell is drying and there is the possibility that the water depth may be reduced to zero or a negative value based on the calculation from equations (4.9a) and (4.9b). This presents two separate problems in the model. Clearly, negative depths are impossible. However, more seriously, it is vital that partially wet cells are maintained accurately during drying to avoid the creation of isolated artificially wet patches. The model used here follows Bradbrook et al. (2004) and controls the wetting process by a wetting parameter and treats the drying process more realistically by specifying a minimum depth below which no outflow is allowed. This allows parts of the floodplain that were inundated at one point in a simulation to remain wet if, during drying, connectivity cannot be maintained with the river or other parts of the floodplain.

When the cell is wetting, the water should not be allowed to flow out of the cell until the wetting front has crossed the cell. Following Bradbrook et al. (2004), each cell has a property called $\%\text{wet}$. When the cell is first wet, this is calculated from:

$$\%\text{wet} = \min(1, \frac{v\Delta t}{\Delta x})$$  \hspace{1cm} (4.11)  

Water is not allowed to flow out of the cell until the wetting parameter reaches one (i.e. the cell is fully wet). The wetting parameter is updated each time step as water travels across a cell. Wetting parameter is accumulative, regardless of the direction of wetting. Thus, a cell can be wetted from two directions by its adjacent cells. This parameter is a necessary yet not sufficient condition for water to flow out of the cell. A minimum water depth is set. Before this depth is reached, no outflow is allowed. The direction of the wetting process within a cell is not addressed in this situation. For drying, a minimum water depth is also set, also
following Bradbrook et al. (2004). At each time step, the sum of the net inflow and outflow is calculated. If the water depth is reduced to the minimum depth, the outflow is scaled by a drying factor ($d_f$):

$$
d_f = \frac{w^2(d - d_{\min})}{\left(\sum_{d=1}^{4} Q_{in}^{d}_{i,j} - \sum_{d=1}^{4} Q_{out}^{d}_{i,j} - Q_{inf low}\right)}
$$

(4.12)

The drying factor ensures mass conservation as the floodplain dries. The minimum value of water depth during wetting is set as 0.05m and during drying is set as 0.02m in this model. The choice of these values is arbitrary and sensitivity analysis on these values needs to be undertaken to explore their effects (§4.5.1).

As the above solution scheme is explicit, the Courant condition (Courant and Friedrichs, 1948, cited by Abbott and Basco, 1989) applies as a necessary but not sufficient condition for model stability and accuracy. The Courant condition requires that the time step be less than the time for the flow to travel the cell width. If the time step is so large that the Courant condition is not satisfied, there will be an accumulation of water without any change in hydrodynamic representation of the effects of that water. Thus the Courant condition must be determined at each time step during model solution using:

$$
\Delta t \leq \frac{w}{v + \sqrt{gd}}
$$

(4.13)

where $d$ is the maximum water effective depth. The $\sqrt{gd}$ term is not strictly necessary with the formulation used here, as result of the simplification of the momentum equations described above. Traditional methods for determining time steps involve finding the smallest $t$ among those calculated for every grid point at a time line and using this value as the time step required for the next time step. Over complex topography, this value usually needs to be downscaled given that local low points may occur. Boundary conditions consist of an inflow hydrograph along each contact cell between the river channel and the floodplain. The approaches to coupling the 1D river flow to the 2D floodplain flow have been discussed in Section 3.2. The loosely-coupled version of the model uses a stage hydrograph as the inflow boundary for the floodplain flow. While the tightly-coupled model calculates the river stage at each time step as the inflow for the 2D floodplain flow at that time step in the river flow sub
model. Regardless of the coupling approach, the flux to the floodplain from the river channel is determined from predictions of water level in the river channel using a weir equation:

\[ q = 1.704(H - \Delta z)^{3/2} \]  

(4.14)

where \( H \) is the water surface elevation of the river channel and \( \Delta z \) is the ground elevation of the river embankment on the floodplain. Stage hydrographs are projected to each river cell and inflow from the river channel occurs once the water surface elevation of the river channel exceeds that of the adjacent floodplain cell.

For the outflow boundary, the model needs to decide when and how to allow water to flow out of the calculation domain. The solution adopted by Bradbrook et al. (2004) is used here. Once water reaches an outflow boundary, the depth in the cells on the other side of the boundary is set to be equal to the depth in the adjacent cell. Thus, the water surface slope is the bed slope across the boundary. If this results in a reverse water surface slope, the water depth on the other side of the boundary is reset such that the water surface level is the same as the adjacent cell. During the next time step, the outflow across the boundary is calculated depending on the water surface slope across the boundary. Mass conservation is checked at each time step to ensure that total outflow is equal to total inflow minus the increase in the floodplain storage during that time step if there is water flowing out of the outflow boundary.

4.3.2 Discretization and solution

For the scheme described above to be solved numerically, the floodplain domain is discretized into a mesh of grids with regular size. This is realized using the raster-based DEM derived from the LiDAR data (§3.6.2). This allows the term \( w \) in Equation (4.4) to be replaced by the DEM resolution and other terms such as \( d, \), \( d, \), \( S, \) and \( S, \) etc, to be derived from \( w \) in combination with the ground elevation \( (g) \) and water depth \( (d) \) in every grid at each time step using appropriate equations.

The major steps involved in the numerical solution to the scheme are schematized in Figure 4.1.
Input topographic data for the floodplain
Input inflow hydrograph for the river channel
Initialise arrays for variables
Repeat for all time steps

<table>
<thead>
<tr>
<th>Decide the length of this time step (Equation 4.13)</th>
</tr>
</thead>
<tbody>
<tr>
<td>For all grid cells {(0,0), \cdots, (i, j), \cdots, (\text{row}, \text{col})}</td>
</tr>
<tr>
<td>Check wetting using (Equation 4.11) ( %w \geq 1 ) and ( d_{ij} &gt; 0.05 \text{m} )</td>
</tr>
<tr>
<td>Yes</td>
</tr>
<tr>
<td>Calculate water surface elevation</td>
</tr>
<tr>
<td>Calculate energy slope at each orthogonal direction (Equation 4.5, 4.6)</td>
</tr>
<tr>
<td>Calculate the maximum slope in the 4 directions</td>
</tr>
<tr>
<td>Calculate the flow at each orthogonal direction of the maximum slope from Equation (Equation 4.9)</td>
</tr>
<tr>
<td>Update wetting parameter (Equation 4.11)</td>
</tr>
<tr>
<td>End</td>
</tr>
</tbody>
</table>

| For all grid cells \{(0,0), \cdots, (i, j), \cdots, (\text{row}, \text{col})\} |
| Calculate the net inflow of cell \( (i, j) \) |
| Work out the water depth change \( (\Delta d) \) in the cell (Equation 4.10) |
| Check drying (\( d_{ij} < 0.02 \text{m} \)) |
| Yes | No |
| Scale the outflow using Equation 4.12 | |
| Recalculate the net inflow of cell \( (i, j) \) | |
| Recalculate the water depth change \( (\Delta d) \) in the cell using Equation 4.10 | |
| End | |

End calculation

Figure 4.1: Schematic view of the numerical solution of the 2D diffusion wave model in a raster environment.

4.4 Model Graphic User Interface (GUI) description

4.4.1 Main model user interface

The model scheme was coded in an object-oriented programming language Java with a front end to Java for visualization purposes. Figure 4.2 illustrates the main model user interface, with labels of its components. This consists of a menu bar, a tool bar, a “Model option” panel, a “Visualisation” panel, a “Runtime query” panel and a “Message viewer” panel (as indicated in Figure 4.2).
Figure 4.2: Model Graphical User Interface

The menu bar and tool bar provide basic functions such as zooming in, zooming out and adding data, etc. The “Runtime visualisation” panel shows the visualisation of the inundation process. The “Runtime query” panel shows the information about the cell on which the mouse resides in the “Runtime visualisation” panel at each time step during the simulation. Information shown in this panel includes the wetting parameter, water depth, ground features (river, floodplain and weir), Courant number and time-step, etc. The “Message viewer” panel gives the runtime information of the mass transfer between the river and the floodplain, mass error and the memory usage of the model.

As discussed in Section 3.2, two versions of the model are available: a loosely-coupled version and a tightly-coupled version. These are distinguished in the “Model options” panel (indicated in Figure 4.2). There are three options in the “Model options” panel: (i) “River (1D) model”; (ii) “Floodplain (2D) model”; and (iii) “Coupled model”. The “Floodplain (2D) model” button in the model option panel activates the loosely-coupled model and the “Coupled model” button activates the tightly-coupled version. The “River (1D)” button activates the one-dimensional river flow model.
4.4.2 User interface of the loosely-coupled version

The loosely-coupled version of model has a main configuration frame as shown in Figure 4.3. This includes several sub panels, including: (i) the “Define feature” sub panel; (ii) the “Define topography” sub panel; (iii) the “Define sub grid” sub panel; (iv) the “Input/output options” sub panel; (v) the “Accuracy analysis” sub panel; the “Define parameter” sub panel; (vi) the “Summary” sub panel and (vii) a progress bar, indicting the progress of the model simulation in percentage.

![Loosely-coupled flood inundation model main configuration frame.](image)

The location of the river is defined in the “Define feature” sub panel and the topographic input is defined in the “Define topography” sub panel. Both the river location and topographical input data need to be processed in ArcGIS into ASCII (.asc) format. The 2D model configuration frame (Figure 4.3) also defines whether the model will run with the sub grid-scale wetting treatment approach adopted (in the “Define sub grid” sub panel) and allows input of sub grid topographical data (in the “Define feature”, “Define topography” sub panels) accordingly. The sub grid wetting treatment approach is illustrated in Chapter 5.
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The boundary inflow data is input into the model through the “Input options” button in the “Input/output options” sub panel in Figure 4.3. This brings out the “Input panel” shown in Figure 4.4.

![Figure 4.4: Hydrograph input and application type panel.](image)

The inflow hydrograph is a uniform stage hydrograph for the whole river channel for the loosely-coupled model. The input hydrograph from the river channel is in Microsoft Excel Work Sheet (.xls) format. This panel also allows the selection of model applications. There are also other application options for general model testing purposes. These include simple artificial inflow patterns including single point inflow, linear or rectangle inflow areas, interactively defined inflow areas, and artificial inflow hydrograph. Output of the model is defined in the “Model Output” panel (Figure 4.5), which can be activated from the “Output options” button in the “Input/output options” sub panel in the main configuration frame of the loosely-coupled model (Figure 4.3).

![Figure 4.5: Panel for model output.](image)
The outputs of the model are a time series of inundation extent (JPEG format) and the water depth at each cell (ASCII format), at pre-defined time intervals. This can be overlain with the DEM of the application domain to allow visual analysis of the inundation pattern over background features. The output image represents the inundation pattern using the relative depth of the inundated cells, with a darker colour representing a higher water depth. The output ASCII file contains the water depth at each cell. The “Output options” panel also defines the painting mode for the visualisation panel (in Figure 4.2), with options to paint the inundation pattern on the screen either with or without the background DEM, or no painting for computational efficiency. The input validation data and the output options for model accuracy assessment are defined from the “Accuracy analysis” panel (Figure 4.6) using the accuracy assessment approaches discussed in Section 3.5.1 and Section 3.5.2. It allows output of the related accuracy statistics at a regular time interval (e.g. for parameterization as part of model verification) or at a single point (e.g. for comparison with real data as part of model validation to Microsoft Excel Worksheet).

Figure 4.6: Panel for accuracy assessment

The “Define parameter” sub panel defines the value of Manning’s n, the mesh size and the length of the simulation. Another parameter defined here is the time step used in the model. This can either be explicit, where a uniform value is defined for the whole simulation, or implicit, where the model determines the most stable and efficient time step during run time. The “Summary” sub panel shows the status of the key input components of the model, including model geometry data, input and output options, painting mode and accuracy statistics.

4.5 Model application 1: extensive analysis at Site 1 (Naburn Weir)

Sensitivity analysis was carried out at Site 2 to investigate the effects of the wetting threshold value (§4.3.1) (note that Site 1 or Site 3 could also have been used – the focus is on the wetting phase, which is modelled for all three sites). The effects of the drying threshold value are not tested as this is expected to have the same effect as that of the wetting threshold. The
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tests were carried out for the most extreme case in relation to possible impacts: the 32 m DEM. Water depths lower than 0.05 m were thought to be too low to allow outflow. Four wetting threshold values were used: 0.05, 0.06 and 0.07. The predicted inundated areas over time for the first 150 hours are shown in Figure 4.7.

Figure 4.7: Inundated areas over time for the first 100 hours with different wetting threshold values.

As expected, a higher wetting threshold has the effect of slowing down the wetting process, resulting in less inundated area. But the sensitivity to this value is low. The choice of 0.05 m seems to be reasonable and there is not much difference with small variations in this value.

4.5.1 Results 1: 4 m simulations

The flood event was first simulated using the 4 m DEM at Site 1. Manning’s $n$ was set to be 0.06 in this simulation. Inflow data was described in Section 3.7.1. The time series of inundation extent for the first 38 hours are shown in Figure 4.8, overlain with the DEM (Figure 3.16a) of the simulation site.
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Figure 4.8: Time series of inundation extent obtained from the 4 m simulation: inundation extents overlain with LiDAR images (dark areas are low-lying floodplains).

Results suggest that the floodplain is inundated gradually within the first 30 hours and after that rapid inundation occurs. Two observations emerge from this simulation. First, the near-channel storage capacity of the floodplain controls the timing of the flood at the initial stage of inundation. The near-bank storage capacity is associated with the topographical complexity of the near bank regions. This will be mesh-dependent as the storage capacity of the near bank regions is strongly influenced by these topographically significant features near the bank and these features may be averaged out in a coarser mesh and result in a smoother land surface and thus, less storage capacity. It is expected that the storage capacity of the near bank regions in a coarser mesh will be less than that of a finer mesh and rapid inundation is more likely to occur before the case with a finer mesh (as noted by Horritt and Bates, 2001b). Once this capacity is exceeded, rapid inundation begins over the floodplain. Second, inundation is strongly controlled by the structural features on the floodplain, some of which can be identified as hedges and buildings from aerial images. Notably in the middle of the simulation site and at the vicinity of the residential areas (middle right and bottom left of the simulation site), these features apparently slow down the flood inundation process and at some point, in some cases, form complete barriers to the flow throughout the simulation. The results are compared to simulations using other mesh resolutions quantitatively in the next two sections (§4.5.2 and §4.5.3) for the quantitative assessment of model performance with respects to mesh resolution and roughness parameterization.

4.5.2 Results 2: mesh resolution effects

The flood event was then simulated using different spatial resolutions: 8 m; 16 m; and 32 m. Floodplain topography, boundary condition data are set up the same as that used in the 4 m simulation. The time series of inundation extent for these simulations are shown in Figure 4.9 for the first 38 hours, together with those obtained from the 4 m simulation (Figure 4.8) for comparison. The model is mass conservative throughout the simulation length.
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Runtime simulation details such as time steps and simulation length are not reported here. Rather these are reported in Chapter 5 (§5.5.3) for comparison with the sub-grid treatment approach (§5.3). A time series of inundation area obtained using different mesh resolutions for the full flood event is shown in Figure 4.10.
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To examine the effect of mesh resolution upon the maximum inundation extent, Figure 4.11 shows the maximum inundation extent during the whole simulation for different mesh resolutions. The predicted inundation extents obtained using different model resolutions at the time when the validation data were acquired and at the last peak of the inflow hydrograph (around 249 hours into the main river channel inflow hydrograph) are shown in Figure 4.12 for comparison with the validation inundation extent shown in Figure 4.13, reproduced from Figure 3.6a.
Comparison of the time series inundation extents obtained using different model resolutions for the first 38 hours shows that model is quite sensitive to spatial resolution with respect to both the inundation extent and the flood wave travel time (Figure 4.9). Flood inundation is more rapid with a coarser resolution. For example, the model with a 32 m resolution has roughly the same inundation area at around 30.5 hours as that obtained with the 8 m resolution model at 38 hours. For the 16 m case, it took about 32 hours to get the same area. This is expected, considering the poorly represented inertial processes in a diffusion wave model. This is also confirmed when considering total inundated areas through time for the 8 m, 16 m and 32 m simulations (Figure 4.10). However, not only is the total inundated area greater as a function of time with coarser meshes but also the rate of change of inundated area is much more responsive to the event hydrograph (compare with Figure 4.9).

It appears that there is very strong sensitivity in terms of inundated area to mesh resolution with the diffusion wave treatment used here. Comparison of the maximum inundation extent predictions obtained from 4 m, 8 m, 16 m and 32 m simulations (Figure 4.11) suggests high model sensitivity to mesh resolution in relation to the predicted maximum inundation extent. Visual comparison of model predictions (Figure 4.12) with validation data (Figure 4.13) suggests that there is a rapid deterioration in model predictions with the 32 m simulations. The qualitative agreement with the 16 m simulation (compare Figures 4.11c and 4.12) is
better and appears to be best with the 4 m simulation (Figure 4.12b). The performance of the 8 m simulation lies between the 4 m and 16 m simulations.

Figure 4.12: Predicted inundation extents obtained using different model resolutions at the time when the validation data was acquired (around 300 hrs into the flood event).

Accuracy assessment was carried out using the methods described in Section 3.5.3 and Table 4.1 shows the results. Table 4.1 shows that in terms of overall accuracy, there is no significant
difference between the 4 m, 8 m and 16 m simulations. This is not surprising in terms of overall accuracy, as this is biased strongly by the number of dry cells that are always dry in both the model and the validation data (i.e. the spatial extent of the area used for validation). On the basis of $F$, Kappa and conditional Kappa, which are more reliable statistics, the 4 m simulation performs better than the 8 m simulation and this confirms the qualitative inference from comparison of Figure 4.12 and Figure 4.13. Of most note in terms of both $F$ and Kappa is the dramatic deterioration in model performance with the 32 m mesh. Of all of the statistics, the conditional Kappa values are most sensitive to mesh resolution, with very poor accuracies with the 32 m mesh, followed by the 16 m mesh, the 8 m mesh and the 4 m mesh. Both Figure 4.11 and Figure 4.12 show that some of the vegetation has not been removed from the LiDAR data. This is due to the uniform tree height assumption in image processing (§3.5.3). As the emergent vegetation has been classified as dry in validation data, errors should compensate.

![Aerial imagery taken on the 9th November, 2000 at Site 1 (Naburn Weir) on the River Ouse (reproduced from Figure 3.6a).](image)

**Figure 4.13:** Aerial imagery taken on the 9th November, 2000 at Site 1 (Naburn Weir) on the River Ouse (reproduced from Figure 3.6a).

**Table 4.1:** Accuracy statistics for model validation at a single point when the aerial imagery is used as the reference validation data (Site 1).

<table>
<thead>
<tr>
<th></th>
<th>4 m</th>
<th>8 m</th>
<th>16 m</th>
<th>32 m</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall accuracy</td>
<td>90.7</td>
<td>88.8</td>
<td>83.7</td>
<td>71.4</td>
</tr>
<tr>
<td>$F$</td>
<td>82.0</td>
<td>78.3</td>
<td>70.1</td>
<td>51.0</td>
</tr>
<tr>
<td>Kappa</td>
<td>81.3</td>
<td>81.0</td>
<td>75.5</td>
<td>60.9</td>
</tr>
<tr>
<td>Conditional Kappa (Wet Cells)</td>
<td>89.5</td>
<td>80.3</td>
<td>64.8</td>
<td>40.3</td>
</tr>
</tbody>
</table>
The conditional Kappa values obtained using different cell sizes were compared with each other by calculating the Z statistics to check whether they are significantly different. At the 95% confidence level, with the sample size used here, the critical value of Z is approximately 1.96. All the pairwise comparisons give very high Z statistics, suggesting model predictions with different mesh resolutions are significantly different from each other at the 95% confidence level (Table 4.2). This confirms the early wetting results (Figure 4.9) and the full time series inundation results (Figure 4.10): mesh resolution has a major effect upon model predictions and this can be identified within the level of agreement between model predictions and point in time validation data.

Table 4.2: Comparisons of conditional Kappa (wet cells) using the Z statistic.

<table>
<thead>
<tr>
<th></th>
<th>4 m</th>
<th>8 m</th>
<th>16 m</th>
</tr>
</thead>
<tbody>
<tr>
<td>8 m</td>
<td>83.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16 m</td>
<td>31.4</td>
<td>114.1</td>
<td></td>
</tr>
<tr>
<td>32 m</td>
<td>278.6</td>
<td>368.7</td>
<td>243.4</td>
</tr>
</tbody>
</table>

4.5.3 Results 3: roughness parameterization

The roughness parameterization focuses on the first 50 hours of the simulation, when the floodplain is rapidly wetted, due to the computational constraints of running the model for the full 540 hours of the hydrograph. Prior to this, the model results for the 8 m, 16 m, and 32 m simulations were compared back to the 4 m simulation. This does not require us to assume that the 4 m data are the best. Indeed, the above section obtained the best results with the 4 m data. Focusing on the 4 m data as reference data allows us to assess the agreement between model predictions at different mesh resolutions as a function of time using the highest resolution simulated. Ideally, model predictions should be mesh independent. Therefore, which mesh is used as reference should not matter: all meshes should give the same conclusions.

The model was run using the same parameters as used in Section 4.5.1 and 4.5.2. Figure 4.14 shows the overall accuracy statistic (Figure 4.14a) and the conditional Kappa (wet cells) statistic (Figure 4.14b) as a function of time.

The agreement with the 4 m resolution, in terms of both overall accuracy (Figure 4.14a) and conditional Kappa (Figure 4.14b) decreases as mesh resolution is coarsened, demonstrating strong sensitivity to mesh resolution. The sensitivity is greatest in the first 35 hours of simulation, when the floodplain is rapidly wetting (Figure 4.9). As the rate of increase of inundated area falls from c. 35 hours (Figure 4.10), so the level of agreement with the 4 m resolution mesh improves. This reflects an element of lateral confinement in the floodplain,
which can be identified from Figure 4.13. The implication is that provided water levels are such that the inundated area remains laterally confined, the timing of inundation is relatively unimportant in relation to the maximum inundation extent reached. However, in a flood event of the size being simulated here, the water level required for flow to extend beyond the lateral confinement was exceeded. After c. 40 hours, Figure 4.14 shows that model agreement with respect to the 4 m data is degraded by an amount that increases as model resolution is coarsened. This results in much larger inundation extents as mesh resolution is coarsened.

Given the very strong sensitivity of model predictions to mesh resolution, the obvious question is whether or not this can be reconciled through adjustment of Manning's n. As noted above, only the first 50 hours of inundation was considered in order to be able to undertake a large number of simulations. Figure 4.15 compares the 4 m simulation, with the 8
m (Figure 4.15a), 16 m (Figure 4.15b) and 32 m (Figure 4.15c) simulations with different values of $n$: 0.04, 0.06, 0.08, 0.10, 1.0, and 10.0. The use of high values of Manning's $n$ values is not theoretically based as some of the values clearly extend beyond those suggested in literature. Rather, it is based upon the understanding that the roughness parameter in a diffusion-based model represents not only bed roughness, but also energy losses associated with inertial terms, turbulence and secondary flows, which are not represented in the controlling equations. Thus, the roughness parameter, strictly speaking, represents hydraulic roughness rather than bed roughness alone. Others (e.g. Horritt and Bates, 2001b) have found that 2D raster-based models are relatively insensitive to roughness specification on the floodplain. Thus, here, very high values of roughness values are used to test model sensitivity to roughness parameterisation to test the limits of this approach. However, such high values of roughness parameter have not been reported previously in any other studies. Two explanations exist. First, this study is concerned with fairly complex floodplains whilst previous studies mainly deal with topographically-simple floodplains. One way of representing structural features on the floodplain is through the up-scaling of roughness values. Here, instead of assigning high values of roughness to structural elements alone, spatially uniform roughness is used, regardless of the relative magnitude of the value. Second, the aim of this set of sensitivity analysis is to look at the model performance with respect to the inundated areas through time during the initial wetting period of the flood event, thus, implicitly floodwave timing, which is known to be poorly predicted by raster-based models due to its relatively poor physical basis (Horritt and Bates, 2002). Thus, if high roughness parameters can produce reasonable flow patterns through time, this may not be a problem.
Figure 4.15: Predictions of inundated area through time for the first 50 hours of simulations with different mesh resolutions and values of Manning’s $n$.

A number of observations arise. First, increasing $n$ can be used to reduce the rate of increase of inundated area, but the size of the increase required is high, with $n$ values of at least 1.0 required with all of the coarser mesh resolutions in order to reduce the inundated area to that of the 4.0 m simulation at c. 50 hours. Second, the magnitude of the increase in $n$ required is positively correlated with mesh resolution: the 8 m mesh gives the 4.0 m mesh inundated area at c. 50 hours between $n=1.0$ and $n=10.0$. It is clear that, for the 16 and 32 m meshes, higher values of $n$ are required. Third, none of the coarsened mesh simulations reproduce the inundation area against time curve for the 4 m simulation. The 8 m simulation with $n=1.0$ gives the best results. The 16 m simulation with $n=10.0$ gives the correct inundation area at c. 50 hours, but it produces a highly inaccurate relationship between inundated area and time when compared with the 4 m simulation. These patterns are summarised in Figure 4.16, which shows the percentage over-estimation of inundated area extent with different mesh
resolutions and values of $n$ at 50 hours into the simulation. It suggests that sensitivity to $n$ is also reduced at coarser mesh resolutions.

Thus far, the results have explored sensitivity to Manning’s $n$ through a lumped assessment parameter, total inundation extent. Here consideration is extended to accuracy statistics. Following from Figure 4.16, simulations were run with higher values of $n$: 0.4, 0.6, 0.8, 1.0 and 10.0. Figure 4.17 shows the conditional Kappa for wet cells with these values of $n$ with mesh resolutions of 8 m, 16 m and 32 m. For the 8 m simulation (Figure 4.17a), good levels of conditional Kappa are obtained with $n = 10$, throughout the first 50 hours. However, with the 16 m simulations (Figure 4.17b), even the high value $n = 10$ simulation produces poor results and, aside from some improvement as the rate of inundation increase slows at c. 33 hours (Figure 4.9c), corresponding to the point where the flow is temporarily laterally confined, conditional Kappa declines through time. The 32 m simulation has very poor conditional Kappa values throughout the simulation. These results imply a limit to the extent to which $n$ can be used as an effective calibration parameter to represent the effects of mesh coarsening, especially at coarser mesh resolutions.
Figure 4.17: Conditional Kappa (wet cells) during the first 50 hours of simulation with 8 m (4.17a), 16 m (4.17b) and 32 m (4.17c) mesh resolutions and spatially uniform roughness values between 0.4 and 10.0.
4.5.4 Discussion of Site 1 results

Both the validation data and the comparison with a higher resolution (4 m) mesh suggest that the model used here is highly sensitive to mesh resolution. This was evident in the inundation area plots (Figure 4.10), at the point when the validation data were acquired (Figure 4.12) and when inundated areas were compared through time to a 4 m simulation (Figure 4.15). Figure 4.11 confirms the extent to which this matters: were the model to be used to predict maximum flood inundation extent without calibration, the 4 m simulation (Figure 4.11a) would produce more confined predictions than the 8 m (Figure 4.11b), 16 m (Figure 4.11c) and 32 m (Figure 4.11d) simulations. In this case, the coarser mesh resolution transmitted the effects of water level fluctuations in the channel (Figure 3.19) too rapidly across the floodplain (see Figure 4.10). Accompanied by the rapid propagation of wetted extent, there was also a rapid propagation of deeper water at the wetting front, and the result was extension of the inundated area well beyond the laterally confined floodplain. In this case, aerial observations of wrack lines (Lane et al., 2003) suggested that the peak inundation extent did extend beyond the zone of lateral confinement, but only marginally. This observation is important as it suggests a strong sensitivity of maximum predicted inundation extent to model resolution in relation to the size of the event being simulated and the local floodplain configuration. The interaction between event size and local floodplain configuration will be specific to individual river reaches and implies that, unless the timing of inundation extent through time is correct, local evaluation of whether or not the flood remains laterally confined will be required. Most previous applications of diffusion wave models seek to predict inundation extent associated with a given peak flow (e.g. Bates and De Roo, 2000). In such situations, the model is a basic improvement over one-dimensional models as rather than interpolating water levels laterally and intersecting them with the ground level, the diffusion wave model allows the explicit representation of topographic forcing associated with floodplain structure, albeit with a weak physical representation of the momentum transfer process. If the floodplain is laterally confined, and the concern is with inundation by a flood peak that is sufficient to fill the floodplain, the exact timing of the inundation process ought not to matter too much. However, in situations where the floodplain is not laterally confined, and given that the maximum inundation is strongly sensitive to mesh resolution, getting the timing of inundation right might be the only means of getting the peak inundation extent right. This is why calibration of timing using Manning’s $n$ might be viewed as important.

The high sensitivity to mesh resolution appears to be associated with three connected effects. First, the effect of re-sampling a dense mesh onto a coarse one will result in a smoother floodplain. This has implications for the flow, as a smoother floodplain will allow water to
inundate more easily. It has been found that, using finite-element methods, the two-stage filtering of raw data into a digital elevation model and then into a numerical mesh coarsens the data used in the model (Bates and Anderson, 1996) and this reduces the detail and accuracy of the resultant land surface (Marks and Bates, 2000). This also holds for the re-sampling process using different interpolation methods for data of the same resolution. The three commonly used re-sampling methods: nearest-neighbour interpolation; bilinear interpolation; and cubic convolution interpolation; will each have some degree of smoothing effect on the input data. Bilinear interpolation determines the value of a cell based upon the weighed distance average of the four nearest input cell centres. Cubic convolution interpolation tends to smooth the data more than the bilinear interpolation due to the smooth curve used and the large number of cells involved. The smoothing effects of nearest-neighbour interpolation are the least among these three methods. These methods are compared for the first 50 hours of simulation in Figure 4.18, using the conditional Kappa statistic for wet cells, with the 4 m data as reference data. The results suggest that whilst different interpolation methods do have some impact upon the conditional Kappa statistic, these impacts are much reduced as compared with mesh resolution effects and are restricted to the period of most rapid wetting. Using different interpolation methods doesn’t seem to impact upon the double filtering problem.

![Figure 4.18: Comparison of time series of conditional Kappa values for wet cells for model predications with different Interpolation methods at each time step, with the inundation extents from 4 m resolution simulation used as the reference verification data (first 60 hours).](image)

Second, as the mesh is coarsened, the effects of cell blockage upon the timing and direction of flow will be reduced. Third, the representation of small-scale wetting processes will be simplified when the mesh is coarsened. The effect of the wetting treatment in the model is to slow down flow transfer. The velocity controls the timing of the wetting process for a grid cell (Equation 4.11) and the evaluation of the velocity will be resolution dependent. As the mesh is coarsened, the variance in velocity decreases and the timing of the wetting front
migration tends to have a greater possibility of error due to the simplified description of the timing of the flow routing. This would otherwise be much more complex in a finer mesh and it explains the high model sensitivity to mesh resolution in relation to flood wave travel time. Likewise, the difference between water surface elevations of two grid cells determines the direction of flow routing (Equation 4.7) and the variance in water surface elevations tends to decrease as the mesh is coarsened. The heterogeneity of water surface elevations in the cells will decrease and this may increase errors in the direction of flow. This is especially true for flow routing in urban areas where structural features on the floodplain can have considerable effect on flow direction and timing. It is expected that the higher the resolution of data, the more adequate representation of small-scale routing processes and thus the more accurate the predictions with respect to both flood wave travel time and inundation pattern. The use of a wetting parameter might to some extent reduce model sensitivity to mesh resolution, but not fundamentally as it primarily accounts for the timing of the floodwave, but not the direction. Thus, in this respect, there is a need to represent the small-scale sub-grid wetting processes more accurately in order to improve model performance. This will be addressed in Chapter 5 where a sub-grid scale wetting approach is developed and tested in Site 1 and Site 2.

Given the strong sensitivity to mesh resolution, it is necessary to consider the extent to which \( n \) can be used to counter this effect. In both 1D and 2D models, \( n \) explicitly controls the magnitude of the friction slope and hence is a major momentum sink. As such, \( n \) is strictly an effective roughness parameter, whose values should not only depend upon the system being modelled but also the mesh (e.g. cross-section spacing in a 1D model, node density in a 2D finite-element model) that is being used to discretize the model equations. Thus, the sensitivity to \( n \) in relation to mesh resolution (e.g. Figures 4.14 and 4.15) is expected, and may be used to calibrate the model to predict inundated extent through time as mesh resolution is increased. Very high values of \( n (> 1.0) \) were required to have a significant effect on inundated area (Figures 4.14 and 4.15) and these clearly extend beyond the range of \( n \) values for which the Manning’s relationship was originally formulated. However, if it is recognised that \( n \) is being used as an effective roughness parameter, and if \( n \) can be shown to result in acceptable recovery of the correct inundation-time relationship, then this may not be a problem. In this case, tests showed that for the 16 m and 32 m meshes, it was not possible to use uniform values of \( n \) to achieve such recovery. This leads us to question the extent to which \( n \) is a reliable calibration parameter, in this type of model, at least without some form of spatial distribution. It also demonstrates the danger in diffusion-based routing models of assuming that a field-estimated value of \( n \), set independent of mesh considerations, will give the correct inundation behaviour. The simulations presented here make no attempt to distribute \( n \), which may improve the inundation-time relationship.
In a more general sense, the simulations emphasise the danger of relying upon model assessment using single at-a-point in time data to judge model performance. If the 50 hour simulation had been the time when validation data were available, and under the assumption that the 4 m mesh resolution best approximated actual inundation at that time period, the best calibration would involve a 16 m resolution with \( n = 10.0 \) (Figure 4.15) in terms of the inundation area predicted, even though, at the point when validation data were actually available, this calibration may not be as effective as other simulations. This is important as most validation data are at-a-point in time (e.g. obtained from a single satellite overpass, or a single airborne campaign). This finding is no different to the findings of other models in the hydrological sciences where choosing a particular value of a model parameter may result in some time periods providing reasonable predictions, but not all of them. If a model calibrated through optimisation of \( n \) on a single validation point in time does not produce the correct time variation in inundation area, then there is a high probability that the spatial pattern of inundation is not correct, even at maximum inundation extent: because the model is explicitly based upon mass conservation, incorrect inundation areas will be associated with incorrect water depths. With a structurally complex floodplain, this may have a very major effect upon where water goes. Both: (i) steady state treatments; and (ii) treatments that use a mesh resolution and \( n \) combination that do not give the correct inundation-time pattern; may not give the correct maximum inundation extent.

4.6 Model application 2: simplified analysis at Site 2 (A64 Trunk Road) and Site 3 (City Centre of York)

To test the repeatability of the model performance, the model was applied to two other sites on the River Ouse (Figure 3.2): (i) a reach near the A64 Trunk Road; and (ii) a reach cross the city centre of York. Both applications carried out are simplified as compared with the Site 1 application. The primary aim of the Site 2 application is to evaluate the effects of spatial resolution upon model performance as compared with Site 1 application. This is carried out using an 8 m, 16 m and 32 m DEM. The 4 m simulation was not carried out due to the computational demands of the simulation in this site. The Site 3 application aims to look at the performance of the model in a strictly urban location in a more general sense using a single 8 m mesh resolution. Both applications were validated using the at-a-point in time aerial imagery as reference data and the validation data have been presented in Section 3.5.3. The LiDAR-derived DEM was used to derive the floodplain topography using the same procedure outlined in Section 3.6 for sites 2 and 3. DEMs of different resolution (8 m to 32 m) were created for Site 2. An 8 m mesh was created for Site 3. Due to computational constrains, higher resolution topographical data are not used in Site 3. These computational constrains
arise from the very long duration of the flood. Boundary condition data at the river-floodplain boundary have been described in Section 3.7. Compared with the extensive analysis carried out at Site 1, roughness parameterization was not investigated in these two applications and the value of the roughness coefficient was fixed at 0.06.

4.6.1 Results 1: Site 2

Figure 4.19, Figure 4.20 and Figure 4.21 show the time series of inundation extent from the 8 m, 16 m and 32 m simulations respectively for Site 2. These show the changes in the estimated inundation patterns during the first 100 hours of the flood event, of which wetting is predicted to be the dominant process.

Figure 4.19: Time series of estimated inundation extent (for the first 100 hours) obtained using an 8 m DEM.
Figure 4.20: Time series of estimated inundation extent (for the first 100 hours) obtained using a 16 m DEM.
Comparison of the results with those obtained for Site 1 (§4.5) confirms the Site 1 findings. The model shows quite strong sensitivity to mesh resolution during the initial wetting process and the general trend is that inundation is faster in a coarser DEM. Indeed, the 8 m simulation gives a much slower flood inundation rate than the 32 m simulation, and the 16 m simulation gives a moderate rate of flood inundation compared with the 32 m simulations. However, the level of sensitivity to mesh resolution shown at Site 2 application is not as pronounced as that shown in the Site 1 application. The main reasons for the observed sensitivity in the Site 2 application have been discussed in Section 4.5.4 with reference to the Site 1 application, but the reduced sensitivity is discussed below. The estimated inundation extents obtained from different mesh simulations at the validation point are shown in Figures 4.21b-4.21d, compared with the validation data (Figure 4.22a). Figure 4.22 suggests that all simulations appear to perform reasonably well. This was assessed quantitatively, using the approach described in Section 3.5.2 (Table 4.3).
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Figure 4.22: Predicted inundation extents obtained using different model resolutions at the time when the validation data was acquired (around 300 hrs into the flood event): 4.22a, validation data; 4.22b; 8 m; 4.22c; 16 m; and 4.22d; 32 m.

Table 4.3: Accuracy statistics for model validation at a single point when the aerial imagery is used as the reference data (Site 2).

<table>
<thead>
<tr>
<th>Resolution</th>
<th>Overall accuracy</th>
<th>F</th>
<th>Kappa</th>
<th>Conditional Kappa (Wet Cells)</th>
</tr>
</thead>
<tbody>
<tr>
<td>8 m</td>
<td>0.93</td>
<td>0.85</td>
<td>0.85</td>
<td>0.91</td>
</tr>
<tr>
<td>16 m</td>
<td>0.91</td>
<td>0.83</td>
<td>0.82</td>
<td>0.85</td>
</tr>
<tr>
<td>32 m</td>
<td>0.88</td>
<td>0.80</td>
<td>0.78</td>
<td>0.78</td>
</tr>
</tbody>
</table>

The accuracy statistics (Table 4.3) confirm the visual assessments of Figure 4.22, particularly with respect to the $F$ statistic and overall accuracy: there is less sensitivity to mesh resolution in terms of quantitative agreements. In line with the results from the Site 1 application, finer resolution gives higher accuracy statistics in all categories. However, the difference between the accuracy statistics obtained from different mesh simulations is not as pronounced as that shown in the Site 1 application. For example, in terms of the overall accuracy, $F$ statistic and Kappa, the difference between the adjacent mesh simulations is within $\pm 2\%$. Conditional Kappa, which was shown to be the most sensitive accuracy statistic in the Site 1 application, shows a bigger difference. However, compared with the results for Site 1, the difference is still minor. When the absolute values of the accuracy statistics are compared with those for Site 1, for all statistics, the model performs better than the application to Site 1. Of particular interest are the accuracy statistics associated with the 32 m simulation. At Site 1, it was found that the performance of the 32 m simulation deteriorates significantly compared with the finer resolution simulations. However, this is not found in the simulations carried out for Site 2. The accuracy statistics associated with the 32 m simulations are only slightly degraded as compared with the 16 m simulation and are much better than those obtained from the Site 1 application in all categories. The observed model sensitivity to mesh resolution during the first 100 hours of the flood event was further investigated by looking at the full time scale.
inundation area plot. The estimated inundation areas through time obtained from simulations with different mesh resolutions are illustrated in Figure 4.23.

Figure 4.23: Estimated inundation areas through time obtained from simulations with different mesh resolutions.

The percentage overestimation in inundation areas predicted by the 32 m simulation through time as compared with the 16 m simulation is shown in Figure 4.24 for both Site 1 (Figure 4.24a) and Site 2 (Figure 4.24b) applications.

Figure 4.24: Overestimation of the inundation area using the 32 m simulation compared with the 16 m simulation: (a) Site 1 application; and (b) Site 2 application. (A negative value is equivalent to underestimation).
Quantisation noise exists in Figure 4.24. However, the output of the model is at a 15 minute interval, and so the quantisation noise is expected to be small. This, combined with the time series of inundation extents shown in Figure 4.19 to Figure 4.21, suggests that the strong sensitivity of predicted inundation area observed at Site 1 (Figure 4.10) is also captured in this site, but at a reduced level and only for the wetting phase (the first 100 hours). The sensitivity gradually decreases after around 100 hours. Indeed, at the validation point (300hrs into the hydrograph), the inundation area predicted by the 16 m simulation has become slightly larger than that obtained with the 32 m simulation. Moreover, the degree of sensitivity shown in this application is not as high as that shown in the Site 1 application, particularly after the initial wetting phase (around 38 hours at Site 1 and 100 hours at Site 2).

4.6.2 Results 2: Site 3

A third application was conducted in the city centre of York. The aim of this application is to look at the general performance of the model in a strictly urban site. Mesh resolution effects and roughness parameterization were not investigated in this application. A single 8 m simulation was carried out. The model performance was evaluated using the same approach as for sites 1 and 2. Topographic data processing including tree removal, correction of overlapping areas of river channels with bridges, and correction of lake elevations was carried out using the approaches described in Section 3.6.2. The inflow hydrograph used in this application is shown in Figure 3.19. A uniform roughness value of 0.06 was used in this application.

Figure 4.25 shows the estimated time series of inundation extent during the first 185 hours of the flood event. This is the point at which the estimated maximum inundation extent was reached (around 185 hours). Figure 4.27 shows the validation imagery used for model validation. Visual comparison suggests that the model performs reasonably well in most parts of the floodplain. Most of the small-scale wetting patterns have been predicted correctly. However, notably, the model underestimates the observed wet areas in the upstream of this reach (red circle in Figure 4.27) which, in the validation imagery, are indicated as wet. This is reflected in the accuracy statistics summarised in Table 4.4. The relatively poor accuracy statistics compared with those obtained from the applications to Site 1 and Site 2 are largely due to the areas wrongly predicted as dry at the upstream end of the reach.
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Figure 4.25: Time series of the estimated inundation extent during the first 185 hours of the flood event, obtained from an 8 m simulation in the city centre of York.

Figure 4.26: Estimated inundation extent at the validation point (around 300 hours into the flood event).

Figure 4.27: Validation aerial imagery taken at around 300 hours into the flood event.
Table 4.4: Accuracy statistics for model validation at a single point when the aerial imagery is used as the reference data (Site 3)

<table>
<thead>
<tr>
<th></th>
<th>8 m</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F$</td>
<td>0.65</td>
</tr>
<tr>
<td>Overall accuracy</td>
<td>0.86</td>
</tr>
<tr>
<td>Kappa</td>
<td>0.66</td>
</tr>
<tr>
<td>Conditional Kappa (Wet Cells)</td>
<td>0.92</td>
</tr>
</tbody>
</table>

The imagery suggests that, at the river side of the wrongly predicted area, this area is separated from the rest of the floodplain by a footpath. Image analysis shows that, without overtopping of the footpath, water at the river side of this area will not be able to enter this field. It suggests that there is no water entering this field from the river side of the floodplain throughout the simulation. Thus, the underestimation in model prediction is probably not due to the timing of the flood, at least within the simulation length (around 500 hours). The imagery shows that the footpath was completely dry at the validation point. Whether or not the footpath was overtopped during the 2000 flood event is unknown without field knowledge.

One or a combination of the following hypotheses might contribute: (i) water overtopped the footpath and entered this field during the 2000 flood; (ii) water accumulated from the other side of the floodplain (residential sites) due to local runoff; (iii) water enters through underground pipes from the river side of the footpath; or (iv) this field is a lake and is wet all the time. It is difficult to tell whether (ii), (iii) and (iv) are true without field knowledge. Thus, here the investigation is centred on (i). If (i) is true, it suggests the model seriously underestimated the water levels at this point. There can be a number of reasons attributed to this. Two possible causes are considered here. First, as the inflow hydrograph used in the river channel is the same as that used at Site 2 which is around 2 km downstream of the downstream boundary of this site, the water depth might be too low for this site (§3.7.1). Stage records are available at the Skelton Gauging Station (4 km upstream of Site 3) (Figure 4.12). This is compared with the stage hydrograph used at Site 3 and shown in Figure 4.28. This shows quite big difference between the stages at these two locations during the 2000 flood. It was reported that a peak stage of 10.7 m was observed in the city centre of York during the 2000 flood (Environment Agency, 2004). However, the peak stage in the stage hydrograph used at Site 3 is only 9.5 m. This suggests the inflow stage hydrograph used for Site 3 might be too low to represent the stage during the flood event. As a result, there might not be enough water routed from the river channel to the floodplain. This is most likely to be the reason, or at least to be one of the reasons if there is more. To test whether using stage data at the Skelton Gauging Station (Figure 3.11) can give better predictions, another simulation was carried out where the stage hydrograph (Figure 4.28) at the Skelton Gauging Station was used to calculate inflow from the river. The inundation extent predicted at the validation point is shown in Figure 4.29. As expected and in qualitative terms, using stage
data at the Skelton Gauging Station severely overestimates the inundation extent for most of the site though it performs better for the upstream end of the site.

Figure 4.28: Comparison of the stages at A64 Trunk Road and Skelton Gauging Station (stage at A64 Trunk Road is used at Site 3).

Second, the model only takes into account the channel inflow within the domain and routes the flow accordingly on the floodplain. However, at the upstream of the river, water may enter from the upstream boundary as well. This will increase the water depth of the flow on the river side of the footpath to a point that may allow the flow to overtop the footpath and enter this field. However, as no upstream inflow data is available, this can not be confirmed at this stage. This issue is explored in Chapter 6 through the application using the tightly-coupled model over a longer reach covering Site 3 where, the tightly-coupled approach breaks down for long reaches.

4.6.3 Discussion of Site 2 and 3 applications

The results for Site 2 suggest a better overall performance of the model as compared with the Site 1 application, in particular for the 32 m simulation. There was decreased sensitivity to mesh resolution after the initial wetting process in terms of inundation area. This is thought to be caused by the complex relationship between local floodplain configuration, size of the flood and the validation data used for model assessment.
In a confined floodplain, the effects of mesh resolution upon flood inundation may need to be interpreted by looking at three consecutive stages of the flood inundation process: (i) before the flood reaches the lateral confinement boundary; (ii) after the lateral confinement boundary is reached and before the boundary is overtopped by the outflow; and (iii) after the flow passes the lateral confinement boundary. In both applications, strong sensitivity to mesh resolution was observed during the initial wetting process (around the first 38 hours for Site 1 and 100 hours for Site 2), but only before lateral confinement of the floodplain is reached (Figure 4.23 and Figure 4.24b). If the floodplain is not laterally confined, we would expect this sensitivity to continue during the whole simulation. However, in both applications, the floodplain is confined laterally, though the size of the confinement zone and the level of confinement are different. Before the lateral confinement is overtopped and after the confinement boundary is reached, if no significant drying occurs, there won't be much change in inundation areas. Once this confinement region is filled and the confinement boundary is reached, there might be flows out of the confinement zone. If this happens, the strong sensitivity to mesh resolution in terms of the inundation areas might still exist, depending on the size of the out of confinement flow. This has been observed in the Site 1 application where the 8 m, 16 m and 32 m simulations all have predicted some levels of flows in the non-confinement regions (Figure 4.9b-d). However, for Site 2, the flow is restricted to the lateral confinement zone of the floodplain and for simulations with all mesh resolutions and significant outflow due to the breakthrough of the confinement zone is not observed. Thus, for this application, the strong sensitivity to mesh resolution in terms of the inundated area is not observed after the lateral confinement region is reached (Figure 4.23 and Figure 4.24b). This, also, to some extent, explains the significantly deteriorated performance of the 32 m simulation at Site 1 application and its relatively good performance in the Site 2 application.

Whether this lateral confinement can be reached depends on the relative size of the flood and the level of confinement in terms of both the size and the storage capacity of the confinement. The confinement zone of Site 1 is approximately $8 \times 10^6$ square meters and that of Site 2 is approximately $1.1 \times 10^7$ square meters. The flux at Site 1 (Figure 3.14) is large enough to fill the lateral confinement region and, eventually in some parts, extends beyond the confinement zone. This is not the case for Site 2. It should be noted that it will be the volume of water associated with the flux and not the peak water level that will determine whether or not the lateral confinement is exceeded.

Model applications at sites 1 and 2 show some difference in the sensitivity to flow peaks in the hydrograph in terms of the inundation areas predicted with different mesh resolutions, particularly after the initial wetting phase. The inflow hydrograph at Site 1 application is
associated with several marked flow peaks and lows while the inflow hydrograph used in the Site 2 application is relatively smooth. For both applications, the inflow hydrograph can be plotted against the time series of inundated area obtained from different mesh resolutions (Figure 4.30).

![Figure 4.30: Inflow hydrograph plotted against predicted time series of inundated areas obtained from different mesh resolutions: (a) application at Site 1; and (b) application at Site 2.]

Both applications show some sensitivity to flow peaks in terms of the predicted inundated areas. Of particular interest is the strong model sensitivity to changes in inflow hydrographs with the 32 m simulations, as compared with the finer mesh resolutions. The time series of inundated area obtained from the 32 m simulation in the Site 1 application shows a similar pattern to that found in the inflow hydrograph. Every flow peak is immediately followed by an increase in the inundation area (Figure 4.30a) and, similarly, every fall in the inflow water depth is followed by a notable decrease in inundation area. However, this sensitivity gradually
decreases with the finer mesh resolutions. This is not that obvious for the Site 2 application. The main reason for this has been discussed in Section 4.5.2: a coarser mesh tends to transfer water depth fluctuations in the river too quickly across the floodplain, which may result in a deeper water depth at the wetting front line, leading flow to places which would be otherwise too high for the flow to reach in a finer mesh.

Application to the city centre suggests that the model performs relatively poorly as compared with the Site 1 and 2 applications. This is most likely due to input stage data at the river-floodplain boundary. The model used the same stage hydrograph as that used at Site 2. This is expected to have underestimated the stage of the river reach at Site 3 which is around 2 km upstream of the A64 Trunk Road. Furthermore, inflow from upstream is not considered in the simulation and outflow from this boundary is allowed. It is expected that if the upstream inflow from the outside of the domain boundary could be taken into account, the model might be able to perform better in this part of the floodplain, thus improving the overall accuracy statistics. The fact that the model allows outflow in all 4 domain boundaries may also contribute to the underestimation of water depth and inundation extents at the upstream of the boundary. Thus, the model was modified to prevent outflow from the upstream of the river and another simulation was carried out. However, this simulation failed to improve model performance (Table 4.5) in terms of the predicted inundation extent. It is concluded that the use of the downstream stage hydrograph might be the dominant factor that caused the underestimation of flood extents at the upstream of the river. The possibility of inflow from upstream might also contribute. However, without field knowledge, this can not be confirmed as other processes such as local runoff and underground pipes, may also contribute.

4.7 Conclusion

This chapter presented the development of a two-dimensional raster-based diffusion wave flood inundation model and demonstrated the effects of model spatial resolution and roughness parameterization upon the estimated inundation extent in a 2D diffusion wave model. The model was applied to three separate sites on a reach of the River Ouse in Yorkshire, U.K, to simulate a major flood event in the year 2000. Model response shows that the model is quite sensitive to spatial resolution in terms of both flood wave travel time and inundation extent. This is thought to be caused by three interrelated effects: (i) the smoothing effect of mesh coarsening in relation to topographical and topological effects; (ii) the poorer representation of small-scale flow routing processes and mass blockage effects associated with the reduced topological complexity resultant from (i); and (iii) the effect of (ii) upon
water depth, velocity, which in turn determine those parts of the floodplain that the flow can actually reach and when.

The local topographical complexity, linked to the presence of small-scale structural features on the floodplain in urban areas, makes this even more complex for urban flood modelling, as many of these features have topological properties that may have a major effect upon both the timing and direction of the flow routing. Two points emerge. First, the details of structural features may be reduced as the mesh is coarsened, resulting in a poorer representation of these features in the model. Second, current methods of representing small-scale flow routing processes associated with structural features in flood models have their limitations.

Traditional methods of representing structural features usually involve up-scaling of the roughness parameter that, in previous research, has been used as a key calibration parameter to compensate for the poorly represented momentum transfer process found in raster-based modelling. This may reduce the flux through these features, but this will not necessarily recognize topological aspects of the structure. In this application, the wetting treatment approach that is used has the effect of reducing model dependence upon the roughness parameter. Roughness parameters can compensate in part for a coarser mesh resolution. However, the coarser the resolution, the lower the ability to control the inundation process, as these parameters only partly control the speed and not the direction of wetting. Thus, coupling of high-resolution data, which can capture small scale variation in topography, to more sophisticated representation of the inundation process, will be required in order to obtain effective predictions of flood inundation extent for urban fluvial flood modelling. In Chapter Five, the sub grid-scale representation of flow routing in urban areas using a porosity-based treatment is presented and tested.

Comparison of the results obtained from the three applications shows the complex relationship between local floodplain configuration, the size of the flood being modelled, and the validation data used. Good accuracy statistics using single at-a-point in time validation data might be obtained even though the actual inundation process and even the peak inundation extent are poorly predicted. Thus, given the strong model sensitivity to mesh resolution in terms of inundation extent, accuracy statistics obtained from diffusion wave flood inundation models need to be analyzed with caution. This is particularly important for an unconfined floodplain and the initial wetting phase of a confined floodplain, as inundation extents in such situations are very sensitive to water depth and getting the timing of the inundation right might be the only way to get the peak inundation extent right. Thus, validation data in the form of inundation extent might not be the optimum validation option for high-resolution flood modelling. Distributed hydrometric data such as surface velocity
might be the data that can distinguish between different higher order model predictions (Bates and Anderson, 2001).
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Model Developments and Testing 2: development and testing of a sub grid-scale treatment for urban fluvial flooding

5.1 Introduction

Chapter 4 investigated the complex interaction between mesh resolution and roughness parameterization in relation to flow routing and highlighted the need to couple high-resolution topographic data to a more sophisticated small-scale flow routing representation for improved flood inundation prediction over topographically complex floodplains. Based upon these findings, this chapter develops and tests a sub grid-scale wetting and drying correction for use with 2D diffusion wave models of urban flood inundation.

The method recognises explicitly that treatments of sub grid-scale topography using roughness parameters will provide an inadequate representation of the effects of structural elements on the floodplain (e.g. buildings, walls) as such elements not only act as momentum sinks, but also have mass blockage effects. The latter may dominate, especially in structurally-complex urban areas. The approach developed herein uses high-resolution topographic data to develop explicit parameterization of sub grid-scale topographic variability to represent both: (i) the volume of a grid cell that can be occupied by the flow; and (ii) the effect of sub grid topography upon the timing and direction of fluxes (§5.3). This approach was tested at Site 1 (Naburn Weir) and Site 2 (A64 Trunk Road) on the River Ouse, with extensive analysis carried out at Site 1 (§5.4) and the repeatability of the model performance checked at Site 2 through a restricted assessments of roughness effects (§5.5). This approach is found to give significantly better prediction of fluvial flood inundation over topographically complex floodplains as compared with traditional calibration of sub grid-scale effects using Manning's $n$. In particular, it simultaneously reduces the need to use exceptionally high
values of $n$ to represent the effects of using coarser meshes process representation whilst increasing the sensitivity of model predictions to variation in $n$.

### 5.2 Chapter aims and objectives

Fluvial flood modelling in urban areas requires explicit representation of small-scale topographic variation in order to capture the correct patterns of flux associated with structural elements (e.g. walls, buildings and railroads, etc). The last chapter demonstrated the potential effectiveness of combining high-resolution topographic data with a two-dimensional diffusion wave model in order to predict inundation over topographically complex floodplains. However, it also demonstrated the severe sensitivity of this type of model to mesh resolution and the poor performance of spatially uniform parameterization using an effective roughness parameter (Manning’s $n$). Even using a wetting parameter (following Bradbrook et al., 2004) to reduce the effects of artificial numerical diffusion across the floodplain, strong model sensitivity to mesh resolution was found. Much of this is related to the effects of changing mesh resolution upon topographic information content.

![Figure 5.1: A schematic illustration of the effects of averaging a high-resolution topographic dataset (a) to a lower resolution (b) in relation to a wave of water moving from the left (elevation shown in italic). Topographic data in (a) (non-italic) is averaged to (b) (non-italic) on a coarsening ratio of 2:1. Solid lines are the coarsened mesh cell boundaries. Dotted lines are the sub grid cell boundaries.](image)

Figure 5.1 shows a hypothetical 2*2 set of grid cells (5.1a) and an associated coarsened set (5.1b). The average blockage of the cell in each of 5.1a and 5.1b is the same. However, the distribution of sub grid blockages is different. If we consider a cell with water in it, to the left of the coarsened cell (shown in italic) then, in 5.1a, there should be no inundation. However, averaging as per 5.1b will lead to inundation when it shouldn’t do when water levels to the left of the cells are between 0.15 m and 0.20 m. Thus, with the coarser resolution, and even with the standard wetting treatment used by Bradbrook et al. (2004) and Chapter 4, water will diffuse more readily across the coarser mesh, leading to a more rapid diffusion of flood inundation extent. It may be argued that if the model is only being used to determine inundation extent, the timing is not important. However, Chapter 4 showed that, for an
unconfined floodplain or a large flood on a confined floodplain, the maximum inundation extent was significantly greater for coarser mesh resolutions. This arises because deeper water diffuses too quickly. This may be the case particularly in urban areas, where the structural complexity of the surface will be affected quite significantly by averaging from fine to coarser mesh resolutions. Roughness parameterization will not deal with this effect fully: even with very high values of the roughness parameter, diffusion will occur across a grid cell in the scenario shown in Figure 5.1b when it is meant not to.

Given the above, this chapter seeks to develop and test a method for sub grid-scale topographic representation with an explicit treatment of the effects of structural elements over the floodplain upon both blockage and flux. This is considered to be a major contribution to the improved representation of urban flooding noted as needed by Wheater (2002).

Figure 5.2: Schematic view of the sub grid topography. (a) shows the model with its sub grid cells; e1, e2, e3 and e4 are sub grid cell bed elevations; w is the resolution of the model grid. (b) shows the four elevations unwrapped onto a 1D plain; H is the sub grid water surface elevation; E is the bed elevation of the model cell which is equal to the average of its sub grid cell elevations.

5.3 Theoretical derivation of a sub grid-scale topographic treatment

5.3.1 Cell blockage effects

Consider a cell and its sub grid cells in the configuration shown in Figure 5.2. The cell is composed of four sub grid cells with bed elevation e1, e2, e3 and e4 (Figure 5.2a). These are shown schematically in 1D in Figure 5.2b.
Without a sub grid-scale topographic representation, the elevation of the coarsened cell \((E)\) can be calculated simply as the average of the four sub grid cells. The relationship between water surface elevation and the volume of water that can be stored within the cell without considering the sub grid topography (i.e. Figure 5.2a) is a simple linear one, taking the form:

\[
V_y = W^2 \left( H_y - \frac{1}{N_y} \sum_{k=1}^{N_x} e_k \right) \quad (5.1)
\]

where \(W\) is the grid resolution, \(H_y\) is the water surface elevation in cell \(ij\), \(N_y\) is the number of sub grid cells in grid cell \(ij\) and \(e_k\) is the bed elevation of each sub grid cell.

(5.1) needs to be modified to represent the actual volume storage effect (Figure 5.2b), as (5.1) will under-estimate the true volume of storage for \(\min(e_k) < H_y < \max(e_k)\). Under-estimation of storage volumes will lead to over-estimation of water levels, and this partly explains why the effects of mesh coarsening will be amplified in a diffusion type model. In the case of a \(2 \times 2\) set of cells being averaged to a single cell, the peak under-estimation of volume (or over-estimation of water level) is at \(H_y = E\) and this diminishes to zero for \(H_y = \max(e_k)\). This allows us to develop a first approximation of the relationship between water volume \((V_y)\) and water surface elevation \((H_y)\) taking into account sub grid-scale topography:

\[
V_y = \frac{w^2}{N_y} \left( N^y_k H_y - \sum_{k=1}^{N^y_k} e_k \right) \quad (5.2)
\]

where \(e_k\) is the bed elevation of the sub grid cell \(k\), \(w\) is the width of the grid cell which contains \(N_y\) sub grid cells and \(N^y_k\) is the number of sub grid cells within the grid cell that are wet. When the cell is fully wet, \(N^y_k = N_y\) and (5.2) reduces to (5.1).

In a forward differencing scheme, fluxes into and out of cell \(ij\) would be determined to give \(V_y\). However, this still leaves two unknowns in (5.2), \(H_y\) and \(N^y_k\). Thus, \(N^y_k\) from the previous time step is used to determine \(H_y\). If \(H_y\) exceeds \(e_{k+1}\), then \(N^y_k\) is increased by one.
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and (5.2) is re-evaluated. This continues until $H_{y_j}$ no longer exceeds $e_{k+1}$. A final check is then undertaken to make sure that $H_{y_j}$ also exceeds $e_k$. If not, $N^{y_j}_k$ is reduced by one and (5.2) is re-evaluated. With the water surface elevation as the dependent variable, the difference between these two scenarios is calculated as:

$$\frac{V_y}{w^2} \left( \frac{N^{y_j}_k}{N^{y_j}_k} - 1 \right) + \frac{1}{N^{y_j}_y N^{y_j}_y} \left( N^{y_j}_y \sum_{k=1}^{N^{y_j}_y} e_k - N^{y_j}_y \sum_{k=1}^{N^{y_j}_y} e_k \right)$$

(5.3)

(5.3) is the general result illustrated above for the case of 2 x 2 cells: as the water volume increases, the difference in water surface elevation for the two cases decreases, resulting in no difference once all the sub grid cells are wet, i.e., the number of wet sub grid cells is equal to the total number of grid cells ($N^{y_j}_y = N^{y_j}_y$). Figure 5.3 superimposes (5.1) and (5.2) to illustrate the difference between the two treatments (Figure 5.3).

First, when the water surface elevation is less than the average value of the sub grid-scale elevations, but higher than the minimum sub grid-scale elevation, (5.2) allows inundation, whereas (5.1) does not. Once the water surface is higher than the average sub grid-scale elevation, (5.1) will allow inundation. Thus, the peak error with (5.1) is when the water surface elevation equals the average sub grid-scale elevation. The error reduces as the water surface continues to rise until the cell is fully wet when the error is zero. The reverse will occur during the falling limb. Thus, the error due to (5.1) is associated with the wetting and drying process in which cells wet up more quickly and dry more slowly than would be the case if (5.1) alone were adopted. Second, the sub grid-scale topography has implications for the rate of rise of the water surface within a grid cell. When the cell is wet under (5.1), but
still partially wet under (5.2) (i.e. when the water surface elevation is greater than the average value of the sub grid-scale elevations but less than the maximum value), then the water surface rise within the cell will be more rapid than predicted under (5.1).

Third, given that both of these effects determine the rate at which water levels rise, and that diffusion models are based upon the evaluation of water level differences between adjacent cells, the representation in (5.2) may affect the way in which water diffuses across the floodplain. With a coarser mesh, when wetting starts, there should already have been flow into (and storage within) the cell. This will have implications for outflow fluxes, with potentially more rapid diffusion of a flood wave than under (5.1). However, if the cell is partially wet, then flux cannot occur across all grid cell faces. Thus, it is also necessary to look at a sub grid-scale treatment for cell fluxes (§ 5.3.2).

Finally, more complex sub grid features may produce non-linear relationships. Examples are provided in Figure 5.4. As higher-resolution DEMs, which are able to describe the shapes of those features, become available, these relationships could be implemented in the model developed here.

Figure 5.4: Complex sub grid features and their volume-water surface elevation relationship.
5.3.2 Cell flux effects

The cell flux effects were represented using a porosity type treatment which has proved to be a powerful means of representing sub grid-scale topographic effects in river flows (e.g. Olsen and Stokseth, 1995; Lane and Hardy, 2002; Lane et al., 2002; Lane et al., 2004) and for representation of wetting and drying processes in depth-averaged hydrodynamic models of floodplain inundation (e.g. Bates, 2000). Consider two adjacent grid cells labelled 1 and 2. The assumption made here is that flux should only occur across the face between two cells when a sub grid-scale cell in cell 1 is wet and the water surface in that sub grid-scale cell is higher than that the adjacent sub grid cell in cell 2. Thus, the first step is to establish a set of rules that determine when flux can occur across the common face of cell 1 and 2, and this has to be done in both directions (i.e. for flux from cell 1 to 2 and from cell 2 to 1). The method retains computational efficiency by establishing porosity values as a DEM pre-processing step, such that the porosity values do not have to be re-evaluated during model solution. A porosity term is set based upon the percentage of cells that will be able to flux from cell 1 to 2, which varies as a function of water surface elevation. If the number of sub grid-scale cells along a common face is \( I \), there will always be \( I-1 \) values of porosity between zero (no flux across that face) and one (flux across all of the face), and the values of porosity will be multiples of \( \frac{1}{I} \).

For the case of flux from cell 1 to 2, the porosity values are set by evaluating two conditions:
(i) the water surface elevation values that must be reached in cell 1 for there to be water in a given sub grid cell in cell 1; and (ii) the elevation of the adjacent grid cell in cell 2, which must be exceeded by the water surface elevation value in cell 1 for there to be a sub grid-scale flux. The porosity values are used to scale the flux explicitly.

One additional correction is introduced. As the flux is a non-linear function of water depth (from the discretized form of the simplified shallow water equations), then we need to make sure that the correct water depth is used in the evaluation of flux. This is done by determining an effective depth for the flux, based upon:

\[
d_e = \sqrt[3/5]{\frac{\sum_{i=1}^{n} d_i^{5/3}}{n}}
\]

(5.4)

where \( n \) is the number of sub grid cells that are wet along the outflow side of the modelling cell and \( d_i \) is the effective depth of the individual sub grid wetted cells along the outflow wall of the modelling cell. If flux occurs across one sub grid cell face, then the flux evaluated using (5.4) with the porosity scaling gives the same flux as if a mesh set at the sub grid-scale
resolution was being adopted. This is not the case when more than one sub-grid-scale flux occurs because of the non-linear form of the depth-flux relationship in the Manning equation. In this case, there will be a difference between the effective depth calculated from (5.4) and that by averaging. However, provided the topographic variability within fluxing sub grid-scale cells is small, then the difference is small. The weighting used in (5.4) gives more weight to higher sub-grid effective depths. This is based on the understanding that in the Manning equation (4.4), effective depth has a weighting ratio of a 5/3 power in the calculation of discharge. For example, if we considered a sub-grid cell with 6 sub-grid cells of sub-grid effective depths of \(0.1, 0.12, 0.15, 0.1, 0.2, 0.4\), if all sub-grid effective depths are used in the calculation, cell effective depth calculated from (5.4) will be 0.149, compared with that calculated from simple averaging of 0.145. Table 5.1 shows a simple analysis on the effect of the power function used in (5.4). It shows that in all cases, except when only one sub-grid cell is used, the effective depth calculated from (5.4) is higher than that calculated from a simple averaging. Thus, (5.4) gives more weight to higher sub-grid effective depths. The difference increases as the topographical variability within the sub-grid cells increase. For example, if the effective depth of the sub-grid cell with an effective depth of 0.4 in Table 5.1 becomes 0.12, with all 6 sub-grid effective depths used in (5.4), the difference between the power weighting approach and simple averaging approach will be 0.023 as the standard derivation of the sub-grid effective depth decreases from 0.115 to 0.038.

Table 5.1: Illustration of the sub-grid effective calculation.

<table>
<thead>
<tr>
<th>Number of sub-grid cells and sub-grid effective depth</th>
<th>Weighting approach</th>
<th>Simple averaging</th>
<th>Percentage of difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>({0.1}) - 1</td>
<td>0.100</td>
<td>0.100</td>
<td>0.000</td>
</tr>
<tr>
<td>({0.1, 0.12}) - 2</td>
<td>0.110</td>
<td>0.110</td>
<td>0.003</td>
</tr>
<tr>
<td>({0.1, 0.12, 0.15}) - 3</td>
<td>0.124</td>
<td>0.123</td>
<td>0.009</td>
</tr>
<tr>
<td>({0.1, 0.12, 0.15, 0.1}) - 4</td>
<td>0.119</td>
<td>0.118</td>
<td>0.010</td>
</tr>
<tr>
<td>({0.1, 0.12, 0.15, 0.1, 0.2}) - 5</td>
<td>0.137</td>
<td>0.134</td>
<td>0.026</td>
</tr>
<tr>
<td>({0.1, 0.12, 0.15, 0.1, 0.2, 0.4}) - 6</td>
<td>0.197</td>
<td>0.178</td>
<td>0.105</td>
</tr>
</tbody>
</table>

In the context of flood inundation modelling, one factor that may affect the rate of flux routing on the floodplain is the amount of inflow from the river through bank cells to the floodplain. In order to allow the same amount of water to the floodplain for the sub grid-scale treatment as the normal treatment, the evaluation of the water depth of the bank cells does not use the sub grid-scale treatment. This is to ensure that the water depths at the bank cells are evaluated in the same way as in the normal treatment for comparison purposes.

In summary, this sub grid cell treatment should represent a simple method for improving the representation of structurally complex topography within two-dimensional diffusion wave modelling. In particular, it should reduce the dependence upon mesh resolution noted in
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Chapter 4, especially in dynamic rather than steady state solutions. It differs from the wetting and drying parameter developed by Bradbrook et al. (2004) and used in Chapter 4 in that their wetting and drying parameter represents an empirical means for dealing with mesh resolution effects. The approach used here is explicitly grounded in rules that are locally evaluated in relation to information on the sub grid-scale topography in a particular grid cell. The next sections evaluate the effects of this development upon sensitivity to mesh resolution within a flood inundation model in two different locations.

5.3.3 Model validation using the sub grid-scale treatment

Model validation using the sub grid-scale treatment is different to that used in the normal treatment. For the normal treatment, the wetness of a grid cell is simply based upon water depth in the cell. In the sub grid-scale treatment, the wetting status of a grid cell is based upon the number of grid cells in the sub grid topography that are wet. If all the sub grid cells are wet, the cell is treated as wet. If none of the sub grid cells are wet, it is treated as a dry cell. Otherwise, it is a wetting front cell. The validation data are also subject to re-sampling onto the model resolution. In this study, the validation data have a resolution of 2 m. Thus, this needs to be coarsened onto the model resolution and the wetting status of the validation data re-evaluated using the same approach as described in Section 3.6.2. Again, it should be recognized that this will introduce some bias into the evaluation of the coarser mesh simulation in which the percentage of wetting front cells in the reference data is higher than the finer mesh. The magnitude of bias will depend on the percentage of wetting front cells in the reference data.

5.4 Model testing 1: extensive analysis in Site 1 – Naburn Weir

The sub grid-scale wetting treatment approach described above was assessed using the same flood event (§3.8) as used in Chapter 4 at Site 1 (§3.4) on the River Ouse. The model was set up in the same way as in the previous chapter and the loosely coupled version of the model (§3.7) was used. Topographic data are the same as those used in Chapter 4 and these were presented in Section 3.7. The model was run using three different spatial resolutions: 8 m, 16 m; and 32 m; and this study restricted consideration of sub grid treatments to a coarsening ratio of 2:1 (i.e. the sub grid-scale treatment was used to represent the effects of coarsening: a 4 m mesh to 8 m; an 8 m mesh to 16 m; and a 16 m mesh to 32 m). 2 m DEM is not used as sub-grid mesh due to computational constrains. At this point, $n$ was set at 0.06 throughout. Chapter 4 showed that careful attention has to be given to how the main river is represented as a mesh is progressively coarsened. The same also applies to the sub grid case. It is
particularly important when one or more coarse model cells contain no river features but where there are river cells in the sub grid topographic data. This can arise as a result of interpolation of the original topographic data from a fine resolution grid to a coarser one. If this is not resolved, due to the low elevation of the sub grid river cell(s), too much water will flow into certain sub grid cell(s) and other sub grid cell(s) in the model cell may never get inundated. In such cases, the sub grid cell elevation is set as equal to the nearest floodplain cells.

As with the Chapter 4, the focus of model testing at this site combines both validation and verification. For validation purposes, the at-a-point in time data at c. 300 hours in the November 2000 flood (§3.6) were used. As with Chapter 4, methods adopted from remote sensing (Congalton and Green, 1999) were used to assess model predictions. This sets up model output as a contingency table and calculates the overall accuracy, \( F \) (following Bates and Horritt, 2002), Kappa and conditional Kappa from these data. As shown in Chapter 4, reliance upon data from single time periods can give a misleading assessment of model performance, especially where, as in this case, the primary interest is in reproducing the correct diffusion of inundation through time. Thus, verification was undertaken, and the original 8 m, 16 m and 32 m simulations were compared with the 8m, 16 m and 32 m sub grid model simulations as well as the default 4 m simulation. The determination of the wetting status of a model cell during model validation is different from that of the original model as there is no wetting parameter in the sub grid treatment approach. Instead, the sub grid-scale wetting treatment determines the wetting status of a model cell based solely on the number of sub grid cells that are wet. If there are no wet sub grid cells in the model cell, this cell is considered to be predicted as dry. If all of the sub grid cells are wet, this cell is considered to be wet. Otherwise, the cell is considered to be a wetting front cell. The validation data used in all cases was of a 2 m resolution (§3.6.2). For the comparison of the validation data with the model output on a cell-by-cell basis as required by the quantitative assessment approach (§3.6.3) used in this study, the validation data were projected to the same resolution as the mesh used in the model. This was described in Section 3.6.2.

The original and sub grid models with different values of \( n \) were also considered for comparing the effectiveness of using \( n \) to represent sub grid-scale topographic effects, with the explicit sub grid treatment. As the focus is the sub grid treatment, this is expected to reduce model dependence upon high values of \( n \). Thus, in the first instance, lower values of Manning’s \( n \) (0.04, 0.06, 0.08 and 0.1) were used; but also simulations with much higher values of \( n \) (1.0 and 10.0) were undertaken; following the findings of Chapter 4.
5.4.1 Results 1: Inundation patterns through time

Figures 5.5, 5.6 and 5.7 show the first 40 hours of model simulation, with and without the sub grid-scale treatment. It is clear that, in all cases, there is a significant reduction in the rate of inundation diffusion with the sub grid-scale treatment. Figure 5.5a shows inundation of the confined floodplain by 30.5 hours with the original treatment. With the sub grid treatment, this increases to 40 hours (Figure 5.5b), and it is clear that the sub grid treatment has a major impact upon the timing of inundation. The conclusions made regarding the effects of the 8 m sub grid-scale treatment (Figure 5.5) are mirrored in the 16 m and 32 m treatments. Flow diffuses much more rapidly in the 16 m (original) case than in the 16 m (sub grid-scale) case (Figure 5.6), with almost complete inundation at 32 hours (original case) compared with 36 hours (sub grid-scale). The 32 m (original) case results in extensive inundation within the first 10 hours of simulation whereas the 32 m (sub grid-scale) case does not have inundation until c. 31 hours. It seems that, for the first part of the hydrograph, the sub grid-scale treatments slow the inundation process. Figure 5.8 shows the effects of the sub grid-scale treatment upon inundated area with $n = 0.06$. 
Figure 5.5: Comparison of the time series inundation extents in the first 40 hours for: (a) the original diffusion model; and (b) the sub grid treatment model; using an 8 m resolution DEM.
Figure 5.6: Comparison of the time series inundation extents in the first 40 hours for: (a) the original diffusion model; and (b) the sub grid treatment model; using a 16 m resolution DEM.
Figure 5.7: Comparison of the time series inundation extents in the first 40 hours for: (a) the original diffusion model; and (b) the sub grid treatment model; using a 32 m resolution DEM.
This shows that not only do the sub grid-scale treatments reduce the speed of inundation (Figures 5.5-5.7) but also the maximum inundation area for all mesh resolutions at all time periods. The original hydrograph had multiple water level peaks. With the 32 m resolution mesh, the inundated area responded rapidly to fluctuations in water level, with multiple flood peaks evident in the inundated area. In the absence of a sub grid-scale treatment, these fluctuations are present in both the 16 m and the 8 m inundated area records. With the sub grid treatments, the inundated area is much less responsive, with response only evident between the third and the fourth water level peak in all sub grid treatments. The sub grid treatments also reduce the total inundation area at all time periods. The differences are quite substantial, especially for the coarsest mesh resolution.

The obvious question that emerges from the above simulations is whether or not the reduced speed of flood wave inundation and the reduced flood inundation extent that are obtained with the sub grid-scale treatment are improvements over the original diffusion wave formulation. This is addressed with respect to the remotely-sensed validation data and the original 4 m simulation in the next two sections.

![Figure 5.8: Predictions of inundated area against time for the first 300 hours of model simulation for three mesh resolutions with both default treatments and sub grid-scale treatments.](image)

### 5.4.2 Results 2: Model validation and verification

Table 5.2 shows the results of the accuracy assessment with the four simplified mesh resolutions and with the three sub grid-scale treatments applied to the three coarser mesh resolutions. Table 5.2 shows the results from Chapter 4: that as the mesh is coarsened from 8 m to 32 m, all of the accuracy statistics suggest progressively poorer model performance. It
should be remembered that there is an anomaly in that the 4 m resolution only gives the best results for overall accuracy, and performs significantly less well in term of the Conditional Kappa statistic. In all cases, Table 5.2 shows that the sub grid-scale treatment improves the level of agreement over the original case. For the 8 m mesh resolution, the improvements in overall accuracy, Kappa and F are small. However, the conditional Kappa improves substantially. The sub grid-scale treatment has a progressively greater effect at coarser mesh resolutions with large improvements in F and conditional Kappa at 16 m and in all accuracy statistics at 32 m. Given the discussion in Chapter 4 of the problems of these types of accuracy measures, reliance on absolute values from at-a-point in time data must be treated with caution. What matters here is that, in every case, the sub grid-scale treatment improves the level of agreement as compared with the original diffusion model.

Table 5.2: Accuracy assessment based upon model predictions with different mesh resolutions and with and without the sub grid treatment. The validation data are based upon remotely-sensed imagery obtained at 300 hours into the flood event (Site 1).

<table>
<thead>
<tr>
<th>Resolution</th>
<th>4 m</th>
<th>8 m</th>
<th>16 m</th>
<th>32 m</th>
<th>8 m sub grid-scale treatment</th>
<th>16 m sub grid-scale treatment</th>
<th>32 m sub grid-scale treatment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall accuracy</td>
<td>90.7</td>
<td>87.5</td>
<td>83.7</td>
<td>71.4</td>
<td>88.8</td>
<td>83.8</td>
<td>80.6</td>
</tr>
<tr>
<td>Kappa</td>
<td>82.0</td>
<td>75.8</td>
<td>70.1</td>
<td>51.0</td>
<td>78.3</td>
<td>70.2</td>
<td>66.0</td>
</tr>
<tr>
<td>F</td>
<td>81.3</td>
<td>78.9</td>
<td>75.5</td>
<td>60.9</td>
<td>81.0</td>
<td>78.0</td>
<td>76.0</td>
</tr>
<tr>
<td>Conditional Kappa for wet areas</td>
<td>89.5</td>
<td>80.3</td>
<td>64.8</td>
<td>40.3</td>
<td>92.6</td>
<td>82.7</td>
<td>71.0</td>
</tr>
</tbody>
</table>

In order to extend assessment of model performance to a larger number of time steps, accuracy statistics (overall accuracy, Kappa and conditional Kappa) were determined for the first 50 hours by comparing a range of mesh resolutions, with and without sub grid-scale treatments, to the 4 m case (Figure 5.9). In all cases, \( n \) was held constant at 0.04. The overall accuracy statistic reduces through time (Figure 5.9a), reflecting the fact that this statistic is strongly dependent upon the initial number of dry cells used in the comparison and that, at the start of a flood event, both the 4 m and the coarsened mesh and sub grid-scale treatments will both have a larger number of dry cells. However, Figure 5.9a shows that use of the sub grid-scale treatment improves agreement with the 4 m case, as judged by overall accuracy.
Figure 5.9: Accuracy statistics (overall accuracy, Kappa and conditional Kappa for wet cells only) determined for model simulations at 32 m, 16 m and 8m, with and without a sub grid treatment. These are determined as a function of time, taking the 4 m solution without a sub grid treatment as 'true' for verification purposes.
For Kappa, Figure 5.9b confirms that the 32 m and 16 m simulations are more degraded as compared with the 4 m predictions than the 8 m degradation as compared with the 4 m predictions. The sub grid-scale treatments are then most effective in the 8 m case and least effective in the 32 m case. Figure 5.9c shows the conditional kappa for wet cells and demonstrates that the sub grid-scale treatment results in a substantial improvement in model accuracy in the 8 m case as compared with the 4 m simulation. It appears that, in all cases, using the sub grid-scale treatment with the 8 m resolution mesh results in a significant improvement in model accuracy, however judged, but that this improvement is reduced at coarser mesh resolutions. Although Table 5.2 shows that the best improvement is with the 32 m simulation. However, this is evaluated at the time when the validation data are available. The improvement of the 32 m simulation is largely not due to the effect of sub-grid, rather, it is because of the poor performance of the original wetting treatment. Floodplain configuration contributes to much of the improvement. The first 50 hours simulation gives a ‘true’ picture of the relative effects of sub-grid treatment on different mesh resolutions. This is not surprising as only the sub grid-scale topographic data from the 2 x 2 cells at the next finer resolution (e.g. the 32 m simulations make use of a 16 m DEM) is used. It should be noted that, for the conditional Kappa results (Figure 5.9c), accuracy of the 32 m sub grid treatment with respect to the 4 m simulation approaches that of the 16 m no sub grid treatment towards the latter half of the simulation and the 16 m sub grid treatment approaches that of the 8 m no sub grid treatment. Higher order sub-grid scale treatment will be a further model development.

5.4.3 Results 3: Comparison of calibration using Manning’s $n$ with sub grid-scale treatment

The above two sections showed a significant improvement in model predictions, through adopting the sub grid-scale treatment, in terms of reproducing time-dependent changes in flood inundation, particularly for Site 1. This section compares a more traditional approach to representing sub grid-scale topographic variability based upon calibration using Manning’s $n$ with the sub grid-scale treatment. This is undertaken in terms of both: (i) the inundated area versus time plots; and (ii) accuracy statistics, as compared with the 4 m data reported in the above section. The results in terms of the area-time plot using an $n=0.4$ are presented in Figure 5.10. As shown in Chapter 4, Figure 5.10a shows that, for the 8 m case, there is relatively low sensitivity to Manning’s $n$ until $n>>0.1$. However, the 8 m sub grid-scale treatment almost exactly recovers the inundation area versus time plot with $n=0.04$. The default treatment with $n=1.0$, is closest to the 4 m curve at first, but deviates significantly after c. 140000 s. The area-time plot is not recovered as well with the 16 m (Figure 5.10b) and 32 m (Figure 5.10c) sub grid-scale treatments, although they are still a significant
improvement on all values of $n$ without a sub grid-scale treatment. In particular, whilst the area may be correctly estimated with calibration through $n$ alone at certain times during the simulation (e.g. with $n = 10.0$ and a 32 m mesh resolution at c. 120000 s), even with high values of $n (>1.0)$, the inundated extent exceeds the 4 m inundated extent by the end of the time period. Clearly, $n$ cannot compensate for lack of topographical data. There remains much emphasis in practical flood risk modelling upon determining the correct values of $n$ to describe flows routed on floodplains. If the floodplain is considered as the higher stage component of a two-stage channel, then this makes some sense. If floodplain routing is more complex than this, there are logical limits to parameterisation using $n$.

Figure 5.10: Plots of inundation area versus time for the first 50 hours of simulation, with different mesh resolutions and values of $n$. 
These findings are mirrored when the analysis is extended to include accuracy assessment statistics (Figure 5.11), showing that the combination of sub grid-scale treatment with \( n \) calibration gives the most effective reproduction of the 4 m inundation-time patterns. Here, higher values of \( n \) are used (from 0.4 upwards). For the 32 m mesh, the sub grid-scale treatments all result in better overall accuracy (Figure 5.11a), Kappa (Figure 5.11d) and conditional Kappa (Figure 5.11g) results than all calibrations with \( n \) and no sub grid-scale treatments, except for \( n = 10 \). With the latter, the overall accuracy is better, but both Kappa and conditional Kappa are degraded by the end of the simulation. However, it is also notable that the best results (e.g. Figure 5.11g) are obtained with the combination of \( n \) calibration and a sub grid-scale treatment, even though the final results (e.g. the conditional Kappa values) are not that good. Of particular importance is the greater sensitivity to \( n \) perturbation when using the sub grid-scale treatment (all three accuracy measures are more responsive to \( n \) at this scale) which is important for effective model calibration. The results are somewhat more complex for both 16 m and 8 m. At 16 m, the original treatment with \( n = 10 \) performs better than all of the sub grid treatments in terms of overall accuracy (Figure 5.11b, except the combination of \( n = 10 \) and a sub grid treatment) and Kappa (Figure 5.11e), but not conditional Kappa (Figure 5.11h). Bearing in mind that the conditional Kappa will be a more reliable accuracy statistic as it is less sensitive to the number of dry cells originally used in the comparison, the conditional Kappa (Figure 5.11h) has the best results with \( n = 10 \) and a sub grid treatment. All of the original treatments for simulations with \( n < 10 \) have very poor accuracies. The sub grid treatments for \( n < 10 \) produce results that are similar to the original treatment, \( n = 10 \) case. Again, there is greater sensitivity of conditional Kappa to \( n \) with the sub grid treatment. At 8 m, the overall accuracies (Figure 5.11c) are generally best with the sub grid treatment, except for simulation \( n = 10 \). Indeed, both the original and sub grid treatment with \( n = 10 \) produce poor results, especially compared with the 32 m (Figure 5.11a) and 16 m (Figure 5.11b) cases. Finally, as the mesh being considered approaches the resolution of the reference mesh, the sub grid treatment results in a notable improvement in accuracy statistics. At coarser mesh resolutions, the improvement is less noticeable. This may reflect the fact that in this form of the sub grid treatment, only the topographic data in the mesh immediately finer is being used to in the sub grid treatment.

Ongoing research is seeking to use finer resolution data than that contained in the finer mesh. This is not straightforward as assumptions have to be made about flow behaviour within the cells that do not have to be made with a single resolution reduction.
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Figure 5.11: Overall accuracy (a, b, c), Kappa (d, e, f) and conditional Kappa (for wet cells only) (g, h, i) for the 8 m (a, d, g), 16 m (b, e, h) and 32 m (c, f, i) original (heavy weighted lines) and sub grid (light weighted lines) treatments, with varying values of n. To aid plotting, the different n simulations are not highlighted. In almost all cases, higher values of n are given by the upper lines and lower values of n by the lower lines. Where this is not the case, it is highlighted on the relevant plot. (continued on next page)
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Figure 5.11: Overall accuracy (a, b, c), Kappa (d, e, f) and conditional Kappa (for wet cells only) (g, h, i) for the 8 m (a, d, g), 16 m (b, e, h) and 32 m (c, f, i) original (heavy weighted lines) and sub grid (light weighted lines) treatments, with varying values of n. To aid plotting, the different n simulations are not highlighted. In almost all cases, higher values of n are given by the upper lines and lower values of n by the lower lines. Where this is not the case, it is highlighted on the relevant plot. (continued from last page)
5.4.4 Discussion of Site 1 application

A number of key points emerge from the above results. First, and most importantly, the results show that the sub grid treatment is effective in reducing simulation dependence upon mesh resolution. The sub grid treatment reduced the speed of inundation in the early part of the flood wave (Figures 5.5-5.7) and also the maximum inundated area for all mesh resolutions at all time periods (Figure 5.8) with a markedly reduced sensitivity of inundated area to water level fluctuations in the main channel. The 8 m sub grid treatment was effective in recovering the 4 m inundation-time plot (Figure 5.10a). For the coarser mesh resolutions, the improvements were in the right direction but not as effective (Figures 5.10b and 5.10c). This was reflected in the at-a-point validation data, and notably the $F$ and conditional Kappa statistics, which are taken to be the most reliable validation statistics. When extended to comparison with the 4 m resolution simulation, which allowed consideration of many more time periods, the sub grid treatments resulted in reduced sensitivity to mesh coarsening.

Second, the model used only the immediately finer DEM in parameterizing the sub grid treatment (i.e. the 2 x 2 DEM cells in the finer DEM). This was reflected in the comparisons with the 4 m simulations, where degradation to 8 m, with a sub grid treatment, produced the best accuracy statistics through time. It was also reflected in the inundation-time plots, where the 16 m and 32 m sub grid treatments were progressively less effective in reducing inundated area through time back to the 4 m plots. Using a 16 m DEM (i.e. with 8 m sub grid data) and a 32 m DEM (i.e. with 16 m sub grid data) progressively degraded the accuracy statistics derived with respect to the 4 m data. This is not surprising and confirms that model performance will be conditioned by the quality of the sub grid data used to parameterize the sub grid treatment. Further research should explore whether using sub grid topographic data with 4 x 4 cells (in this case with 32 m and 16 m meshes) and 8 x 8 (in this case with a 32 m mesh) cells results in accuracy assessments that approach the 8 m sub grid treatment.

Third, and as expected, the effective value of $n$ required to reproduce the 4 m data reduces as mesh resolution is fined. This is reflected in the inundation area versus time plots (Figure 5.10), where higher values of $n$ were required with coarser meshes in order to reduce the inundated area to closer to that at 50 hours than with finer meshes. It should be emphasised that this questions the extent to which field estimated values of $n$ can be used to parameterize a model such as this. It reinforces the point that $n$ is an effective parameter, not only in relation to the sub grid-scale topographic variability but also in relation to decisions being made about how to discretize a model. Any guidance that is provided to assist with roughness specification for floodplain flow should be oriented towards the interaction between...
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roughness and mesh resolution in the calibration process as well as towards how it should relate to the surface of the floodplain under consideration.

However, these simulations (Figure 5.10) also showed that $n$ alone was not effective in reproducing the 4 m inundation-time plot and, although there were some time periods when using very high values of $n$ gave a reasonable estimation of the predicted 4 m inundation for a short period of time, the shape of the area-time plots with high values of $n$ with coarser mesh resolutions was often very different to that found with finer mesh resolutions. Introduction of the sub grid treatments was more effective than $n$ perturbation in recovering the 4 m inundated area-time plot, especially for the 8 m sub grid treatment, and this was reflected in the accuracy assessments (Figure 5.11). However, use of the sub grid treatment in turn changed the interaction between model predictions and $n$. In general terms, the model became more sensitive to $n$. This is not surprising as implicit in the sub grid treatment developed here is incorporation of the effects of sub grid-scale depth variability, which given the form of the Manning equation will result in greater sensitivity to $n$. The value of $n$ required to reproduce the 4 m results is generally reduced for a given mesh when the sub grid treatment is used as compared to the original treatment. Figure 5.10 showed that the sub grid treatment with the 8 m mesh resolution reproduced the inundated area-time plot with a very low value of $n$ ($=0.04$) and none of the values of $n$ without a sub grid treatment were able to reproduce the inundated area except with very high values of $n$ and then for only limited periods of the first 50 hours of simulation (Figure 5.10). When compared through to the validation point, the combination of $n$ calibration with the sub grid treatment resulted in the best accuracy statistics, aided by a generally increased sensitivity to $n$. This suggests that combining the sub grid treatment with optimisation of $n$ may produce optimal model predictions on a coarse mesh but, and more importantly, coarser mesh predictions with the sub grid treatment are more reliable at reproducing the 4 m patterns than those without. This is regardless of whether or not any optimisation using $n$ is undertaken. It should be emphasised that changing mesh resolution also changes topographic data content. Thus, it may be the case that the sub-grid scale model is effective because it retains high resolution topographic information within coarser meshes. As it is emphasised in Section 4.5.3, this validation approach assumes the 4 m data to be ‘true data’ when it is not. However, model predictions are mesh independent. Therefore, which mesh is used as reference should not matter: all meshes should give the same conclusions (§4.5.3).

The obvious question is whether or not all this matters in terms of applying diffusion wave models to floodplains that are complex, such as those found in urban areas. Figure 5.12 shows
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the peak inundated area estimated with the original (8 m, 16 m and 32 m) and the sub grid (8 m, 16 m and 32 m) treatments.

Figure 5.12: The peak inundated area estimated with the original and the sub grid treatments and $n = 0.06$. (a) shows the 8 m default simulation; (b) shows the 16 m default simulation; (c) shows the 32 m default simulation; (d) shows the 8 m sub grid simulation; (e) shows the 16 m sub grid simulation; and (f) shows the 32 m sub grid simulation.
It is clear that the original treatments have different peak inundation areas to the sub grid treatments, by an amount that increases with the level of mesh coarsening. As Chapter 4 and Figure 5.10 both show, the inundation-time relationship varies strongly with mesh resolution, and very high values of \( n \) are required in order to achieve a reasonable level of fit. Thus, the prime effect of changing mesh resolution is to change the timing of flood inundation. The sub grid treatments result in better model validation (Table 5.2) and reduce mesh dependence as compared with the 4 m case (Figure 5.11). When taken in combination, this suggests that if the timing of inundation is not right, then it may be difficult to get the inundated area right, whether at the peak flow, or some other point on the hydrograph. This is an important point for any situation where the floodplain is not laterally-confined in relation to the water level associated with the peak inundation extent. In the floodplain system reported here, the floodplain is not laterally confined for the flood event being simulated which had in excess of a 1:100 year return period on the basis of current records. The associated water levels appear to be sufficient to extend beyond the area of lateral confinement, the latter being restricted to flows with return periods of greater than 1:100 years (see Figure 4.12 in Chapter 4). Thus, for more extreme flow events in situations with weak lateral floodplain confinement, sub grid treatments may be required in coarser meshes. Further, important questions emerge over the predictions made for complex floodplains using low quality or low resolution topographic data, where optimization using Manning’s \( n \) is relied upon.

### 5.5 Model testing 2: simplified analysis at Site 2 – A64 Trunk Road

The repeatability of the sub grid-scale wetting treatment is now tested for Site 2 on the River Ouse, with a simplified analysis focusing upon model validation using at-a-point in time validation data. The model was set up the same way as in Section 5.4. Input data are the same as these used in the Site 2 application described in Section 4.6. Validation data and approach are also set up in the same way as in Section 4.6. The roughness value of the floodplain was fixed at 0.06 and roughness parameterization was not undertaken. The model was run using the normal wetting treatment as developed by Bradbrook et al. (2004) (as described and used in Chapter 4) and the sub grid-scale wetting treatment described in Section 5.2, with different mesh resolutions of 8 m, 16 m and 32 m, with their immediate finer meshes (a coarsening ratio of 2:1) as the sub grid meshes.
5.5.1 Result 1: Inundation patterns through time

Figures 5.13 to 5.15 show the time series of inundation pattern for the results obtained with the sub grid-scale wetting treatment based upon sub grid topography (§5.3), as compared with the results obtained with the normal wetting treatment controlled by the wetting parameter (§4.3). These give the initial wetting process of the flood event during approximately the first 100 hours. Visual comparisons suggest that the observations obtained from Site 1 were found in this application. It shows that, with the sub grid-scale wetting treatment, the speed of flood inundation was significantly reduced in all three simulations, particularly with the 32 m mesh.
Figure 5.13: Comparison of the time series inundation extents in the first 100 hours for: (a) the original diffusion model; and (b) the sub grid treatment model; using an 8 m resolution DEM.
Figure 5.14: Comparison of the time series inundation extents in the first 100 hours for: (a) the original diffusion model; and (b) the sub grid treatment model; using a 16 m resolution DEM.
Figure 5.15: Comparison of the time series inundation extents in the first 100 hours for: (a) the original diffusion model; and (b) the sub grid treatment model; using a 32 m resolution DEM.
5.5.2 Result 2: Model validation

The inundation extents obtained using different mesh resolutions at the validation point are shown in Figure 5.17. This is compared with the results obtained from the normal treatment (reproduced from Figure 4.22) and with the aerial imagery shown in Figure 5.16. The validation aerial imagery is obtained from the same source as the one used in the Site 1 application and processed using the same procedures described in Section 3.6.1.

Figure 5.16: Aerial imagery used to validate the model performance of the Site 2 application (reproduced from Figure 4.22a).

Visual comparison of the inundation extents shown in Figure 5.17 suggests that, in terms of the inundation extent, there is not much difference between the normal and the sub grid-scale wetting treatment for the same mesh simulation at the validation point. Quantitative evaluation of the model performance was undertaken for the sub grid-scale treatment and the results are shown in Table 5.3, compared with the accuracy statistics obtained using the normal wetting treatment approach. This is obtained using the accuracy assessment approach presented in Section 3.6.
Figure 5.17: Predicted inundation extents obtained with the sub grid-scale treatment using different model resolutions at the time when the validation data was acquired (around 300 hrs into the flood event): (a) validation data; (b) 8 m; (c) 16 m; and (d) 32 m.
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Table 5.3: Accuracy assessment based upon model predictions with different mesh resolutions and with and without the sub grid treatment. The validation data are based upon remotely-sensed imagery obtained at 300 hours into the flood event (Site 2).

<table>
<thead>
<tr>
<th></th>
<th>8 m</th>
<th>16 m</th>
<th>32 m</th>
<th>8 m sub grid-scale treatment</th>
<th>16 m sub grid-scale treatment</th>
<th>32 m sub grid-scale treatment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall accuracy</td>
<td>0.93</td>
<td>0.91</td>
<td>0.89</td>
<td>0.92</td>
<td>0.92</td>
<td>0.88</td>
</tr>
<tr>
<td>Kappa</td>
<td>0.85</td>
<td>0.83</td>
<td>0.80</td>
<td>0.88</td>
<td>0.83</td>
<td>0.79</td>
</tr>
<tr>
<td>$F$</td>
<td>0.85</td>
<td>0.82</td>
<td>0.78</td>
<td>0.86</td>
<td>0.85</td>
<td>0.81</td>
</tr>
<tr>
<td>Conditional Kappa for wet areas</td>
<td>0.91</td>
<td>0.85</td>
<td>0.74</td>
<td>0.90</td>
<td>0.88</td>
<td>0.78</td>
</tr>
</tbody>
</table>

Accuracy statistics confirms the visual comparison in Figure 5.16. The improvement of the sub grid-scale wetting treatment is not as obvious as shown in the Site 1 application. The $F$ statistics and overall accuracy show some improvement for all the sub grid treatments. However, a sub grid-scale mesh simulation does not perform better than its immediate finer mesh simulation in terms of the overall accuracy and the $F$ statistics, though the difference is only 2%. In terms of the other accuracy statistics, the sub grid-scale treatment also underperforms its immediate finer mesh simulations. This should be interpreted with caution and probably is due to the bias that is inherent in the way the model evaluates the wetting status of a grid cell (§3.6.2 and §5.3.3).

5.5.3 Computational performance of the sub grid wetting treatment

One major concern of flood inundation modelling with high-resolution DEMs is computational constraints. Memory usage is normally a function of the number of grid cells used to represent the topography. Thus, a simulation with a finer mesh takes longer than that with a coarser mesh. For the sub grid-scale wetting treatment, the number of cells that need to be evaluated at each time step is the same as that of the normal wetting treatment with the same cell size. The only difference is that the sub grid-scale wetting treatment approach needs to iterate through the sub grid cells in a model cell. It is necessary to look at the computational performance of the sub grid treatment by comparing it with the normal wetting treatment using the same mesh as well as using an immediate finer or coarser mesh. For this purpose, the simulations carried out in Section 5.5.1 were used for comparison. These include simulations with different mesh resolutions (8 m, 16 m and 32 m), with a normal wetting treatment and a sub grid-scale wetting treatment respectively. All the simulations were carried out on computers with the same specification (Pentium IV running at 3.0GHz). The average time (millisecond) used to simulate one second of the flood event for each simulation is plotted in Figure 5.18. This shows the performance statistics throughout the first 300 hours.
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The total time used to simulate the 300-hour flood event used in the model for each simulation is shown in Table 5.4. Figure 5.18 suggests that, with the normal wetting treatment, the computational performance of the 8 m simulation is significantly slower than that of the 32 m simulation. The time that is needed to simulate one second of the flood event increases dramatically from below 2.5 milliseconds in the 32 simulation to around 60 milliseconds for the 8 m simulation during the peak computational period. This is due to the large numbers of grid cells involved in the 8 m simulations. The performance of the 16 m simulation lies in between the 8 m and 32 m simulations. In terms of the sub grid-scale treatment, the graph shows that the computational performance of the sub grid-scale treatment is more computationally efficient than its immediate finer mesh simulation (on a 2:1 coarsening ratio), particular for the finer mesh simulation. The computational performance curve for most simulations shows a smooth pattern, except for the 8 m sub grid-scale treatment which has abrupt changes in computational performance during certain periods of the simulation.

Table 5.4: The total computational time used to simulate the flood event for simulations with different mesh resolution and wetting treatment.

<table>
<thead>
<tr>
<th></th>
<th>8 m</th>
<th>16 m</th>
<th>32 m</th>
<th>8 m sub</th>
<th>16 m sub</th>
<th>32 m sub</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length of simulation (hours)</td>
<td>14.7</td>
<td>2.67</td>
<td>0.46</td>
<td>21.21</td>
<td>4.34</td>
<td>0.48</td>
</tr>
</tbody>
</table>

Given the run time in Table 5.3, the kind of uncertainty analysis reported by Aronica et al. (2002) ought to be possible. However, as the focus of thesis was coding the diffusion wave model, the sub-grid scale model and the coupled model from scratch (see Chapter 6), time did not permit this to be undertaken.
5.5.4 Discussion of the Site 2 application

In terms of flood inundation, results obtained from Site 2 using the sub grid-scale wetting treatment approach show a similar flood inundation response to those obtained from the Site 1 application (§5.4.1). With the sub grid-scale treatment, the rate of flood inundation is reduced for all mesh simulations. It appears that the effect of sub grid-scale wetting treatment is more effective for a coarser mesh simulation.

Model validation suggests that the sub grid-scale wetting treatment also improves the accuracy statistics in the majority of accuracy categories. However, the level of improvement in terms of the accuracy statistics is not as high as that found for Site 1. This is expected as the floodplain is laterally confined and even the normal treatment gives quite high accuracy statistics (§4.6). It suggests that the relative performance of the sub grid-scale approach as compared with the normal treatment is dependent upon the relationship between the floodplain configuration and the size of the flood event being considered (see §4.6.3). With the 2000 flood event, the flow remains laterally confined (Figure 5.16) such that the sub grid-scale treatment did not lead to a major improvement as compared with the default treatment, at least at the validation point. However, the at-a-point in time data may not be effective at distinguishing between different model realisations as noted in Chapter 4 (§4.5.4 and §4.6.3).

The performance of the sub grid-scale wetting treatment shows that, compared with its immediate finer mesh simulation on a 2:1 coarsening ratio (e.g. 32 m sub grid-scale simulation compared with a 16 m normal simulation), the sub grid-scale wetting treatment is more computationally efficient.

One reason for the reduced flow propagation rate on the floodplain might be due to the reduced amount of flux from the river to the floodplain. In other words, if the amount of water routing from the river to the floodplain is less in the sub grid-scale treatment than with the normal treatment, the flow routing rate might be slower and the inundation extent might be smaller than its counterpart. This is not a concern in the sub grid-scale treatment used in this study as the bank cells which receive flux from the river use the sub grid-scale treatment use the normal treatment to calculate the water depth in the cell. In this way, the effective water depth, and thus the flux from a river cell to a bank cell, is roughly the same if the effect of back flow from the floodplain is considered. With the effect of floodplain routing, there might be differences in the water surface elevation of the bank cells. This might cause the amount of flux that can enter from the river to vary between the sub grid-scale and the normal treatment,
and also for simulations with different mesh sizes. This was investigated in this application and the amount of total flux received from the river to the floodplain is found to be minor when the sub grid-scale and the normal treatment are compared.

The computational performance of the 8 m simulations with and without sub grid-scale treatment is significantly worse than the other simulations. The difference between the 32 m normal and sub grid-scale treatment is minor compared with the 8 and 16 m simulations.

**5.6 Conclusion**

This chapter has described and tested a treatment for representation of the effects of topographic variability at the sub mesh scale at two application sites on the River Ouse. This approach is based upon explicit representation of sub grid-scale topographic effects through treatment of both sub grid blockage and flux effects. The method is developed for situations where topographic data are available for 2 x 2 sub grid cells within each coarser mesh cell. Future developments of these methods will involve dealing with situations where the number of sub grid cells is greater. Results from Site 1 application suggest that, when using a coarser mesh, this treatment is much more effective than optimization using Manning's n, in terms of both: (i) validation data derived from aerial imagery at a single point on the falling limb of the hydrograph; and (ii) recovering the inundated area-time plot obtained with a finer resolution mesh. Further testing of this approach in Site 2 confirms the finding from Site 1, although lateral confinement at Site 2 significantly reduced the effects of the sub-grid treatment. As the ease with which topographic data are measured and processed is progressively increased, this type of approach should allow diffusion wave models to be applied over very long river reaches whilst making use of the high-resolution of topographic data that can now be acquired.
Chapter 6

Coupling of a 1D solution of the St. Venant equations to the 2D diffusion wave model

6.1 Introduction

The applications described in Chapter 4 and 5 were carried out using the loosely coupled version of the model (§3.3) where an existing 1D river flow model was used to calculate the stage hydrograph in the river channel as boundary condition along the river for the floodplain model (§3.8.1).

Though the loosely coupled model allows water from the floodplain to leave the domain through comparison of the water surface elevations between the river bank cells and river cells, this approach does not account for the effects of return floodplain on flow in the 1D river flow model. Thus, there is an effective mass balance error as floodplain leaving water is explicitly removed from the solution. Floodplain flow may change the way waters flow back into the river. This is concerned with both the direction and the timing of the floodplain flow back into the river. Furthermore, in a more general sense, the return water does not affect river flow explicitly. To address these issues, this chapter couples a river flow model with a 1D solution of the full form of the St. Venant equations and the 2D floodplain flow model described in Chapter 4 and Chapter 5.

This chapter describes the 1D river flow model in terms of its process representation, discretization, and numerical solution. The approach to the coupling of the 1D river flow model to the 2D floodplain model is then described. The tightly-coupled model was tested on a 10 km long river reach across the city centre of York on the River Ouse. Stage predictions at the upstream of the river were validated against the recorded stage and inundation extents were validated against the aerial imagery at Site 3.
6.2 Chapter aims and objectives

Based on the understanding obtained from the applications carried out in Chapter 4 and Chapter 5, the aim of this chapter is to develop and to test an approach that couples a 1D river flow model to the 2D floodplain model used in the last few chapters. This involves, in the first place, the development of the 1D river flow model. The discretization and solution of the 1D model in a 2D environment for coupling purposes is then addressed. This requires calculation of the exchange of flow at the common boundary of the river-floodplain system. The effect of this exchange of water upon floodplain flow has been investigated in the last few Chapters in the loosely-coupled version of the model. The objectives of this chapter include: (i) to use the tightly-coupled model to investigate the effect that return flow from the floodplain has upon river flow; and (ii) to compare the predicted inundation extent with that obtained using the loosely-coupled model.

6.3 Model description

The tightly-coupled model consists of two sub models: a 1D river flow model; and a 2D floodplain flow model. The 2D floodplain flow model was described and tested in Chapters 3, 4 and 5. This section describes the 1D river flow model in terms of its process representation, discretization and solution (§6.3.1), the approach to coupling the 1D river flow model to the 2D floodplain flow model (§6.3.2) and the model Graphic User Interface (GUI) (§6.3.3).

6.3.1 1D model process representation, discretization and solution

The 1D river flow model presented here is based upon the fixed bed model of Abbott and Basco (1989). The model solves the one-dimensional St. Venant equations for unsteady flow using the Preissmann Scheme. The Preissmann Scheme is also known as an implicit box scheme because of the way it approximates the hydraulic variables. This model involves a number of assumptions. These include that: (i) the flow is one-dimensional so that variation of water depth and velocity within the cross-section can be ignored; (ii) the flow is hydrostatic (i.e. vertical acceleration is negligible and streamline curvature is small); and (iii) boundary friction and turbulence can be represented by channel conveyance rules derived from steady state flow using uniform flow equations such as the Manning equation or Chézy equation. The respective mass and momentum conservation forms of the equations are:

\[
\frac{\partial h}{\partial t} + h \frac{\partial u}{\partial x} + u \frac{\partial h}{\partial x} = 0
\]  

(6.1)
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\[ \frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + g \frac{\partial h}{\partial x} = 0 \]  \hspace{1cm} (6.2)

where \( h \) is water depth, \( u \) is velocity, \( x \) is the increment over space, \( t \) is the increment over time, and \( g \) is acceleration due to gravity. The Preissmann Scheme approximates \( u \) and \( h \) as:

\[ \frac{\partial h}{\partial t} = (1 - \psi) \frac{h_{j+1}^{n+1} - h_j^n}{\Delta t} + \psi \frac{h_{j+1}^{n+1} - h_{j+1}^n}{\Delta t} \]  \hspace{1cm} (6.3a)

\[ \frac{\partial u}{\partial t} = (1 - \psi) \frac{u_{j+1}^{n+1} - u_j^n}{\Delta t} + \psi \frac{u_{j+1}^{n+1} - u_{j+1}^n}{\Delta t} \]  \hspace{1cm} (6.3b)

\[ \frac{\partial u}{\partial x} = (1 - \theta) \frac{u_{j+1}^{n+1} - u_j^n}{\Delta x} + \theta \frac{u_{j+1}^{n+1} - u_{j+1}^n}{\Delta x} \]  \hspace{1cm} (6.3c)

\[ \frac{\partial h}{\partial x} = (1 - \theta) \frac{h_{j+1}^{n+1} - h_j^n}{\Delta x} + \theta \frac{h_{j+1}^{n+1} - h_{j+1}^n}{\Delta x} \]  \hspace{1cm} (6.3d)

\[ h = \frac{h_{j+1}^{n+1} + h_{j+1}^n + h_j^n + h_{j+1}^n}{4} \]  \hspace{1cm} (6.3e)

\[ u = \frac{u_{j+1}^{n+1} + u_{j+1}^n + u_j^n + u_{j+1}^n}{4} \]  \hspace{1cm} (6.3f)

where \( \psi \) (for \( 0 \leq \psi \leq 1 \)) and \( \theta \) (for \( 0 \leq \theta \leq 1 \)) are weighting coefficients in time and space respectively, and \( n \) and \( j \) are the time and space indices respectively. The weighting coefficients (\( \psi \) and \( \theta \)) are used to provide model flexibility with respect to numerical stability and solution convergence. For example, taking \( \psi = 1/2 \) gives an averaged time derivative at the space address \( j+1/2 \) and, similarly, when \( \theta = 1/2 \), the space derivative is centred at the time address \( n+1/2 \). These equations are formed without considering the influence of the boundary. When the boundary shear stresses are incorporated, the local bed slope (\( S_0 \) as an energy source) and the slope of the energy grade line (\( S_f \) as essentially an energy sink) are introduced into the momentum conservation equation (6.2). (6.2) is rewritten as:

\[ \frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + g \frac{\partial h}{\partial x} = gS_0 - gS_f \]  \hspace{1cm} (6.4)

where:

\[ S_0 = -\frac{\partial z}{\partial x} = -\frac{1}{2\Delta x}(z_{j+1}^{n+1} + z_{j+1}^n - z_j^{n+1} - z_j^n) \]  \hspace{1cm} (6.5a)

If there is no change in bed slope throughout time (i.e. \( n = n+1 \)) then (6.5a) is simplified to (6.5b)
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\[ S_0 = -\frac{\partial z}{\partial x} = -\frac{1}{\Delta x} (z_{j+1} - z_j) \] (6.5b)

In this case, \( S_0 \) is evaluated using a forward difference method. It can also be evaluated as a central difference:

\[ S_0 = -\frac{\partial z}{\partial x} = -\frac{1}{2\Delta x} (z_{j+1} - z_{j-1}) \] (6.6c)

For the evaluation of the boundary shear stress, the de Chézy resistance law is taken, giving the following approximation:

\[ S_f = g \frac{u |u|}{C_c^2 h} \] (6.6d)

where:

\[ C_c^2 = \text{Chézy resistance coefficient} \]

This is the discretization derived from the Preissmann scheme for the approximation of \( S_f \). Strict approximation from the Preissmann scheme should also include discretization of the Chézy resistance coefficient, which yields:

\[ S_f = \frac{4u^n_j + u^n_{j+1} (u^n_{j+1} + u^n_{j+1})}{\left( (C_c^2)^n_j + (C_c^2)^n_{j+1} + (C_c^2)^n_{j+1} \right) (h^n_j + h^n_{j+1} + h^n_{j+1})} \] (6.7)

Substituting all the above approximations into equation (6.1) and (6.4) yields:
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\[
\begin{align*}
(1 - \psi) \frac{u_{j+1}^{n+1} - u_j^n}{\Delta t} + \psi \frac{u_{j+1}^{n+1} - u_{j+1}^n}{\Delta t} \\
+ \frac{u_{j+1}^{n+1} + u_j^n + u_{j+1}^n + u_{j+1}^n}{4} \left( (1 - \theta) \frac{u_{j+1}^n - u_{j+1}^n}{\Delta x} + \theta \frac{u_{j+1}^n - u_{j+1}^n}{\Delta x} \right) \\
+ g \left( (1 - \theta) \frac{h_j^n - h_j^n}{\Delta x} + \theta \frac{h_{j+1}^n - h_{j+1}^n}{\Delta x} \right) \\
= \frac{g}{2\Delta x} (z_{j+1}^{\nu+1} + z_{j+1}^{\nu+1} - z_{j}^{\nu+1} - z_{j}^{\nu}) \\
- \frac{4g[u_j^n + u_{j+1}^n][u_{j+1}^n + u_{j+1}^n]}{((C_c^2)_j)_{j+1} + (C_c^2)_{j+1} + (C_c^2)_{j+1} + (C_c^2)_{j+1} (h_j^n + h_{j+1}^n + h_j^n + h_{j+1}^n)}
\end{align*}
\]  

(6.9a)

\[
\begin{align*}
(1 - \psi) \frac{h_{j+1}^{n+1} - h_j^n}{\Delta t} + \psi \frac{h_{j+1}^{n+1} - h_{j+1}^n}{\Delta t} \\
+ \frac{h_{j+1}^{n+1} + h_j^n + h_{j+1}^n + h_{j+1}^n}{4} \left( (1 - \theta) \frac{h_j^n - h_j^n}{\Delta x} + \theta \frac{h_{j+1}^n - h_{j+1}^n}{\Delta x} \right) \\
+ \frac{u_{j+1}^{n+1} + u_j^n + u_{j+1}^n + u_{j+1}^n}{4} \left( (1 - \theta) \frac{h_j^n - h_j^n}{\Delta x} + \theta \frac{h_{j+1}^n - h_{j+1}^n}{\Delta x} \right) = 0
\end{align*}
\]  

(6.9b)

Rearranging and collecting all the high time level terms on the left side of the equations gives

\[
Alu_{j+1}^{n+1} + B1h_{j+1}^{n+1} + C1u_{j+1}^{n+1} + Dh_{j+1}^{n+1} = E1
\]  

(6.10a)

\[
A2u_{j+1}^{n+1} + B2h_{j+1}^{n+1} + C2u_{j+1}^{n+1} + D2h_{j+1}^{n+1} = E2
\]  

(6.10b)

where:

\[
Al = \left[ \begin{array}{c}
1 - \psi - \theta(u_{j+1}^{n+1} + u_j^n + u_{j+1}^n + u_j^n) \\
\Delta t \\
4\Delta x
\end{array} \right]
\]

\[
\frac{4g[u_j^n + u_{j+1}^n]}{((C_c^2)^{n+1} + (C_c^2)^{n+1} + (C_c^2)^{n+1} + (C_c^2)^{n+1} (h_j^n + h_{j+1}^n + h_j^n + h_{j+1}^n))}
\]  

(6.11a)
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\[ A2 = -\frac{\theta(h_{j+1}^{n+1} + h_j^n + h_{j-1}^{n+1} + h_j^n)}{4\Delta x} \]  
(6.11b)

\[ B1 = -\frac{\partial g}{\Delta x} \]  
(6.11c)

\[ B2 = \frac{1 - \psi}{\Delta t} - \frac{\theta(u_{j+1}^{n+1} + u_{j-1}^{n+1} + u_j^{n+1} + u_j^n)}{4\Delta x} \]  
(6.11d)

\[ C1 = \left[ \frac{\psi}{\Delta t} + \frac{\theta(u_{j+1}^{n+1} + u_{j-1}^{n+1} + u_j^{n+1} + u_j^n)}{4\Delta x} \right] \frac{\partial g |u_j^n + u_{j+1}^n|}{4\Delta x} \]

\[ + \frac{((C_c^2)_j^n + (C_c^2)_j^{n+1}) (h_{j+1}^{n+1} + h_j^n + h_{j-1}^{n+1} + h_j^n)}{(C_c^2)_j^n + (C_c^2)_j^{n+1} + (C_c^2)_j^{n+1}} \]  
(6.11e)

\[ C2 = \frac{\theta(h_{j+1}^{n+1} + h_j^n + h_{j-1}^{n+1} + h_j^n)}{4\Delta x} \]  
(6.11f)

\[ D1 = \frac{\partial g}{\Delta x} \]  
(6.11g)

\[ D2 = \frac{\psi}{\Delta t} + \frac{\theta(u_{j+1}^{n+1} + u_{j-1}^{n+1} + u_j^{n+1} + u_j^n)}{4\Delta x} \]  
(6.11h)

\[ E1 = \left[ \frac{1 - \psi}{\Delta t} + \frac{(1 - \theta)(u_{j+1}^{n+1} + u_{j-1}^{n+1} + u_j^{n+1} + u_j^n)}{4\Delta x} \right] u_j^n \]

\[ + \left[ \frac{(1 - \theta)g}{\Delta x} \right] h_j^n + \left[ \frac{\psi}{\Delta t} - \frac{(1 - \theta)(u_{j+1}^{n+1} + u_{j-1}^{n+1} + u_j^{n+1} + u_j^n)}{4\Delta x} \right] u_{j+1}^n \]

\[ - \left[ \frac{(1 - \theta)g}{\Delta x} \right] h_{j+1}^n + \left[ \frac{(1 - \theta)g}{\Delta x} (z_{j+1}^{n+1} + z_j^n - z_{j+1}^{n+1} - z_j^n) \right] \]  
(6.11i)

\[ E2 = \left[ \frac{(1 - \theta)(h_{j+1}^{n+1} + h_j^n + h_{j-1}^{n+1} + h_j^n)}{4\Delta x} \right] u_j^n \]

\[ + \left[ \frac{(1 - \psi) + (1 - \theta)(u_{j+1}^{n+1} + u_{j-1}^{n+1} + u_j^{n+1} + u_j^n)}{\Delta t} + \frac{\partial g}{\Delta x} \right] h_j^n - \left[ \frac{(1 - \theta)(h_{j+1}^{n+1} + h_j^n + h_{j-1}^{n+1} + h_j^n)}{4\Delta x} \right] u_{j+1}^n \]

\[ + \left[ \frac{\psi}{\Delta t} - \frac{(1 - \theta)(u_{j+1}^{n+1} + u_{j-1}^{n+1} + u_j^{n+1} + u_j^n)}{4\Delta x} \right] h_{j+1}^n \]  
(6.11j)
Application of the momentum and mass conservation expression (6.11a), (6.11b) at every spatial grid point leads to a system of non-linear algebraic equations, the linearity of which is embedded in coefficients $A_1, A_2, B_1, B_2,$ etc.

With $j$ nodes, equation (6.11) can be represented using the pentadiagonal matrix below:

$$
\begin{bmatrix}
A_{11} & B_{11} & C_{11} & D_{11} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & u_1 \\
A_{21} & B_{21} & C_{21} & D_{21} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & h_1 \\
0 & 0 & A_{12} & B_{12} & C_{12} & D_{12} & 0 & 0 & 0 & 0 & 0 & u_2 \\
0 & 0 & A_{22} & B_{22} & C_{22} & D_{22} & 0 & 0 & 0 & 0 & 0 & h_2 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\begin{bmatrix}
E_{11} \\
E_{21} \\
E_{12} \\
E_{22} \\
h_1 \\
h_2 \\
u_1 \\
u_2 \\
h_1 \\
h_2 \\
u_n \end{bmatrix}
= 
\begin{bmatrix}
E_{1} \\
E_{2} \\
E_{1} \\
E_{2} \\
u_1 \end{bmatrix}
$$

With the provision of an upstream and downstream boundary condition, an algebraic solution is possible for the above equations. Three principle solutions are available to solve the system of linearized equations: (i) matrix inversion; (ii) relaxation method and (iii) double sweep method. The first category of approaches is matrix inversion, which provides a direct solution of these equations. However the number of operations is then equal to $N^3$, or at best $N^2$, where $N$ is the number of spatial grid points. Models with a fine resolution running over a large spatial scale using such methods can be uneconomical in terms of computational requirements. The second category of method is composed of iterative techniques that have come to be called 'relaxation methods' such as 'successive-over-relaxation' (SOR). The computational efforts required by these approaches remain considerable. However, they are usually of a lower order than necessitated by the use of direct selection methods. The third method is the double sweep method, which has been widely accepted as the most efficient way of solving both non-linear and linear equations (Abbott and Basco 1989). The number of operations is nearly proportional to the number of grid points.

The double sweep solution requires the formulation of an auxiliary relation. The solution depends on which boundary condition is known. Here, this method is illustrated assuming that the upstream boundary condition is known. When the velocity $u$ is known as the upstream boundary condition with $j=1$, then the auxiliary relation can be formed as:
where $F_l$ and $G_l$ are auxiliary variables that linearly relate $h^{n+1}_l$ and $u^{n+1}_l$. Substituting equation (6.13) into equation (6.11) leads to

\[(A1F_l + B1)h^{n+1}_l + C1u^{n+1}_{l+1} + D1h^{n+1}_{l+1} = E1 - A1G_l\]  

(6.14a)

and

\[(A2F_l + B2)h^{n+1}_l + C2u^{n+1}_{l+1} + D2h^{n+1}_{l+1} = E2 - A2G_l\]  

(6.14b)

Eliminating $h^{n+1}_l$ gives


(6.15)

where:


(6.16a)

and


(6.16b)

Equations (6.16a) and (6.16b) define a set of recurrence relations to calculate the initial sweep coefficients. $F_{l2}, G_{l2}, F_{l3}, G_{l3}, ..., F_{lN}, G_{lN}$. Each successive pair only depends on the value of the previous pair. Thus, once the initial values $F_{l1}, G_{l1}$ are defined, the double sweep method can proceed. This is achieved by taking $F_{l1}$ to be zero, thus

\[G_{l1} = u^{n+1}_l\]  

(6.17)

by which time $F_l$ and $G_l$ can be evaluated at all subsequent points. We can begin the reverse sweep by picking up the end boundary data, in this case the downstream boundary data. We can use the following equation to initialize the return sweep

\[u^{n+1}_y = F_{lN}h^{n+1}_y + G_{lN}\]  

(6.18)
To get the value of \( h_j^{n+1} \), we need to use either equation (6.13a) or (6.13b). By convention, equation (6.13a) is used for the calculation. Rearranging equation (6.13a) we get

\[
h_j^{n+1} = P_{j} u_j^{n+1} + Q_{j} h_j^{n+1} + R_{j}
\]

where:

\[
P_{j} = \frac{-C}{A1F + B1}
\]

\[
Q_{j} = \frac{-D}{A1F + B1}
\]

\[
R_{j} = \frac{1 - A1G}{A1F + B1}
\]

Equations (6.18) and (6.19) are then implemented sequentially, moving upstream, finishing the return sweep when the upstream boundary is reached. Thus, all unknowns have been evaluated.

One more issue that needs to be addressed is the convergence of the model. Convergence is a mathematical concept in the case of a sequence of numbers. In the case of modelling, convergence refers to how the sequences of solutions of discrete, finite-difference equations approach the true solution of the continuum, differential equations. Convergence criteria need to be specified in a model to end the iterative simulation. In this model, the convergence criteria are set using equation (6.23):

\[
\omega = \frac{Q_i \Delta t - Q_j \Delta t}{Q_i \Delta t} < 0.1\%
\]

where \( Q_i \) and \( Q_j \) refer to mass going inside and outside of a control volume respectively. \( \Delta t \) refers to the time step defined in the equation. In summary, a sample solution to the Preissmann Scheme using Java is shown in Figure 6.1.
6.3.2 Model coupling

Both the loosely coupled and the tightly-coupled models assume that the floodplain is protected by an embankment that essentially acts as a continuous, broad-crested weir. These two models differ in the way the exchange of flux between the river channel and the floodplain is treated. As described in Chapter 3, in the loosely coupled model, flux from the river channel to the floodplain is calculated using a weir equation (§4.14), while flux from the floodplain to the river channel is calculated using the Manning equation. However, return water from the floodplain to the river channel has no effect upon the 1D river flow. In the loosely coupled model, the inflow at the river-floodplain boundary is calculated before the initialization of the floodplain flow model using an existing 1D river flow model. Return flow from the floodplain to the river channel is simply calculated as mass loss from the 2D model at the river-floodplain boundary (§3.2).

There are a number of limitations in the way the loosely coupled model is formulated. First, the use of uniform flow in the river channel is likely to introduce errors to the model. Though
options exist for non-uniform inflow for the 2D floodplain model, the applications carried out in the last three chapters have been using a uniform stage hydrograph for the whole river reach. This approximation may not be appropriate in situations where abrupt changes in water depth occur e.g. curved channels as in Site 1 and 2 applications. However, the major limitation of the loosely coupled model is that it fails to recognize that floodplain flow routing may change the way the water returns to the river channel and, hence, change flow behaviour in the river channel.

The tightly-coupled model seeks to couple floodplain and river flows by establishing this connection. This is carried out by solving the 1D river flow model in the raster-based environment where the 2D floodplain model is discretized and solved. The river channel in the 1D river model is represented by continuous cells in the grid environment that represents the floodplain where the 2D floodplain model is discretized and solved. The location of the river in the 1D model is the same as that of the river channel represented in the 2D floodplain model. Thus, river width will always be the multiples of cell size. Cells on the floodplain that represent the river channel are assigned different reaches according to the locations of the cross-section. The geometry of the reach is assumed to be uniform for each individual reach. The cross-section, which describes the geometry of the individual reach is located at the upstream of the reach. The tightly-coupled model starts its computation from the 1D model which calculates water level for each reach based on its boundary condition. In the next time step, the 2D floodplain model evaluates the water surface slopes of the river-floodplain boundary cells in the river channel in the simulation domain. If a positive slope exists between a river cell and its adjacent floodplain cell(s), the flow is calculated using the weir equation (equation 4.14). At this time step, there is no return water from the floodplain to the river channel and thus there is no floodplain routing calculation. The model continues with the 1D river flow calculation where the water level for each reach is re-evaluated. Inflow from the river channel to the floodplain is calculated in the same way as in the last time step. Floodplain routing calculations start once there are wet floodplain cells on the floodplain. If return water from the floodplain to the river channel occurs for a particular river reach at one time step, the water level of that reach is recalculated. The calculation of the water level is based upon mass conservation. The total volume of return water from the floodplain to the river channel is calculated for each reach at each time step. Positive return water value causes a change in the water depth for the river reach. The change in water depth for a particular river reach is calculated using:

$$\Delta d = \frac{V}{A}$$  \hspace{1cm} (6.24)
where $V$ is the volume of return water from the floodplain to the river channel and $A$ is the horizontal area of the river reach. The area of river reach can be calculated either from the river cross-section geometry or simply by calculating the number of the grid cells in this reach. This recalculated water level, instead of the one calculated solely from the 1D model in this time step, is used as the boundary data in the 1D river flow model for the calculation of the water level at the next time step. This is summarized in Figure 6.2.

The control on time step is an important factor for the stability of the coupled model. In the 2D model, time step is calculated based upon the Courant condition (§4.3.1). As the Preissmann Scheme that is used to solve the 1D river flow model is weakly stable for $0.5 < \theta < 0.6$ and strongly stable for $0.6 < \theta < 1.0$ (Abbott and Basco, 1989), the time step cannot generally provide a constraint for the 1D river flow model on its own. Simulations using the 1D river model alone confirm this. However, as the coupled model has a common boundary for the 1D and 2D sub models and there are flux exchanges at this boundary, time step becomes crucial for the stability of the coupled model. This matters in two aspects: (i) if, given a time step, too much flux was routed from the river channel to the floodplain for a reach, the water depth at this reach might decrease too much.; and (ii) if too much flux is routed from the floodplain to a reach, the water depth at this reach might increase too much. Both of these affect the stability of the river flow model. Thus, in the coupled model, the calculated time step based upon the Courant number is scaled by 0.8 at each time step. This guarantees the stability of the model but at the expense of lowered computational performance.

Figure 6.2: Comparison of the solution sequence for the loosely- and tightly-coupled models.
6.3.3 Model Graphic User Interface (GUI)

The tightly-coupled model can be activated from the main user interface (Figure 4.2) of the model. This opens another dialogue (Figure 6.3) through which the 1D river flow model and the 2D floodplain model are configured. The configuration of the 2D model in the tightly-coupled model is similar to that shown in the loosely coupled version of the model (§4.4) except that there is no need to define the input hydrograph in the river channel as it is coupled tightly with the 1D river flow model which provides the inflow data.

Figure 6.3: Tightly coupled model main configuration frame

Configuration of the 1D model is carried out using the panel shown in Figure 6.4. The 1D river flow model described above requires that either the depth at the upstream and velocity at the downstream or depth at the downstream and velocity at the upstream be specified as boundary conditions. This can be specified from the “Boundary conditions” panel. The Preissmann’s scheme requires that the boundary condition data be either (i) velocity upstream and stage downstream; or (ii) velocity downstream and stage upstream. This panel also provides options for calculating water depth and velocity using discharge hydrograph and other necessary input data. For example, if upstream stage and downstream discharge instead of velocity are available, the model provides an option to calculate downstream velocity using the available flow data and cross-section geometry. The “Basic input/output” panel defines the sources of these boundary input data, the location of the model output and the geometry of cross-sections. Boundary input data are of ASCII format. Cross-sections geometry is defined in the dialogue (Figure 6.5) activated from the “cross-sections” button.

Figure 6.4: 1D river flow model main configuration frame.
The location of the river and cross-sections are defined from the “location” button and this is displayed in the canvas on the right of the dialogue box. The number of cross-sections is calculated from this input. The length of each river reach and the associated roughness coefficient are entered accordingly. The geometry of each cross-section is defined using a series of points according to the shape of the cross-section specified in this dialogue box.

![Cross Section Geometry](image)

Figure 6.5: Frame for defining cross-section geometry.

After the 1D and 2D models are configured, the coupled model can be run and the visualization of the flood inundation process is shown in the main interface (Figure 4.2).

### 6.4 Model application: data processing

The tightly-coupled model was tested in a longer reach on the River Ouse (Figure 6.6) extended across the city centre of York. It extends from the upstream boundary of the Site 3 (Figure 3.2) further upstream to Skelton Gauging Station and from the downstream boundary of Site 3 further downstream until the A64 Road Bridge at Site 2 (Figure 3.2). Thus, this Site covers the whole reach of Site 3 and the upstream part of Site 2. The reach commences in a rural setting upstream of the city of York. Downstream, the river runs through the city of York, which is highly urbanized, with dense commercial and residential properties within a short distance of the river bank. Further downstream, the river setting becomes more rural. This provides a chance to check the model predictions at Site 3 again where the model performance was found to be relatively poor, particularly in the upstream reach (§4.6.2). The river is around 10 km long and this Site is shown in Figure 6.6 using LiDAR data. The flood event simulated in this application has been described in Chapter 3 (§4.5).
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Data requirements, availability and processing for the loosely coupled model were described in Chapter 3. This section describes the relevant issues for the tightly-coupled model. The data requirements and availability for the tightly-coupled model are summarised in Table 6.1.

Figure 6.6: Location of the application of the tightly-coupled model on the river Ouse.

Figure 6.7: DEM derived from LiDAR data for the long reach simulation using the tightly-coupled model.

The data required by the 2D floodplain sub model in the tightly-coupled model include floodplain topography, stage hydrograph along the river-floodplain boundary and floodplain roughness. In terms of the floodplain topography, the application presented here used the same topographic data source as that used in the loosely coupled model, i.e. LiDAR data. Topographic data processing followed the same procedures as these described in Chapter 3 (§3.7). The 8 m DEM derived from the LiDAR data is shown in Figure 6.7, with the location
of the river channel shown in blue. For computational efficiency, this has been processed to a different orientation.

Table 6.1: Summary of the data needs and availability for the tightly-coupled model

<table>
<thead>
<tr>
<th>Data Types</th>
<th>Data Requirements</th>
<th>Data Availability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model Geometry (MG)</td>
<td>Cross-section data</td>
<td>Required</td>
</tr>
<tr>
<td></td>
<td>Floodplain topography with vegetation and trees removed</td>
<td>Not required</td>
</tr>
<tr>
<td>Boundary Condition (BC)</td>
<td>Stage hydrographs along river-floodplain boundaries</td>
<td>Not required</td>
</tr>
<tr>
<td></td>
<td>Flow data</td>
<td>Required</td>
</tr>
<tr>
<td></td>
<td>Stage data</td>
<td>Optional</td>
</tr>
<tr>
<td></td>
<td>Velocity data</td>
<td>Required at downstream</td>
</tr>
<tr>
<td></td>
<td>Floodplain roughness</td>
<td>Required</td>
</tr>
<tr>
<td></td>
<td>River channel roughness</td>
<td>Not required</td>
</tr>
<tr>
<td>Validation (V)</td>
<td>Inundation area</td>
<td>Not required</td>
</tr>
<tr>
<td></td>
<td>Hydrometric data</td>
<td>Optional</td>
</tr>
</tbody>
</table>

The 2D floodplain sub model requires the stage hydrograph at the river-floodplain boundary as the inflow data. In the tightly-coupled model, instead of using the inflow data obtained from an existing 1D river flow model, the flow data at the river-floodplain boundary are provided by the 1D river flow sub model directly at each time step. Roughness coefficients of the floodplain are required for the 2D floodplain sub model. In this application, spatially and temporally varied roughness values were not addressed. Thus, uniform roughness values of 0.06 were used throughout for the floodplain surface. The following sections focus on describing the data requirements, availability and processing for the 1D model. These include the topographic data, flow boundary condition and validation data.

**Cross-section geometry**

The topographic data required by the river flow sub model are cross-section geometries. Cross-section surveys were carried out by British Waterways in 2001 (Environment Agency, 2004). Cross-section geometries are available in the form of drawing schemes. The channel is non-prismatic throughout the river length. However, in this study, the actual geometry of the river cross-section is not used. While the model can accept detailed field survey data to specify channel form, the data available for this study was not digitised. The time required to digitise the Ouse data was considered to be too long given the time available for the analysis, and therefore a uniform channel section approach was employed. Instead, a simplified cross-section geometry scheme is used based upon a prismatic channel with a uniform rectangular cross-section shape. The locations of the cross-sections at the study site are shown in Figure.
6.8. In general, cross-sections were taken every 200 meters along the river channel (Environment Agency, 2004). More cross-sections were taken at meander bends and a cross-section is taken immediately upstream and downstream of each bridge. In total, 80 cross-sections are used in the model for this application site.

Figure 6.8: Cross-section locations at application Site on the River Ouse.

The simplified cross-section geometry scheme assumes that all the cross-sections are rectangular. It is recognized that such an assumption inevitably introduces some errors into the model with respect to the cross-section areas calculated. However, the disadvantages of this simplified approach might be reconciled by the use of roughness parameterization and the coupling of the 1D river flow model to the 2D floodplain model. If, through the adjustment of the roughness in the river channel, acceptable solution can be found, such simplified cross-section schemes may be enough for the modelling. Cross-sections are numbered from upstream, starting with a number 1. This is shown in Figure 6.9 with the orientation of the data changed for computational purpose.
The width of the cross-section was calculated using the schematic drawings of the cross-sections. The distances between cross-sections, i.e., the length of the individual reach can be readily measured from the LiDAR data. The ground elevations of the cross-sections were taken from the schematic drawing as the average elevation of the lowest and highest elevations of the cross-section and these are shown in Figure 6.10. The slope profiles were calculated based on these ground elevations (Figure 6.10).

To establish the connection between the river flow model and the floodplain model, the river channel in the 2D floodplain model needs to be discretized into different reaches according to the locations of the cross-sections (Figure 6.8). This was carried out in the grid environment of the 2D floodplain flow model. The river channel in the 2D floodplain flow model was assigned different codes to represent the different reaches of the river channel in the 1D model. The results are shown in Figure 6.11 along with the rectified 8 m LiDAR data.

Figure 6.9: Location and naming of the cross-sections.

Figure 6.10: Ground elevation profiles of the river according to cross-section geometries.

Figure 6.11: Representation of the 1D river channel (coloured polygon) in the raster environment of the 2D floodplain model according to the cross-sections (red lines across the river).
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Flow Data

The boundary condition data required by the 1D river flow model can be either: (i) velocity upstream and stage downstream; or (ii) velocity downstream and stage upstream. In addition: (i) requires the velocity at each cross-section at the start point of simulation; and (ii) requires the water depth at each cross-section at the start of simulation, as initialisation data. This is summarized in Table 6.2.

Table 6.2: Boundary condition requirements for the 1D river model (Option 2 is used in this application).

<table>
<thead>
<tr>
<th>Upstream depth</th>
<th>Downstream depth</th>
<th>Upstream velocity</th>
<th>Downstream velocity</th>
<th>Depth at each cross-section</th>
<th>Velocity at each cross-section</th>
</tr>
</thead>
<tbody>
<tr>
<td>Option 1</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Option 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In this study, the hydrometric data available include upstream flow and stage data recorded at the Skelton Gauging Station and downstream stage data at the A64 Road Bridge. The flow and stage data at the Skelton gauging station are recorded data. The stage data at A64 Road Bridge were obtained from an existing hydraulic model (ISIS). These are shown in Figure 6.12, 6.13 and 6.14.

![Figure 6.12: Stage hydrograph recorded at Skelton Gauging Station.](image)

![Figure 6.13: Discharge hydrograph recorded at the Skelton Gauging Station.](image)
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Figure 6.14: Stage hydrograph calculated at the A64 Road Bridge (from the ISIS model).

Water depth hydrographs at both the Skelton Gauging Station and the A64 Road Bridge can then be calculated using the stage data and the ground elevation information identified from the schematic drawing of the corresponding cross-sections (Figure 6.10). The water depth hydrograph at the A64 Road Bridge was used as the boundary condition for the 1D model. The stage record at Skelton Gauging Station was used for the validation of the 1D river model. As the 1D river model developed in this study requires flow velocity at the upstream as boundary condition, the flow data and stage data at the Skelton Gauging Station were used to calculated flow velocity using the cross-section geometry at the Skelton Gauging Station. The generalized cross-section geometry at the Skelton Gauging Station is shown in Figure 6.15.

Figure 6.15: Cross-section geometry of the Skelton Gauging Station (after Environment Agency, 2004).

Velocity was calculated based on the flow data and cross-section geometry. The cross-section area at certain water depths is calculated based on known information about the cross-section. Basically, if water depth is lower than 0.5 m, the water surface area is calculated as:

\[
A_0 = 17D^2
\]  

(6.25)
If water depth is higher than 0.5 m and lower than 9.7 m, cross-section area is calculated from:

\[ A_1 = A_0 + (D - 0.5) \times (2.18D + 15.91) \] (6.26)

If water depth exceeds 9.7 m and is lower than 11.5 m, cross-section area is calculated using

\[ A_2 = A_1 + (3D + 46.1) \times (D - 9.7) \] (6.27)

where \( D \) is the water depth at the cross-section. Cross-sectional averaged flow velocity can be determined from:

\[ V = \frac{Q}{A_i} \] (6.28)

The resultant velocity hydrograph is shown in Figure 6.16.

![Velocity hydrograph](image)

Figure 6.16: Velocity hydrograph calculated for the Skelton Gauging Station

The peak flow recorded by the Skelton Gauging Station is 534 m\(^3\)/s (Figure 6.13). However, for the ISIS model simulation, it was found impossible to calibrate the model using the recorded flow data. Investigation found that the ultrasonic flowmeter at the Skelton Gauging Station might have underestimated the peak flow in the year 2000 flood event due to the fact that: (i) flows behind the transducers were not recorded; and (ii) the bed level programmed into the flowmeter is incorrectly set at +0.5 m AOD as opposed to -0.7 m AOD. Both of these could have caused some underestimation of flow (Environment Agency, 2004). If (i) is taken into account, the peak flow would be higher by around 23 m\(^3\)/s for the peak flow. If (ii) is taken into account, the flow would have been 26 m\(^3\)/s higher than the recorded flow. In total, it was calculated that if these factors are taken into account, the peak flow was probably around 583 m\(^3\)/s. This recalibration also provides a better reconciliation with the historical record. The previous maximum measured flow for Skelton was in January 1982 at 542 m\(^3\)/s. However, this resulted in substantially less inundation than in the 2000 event, where water levels were the highest recorded since the seventeenth century. Although there are other explanations of stage change (e.g. changes in conveyance), research by Lane (2003b)
confirms that conveyance through the City of York has not changed significantly since the 1982 record. Thus, the recorded flow hydrograph was modified. This was carried out based on the known geometry of the cross-section (Figure 6.15) when the stage is lower than the ground elevation of the transducer, and a linear interpolation of the increase according to the water depth if the stage is higher than the transducer. If the stage is lower than the ground elevation of the transducers (9.00 m), the flow is increased by 26 m$^3$/s uniformly. This accounts for the wrongly programmed bed level in the flowmeter. If the stage is higher than the ground elevation of the transducers, the flow is further increased by:

$$\Delta Q = \frac{(D - 9)}{(D_{\text{max}} - 9)} \times 23$$

(6.29)

where $D$ is the water stage and $D_{\text{max}}$ is the maximum value in the stage hydrograph. This accounts for the flow at the back of the transducers. This gives a peak flow of 583 m$^3$/s. The modified flow hydrograph and the corresponding velocity hydrograph are shown in Figure 6.17 and 6.18 compared with the recorded flow and velocity data.

![Figure 6.17: Discharge hydrograph corrected at Skelton Gauging Station compared with that recorded.](image)

**Validation data**

The results of the coupled model need to be validated for its 1D and 2D components. The 1D river flow sub model was validated against the recorded stage hydrograph (Figure 6.12) at the Skelton Gauging Station. Validation of the predicted inundation extents was not carried out for the whole reach. Rather, this was carried out for Site 3 (Figure 3.2). This is due to the incomplete coverage of the full reach.
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Figure 6.18: Velocity hydrograph corrected at Skelton Gauging Station compared with the original velocity estimates.

6.5 Model applications: results and discussion

The tightly-coupled model described in section 6.3 was applied to the river reach described in section 6.4. This section compares the model results with the recorded data in terms of hydrometric predictions in the river channel. It also compares model performance with that obtained with the loosely coupled version of the model (§4.6.2) and the inundation extents obtained from aerial imageries.

The comparison with other model results such as ISIS (storage cell approach) could be very valuable, but at this point, this has not been undertaken although Tayefi et al. (in review) do undertake such a comparison for a complex rural floodplain.

6.5.1 Model calibration and validation

Model calibration using the ISIS model for the 2000 flood event in the River Ouse has been shown to be very complex (Environment Agency, 2004). Without considering errors inherent in the recorded flow data at the Skelton Gauging Station, the ISIS model could not achieve a satisfactory level of calibration. Satisfactory calibration was based upon the Environment Agency (2004) finding, that the flow input had to be increased by 9% based on the errors found in the recorded flow data at the Skelton Gauging Station (Environment Agency, 2004). Other hydraulic parameters used in the EA calibration included, among others: (i) removal of city centre reservoirs; (ii) removal of a number of cross-sections; (iii) adjusting flow data at some cross-sections; (iv) adjusting bed elevation for some reaches; and (v) adjusting the Manning’s $n$. Thus, calibration efforts for the 2000 flood event in the River Ouse using ISIS model were paramount. One might question the physical basis of these calibration procedures.
The ISIS model for York is still being used for flood risk mapping. It reflects best practice in flood inundation modelling using a one-dimensional approach. Hence, this was the focus of the model calibration and validation. In this study, model calibration was carried out simply by adjusting Manning's $n$. The modified inflow hydrograph (Figures 6.17 and 6.18) was used. No other hydraulic parameters were altered. This is due to the high computational requirements of the application using the tightly-coupled model over this long reach.

In terms of the spatial derivative, previous studies found that the Preissmann Scheme was weakly stable for $0.5 < \theta < 0.6$ and strongly stable for $0.6 < \theta < 1.0$ (Moore and Foster, 1990). Linear analysis without considering friction slope and boundary shear reveals that, when $\theta < 0.5$, the Preissmann scheme is always unstable (Abbott and Basco, 1989). With a $\theta$ value of 1.0, the model is most stable and fully implicit, but with the highest distortion in that no information from the last time step is used to approximate the partial derivatives (Brakensiek, 1967). Numerical stability associated with the value of $\theta$ depends on the Froude number, Courant number and the wave number in a very complicated way (Ponce and Simons, 1977).

Thus, in the model calibration, the spatial derivative ($\theta$) was kept at 0.52, which is within the weakly stable range of the scheme, whilst with controlled distortion. The time derivatives ($\psi$) are normally computed with $\psi = 0.5$ and appeared in the original publication (Preissmann, 1961, cited by Abbott and Basco, 1989). In this study, the time derivative was kept at 0.5 and the space derivative was set at 0.52.

In the final calibration of the ISIS model, the roughness values for the main Ouse channel were set at 0.049 at the Skelton Gauging Station and gradually decreased downstream to 0.025 (Environment Agency, 2004). This is spatially distributed and based on the channel characteristics. A uniform Manning's $n$ was used for the whole river channel during roughness parameterisation in this study. Floodplain roughness values are fixed at 0.06 throughout (§6.4). Manning's $n$ values were adjusted in the range from 0.03 to 0.08 with an interval of 0.005. Manning's $n$ on the floodplain is set to be a uniform value of 0.06, given the earlier finding that the model was relatively insensitive to $n$ validation within a realistic range.

Figure 6.19 shows that the tightly coupled model is quite sensitive to roughness coefficients in terms of the predicted water levels. For example, a 0.05 increase of Manning's $n$ from 0.035 to 0.040 results in an increase of 13 mm in peak stage. This increased to 25 mm if Manning's $n$ is adjusted from 0.065 to 0.07. Thus, the sensitivity is more pronounced for higher roughness values. Best calibrations with Manning's $n$ were found to be in the range of 0.05 and 0.055 (Figure 6.19). This high sensitivity to roughness in the 1D model is in marked
contrast to the results in Chapter for the 2D inundation model where sensitivity was found to be much lower. This is not surprising because of the dominant effect that the friction law has on the friction slope in equation 6.4.

The optimum calibration was found to be associated with the modified flow data (Figure 6.17 and 6.18), a Manning’s $n$ value of 0.053 and a space derivative value of 0.52 (Figure 6.20). There might be other combinations of different parameters that can also give equivalent levels of calibration as the one found in this study. This issue is not explored further in this study.

In terms of the performance, the best calibration results obtained are not satisfactory, particularly when the performance of the model during the rising and the falling limbs of the flood event is considered. In terms of peak water levels predicted (between 100 hrs and 200 hrs), the model performs extremely well, with an average of 8 mm between the predicted and measured levels.
the recorded peak levels (4 flow peaks during the 100 hrs and 300 hrs were considered). This compares with what the Environment Agency commonly deems adequate (± 25 mm) and good (± 15 mm) for peak flow predictions in model studies of this kind. The model does not perform well during the rising and falling limbs. This was compared with the results obtained from the ISIS model (Environment Agency, 2004) (Figure 6.21). It was found that the ISIS model was also not able to give satisfactory stage predictions for the rising and falling limbs. However, the discrepancy seems to be more obvious in the results obtained in this study. On the rising limb, right from the beginning of the simulation, the model overestimates water level substantially. This was corrected when peak levels were reached (between 100 hrs and 300 hrs). Thereafter, the model performs reasonably well until around 320 hours, when the flood level starts to fall. During the falling limb, the model overestimates water levels substantially again. There were potentially many causes of these errors. For instance, errors in boundary conditions may be linked to flow magnitude. Similarly, the approach assumes that $n$ is constant for all flows. This is unlikely as $n$ is stage-dependent. The over-estimation of stage is associated with flows that predominantly in bank of Skelton: the channel becomes (weakly) two stage for flows above 9.0 m. It may be the case that roughness values are too high for in bank flows. This is not what would be expected, as Manning’s $n$ should be lower at higher flows as roughness effects are drowned out. However, it is possible that the onset of flow in the second stage channel results in significant increases in flow interaction between the low stage and second stage channel, since that for stage hydrograph values greater than 9.0 m, higher values of roughness are required to reproduce observed shape. There are other explanations of this possible discrepancy as well as limitations with this one (e.g. over-estimation of stage at flows higher than 9.0 m above datum). However, the key point is that the over-estimation of stage is predominantly for in bank flows which are not of significance for flood inundation.

![Figure 6.21: Optimum calibration results at the Skelton Gauging Station, obtained from the ISIS model.](image)
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The model performance in terms of the inundation extent was validated using at-a-point in time flood inundation extents obtained from aerial imageries (§6.4). The imagery was obtained at around 300 hours into the flood event. The validation was carried out only for the model predictions at Site 3. For the wetting phase of the flood event, the predicted time series of inundation extent at Site 3 were compared with the observed inundation extents using the approach presented in Section 3.5.2 and used in the applications at Sites 1, 2 and 3. The time series of inundation extents predicted using the tightly-coupled model for the wetting phase (first 182 hours) and those (first 185 hours) obtained from Site 3 using the loosely coupled model are shown in Figure 6.22 and Figure 6.23.
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Figure 6.22: Time series of inundation extents obtained from the tightly-coupled model at the long reach for the wetting phase (first 182 hours).
Figure 6.23: Time series of estimated inundation extents obtained from the loosely coupled model at Site 3 for the wetting phase (first 185 hours) (reproduced from Figure 4.25).

The estimated inundation extent obtained using the tightly-coupled model at the validation point is shown in Figure 6.24, as compared with the results from the loosely coupled model. Comparison of the two time series of inundation extents at Site 3 during the initial wetting phase shows some differences between the predictions of these two simulations. First, flood inundation appears to be slower for the loosely coupled model than that for the tightly-coupled model. Second, water enters from the upstream boundary of Site 3 into the upstream storage area at Site 3 where the loosely coupled model was found to underestimate inundation extents in this area (§4.6.2). The upstream inflow is expected to affect the inundation extent at the upstream of Site 3. The predicted inundation extent at the validation point confirms these
observations: inundation patterns are different from those obtained using the loosely coupled model at Site 3, particularly upstream. These are compared in Figure 6.24, with the aerial imagery obtained at the validation time period (Figure 6.24c). Accuracy assessment was carried out using the approach described in Section 3.5.3 and the accuracy statistics are shown in Table 6.3.

Table 6.3: Accuracy statistics obtained using the loosely coupled model and the tightly-coupled model.

<table>
<thead>
<tr>
<th></th>
<th>Loosely coupled model</th>
<th>Tightly coupled model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall accuracy</td>
<td>0.65</td>
<td>0.76</td>
</tr>
<tr>
<td>$F$</td>
<td>0.86</td>
<td>0.88</td>
</tr>
<tr>
<td>Kappa</td>
<td>0.66</td>
<td>0.75</td>
</tr>
<tr>
<td>Conditional Kappa (Wet Cells)</td>
<td>0.92</td>
<td>0.94</td>
</tr>
</tbody>
</table>

The wetting and drying processes associated with the flooding were investigated in terms of the velocity vectors in $x$ (horizontal) and $y$ (vertical) directions. Figure 6.25 shows the velocity vectors at $x$ and $y$ direction at around 94 hours when inflow from the river fills in the
upstream storage area quickly (Figure 6.22). After the peak inundation extent was reached at around 182 hours, the drying phase began. The magnitudes of flow velocity in the x and y directions during the drying phases are shown in Figure 6.26 (at around 200 hours) for the tightly-coupled model. Figure 6.25 and Figure 6.26 show that, during both wetting and drying phases, in both directions, flow velocities are higher near the bank regions. Flow velocities at both the wetting and drying phases exhibit complex patterns. This shows the complex interaction between the river flow and floodplain flow at the river-floodplain boundary.

This is caused by the discontinuity in the stage-discharge relationship. As the connection between the river channel and floodplain is represented using a weir equation for both the...
loosely- and tightly-coupled models, the flow processes are very likely to be inadequately represented at this boundary. More sophisticated approaches are required to represent the complex interaction between the river flow and floodplain flow. This will be discussed further in Chapter 7.

6.5.2 Discussion

In terms of stage predictions in the river channel, optimum calibration was found when the modified flow boundary data with a peak flow of 582 m$^3$/s (Figure 6.17), and a Manning’s $n$ value of 0.053 were used. Peak water levels predicted with these parameters are accurate to within 8 mm at the Skelton Gauging Station. However, model predictions during the rising and falling limbs of the flood event are poor, particularly for the falling limb. This was compared with the results obtained from the ISIS model (Figure 6.21), which was also found to give poor predictions for the rising and falling stages of the flood event. Three reasons might contribute to this: (i) the simplified represented cross-section geometry; (ii) errors in the input data at the downstream boundary used in the model; and (iii) issues associated with model calibration. The downstream boundary condition data were obtained from the ISIS model. As the ISIS model overestimated the water levels for the rising and the falling limbs of the flood event, it might also overestimate water levels at the downstream boundary. Given the simplified cross-section geometry used in the model and the performance of the ISIS model, the model is considered to perform relatively well in terms of stage predictions, as compared with the ISIS model.

Validation of model predictions in terms of inundation extents at Site 3 shows that the tightly-coupled model performed better than the loosely coupled model. However, this is only improved marginally (Table 6.3) for the $F$ and conditional Kappa statistics. The relatively small improvement with the tightly-coupled model compared with the loose-coupled one at site 3 is probably due to the over-simplification of river geometries used in the model. The fact that the tightly-coupled model resulted in only a modest improvement in model performance implies that the return flow treatment assumed in Section 3.2 is probably acceptable. Reaching this conclusion needs some caution as the error in the tightly-coupled model may be dominated by hydrograph uncertainty so making the return flow assessment difficult. The loosely coupled model was found to underestimate inundation extents upstream of Site 3 (§4.6.2). Various reasons were explored (§4.6.2). The use of a downstream stage hydrograph from the river-floodplain boundary and the influence of inflow from the upstream boundary were thought to be the two main causes. The loosely coupled model used a uniform stage hydrograph as input at the river-floodplain boundary. This might be inappropriate given
the length of the river as variations in the river stage are expected in the reach modelled. To evaluate whether the stage hydrograph used in the loosely coupled model was too low, stage profiles along the river channel for the loosely coupled and tightly-coupled models are compared at two time points (1 hr and 147 hrs). This is shown in Figure 6.27. The stage at the upstream of Site 3 (CS70) predicted by the tightly-coupled model is compared with the stage used in the loosely coupled model (Figure 6.28).

Figure 6.27: Comparison of stage profiles along the river used in the loosely coupled and tightly-coupled models at 10 hrs and 300 hrs (Site 3 starts with cross-section code CS72 (upstream) and ends with cross-section code CS38 (downstream)).

Figure 6.28: Comparison of the stage hydrograph at the upstream cross-section of Site 3 (CS70) obtained using the tightly-coupled model with that used in the loosely coupled model.
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Figure 6.27 shows that, as expected, the stage along the channel predicted in the tightly-coupled model is higher than the stage used for the Site 3 application with the loosely coupled model. Single point comparison through time (Figure 6.28) shows that water level predicted at the upstream in the tightly-coupled model is higher than the stage used at Site 3 application throughout the simulation. These comparisons suggest that the use of the downstream stage hydrograph at the A64 Trunk Road, for the whole river and during the whole simulation, underestimated the river stage, and thus, underestimated the amount of inflow from the river to the floodplain. This, to a large extent, caused the underestimated inundation extents upstream of Site 3.

However, both the tightly coupled and the loosely coupled models failed to produce the inundation pattern (red circle in Figure 6.24c) found at the upstream of the reach as shown the aerial imagery. For both simulations, the inundation time series show that the footpath that separates the two wet zones in the aerial imagery was not overtopped. The time series of inundation extents obtained using the tightly-coupled model shows that water entered from the upstream boundary of Site 3, but only at the river side of the footpath that separates the two wet zones in the upstream. This is shown in Figure 6.29.

![Figure 6.29: Flow direction at 94 hours in x direction: flow directions of the red areas are pointing to the right and blue to the left.](image)

However, this did not exert a significant influence on inundation patterns upstream. As the stage in the river channel is validated in the 1D river flow model, it is likely that, in the 2000 flood event, the footpath was not overtopped. The wetted areas the other side of the footpath might be caused by other factors such as local runoff or underground pipes.

The comparison of the results obtained from the tightly coupled and loosely coupled models presents several important issues with respect to flood inundation modelling over topographically complex floodplains. First, the accuracy of flow data is important in that this eventually determines the amount of water that is available on the floodplain. If the amount of flow exchange between the river and the floodplain is not calculated correctly, it may result in underestimation or overestimation of inundation extents. Two simulations (Figure 6.22 and Figure 6.23) carried out at Site 3 show significantly different wetting phases. In terms of the
inundation rate, simulation using the tightly-coupled model suggests that during the initial wetting phase, the inundation rate is significantly lower in the loosely coupled model using the downstream stage hydrograph than that in the tightly-coupled model in which the stages along the river is varied according to the calculation in the 1D river flow sub model (Figure 6.22 and Figure 6.23). This is expected as the stage used in the tightly-coupled model is much higher than that used in the loosely coupled model (Figure 6.26 and Figure 6.27). Thus, for coupled modelling of flood inundation, the validation of inflow data is important for accurate prediction of inundation extents.

Second, it emphasises again the danger of using at-a-point in time data for validation in relation to the data errors (§3.5, §4.5.4 and §4.7) Using aerial imagery obtained after the initial wetting process and before the mis-predicted zone is wetted might give good validation results, even if an inaccurate stage hydrograph is used.

Third, it demonstrates the needs for field survey in situations where complex topography occurs. Upstream of Site 3, near the residential side of the river, there is complex topography associated with structural features such as roads, hedges and buildings. The underestimated inundation extent at the residential side of the footpath might be caused by many factors (§4.6.2). However, as no field knowledge is available with respect to the flow pattern at upstream of Site 3 at the validation point, it is impossible to ascertain the cause of this underestimation.

### 6.6 Chapter summary

This chapter described the tightly-coupled model and its application to a 10 km reach across the city centre of York on the River Ouse. The tightly-coupled model is composed of a 1D river flow model that solves the full Saint-Venant equations and the raster-based 2D diffusion wave floodplain flow model described in Section 4.3. The 1D river flow sub model was described in Section 6.3.1 in terms of its process representation, discretization and solution. In contrast to the loosely-coupled model, where the inflow data from the river channel are obtained prior to the initialisation of the 2D floodplain flow, the tightly-coupled model calculates the river flow and floodplain flow simultaneously by treating the flux exchange at the river-floodplain boundary explicitly through mass control at each time step (§6.3.2). The data requirements of the tightly-coupled model and the associated data processing were described in Section 6.4.
The model was applied to simulate the November 2000 flood event that occurred on the River Ouse for a longer reach than that used at Site 3, covering Site 3. The 1D component of the model was validated against the recorded stage hydrograph at the Skelton Gauging Station. The peak stage was found to be well predicted, with the accuracy of the peak prediction within 8 mm for the 4 flow peaks. However, the predictions of stage on the rising and falling limb were found to be poor. Predicted water levels upstream of Site 3 were compared with those used in the Site 3 application (§4.6.2). Results suggest that the stage hydrograph used in the Site 3 application was much lower than the predicted stage at upstream of the river using the tightly-coupled model.

The predicted inundation extents were validated for Site 3. This was compared with the results obtained from the application to Site 3 (§4.6.2). The accuracy statistics show that the tightly-coupled model performs better at Site 3 than the simulation using the loose-coupled model, although only marginally. Results suggest that use of the downstream stage hydrograph at Site 3 with the loosely-coupled model significantly underestimated the inundation extent. Though the tightly-coupled model also failed to give correct inundation prediction at upstream of Site 3, other factors such as local runoff and flux through underground pipes need to be investigated before this can be confirmed.
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Conclusions and future development

The proceeding chapters have described the development of a two-dimensional raster-based diffusion wave flood inundation model and its applications to four sites on the River Ouse, using two different coupling approaches to the treatment of river flow and floodplain flow; and two wetting treatment approaches to the small-scale flow routing over topographically complex floodplains. This chapter aims: (i) to summarize the research achievements by reference back to the research aims and objectives identified in Chapter 1 (§7.1); (ii) to assess the methods used in and the results obtained from the research critically (§7.2); and (iii) to discuss future research issues related to the work carried out in this thesis (§7.3).

7.1 Research achievements with respect to aims and objectives

This research originated from the observation that there has been a lack of development of tools for and approaches to the determination of flood inundation over topographically complex floodplains, particularly in urban areas where flood risk is potentially greater than rural areas and has a higher political profile. This is due partially to the lack of high-resolution topographic data and partially to the constraints of computational resources required by modelling approaches. Recent developments in modelling approaches, data capture techniques and computational resources are gradually making more sophisticated modelling mode feasible. Thus, the developments of a two-dimensional raster-based diffusion wave inundation model which can take advantages of these developments were identified as the main research aim (§1.2.1). Research objectives were identified in relation to model developments and applications in terms of the coupling approach between the river flow and floodplain flow, the approaches to small-scale wetting treatment and the test of the model through application to simulate a real flood event. In order to achieve the aims and objectives identified, previous work was reviewed (§2), including river flow and floodplain inundation modelling, applications of remotely-sensed data, and the data representation in a GIS environment.
7.1.1 Achievements with respect to the development of the flood inundation model

In terms of model development, a 2D raster-based diffusive wave flood inundation model was developed. This model solves the 2D Saint-Venant by ignoring the inertial terms in the momentum equations. The governing equations of the model were solved in a raster-based environment. The topographic domain was discretized into a mesh consisting of regular-sized cells and flux between cells is calculated based on topographic properties using a diffusive wave approach (§4.3.1). The model was coded in Java and visualisation tool was developed to facilitate analysis.

Compared with more complex flood inundation models such as finite-element models, the advantages of the raster-based diffusion wave model developed in this study are its ease of formulation, computational efficiency and its ability to use higher resolution topographic data. This allowed the model to be applied to larger areas with relatively higher resolution mesh, and over longer periods. As analysis of the interactions between mesh resolution, roughness parameterization and small-scale flow processes has generally involved a large number of simulations. These properties were fully utilized in this study.

7.1.2 Achievements with respect to coupled modelling of river flow and floodplain flow

In terms of the coupling between the river flow and floodplain flow, the model can be classified as either loosely-coupled or tightly-coupled. Both the loosely-coupled and tightly-coupled approaches establish the connectivity between the river flow and floodplain flow through the common river-floodplain boundary. The loosely-coupled model treats the river flow and floodplain inundation as two separate processes (§3.2). River flow can be provided by an existing river flow model in the form of either stage or flow hydrographs (either uniform or non-uniform). If flow hydrographs are provided, flux from the river onto the floodplain is interpolated for each cell. If stage hydrographs are provided, flux from the river onto the floodplain is approximated by assuming the riverbank to be encompassed by a continuous, broad-crested weir where a weir equation can be applied. Regardless of the river flow data type, return flow from the floodplain to the river channel is calculated using the same approach as used in the floodplain flow routing. However, as the river flow is calculated before the initialisation of the 2D floodplain flow model, this return flow has no effect upon the river flow. Flux into a river from the floodplain is simply calculated as a mass loss.
Considering the complexity of floodplain flow observed when the loosely-coupled model was applied, particularly over structurally complex topographies and the effects this complexity might have upon river flow in terms of both the timing and direction of the return flow from the floodplain to the river channel, a tightly-coupled approach was developed. Return flow is used in the calculation of river flow instead of being treated merely as a mass loss from the 2D floodplain model (§6.3.2). In order to achieve this, a one-dimensional river flow model was developed. This model solves the full 1D Saint-Venant equations using a Preissmann Scheme in the raster-based environment of the 2D floodplain model (§6.3.1).

To establish the connectivity between the 1D river model and the 2D floodplain, the river channel in the 1D river flow model is represented by continuous sets of cells which represent the river channel in the 2D floodplain model. Individual river reaches are represented by different sets of continuous cells in the 2D environment of the floodplain model. Cross-sectional geometries are used to represent the geometries of individual reaches. Given appropriate boundary conditions, the 1D river flow model can be initialised and the stage and velocity profiles can be obtained for each river reach. Similar to the loosely-coupled model, the tightly-coupled model calculates the flux from the river to the floodplain by assuming a broad-crested weir along the river bank where a uniform flow equation can be applied. The flux from the floodplain into the river channel is calculated the same way as the floodplain flow routing. Unlike the loosely-coupled model, this return flow is used in the 1D river flow model as a boundary condition at each time step. This causes a change in water depth for each reach based on the volume of the inflow from the floodplain, the outflow onto the floodplain and the geometry of the reach. Thus, the 1D river flow and the 2D floodplain flow are calculated simultaneously.

In this way the effect of floodplain routing on the river flow is accounted for. This is novel as existing flood inundation models are either loosely coupled to a full 1D river flow model or tightly-coupled to a simplified 1D river flow model. Bates and De Roo (2000) coupled a kinematic wave river flow model to the 2D diffusive wave floodplain flow model and Horritt and Bates (2001a, b) coupled the 1D diffusive wave form of the full dynamic wave equations to the 2D diffusive wave floodplain model. The flow from the river channel to the floodplain is calculated the same way as the floodplain flow routing these two cases. Flux from the floodplain to the river channel is treated as lateral inflow in the 1D river flow model and this is incorporated into the mass equation. The tightly-coupled approach used here differs from these two cases in that: (i) the full dynamic wave routing scheme is used for the river flow; (ii) the flux from the river to the floodplain is calculated using a weir equation; and (iii) the flow from the floodplain to the river channel is treated explicitly through mass control instead of
being incorporated implicitly in the solution. The use of a river flow model that solves the full Saint-Venant equations was noted by Bates and De Roo (2000) as a refinement of the coupled model. In terms of the calculation of flux exchanges between the river channel and floodplain ((ii) and (iii)), the tightly-coupled approach used here is subtly different to those used in Bates and De Roo (2000) and Horritt and Bates (2001a, b).

7.1.3 Achievements with respect to the development of sub grid wetting treatment

In terms of wetting treatment, the model used either a normal wetting treatment (§4.3.1) developed by Bradbrook et al. (2004), or a sub grid wetting treatment, developed in this study (§5.3). The normal wetting treatment controls the wetting process using a wetting parameter the value of which ranges from 0 to 1, with a value of 0 for wet cells, a value of 1 for fully wet cells, and values in between for the wetting front cells. The wetting parameter for a given cell is calculated as the accumulated value of the percentage of wetted areas of the cell over time. The percentage of the wetted area for a given cell at each time step is defined by inflow velocity, time step and cell size (Equation 4.11). Thus, the direction of the wetting of a cell is not accounted for in this approach.

In the sub grid wetting treatment, the wetting process within a grid cell is determined by the sub grid topography. Based on the investigation of the interaction between roughness parameterization and mesh resolution using the original wetting treatment, the sub grid approach recognises that treatments of sub grid-scale flow routing using roughness parameterization might not be able to represent the effects of structural elements on the floodplain (e.g. buildings, walls) adequately as such elements not only act as momentum sinks, but also have mass blockage effects. The latter may dominate, especially in structurally-complex urban areas. The sub grid approach developed here uses high-resolution topographic data to develop explicit parameterization of sub grid-scale topographic variability to represent both: (i) the volume of a given cell that can be occupied by the flow; and (ii) the effect of sub grid topography upon the timing and direction of fluxes (§5.3). Cell blockage effects are represented by establishing the relationship between water surface elevations of individual sub grid cells and the total volumes of water in a model cell. The sub grid water surface elevations can then be used to derive the direction and magnitude of flux from and into a grid cell based on a boundary porosity treatment approach. This approach differs from the original wetting treatment (adopted from Bradbrook et al., 2004) in that, instead of using an empirical means for dealing with mesh resolution effects, it evaluates the wetting and
drying through sub grid topography explicitly, thus, reducing model dependence on mesh resolution.

7.1.4 Achievements with respect to model applications

Model applications were carried out using the two different coupling approaches and two different wetting treatment approaches developed in this study. These approaches allow a series of analysis central to the research objectives to be conducted. These have mainly involved: (i) the development of validation and verification approaches; (ii) the data processing related to model requirements; (ii) the investigation of interaction between roughness parameterization and mesh resolution, (iii) the investigation of relationship between validation data, floodplain configuration and flood size; (iv) the effect of sub grid treatment upon flow routing; and (v) comparison of the loosely- and tightly-coupled models.

Development of the validation and verification approaches

This study used both a validation and verification approach to evaluate model performance. The validation approach was adopted from an accuracy assessment approach used in remote sensing (Congalton and Green, 1999). As the model divides floodplain into three different wetting states (wet cells, wetting front cells and dry cells), this allows a number of accuracy statistics to be derived in terms of both the overall performance of the model and the performance in relation to individual wetting state. Accuracy assessment in previous studies normally considers two wetting states of the floodplain: wet and dry cells (e.g. Bates and De Roo, 2000; Horritt and Bates, 2001a, b). This study also considered the wetting front cells based on the understanding that: (i) wetting front cells do exist during flood inundation, particularly for a coarser mesh simulation; and (ii) the means of determining a wetting front cell is available in both the normal wetting treatment and the sub grid wetting treatment approaches.

The verification approach used in this study allows time series of comparison of model performance between model simulations. This is novel as traditional validation of inundation studies typically use single at-a-point in time validation data. As shown in the study, such data may be inappropriate to judge model performance because there are situations where good model performance might be obtained for some periods, but not all of them, due to the complex relationships between validation data, floodplain configuration and flood size, as well as the use of calibration parameters. The use of a time series verification approach allows a series of accuracy statistics to be derived using the quantitative assessment approach adopted from remote sensing. More importantly, this verification approach allows cross
comparison between model simulations to determine whether simulations with different calibration parameters are significantly different. This study used the model results obtained from the finest resolution simulation (4 m) as the reference data in the verification.

**Data processing**

Most data available to this study are raw data. These need to be processed before they can be used in the model. The processing was mainly concerned with the topographic data. For both the loosely-coupled and tightly-coupled models, river location and floodplain topography are required. This study outlined a number of procedures that may be required in the extraction of river channel: (i) the removal of cells related to water bodies (except river channel) on the floodplain; (ii) the correction of elevations associated with overlapping areas of river channel with bridges; and (iii) the removal of the connection between the river channel and other water bodies on the floodplain. This study also outlined a number of procedures related to the processing of floodplain topography. These include: (i) the removal of ground elevations associated with tree canopies; (ii) the correction of bank elevation; and in places where lakes exist, (iii) the determination of the initial water surface elevations associated with lakes.

Validation data used for the 2D floodplain model were exclusively inundation extents. These were obtained from the aerial imagery available during recession period of the flood event. The processing of aerial imagery is required for obtaining inundation extent both for model validation and for the removal of elevations associated with tree canopies from the topographic data. This involved image classification during which the water bodies and trees were identified. This study used a supervised classification approach.

The tightly-coupled model also requires cross-section geometry to determine flow conveyance at different parts of the river. Raw drawings of cross-section geometry are available. However, due to the time involved in the processing of such data, these were not used to their full extent. Only the cross-section widths and ground elevations were taken from the drawings. A simple rectangular shape of the cross-section was assumed.

**Findings in relation to roughness parameterization and mesh resolution**

In terms of roughness parameterization and mesh resolution, a large number of simulations were undertaken to investigate the interaction between model resolution and roughness specification. These were compared to each other using single point validation and time series verification approaches. This study found that the model is strongly sensitive to mesh resolution and less sensitive to roughness coefficients on the floodplain. The strong sensitivity to mesh resolution is related to three reasons: (i) the smoothing effect of mesh coarsening; (ii)
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the cell blockage effect; and (iii) the effect of local topography upon small-scale flow wetting and drying. The smoothing effect associated with mesh coarsening is similar to the double-filtering problem encountered in finite-element models (Bates and Anderson, 1996). This study also investigated the smoothing effect of different interpolation approaches (nearest-neighbour, bilinear, and cubic convolution) and no significant differences were found between these three approaches. The effect of topographic variation at the model resolution scale is thought to be another important factor that causes the strong sensitivity to mesh resolution. This is associated particularly with complex floodplains where structural elements on the floodplain exert strong influence upon flow routing. First, these features tend to be smoothened out in a coarser mesh. Second, the timing and directions of the flow will be simplified with a coarser mesh. This might result in error as to where the flow can reach and the timing of the flow. Using roughness parameterization may reduce flux over certain features. But in some situations, some features on the floodplain act as complete barriers to the flow and this property might not be fully recognized using roughness parameterization. Moreover, as shown in this and other studies (e.g. Bates and De Roo, 2000), 2D raster-based models are relatively insensitive to roughness coefficients on the floodplain. Applications carried out in this study showed that in order for the roughness coefficient to reduce flow rate effectively, very high values of $n$ are required. These values are well beyond the range of $n$ values for which the Manning equation was originally formulated. This leads us to question the meanings of roughness in the calibration of such models in relation to mesh size and model structure. At the same time, this calls for the development of alternative calibration and parameterization approaches for 2D raster-based models. As noted by Bates (2000), there has been a lack of developments of small-scale wetting and drying treatment for practical applications of such numerical schemes. This is addressed in this study in the sub grid-scale wetting treatment approach.

Development of the sub grid wetting treatment

In relation to the above findings, the sub grid wetting treatment approach developed in this study addressed this problem through explicit use of high-resolution topographic data. The sub grid wetting treatment approach developed in this study represents the cell blockage and cell flux effects explicitly through the use of higher resolution sub grid topography, reducing the computation costs associated with models using the sub grid mesh alone. Applications of this approach using the first order approximation with a 2:1 ratio of sub grid topography found that this approach was able to reduce model sensitivity to mesh resolution effectively and to improve model performance in terms of inundation extent prediction. This approach was found to be more effective for a finer mesh simulation. This is probably because the model uses the immediate finer mesh to represent the sub grid topography. If higher orders of
sub grid topography (on a 4:1, 8:1 or higher ratio) are used, a model with a coarser mesh is expected to perform better. It was also found that use of the sub grid treatment increased model sensitivity to roughness coefficient. During model verification, models with lower values of n combined with a sub grid treatment were found to produce much better results than models with higher values of n and a normal treatment. In terms of computational costs, this study showed that the sub grid approach was more computationally effective than its immediate finer mesh model with the normal treatment, while with improved predictive performance. Thus, the sub grid wetting treatment approach changes the way mesh resolution and roughness coefficients interact in positive way. The development of the sub grid wetting treatment approach is believed to be a major contribution to the improved representation of urban flooding as noted by Wheater (2002).

Findings in relation to floodplain configuration, flood size and validation

In terms of model validation and verification, this study showed the danger of using at-a-point in time inundation extent data for model validation due to the complex relationship between model validation, floodplain configuration and flood size. Although it is recognized that inundation extent data can provide distributed validation data for inundation studies and it is sensitive to errors in predicted water depths for relatively flat floodplains, they are normally zero-dimensional in time. Thus, using such data to evaluate model performance over time might be problematic, particularly for laterally confined floodplains when confinement is reached and changes in water depth do not make much difference to inundation extents. Validation using at-a-point in time data may suggest good model performance for certain periods of the flood, but poor results for the rest. This is related to timing of inundation and the floodplain configuration. For example, for a laterally confined floodplain, validation data obtained long after the lateral confinement areas are filled are not able to assist in model developments as, in terms of the timing of the flood as, after this point, the inundation extent might stay the same unless significant drying occurs or the lateral confinement zone is broken. In such cases, if inundation extents were to be used, validation data obtained before the point when the lateral confinement of the floodplain is filled might be the only way to discriminate between the wetting and drying treatments of different models. For this reason, Bates and Anderson (2001) suggested that surface velocity measurements might be the only way to evaluate high order flood inundation models. However, such data are generally unavailable during a flood event.

Findings in relation to inflow data accuracy

Applications carried out in this study noted the importance of using accurate inflow in flood inundation studies. The applications using the loosely-coupled model have used uniform stage
hydrographs in the river regardless of the configuration of the river channel. This might be an inappropriate approximation for long channels or for channels with significant variation in stage along the channel. If inaccurate amount of flux are routed from the river to the floodplain, the inundation pattern over time is likely to be wrong. Moreover, the amounts and timings of the return flow to the river are also likely to be wrong. Indeed, the application at Site 3 showed the danger of using inaccurate inflow data for the 2D inundation model due to the approximation of the river flow using a uniform hydrograph. Thus, the tightly-coupled model was developed and applied to a longer reach on the River Ouse. However, this also failed to produce satisfactory results in places where the loosely-coupled underperformed, though with improved overall performance. This was thought to be caused by other reasons.

7.2 Critical assessment of methods and results

This study involves a number of assumptions and simplifications with respect to model developments and applications. These are reviewed in the next few sections.

7.2.1 Limitations in model development

Diffusion wave approach

In terms of model developments, the diffusion wave model developed here uses a highly simplified treatment of momentum transfer on the floodplain by ignoring the local and convective acceleration terms in the governing equations. This is a limitation in the model structure as known hydraulics are not fully represented in the model. However, the process representation required to simulate flood characteristics is a subject of current research and debate (Horritt and Bates, 2001a). Studies (e.g. Horritt and Bates, 2001b) have found that despite the simplified representation of hydraulic processes, raster-based models can produce good results when compared with the more complex modelling approaches such as finite-element approaches. However, these comparisons were only carried out to investigate the relative performance of the model in terms of inundation extent predictions. Model performance in terms of depth and velocity predictions has not been explored explicitly. Compared with complex flood inundation models such as those based on finite-element approaches, the calibration and parameterization efforts required by raster-based diffusion wave models are much less. This is an advantage given the poorly understood calibration efforts involved in complex models. Furthermore, given the simplicity in model formulation and the possibility of simulating flood inundation using higher resolution topographic data over larger areas and for longer periods, the advantages of using such models outweigh limitations in model structure.
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Coupling between the river flow and floodplain flow

In terms of river flow modelling, in this study, the river channel geometry was highly simplified to rectangular shapes in the tightly-coupled model. This approach was found to underestimate discharge capacity significantly at low overbank flow depths due to the uniform velocity assumption (Myers and Brennen, 1990). In terms of the coupling between river and floodplain flows, Bates and De Roo (2000) noted that there is a need for the representation of momentum exchange across the shear layers between the river channel and floodplain. However, in this study, both the loosely- and tightly-coupled models assumed continuous broad-crest weirs along the river channel and a weir equation was used to calculate flow exchange between the river channel and floodplain. The connection between the river flow and floodplain flow only accounts for the mass transfer. Momentum transfer and the effects of advection and secondary circulation on mass transfer are not represented.

Given the complex cross-sectional geometries found for the river, it is expected that flow behaviour at the main river channel-floodplain boundary will be much more complex than assumed in this study. This is an important issue and needs to be addressed in future model development.

Sub grid wetting treatment

Another limitation in model development is related to the sub grid wetting treatment approach. The sub grid wetting treatment approach developed in this study has used the immediate finer mesh on a 2:1 ratio as the sub grid topography regardless of the original mesh resolution. Applications suggested that this approach was more effective for a finer mesh. This is due to the fact that only the immediate finer sub grid topography was used for a given mesh. Thus, higher orders of sub grid topography are required to represent cell block and cell flux effects at the sub grid-scale in order for this approach to have better results for the coarser mesh.

7.2.2 Limitations in model applications

A number of simplifications exist in model applications and these need to be refined in future model applications where necessary. These generally include: (i) the selection of application sites in relation to the approximation of river stage; (ii) data processing in relation to topographic parameterization and model validation; (iii) approximation of river geometry for the tightly-coupled model; (iv) the roughness parameterization using high values of Manning’s $n$ and (v) the validation of the 1D river flow model.
First, for the loosely-coupled model, uniform flow was assumed for the applications, regardless of river configuration. All application sites have strongly curved reaches and are over 5 km long. Thus, the use of uniform flow is likely to be inappropriate, particularly for longer reaches such as Site 3. For Site 3, the use of downstream stage hydrographs outside of the simulation domain has been shown to underestimate inflow from the river to the floodplain. Although for the other 2 sites, stage hydrographs within the simulation domain were used, errors in the amount of flux from the river to the floodplain were also expected. This might have important effects upon the timing of flow routing and, thus, inundation pattern for some parts of the floodplain. If the amount of water entering from the river channel is not right, it is likely that inundation patterns are not right either, as the model is mass conservative and incorrect amounts of water lead to incorrect water depths which eventually determine where flow can reach. This can be investigated if inundation extents during the wetting process are available. However, given that, in this study, the validation aerial imagery were obtained long after the confined parts of the floodplain were filled, it was impossible to determine whether using a uniform hydrograph has caused significant errors in the estimation of influx. This, again, underlines the danger of using single at-a-time inundation extent data to evaluate model performance. In relation to this, if inundation extent data, or surface velocity and water depth during the wetting process are available, a number of questions unanswered in this study including those associated with the accuracy of inflow stage, can be investigated. This might not be a problem for the investigation of interaction between roughness parameterization and mesh resolution, as well as for the comparison between normal and sub grid wetting treatments as, in addition to the single-point validation, time series verification approach allows model performance to be compared with each other in a relative sense. The effect of inflow data on different simulations should be the same. Indeed, the current generation of distributed models have been limited by the availability of distributed time series of internal state variables for model evaluation (Beven, 2002).

Second, in terms of data processing, image classification and topographic data processing involve a number of simplifications. These may have some effects upon model predictions and validation. Image classification used a simple supervised classification approach. The results of image classification were not satisfactory in terms of the accuracy of the classified water bodies and trees (§3.5.3). This is probably due to the large degrees of overlapping areas in the spectral signatures of the image, as a result of the degradation in image quality during the rectification and combination of individual image tiles. The resultant water body and tree layers were further processed using mask layers based on known knowledge. This is expected to have improved the accuracy of the classifications. The accuracy of the classification is closely related to the reliability of model validation and the processing of floodplain
topography regarding the removal of ground elevations associated with tree canopies. The accuracy statistics of image classification for the water bodies are theoretically the best possible accuracy statistics the applications can obtain. However, some of the model applications carried out in this study obtained better accuracy statistics than those obtained from image classification. This is due to the post-processing of the resultant classification.

The tree layer was used to remove elevations associated with tree canopies from the DEM (§3.6.1) derived from first-return LiDAR data. Two sorts of errors are likely to exist during this process: (i) the errors in the tree locations; and (ii) the errors associated with determination of tree heights. Although the accuracy for the classification of trees was not high, post-processing using the mask layer was believed to have improved the classification. Most errors are considered to be associated with the assumption that tree heights are uniform throughout the domain. Visual comparison of the vegetation in the aerial imagery shows that vegetation heights vary for different types and even for the same type. This assumption might in some cases lead to overestimates, while, in other cases, to underestimates in relation to the storage effects associated with vegetations. Although, there are methods for determining tree heights, including field survey and comparing ground elevations of tree cells with surrounding ground cells (e.g. Mason et al., 2003), these were not adopted in this study. It is expected that tree removal has a similar effect for all simulations. This should not invalidate analysis where verification approaches were used.

Third, the drag effects of floodplain vegetations upon flood inundation were not explored in this study. This study assumed that storage effects of vegetations dominate over flow resistance associated with these features. Although it is recognized that the drag effects associated with the presence of vegetation are likely to form the bulk of resistance term (Kouwen, 1988, cited by Lane, 2003a), this is not addressed due to the complexity involved in determining the drag coefficient of vegetation (Bates, 2004) and the lack of required data.

Fourth, the tightly-coupled model used highly simplified cross-section geometries to represent river channel topography (§6.4). Hydraulic structures such as bridges and culverts were not represented in the model structure. These features normally act as flow restrictions and flow might back up behind these features as storage volumes. Thus, the actual flow through these restrictions and the corresponding energy grade line may be considerably less, resulting in significant differences in water surface elevations. Others (e.g. Bates and De Roo, 2000; Bradbrook et al., 2004) have used similar approaches and acceptable predictions were found. However, in these studies, predictions for the river flow were not validated strictly. In this study, validation of stage predictions was only carried out at the upstream boundary of the
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The peak stages at the upstream were predicted reasonably well. However, the predictions on the rising and falling limb were poor. This may be caused by a number of reasons. First, the simplified cross-section geometry might be an inappropriate assumption for such a complex river. Second, as the reach simulated is over 10 km long and several bridges are located along the river, the effects of these bridges need to be accounted for in the model. For a given bridge, the difference between upstream and downstream of the bridge can be quite high during a flood event. However, this is not considered in the boundary condition specification during model initialisation. Third, uniform roughness coefficients for the whole river channel were used and downstream of the river was found to be smoother than the upstream. Thus, varied roughness values might be able to improve model predictions. Moreover, in relation to cross-section geometry, flow resistance may vary for a given cross-section. These need to be addressed in future model development.

Fifth, the use of high values of Manning's $n$ is theoretically questionable. The high values of Manning's $n$ used at Site 1 and Site 2 clearly extend beyond the range of $n$ values obtained based on the original formulation of Manning's law. However, given our current understanding of the physical meaning of Manning's $n$ in diffusion wave models and the fact that high values of Manning's $n$ improved model performance, this might not be a problem. Roughness coefficients in diffusion wave models represent not only boundary resistance related to flow and channel properties but also those processes that are not represented explicitly in the model such as advection and secondary circulation. Thus, calibration using roughness coefficients is in fact also used to compensate for these processes that are not represented in the model. Thus, the actual meaning of roughness coefficients needs to be interpreted with caution in such situations.

Lastly, in terms of the validation of the 1D river flow model, comparison with other models such as HEC-RAS and ISIS (storage cell approach) could be very valuable, but at this point, this has not been undertaken.

7.3 Future research developments

The development of the 2D flood inundation model, either loosely-coupled to an existing 1D river flow model or tightly-coupled to the 1D river flow model developed in this study requires further refinements. These include, among others: (i) the development of the 1D river flow model to incorporate important hydraulic structures such as bridges/culverts, lateral structures and pumping stations; (ii) the development of approaches to represent the
momentum exchange between river channel and floodplain; and (iii) the development of the sub grid wetting treatment for better representation of small-scale routing process.

7.3.1 Development of the 1D river flow model

The development of the 1D river flow model in relation to the hydraulic structures such as bridges and culvers, along the river channel is straightforward. The model can be readily modified to represent these structures in the raster environment as internal properties of individual cross-sections, to adjust conveyance capacity of cross-sections. These developments are expected to improve the prediction of river flow, particularly in a complex river channel like the one simulated in this study.

7.3.2 Representation of momentum transfer at the river-floodplain boundary

The development of approaches that account for the momentum exchange between the river channel and floodplain requires much effort. Cross-section data available in this study suggested that the shapes of cross-sections on the River Ouse vary significantly. Many of the cross-sections are characterised by compound river channels where a deep main channel is bounded by a relatively shallow floodplain on one or both sides. Particularly, cross-sectional geometries upstream and downstream of a bridge are very likely to be different to the others. Thus, the conveyance capacity of cross-sections is likely to be significantly different. The simulations carried out in this study assumed a uniform rectangular shape and a single uniform Manning's $n$ for all cross-sections. Thus, cross-sectional geometries and the associated conveyance capacity might have been oversimplified. Modelling the momentum transfer in the river channel and at the river-floodplain boundary generally involves the specification of friction factors for different part of the cross-sections. Since the 1960s, a number of approaches to conveyance estimation of compound channels have been developed. These include: (i) the single channel (SCM) method (Nuding, 1991, cited by Helmiö, 2004); (ii) the divided channel method (DCM); and (iii) the apparent shear stress (ASS) method (see the review of Helmiö, 2004). In the divided channel method, the interface between the main river channel and floodplain is used in the calculation of the wetted perimeter (Posey, 1967, cited by Helmiö, 2004; Myers, 1987). The ASS method assumes that the shear stress at the interface between the main river channel and floodplain is significantly higher than the boundary shear stress at the channel boundary or the floodplain (Wormleaton et al., 1982; Knight and Demetrious, 1983; Pasche, 1984, cited by Helmiö, 2004; Mertens, 1989; Nuding, 1991, cited by Helmiö, 2004). These approaches were developed for different cross-sectional
geometries and can be readily used for natural river applications. The next step for model development will involve the application of these approaches to the coupled modelling of river flow and floodplain inundation. Given the available approaches, the main challenge is to represent the cross-sectional geometry of the river in relation to the floodplain topography near the bank region in the 2D raster-based environment where the 1D river flow and 2D floodplain model are solved.

7.3.3 Coupling the flood inundation model with other hydrological processes

As a natural extension of the coupling between the river flow and floodplain flow, this model can be readily modified to incorporate other hydrological processes such as precipitation, evaporation and interception of soil water and groundwater, and runoff processes (including hillslope hydrology). Thus, this is an area of future model development which will allow the investigation of the interaction between fluvial flood and related hydrological processes over the floodplain and on the hillslopes. Particularly, the coupling between hillslope and channel has been addressed in several studies since the early 1980s (e.g. Brunsden and Thornes, 1979; Nortcliff and Thornes, 1984, Brunsden, 1993, cited by Michaelides and Wainwright, 2002). These studies mainly involved the investigation of connectivity between the hillslopes and channel in terms of the runoff- and sediment-delivery rates from the hillslopes to the channel and in terms of the fluvial activity imposed by the channel on the hillslope base (Michaelides and Wainwright, 2002). An example of the discretization of domain topography for coupled modelling of river flow and hillslope runoff was described in Michaelides and Wainwright (2002). This is shown in Figure 7.1.

![Figure 7.1: Discretization of the domain topography for the coupled modelling of river flow and hillslope runoff in a 2D environment. (after Michaelides and Wainwright, 2002)](image-url)
Much of the research has been at the conceptual level and focusing on the impact of hillslope runoff upon river flow. The future development of the model will allow a number of issues to be investigated, including: (i) the effects of hillslope runoff on flood inundation and, implicitly, on river flow; (ii) the effects of rainfall on flood inundation; (iii) the effects of mesh resolution on flood inundation, with reference to hillslope runoff; and (iv) model sensitivity to calibration parameters including rainfall rate, infiltration rate, and roughness coefficient, etc.

7.3.4 Representation of small-scale wetting treatments

Basically, the research carried out in this thesis showed the complex relationship between mesh resolution and small-scale flow processes. These two aspects are interrelated with both the methodological and data provision aspects of flood inundation studies. Although the increasing availability of high-resolution topographic data is gradually relieving the uncertainties in topographic data representation, the use of such data over large scales (in space and time) is still constrained by computational resources. There remains a need for the development of approaches to small-scale flow routing representation. Thus, future model development with respect to wetting and drying treatments at the local scale is also required. This can be based on the sub grid wetting treatment approach developed in this study. Given the relatively low effects of the sub grid wetting treatment upon coarser meshes as compared with finer meshes, the next step in this is to develop higher orders of sub grid topography treatments.
Appendix A

The CD attached to this thesis includes visualizations of several flooding processes simulated using the model developed in this thesis. The flood events modelled occurred on the River Ouse and River Wharfe in 2000. The visualizations were produced as Java applets embedded in web pages. A web browser which supports Java applet is required for the visualization. Depending on PC performance, time to load the Java applet varies.

The visualizations are shown as time series of inundation extents for the 2000 flood event on the River Ouse and River Wharfe. These include:

1) Applications to Naburn Weir (Site 1) on the River Ouse using the loosely-coupled model;
2) Applications to the city centre of York on the River Ouse using the loosely-coupled model;
3) Applications to the a long reach on the River Ouse using the tightly-coupled model; and
4) Applications to the River Wharfe using the loosely-coupled model.

Simulations on the River Ouse were presented in this thesis. Simulations on the River Wharfe were presented in Tayefi (2005). Simulations on both rivers were carried out using the model developed in this thesis. The difference between the applications on the River Ouse and River Wharfe is the types of inflow data used. Simulations on the River Ouse used uniform stage hydrograph for the whole river. Simulations on the River Wharfe used flow hydrographs for different parts of the river as inflow data.

The index file in the root directory of the CD is named “Index.html”. This file contains links to different visualizations. Alternatively, the visualizations can be accessed through separate html pages in the “Appendix A” directory of the CD. In summary, the file names and the associated visualizations are as follow:

- OuseFlood2000_NaburnWeir.html (loosely coupled)
  A reach near the Naburn Weir on the River Ouse (Site 1)
- OuseFlood2000_CityOfYork.html (loosely coupled)
  A reach across the city centre of York (Site 3)
- OuseFlood2000_LongerReachCityOfYork.html (tightly coupled)
  Long reach on the River Ouse
- WharfeFlood2000_Walls.html (loosely coupled)
• With walls built into the topography on the River Wharfe
  WharfeFlood2000_NoWalls.html (loosely coupled)
• Without walls built into the topography on the River Wharfe
  WharfeFlood2000_Comparison.html (loosely coupled)
• Comparison of the effects of walls upon flow routing
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