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Abstract 

Targeting short-lived climate pollutants (SLCPs) such as methane (CH4), 

tropospheric ozone (O3) and atmospheric aerosols has been proposed as an 

effective method of reducing the rate of near-term warming, due to their 

considerable contribution to climate change and relatively short atmospheric 

lifetimes. Many SLCPs are also air pollutants, presenting the opportunity to 

simultaneously tackle both climate change and air quality. The aim of this thesis is 

to improve understanding of factors controlling SLCPs and their role in global 

climate. Model simulations using the TOMCAT chemical transport model and the 

SOCRATES radiative transfer model are used to explore sources of uncertainty and 

variability of SLCPs, as well as potential as mitigation strategies.  

Recent evidence from proxy-records indicates that fire and biogenic emissions were 

likely larger in the pre-industrial era than in the present-day. Greater emissions of 

O3 precursors CO and NOx in revised pre-industrial emissions inventories result in 

increases in simulated pre-industrial tropospheric O3 concentrations, decreasing 

the pre-industrial to present-day radiative forcing (RF) of tropospheric O3 by up to 

35%. 

The variability of CH4 and tropospheric O3 during El Niño is largely driven by 

changes in fire emissions. During the 1997 El Niño, enhanced fire emissions of CO 

suppressed oxidant availability and extended CH4 lifetime, causing a 7.5 ppb yr-1 

increase in simulated global CH4 growth rate in 1998. Increased fire emissions also 

lead to an increase in O3 RF of 0.03 Wm-2, while meteorological effects decrease 

O3, reducing tropospheric O3 RF by 0.03 Wm-2, thus resulting in a small net change 

to tropospheric O3.  

The potential of targeting SLCPs as a mitigation strategy is also assessed by 

investigating the climate and air pollution impacts of various emission reduction 

measures. It is found that maximum technically feasible reductions of anthropogenic 

emissions reduce global air pollution, however the removal of cooling aerosol 

results in an accelerated rate of warming, surpassing 2°C by 2050. Targeted 

measures which decrease emissions of only warming components enables 

mitigation of global mean temperature change of up to 0.3°C by 2050, but does not 

combat the growing problem of air pollution.  
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1. Introduction 

1.1. Motivation 

Anthropogenic emissions of trace gases since the industrial revolution have 

changed the composition of the Earth’s atmosphere. Greenhouse gases such 

as carbon dioxide (CO2) and methane (CH4) are released during combustion of 

fossil fuels, increasing atmospheric concentrations and altering the atmospheric 

radiative balance. Greenhouse gases absorb outgoing longwave radiation, 

leading to an increase in tropospheric temperatures. Observed global mean 

surface temperatures have increased more than 1°C since the second half of 

the nineteenth century (Haustein et al., 2017), leading to an increase in extreme 

weather events, loss of biodiversity and sea level rise.  

Understanding the processes involved in climate change is essential when 

designing strategies to effectively mitigate future change. Accurately attributing 

observed warming to specific forcers improves understanding of the primary 

drivers of historic anthropogenic climate change, allowing projection of future 

change and its consequences. While satellite and in-situ observations provide 

valuable data on historic trends, emissions and the current atmospheric state, 

computer models are needed to understand processes and feedbacks occurring 

in the atmosphere and estimate global sources and sinks. Models allow the 

simulation of changes to atmospheric composition and radiative fluxes since the 

pre-industrial era (PI), enabling projection of future changes.  

It is now well-established that man-made emissions of CO2 are the most 

important driver of anthropogenic climate change. The Fifth Assessment Report 
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(AR5) from the Intergovernmental Panel on Climate Change (IPCC) highlights 

the dominance of the CO2 contribution to radiative forcing (RF) since the PI 

(Figure 1.1) (Myhre et al., 2013b). Although the efficiency of CO2 as a 

greenhouse gas is small relative to other gases such as CH4 or nitrous oxide 

(N2O) (Forster et al., 2007), the abundance and long lifetime of CO2 results in a 

large impact on climate. The exact atmospheric lifetime of CO2 is variable, but 

the effect of CO2 emitted from fossil fuel combustion can last for millennia 

(Archer et al., 2009). As well as the importance of CO2, Figure 1.1 also illustrates 

the array of man-made forcers which influence climate. While decreasing 

atmospheric CO2 concentrations must be the principal factor in mitigating future 

climate change, it is important to fully understand the role other climate forcers 

play in order to mitigate future change as effectively and efficiently as possible.  

 

 

Figure 1.1 IPCC AR5 estimates of radiative forcing (hatched) and effective 
radiative forcing (solid) for the period 1750–2011, for various climate forcers 
and processes (From Myhre et al. 2013a, Figure 8.17). 
. 
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1.2. Short-lived climate pollutants 

In the most recent report from the United Nation’s Intergovernmental Panel on 

Climate Change (IPCC) (Myhre et al., 2013b), a positive RF of 1.82 Wm-2 over 

the industrial era (defined as 1750-present day) was attributed to CO2, roughly 

64% of the combined RF from all well-mixed greenhouse gases (WMGHG). 

Though the climate effect of CO2 dominates, a considerable fraction of the 

estimated total RF is driven by non-CO2 species. Of the non-CO2 drivers, several 

of the most important have much shorter atmospheric lifetimes than CO2. These 

are known as short-lived climate pollutants (SLCPs) or near-term climate forcers 

(NTCF).  

 

SLCPs are gases or aerosols with an anthropogenic source, which affect climate 

and have an atmospheric lifetime of around a decade or less (UNEP and WMO, 

2011). The short lifetime means that the benefits of decreasing emissions would 

be realised faster than following equivalent action on CO2 emissions, as 

atmospheric concentrations and associated RF would decrease as emissions 

fell. As CO2 has a very long atmospheric lifetime, reductions in emissions would 

only slowly reduce atmospheric concentrations of CO2, so the effect on climate 

will persist for many decades. Concentrations of short-lived species on the other 

hand will respond to changes in emission sources much faster, consequently 

decreasing their impact on climate. For this reason, it has been suggested that 

these species may provide an opportunity for near-term mitigation. The SLCPs 

Table 1.1 Estimated radiative forcing (RF) and approximate atmospheric 
lifetime of major anthropogenic climate forcers (from IPCC AR5 report (Myhre 
et al., 2013b) and Etminan et al. (2016)).  
 

RF (Wm-2) Lifetime 

CO2 1.83 5-200 years 

N2O 0.17 131 years 

CH4 0.61 9-12 years 

Tropospheric Ozone 0.4 (0.2 to 0.6) ~3 weeks 

CFCs 0.273 45-100 years 

Aerosols -1.05 (-2.68 to -0.15)  Minutes to weeks 
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with the largest warming effect on climate are CH4, tropospheric ozone (O3), 

black carbon (BC) aerosol and some short-lived hydrofluorocarbons (HFCs) 

(UNEP, 2011; Shoemaker et al., 2013). With the exception of HFCs these 

species are also, either directly or indirectly, responsible for degrading air 

quality. Thus, decreasing emissions of SLCPs and their precursors has the 

potential to mitigate anthropogenic climate change whilst also tackling global air 

pollution.  

Although it is now well-established that anthropogenic activities are responsible 

for the current trend in global climate, there remains substantial uncertainty 

regarding the contribution from individual climate forcers, particularly from 

SLCPs. Measuring the impact of anthropogenic emissions on climate requires 

knowledge of not only how a forcing agent affects climate, but also of how the 

composition of the atmosphere has changed over time. While networks of 

observatories and satellite information mean that the present-day concentration 

and distribution of climate forcers is relatively well-constrained, the composition 

of the atmosphere in the past environment is much less certain. As 

anthropogenic activities began affecting global land-use and releasing 

emissions on a large scale during the Industrial Revolution, the impact of 

humans on climate is typically estimated relative to the pre-industrial era, with 

1750 commonly used as the baseline. Pre-industrial estimates rely on a smaller 

and less certain network of measurements combined with proxy records and 

modelling estimates, meaning there can be large uncertainty in precisely how 

atmospheric concentrations have changed. Furthermore, natural processes play 

an important role in climate which can be difficult to quantify accurately. Cycles 

of global variability such as the El Niño-Southern Oscillation (ENSO) drive large-

scale changes in meteorology and natural emissions, altering atmospheric 

composition and the climate impact of SLCPs. Understanding the mechanisms 

and magnitude of natural variability is therefore important when trying to fully 

understand the role of anthropogenic activity on climate. In addition, numerous 

modelling studies have indicated that the occurrence of ENSO events will 

change substantially in a warming climate (Timmermann et al., 1999; Collins, 

2000; van Oldenborgh et al., 2005; Müller and Roeckner, 2008; Cai et al., 2015). 

In order to be able to estimate the likely impact of these future changes, it is 
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necessary to understand the precise mechanisms affecting SLCP variability in 

past and present-day ENSO events.  

It has been proposed that action to decrease SLCP emissions offers an 

opportunity to limit global mean surface temperature increase since the PI to 

below 2°C (Hansen et al., 2007; Molina et al., 2009; UNEP and WMO, 2011), a 

target commonly touted as a threshold for “dangerous” climate change 

(Ramanathan and Xu, 2010) and agreed as the long-term goal at the 2015 Paris 

climate conference. Tackling BC and tropospheric O3 precursors, in particular 

CH4, is likely the most effective form of SLCP mitigation as these species 

contribute significantly to RF (Figure 1.1). Several studies propose such 

measures as the most productive strategy for decreasing the rate of near-term 

warming (UNEP and WMO, 2011; Shindell et al., 2012). Projections in Shindell 

et al. (2012) estimated that although CO2 mitigation remains vital in the long-

term, BC and CH4 measures are more effective at slowing the rate of near-term 

warming (Figure 1.2). CO2-only measures do not impact the rate of temperature 

 

Figure 1.2 Observed temperatures through 2009 and projected temperatures 
thereafter under various scenarios, all relative to the 1890–1910 mean (From 
Shindell et al. 2012, Figure 1). 
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change until around 2040, whereas BC and CH4 measures lead to an almost 

immediate change in temperature. Figure 1.2 emphasises the importance of a 

combination of CO2 and SLCP measures for effective, long-term climate 

mitigation. A thorough understanding of the impact of changes to emissions of 

SLCPs and their precursors on the rate of climate change improves the 

likelihood of developing an effective and efficient mitigation strategy, which may 

alleviate the near-term consequences of climate change.  

Understanding the role of SLCPs in the past and present-day atmosphere is 

essential to accurately assess their role in historic climate change and potential 

for future mitigation of climate change. Therefore, it is necessary to have a good 

knowledge of the processes affecting SLCPs in the atmosphere, their variability 

and extent to which they affect the radiative balance of the Earth’s atmosphere.  

1.3. Thesis aims 

The overall aim of this thesis is to improve understanding of the climate effect of 

short-lived climate pollutants over the industrial era, with a view to assess their 

potential to mitigate anthropogenic climate change in the near-future. Several 

aspects of variability are investigated using a chemical transport model, in 

particular the response of simulated SLCPs to variations or modifications to 

emissions, together with the associated impact on climate via change in RF. 

One of the key aspects addressed here is the role of natural processes in 

causing trends and variations in concentrations of key SLCP species. The 

specific research aims undertaken in this thesis are: 

1. Investigate the effect of uncertainty in pre-industrial natural 

emissions on tropospheric ozone radiative forcing. Revised inventories of 

pre-industrial emissions from wildfires and vegetation are used to simulate the 

uncertainty in pre-industrial tropospheric O3 concentrations. The revised 

estimates of pre-industrial atmospheric composition are used to calculate new 

estimates of tropospheric O3 RF, accounting for uncertainty in natural emissions.  

2. Evaluate the effect of the El Niño Southern Oscillation on the 

interannual variability of methane and tropospheric ozone. The role of 

meteorology and fire emissions in driving interannual variability of important 
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SLCPs is quantified, particularly in response to large El Niño events such as the 

1997-1998 El Niño. Specific mechanisms are identified and evaluated, and the 

impact of variability on climate from each driver is calculated for CH4 and 

tropospheric O3.  

3. Assess the influence of various future emissions scenarios on 

climate change and air quality in 2050. Future emissions scenarios from the 

ECLIPSE project are used to simulate atmospheric concentrations of SLCPs in 

2050, which are then evaluated for global and regional climate and air quality 

effects. The impact of individual emissions sectors is also evaluated to inform 

which specific mitigation techniques are the most beneficial, with calculations of 

global temperature change under each emission scenarios. 

 

1.4. Thesis layout 

This thesis consists of 7 chapters in total. Chapter 2 provides a background and 

literature review of the topics discussed throughout this thesis. Chapter 3 

introduces the models used to conduct this study, detailing recent developments 

and evaluation against observational datasets. In Chapter 4, the effect of 

uncertainty of PI natural emissions on tropospheric O3 RF is investigated, using 

revised PI fire and biogenic emission inventories. Chapter 5 explores the drivers 

of variability of CH4 and tropospheric O3, particularly during large El Niño events. 

Chapter 6 evaluates various future emissions scenarios for their effect on both 

climate and air quality, with particular attention to identifying important sectors 

and regions. In Chapter 7, the results from the thesis as a whole are summarised 

and discussed in terms of broader research goals and existing literature. The 

main results are then put into the context of the original thesis aims and 

suggestions are made for directions of future research.
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2. Background  

This chapter summarises background information on the major SLCPs 

discussed in this thesis, namely methane (CH4), tropospheric ozone (O3) and 

aerosols. A comprehensive understanding of the process controlling 

atmospheric concentrations of SLCPs, their role in atmospheric chemistry and 

anthropogenic climate change is essential in order to understand observed 

trends and fluctuations, and evaluate their potential for mitigation strategies.  

 

2.1. Methane 

Methane (CH4) is a greenhouse gas with a global annual mean surface 

concentration estimated at 1858 ppb in 2018 (Dlugokencky, 2019). Atmospheric 

concentrations of CH4 have more than doubled from 722 ppb in the PI, 

contributing an estimated radiative forcing (RF) of 0.48 ± 0.05 Wm-2 (Etheridge 

et al., 1998; Myhre et al., 2013b). RF is a measure of the effect on climate of a 

particular forcer, defined as the 1750 to present-day (PD) change in radiative 

flux at the tropopause after allowing for stratospheric temperature adjustment 

(Forster et al., 2007). The RF of CH4 over the industrial era is the second largest 

greenhouse gas RF behind CO2, accounting for approximately 17% of the RF 

from well-mixed greenhouse gases (WMGHG) (Myhre et al., 2013b). The PD 

CH4 RF estimate of 0.48 Wm-2 has been consistent since the third IPCC 

assessment report (TAR). Etminan et al. (2016) calculated a RF due to CH4 of 

0.61 W-2, a 25% increase compared to Myhre et al. (2013b). The increase is 
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caused by the inclusion of the shortwave forcing due to CH4 which is estimated 

at 0.1 Wm-2. 

On a molecule for molecule basis, CH4 is a considerably more effective 

greenhouse gas than CO2, however the greater abundance and longer lifetime 

of CO2 means it is responsible for a much larger climate effect. The 

comparatively short atmospheric lifetime of CH4 (i.e. 9.1 ± 0.9 years (Prather et 

al., 2012)), means that CH4 has a relatively large impact over shorter time-

periods. Global warming potential (GWP) is a calculation of the integrated 

warming effect of an emitted species over a given time period, relative to that of 

CO2 (IPCC, 1990). Estimates of the 20-year GWP (GWP20) of CH4 have varied 

significantly since estimated at 63 in the IPCC First Assessment Report (FAR), 

rising to 84 by AR5 (Table 2.1). This means that per kilogram of emissions, the 

warming effect of CH4 is 84 times greater than that of CO2 over a 20-year period. 

The 100-year global warming potential (GWP100) of CH4 in the IPCC AR5 report 

was estimated at 28, however studies accounting for direct and indirect aerosol 

responses indicate this could rise to as much as 33 (Shindell et al., 2009; Myhre 

et al., 2013b). 

The effect of CH4 on climate is even larger when considered from an emission-

based approach, due to its effect on tropospheric O3, oxidation chemistry and 

stratospheric water vapour. When accounting for all these effects, CH4 RF rises 

to 0.8—0.9 Wm-2, up to 61% of the contribution due to CO2 (Shindell et al., 2005; 

Shindell et al., 2009; Kirschke et al., 2013; Myhre et al., 2013b). The largest 

additional forcing in this estimates is due to the role of CH4 in tropospheric O3 

production, another important anthropogenic greenhouse gas (see Section 2.2). 

Table 2.1 Estimated CH4 radiative forcing, 20-year GWP and 100-year GWP 
in successive IPCC assessment reports. 
 

FAR 
(1990) 

SAR 
(1995) 

TAR 
(2001) 

AR4 
 (2007) 

AR5 
 (2013) 

RF (Wm-2) - 0.47 0.48 0.48 ± 0.05 0.48 ± 0.05 

GWP20 63 56 62 74 84 

GWP100 21 21 23 25 28 
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The large climate effect of CH4, coupled with its relatively short atmospheric 

lifetime and the fact it is approximately homogeneously mixed in the 

troposphere, means CH4 mitigation offers an important opportunity for near-term 

climate change mitigation. Studies indicate that implementation of measures to 

tackle CH4 emissions could decrease warming by 0.28 ± 0.10°C by 2050, 

making it the most climatically important of the SLCPs (Fiore et al., 2012; 

Shindell et al., 2012). CH4 mitigation also largely avoids the complicated and 

counteracting issue of co-emitted species which is often associated with SLCPs. 

Many short-lived climate forcers such as black carbon aerosols are frequently 

co-emitted with negative forcers such as sulphur and nitrate aerosols, which 

introduce an offset to the net benefit when emissions are cut (Fiore et al., 2012; 

Unger, 2012). CH4 mitigation avoids this issue as emission sources generally 

do not have significant simultaneous aerosol emissions (Shindell et al., 2012; 

Stohl et al., 2015). 

 

2.1.1. Sources and sinks 

Atmospheric CH4 has large anthropogenic and natural sources (Table 2.2). 

Global emissions estimates, particularly from natural sources, remain uncertain, 

with bottom-up and top-down estimates varying by as much as 200 Tg yr-1 

(Saunois et al., 2016). The magnitude of natural emission sources is more 

uncertain than anthropogenic sources, with wetland emissions in particular 

poorly constrained. Despite the large uncertainties, anthropogenic emissions 

since the pre-industrial era lead to an imbalance in the atmospheric CH4 budget, 

resulting in a net increase in CH4. As a result the global CH4 burden is estimated 

to be increasing by 6-14 Tg yr-1 on average (Saunois et al., 2016).  The large 

uncertainty makes attribution of trends to particular source or sink changes 

especially difficult. Improved satellite retrievals and continuous surface 

monitoring is required to reduce uncertainty in emission estimates (Van Amstel, 

2012). While the rise in global mean CH4 concentrations since the PI has been 

driven by increasing anthropogenic emissions, particularly from fossil fuel 

burning and agriculture, natural emission sources play the dominant role in 

regulating the interannual variability of atmospheric CH4 concentrations (Ciais 

et al., 2013).  
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Table 2.2 Sources and sinks of global atmospheric methane, 2010-2015. 
Adapted from Saunois et al. (2016), using estimates from Kirschke et al. (2013), 
Hossaini et al. (2016), McNorton et al. (2016) and Maasakkers et al. (2019). 

Natural sources Source (Tg CH4 yr-1) Range 

Wetlands 185 153-227 

Fresh water 122 60-180 

Geological 40 30-56 

Oceanic (including 
hydrates) 

14 5-25 

Wild animals 10 5-15 

Termites 9 3-15 

Wildfires 3 1-5 

Permafrost 1 0-1 

Total natural source 384 257-524 

Anthropogenic sources Source (Tg CH4 yr-1) Range 

Fossil fuels 121 114-133 

Agriculture 106 97-111 

Landfills and waste 59 52-63 

Rice cultivation 36 24-36 

Biomass burning 18 15-21 

Biofuel burning 12 10-14 

Total anthropogenic source 352 340-360 

Sinks Sink (Tg CH4 yr-1) Range 

Reaction with OH 475 454-617 

Reaction with Cl 25 12-37 

Stratospheric loss 51 16-84 

Soil 32 9-47 

Total sink 570 491-785 
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The largest natural source of CH4 emissions is from terrestrial wetlands (Table 

2.2). In anaerobic environments, microorganisms known as methanogens 

consume H2 and CO2 to release CH4, in a process called methanogenesis (Le 

Mer and Roger, 2001). The largest permanent wetlands are found in the 

Amazon basin and Pantanal in South America, the Congo and Zambezi river 

basins in sub-Saharan Africa and in South-East Asia (Nisbet et al., 2019). As 

the largest single CH4 source, albeit with a large uncertainty and sensitivity to 

climate variables including temperature and precipitation (Le Mer and Roger, 

2001), natural wetlands emissions are the dominant source of CH4 interannual 

variability (Bousquet et al., 2006; Hodson et al., 2011; McNorton et al., 2016b). 

Fire emissions are also thought to play a role (Bousquet et al., 2006), despite 

being a relatively minor source of atmospheric CH4. Although the amount of CH4 

emitted per unit area burned varies greatly between fire types - with peat fires 

emitting around 10 times more CH4 per unit biomass burned than savanna fires 

(van der Werf et al., 2010) – wildfires emit a relatively very small amount of CH4 

compared to species such CO or CO2 (Table 2.2). As a result, the influence of 

fires on background CH4 variability is thought to be small relative to the effect of 

wetlands. Infrequent events such as volcanic eruptions and the El Niño-

Southern Oscillation can occasionally cause large changes to atmospheric 

composition, affecting CH4 variability, although the exact mechanism and 

magnitude remains uncertain (Hodson et al., 2011; Bândă et al., 2016). 

Increased understanding of what causes interannual variations in CH4 will 

Table 2.3 Global mean annual fire emission estimates (in Tg) for carbon 

dioxide (CO2), carbon monoxide (CO), methane (CH4), nitrogen oxides 
(NOx), organic carbon (OC), black carbon (BC) and total particulate matter 
(TPM) from GFEDv3, FINNv1 and GFAS. Adapted from Voulgarakis and 
Field (2015). 

 
 

CO2 CO CH4 NOx OC BC TPM 

GFEDv3 (2003–2011) 6508 329 17 9 18 2.0 44 

FINNv1 (2005–2010) 7323 373 18 13 23 2.2 59 

GFAS (2003–2008) 6907 352 19 10 18 2.0 45 
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improve future projection of CH4 concentrations and the effect on climate. This 

is investigated in greater detail in Chapter 5.  

The primary sink of CH4 is via its reaction with the hydroxyl radical (OH) (reaction 

(2.1), which is responsible for ~90% of atmospheric CH4 lost and therefore is 

the primary determining factor in calculations of CH4 atmospheric lifetime. The 

OH radical is highly reactive, being responsible for the oxidation and removal of 

many atmospheric pollutants. Relatively minor changes to global OH 

concentrations can substantially affect CH4 variability, and may explain 

observed trends in recent decades (McNorton et al., 2016a; Dlugokencky, 

2019). 

 

2.1.2. Effect on air quality 

Due to the contribution of CH4 to the formation of the greenhouse gas 

tropospheric O3 (see Section 2.2.1), CH4 emissions also indirectly affect the 

climate while also playing an important role in global air quality. Tropospheric 

O3 has a positive RF of 0.4 Wm-2 (Myhre et al., 2013b), and is also a pollutant 

which is damaging to both human health and vegetation (UNEP, 2011; see 

Section 2.2). Action to decrease CH4 emissions will also decrease tropospheric 

O3 concentrations, indirectly decreasing the impact of tropospheric O3 on both 

climate and human health (Anenberg et al., 2012; Shindell et al., 2012; West et 

al., 2013). The lifetime of CH4, though short relative to other GHGs, is long 

relative to other precursors of tropospheric O3, and long enough that CH4 

concentrations can be broadly considered globally homogeneous. Thus, 

mitigation of CH4 emissions will decrease global tropospheric O3 production on 

a timescale of around one decade, offering a “unique opportunity to improve air 

quality globally” (West et al., 2013). 

𝐶𝐻4 + 𝑂𝐻
𝑘𝑂𝐻
→  𝐶𝐻3 + 𝐻2𝑂  (2.1) 
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2.1.3. Recent trends in atmospheric methane 

Atmospheric CH4 concentrations have increased considerably over the 

industrial era due to anthropogenic emissions, however the growth rate has not 

been stable. In recent decades, changes in atmospheric CH4 has been 

characterised by rapid growth in the late 20th century, followed by a period of 

stagnation from 1999-2006, before renewed growth from 2007-2019 (Rigby et 

al., 2008) (Figure 2.1). Due to the uncertainty in emissions and their variability, 

the exact cause of observed trends is not fully understood (Turner et al., 2019). 

During the 1998-2006 slowdown in CH4 growth rate, Dlugokencky et al. (2003) 

suggested that the observed slow-down could be a result of the CH4 budget 

reaching a steady-state. However, increased growth rates from 2007 onwards 

Figure 2.1 Globally averaged methane (CH4) mole fraction in the atmosphere 
from 1984 to 2016. The red line is the deseasonalised monthly mean mole 
fraction. The blue dots and line depict the monthly averages. From Reay et 
al. (2018), Figure 2.  
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indicate that this was not the case, but the result of CH4 sink or source 

fluctuations.  

Various mechanisms have been suggested as the cause of the irregular growth 

in atmospheric CH4. Anthropogenic emissions have been shown to have 

increased year-on-year even during periods of slow growth (Olivier et al., 2005), 

indicating that natural emissions are the more likely driver. Decreases in wetland 

CH4 emissions between 1999 and 2006 are thought to be a contributor to the 

stagnating growth rates (Bousquet et al., 2011). Pison et al. (2013) however, 

found large uncertainty in the role of wetland emissions, while Poulter et al. 

(2017) found that fluctuations in wetlands emissions could not explain the 

observed trends. Variations in OH concentrations, the dominant atmospheric 

sink of CH4, are also very likely to play a key role. McNorton et al. (2016a) and 

Turner et al. (2017) found that increased OH concentrations were the largest 

component in decreasing CH4 growth rate, with additional contribution from 

atmospheric transport changes.  

Figure 2.2 Observed global average CH4 (green circles) at 3‐monthly 
intervals from 2000 to 2018 (NOAA) compared to CH4 in RCPs used in 
climate models (green lines). From Nisbet et al. (2019), Figure 6. 
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Following the 1999-2006 slow-down in the global atmospheric CH4 growth rate, 

accelerated growth has been observed in the past decade (Nisbet et al., 2019). 

This increase conflicts with optimistic future emissions scenarios such as the 

Representative Concentrations Pathway 2.6 (RCP2.6). Such stringent 

emissions scenarios may have been capable of meeting 1.5 or 2°C targets 

outlined in accords such as the 2015 Paris Agreement, however RCP2.6 

requires decreasing global CH4 burden from 2010 onwards (Meinshausen et al., 

2011). By 2018, global mean atmospheric CH4 concentrations were more than 

100ppb larger than the RCP2.6 projection, closer to the less desirable RCP8.5 

scenario (Figure 2.2) (Nisbet et al., 2019).  

The recent growth rate increase has coincided with a decline in the 12C/13C 

isotopic ratio. This indicates either an increase in emissions from microbial 

sources (Schaefer et al., 2016; Nisbet et al., 2019), large increases in natural 

gas and oil emissions (Hausmann et al., 2016), a decrease in the oxidation 

capacity of the atmosphere (Turner et al., 2017; Nisbet et al., 2019), or some 

combination of these effects. An observed change in the atmospheric 

ethane/CH4 ratio, may point to increases in fossil fuel emissions of CH4 as the 

primary driver of recent increases in CH4 concentrations (Helmig et al., 2016; 

Worden et al., 2017). Worden et al. (2017) re-evaluated fossil fuel and biogenic 

CH4 emissions since 2007, estimating lower biomass burning emissions than in 

Figure 2.3 Projections of CH4 emissions (left) and atmospheric CH4 

concentrations (right) under four different emission scenarios. From Turner 
et al. (2019), Figure 3 . 
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previous studies, and concluding that increases in fossil fuel emissions were 

needed to explain the observed changes to concentrations and isotopic 

composition. Increases in anthropogenic CH4 emissions have been observed 

from China and India (Maasakkers et al., 2019), although Rigby et al. (2017) 

suggest that OH changes are also likely causes of the increase in growth rate. 

The current observational network is insufficient to fully quantify the various 

drivers of CH4 growth rate change.  

While it is clear that decreasing anthropogenic emissions of CH4 will lead to 

decreasing global CH4 concentrations, it is important to note that due to the 

approximately decadal lifetime of CH4, it would be several decades before such 

measures substantially reduce CH4 concentrations (Figure 2.3) (Turner et al., 

2019). The lag time associated with CH4 is larger than other SLCP species, 

moderating the benefit of CH4 emission changes for several decades following 

implementation.  

 

2.2. Tropospheric ozone 

Ozone (O3) is a greenhouse gas formed from photochemical reactions in the 

atmosphere (see Section 2.2.1). O3 is present in high concentrations in the 

stratosphere, forming an O3 layer which prevents dangerous, high-energy ultra-

violet (UV) radiation from reaching the surface where it can cause skin cancer 

(Diffey, 2003) and damage vegetation (Tevini and Teramura, 1989). However 

O3 is also present as a trace gas in the troposphere, where it is an air pollutant 

and contributes to anthropogenic climate change. Although O3 is not directly 

emitted by anthropogenic activity, many of its precursors have important 

anthropogenic sources. Anthropogenic emissions have increased tropospheric 

O3 burden by approximately 40% since 1850 (Yeung et al., 2019), therefore it is 

classified as an anthropogenic greenhouse gas. Stevenson et al. (2013) 

estimate that the increase in tropospheric O3 concentrations since the PI was 

primarily caused by emissions of CH4 (44 ± 12%) and NOx (31 ± 9%), with 

smaller contributions from CO (15 ± 3%) and non-methane volatile organic 

compounds (NMVOCs) (9 ± 2%). Stratospheric O3 however has decreased as 
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a result of anthropogenic activity, resulting in a cooling effect on climate (Figure 

2.4).  

Tropospheric O3 is the 3rd most important anthropogenic greenhouse gas behind 

CO2 and CH4, with an estimated RF of 0.4 (0.2-0.6) Wm-2 (Myhre et al., 2013b; 

Stevenson et al., 2013). Despite a number of dedicated studies, the estimated 

PI to PD O3 RF and uncertainty range in IPCC reports has remained unchanged 

since the second assessment report (SAR). The uncertainty is due in large part 

to a lack of understanding of PI tropospheric O3. O3 is not stable in ice or snow 

so proxy records are not available, and the accuracy and coverage of early 

measurements is limited (Volz and Kley, 1988; Cooper et al., 2014). PI O3 

uncertainty and its effect on O3 RF estimates is the subject of investigation in 

Chapter 4.  

The RF due to O3 is more spatially variable than other important greenhouse 

gases due its short atmospheric lifetime of a few hours in polluted regions, to 

Figure 2.4 Time evolution of the radiative forcing from tropospheric and 

stratospheric ozone from 1750 to 2010. Tropospheric ozone data are from 
Stevenson et al. (2013) scaled to give 0.40 Wm–2 at 2010. From Myhre et al. 
(2013b), Figure 8.7.  
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several weeks in the free troposphere (Young et al., 2013; Monks et al., 2015). 

Despite its short lifetime, tropospheric O3 contributes substantially to the total 

anthropogenic RF (Myhre et al., 2013b), therefore action to decrease 

tropospheric O3 concentrations would be beneficial for near-term climate 

mitigation (UNEP, 2011; UNEP and WMO, 2011). The long lifetime of CH4 

relative to other O3 precursors means it is the dominant influence on global 

background concentrations of tropospheric O3 (West et al., 2006). Therefore if 

the primary strategy for lowering O3 concentrations is through tackling CH4 

emissions, mitigation would take approximately a decade in line with the lifetime 

of CH4 (West et al., 2006). 

 

2.2.1. Formation 

O3 is present in the troposphere through transport from the stratosphere and 

through in-situ photochemical production by photolysis of NO2: 

Tropospheric O3 can then be rapidly removed through reaction with NO, creating 

a null cycle with net zero O3 production.  

For tropospheric O3 to be formed an alternative source of NO2 is required. An 

additional source of NO2 can form from peroxy radicals, which may be produced 

by the oxidation of CH4:  

                                          𝑁𝑂2 + ℎ𝜈 →  𝑁𝑂 + 𝑂              (λ < 420 nm) 
(2.2) 

 𝑂 + 𝑂2 +𝑀 → 𝑂3 +𝑀 
(2.3) 

 
𝑂3 + 𝑁𝑂 → 𝑁𝑂2 + 𝑂2 (2.4) 

 
𝐶𝐻4 + 𝑂𝐻 → 𝐶𝐻3 + 𝐻2𝑂 (2.5) 

 
𝐶𝐻3 + 𝑂2 +𝑀 → 𝐶𝐻3𝑂2 +𝑀 (2.6) 

 
𝐶𝐻3𝑂2  + 𝑁𝑂 → 𝐶𝐻3𝑂 + 𝑁𝑂2 (2.7) 
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And through the oxidation of carbon monoxide (CO): 

Reactions (2.5) - (2.10) show the primary ways in which peroxy radicals are 

formed from anthropogenically emitted species. Other volatile organic 

compounds (VOCs) produce peroxy radicals through similar reactions to that 

shown for CH4. In highly NOx polluted urban environments the loss of O3 by 

reaction (2.4) dominates and depletes tropospheric O3, a process known as O3 

titration (Figure 2.5) (Sillman et al., 1990). As a result, decreases in NOx 

emissions in a NOx-saturated regime may actually increase tropospheric O3 

concentrations by reducing the O3 titration effect (Jin and Holloway, 2015).  

 
𝐶𝑂 + 𝑂𝐻 → 𝐻 + 𝐶𝑂2  (2.8) 

 
𝐻 + 𝑂2 +𝑀 → 𝐻𝑂2 +𝑀 (2.9) 

 
𝐻𝑂2  + 𝑁𝑂 →  𝑂𝐻 + 𝑁𝑂2 (2.10) 

Figure 2.5 O3 concentrations (ppbv) simulated by a regional photochemical 
model as a function of NOx and hydrocarbon emissions. The thick line 
separates the NOx-limited (top left) and hydrocarbon-limited (bottom right) 
regimes. Adapted from Sillman et al. (1990). 
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Due to the availability of precursor species, the production of tropospheric O3 is 

greatest in the lower troposphere. However, deep convention can transport NOx 

into the upper troposphere where O3 production efficiency is up to 20 times 

higher than at the surface, enhancing in-situ production (Wild and Akimoto, 

2001). This process is particularly important for climate as the radiative 

efficiency of O3 is up to 10 times higher in the upper troposphere than elsewhere 

in the troposphere (Rap et al., 2015). 

In a non-polluted environment, the formation of tropospheric O3 is limited by NOx 

availability, as the short atmospheric lifetimes of NO and NO2 result in low 

concentrations away from emissions sources. However, the formation of 

peroxyacetylnitrate (PAN) (CH3CO3NO2) can allow transport of reactive nitrogen 

to remote regions, enabling tropospheric O3 formation. PAN can be formed from 

oxidation of non-methane hydrocarbons: 

The atmospheric lifetime of PAN is just a few hours at the surface, but extends 

to several months in the upper troposphere (Tereszchuk et al., 2013). In areas 

of deep convection PAN can be lifted into the free troposphere where it is stable 

due to the low temperatures and can be transported large distances, making it 

a reservoir species for NOx (Moxim et al., 1996). At sufficiently high 

temperatures PAN decomposes to release NO2 back into the atmosphere, 

allowing O3 formation to occur in-situ in non-polluted regions (Wild, 2007).  

Like CH4, CO and VOCs have both natural and anthropogenic sources, creating 

concentrations well above background levels in polluted areas, often coinciding 

with NOx emissions, allowing net production of tropospheric O3. Hence, the 

production of tropospheric O3 is controlled by anthropogenically emitted 

precursors, making tropospheric O3 an anthropogenic greenhouse gas (UNEP, 

2011).  

 

 
𝐻𝑦𝑑𝑟𝑜𝑐𝑎𝑟𝑏𝑜𝑛𝑠 + 𝑂2 + 𝑁𝑂2 + ℎ𝑣 → 𝐶𝐻3𝐶𝑂3𝑁𝑂2 

(2.11) 
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2.2.2. Sources and sinks 

Due to the abundance of O3 in the stratosphere, it was long believed that the 

majority of tropospheric O3 originated in the stratosphere (Junge, 1962), until 

Chameides and Walker (1973) proposed photochemical oxidation of CH4 as a 

large in-situ source. PD estimates indicate that approximately 90% of 

tropospheric O3 is produced through oxidation of CO and hydrocarbons in the 

presence of NOx, compared to <10% from stratospheric transport (Hu et al., 

2017). Figure 2.6 shows the major sources and sinks of tropospheric O3 and its 

precursors. The presence of NOx is vital for the net production of tropospheric 

O3. Atmospheric NOx has numerous anthropogenic and natural emission 

sources. The anthropogenic source, primarily from burning of fossil fuels in 

transport and energy production (Table 2.4), is the largest component, 

responsible for an estimated 75% of total global NOx emissions (Monks et al., 

2017). Anthropogenic NOx emissions increased rapidly in the second half of the 

20th century, as shown in Figure 2.8 (Hoesly et al., 2018), almost doubling from 

approximately 68 Tg in 1970 to 122 in 2012 (Crippa et al., 2018). Although global 

NOx emissions have been increasing since the PI, more economically developed 

Figure 2.6 Summary schematic showing the sources, sinks and budget (in Tg 
ozone yr-1) of tropospheric ozone. Stratosphere-tropospheric exchange range 
is from Yang et al. (2016). All other O3 budget values are from Hu et al. (2017). 
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regions such as North America and Europe have seen decreasing NOx 

emissions since the 1990’s (Figure 2.8) (Crippa et al., 2018). The growth in total 

emissions in recent decades is largely due to substantial increases in emissions 

from India and China in the early 21st century, which has resulted in enhanced 

tropospheric O3 concentrations (Verstraeten et al., 2015; Silver et al., 2018). 

However, recent evidence from satellite observations indicates that total global 

NOx emissions have been stable since 2005 (Miyazaki et al., 2017).  

NOx is also emitted from natural sources. Bacteria in soils emit NOx through 

denitrification. This was previously thought to be a relatively minor source of 

NOx, estimated at 5 Tg in Yienger and Levy (1995). More recent studies estimate 

much larger annual soil NOx emission, i.e. Vinken et al. (2014) calculated a 9-

16.8 Tg source, while Hudman et al. (2012) estimate a source of 10.7 Tg NOx. 

Wildfires and biomass burning also emit NOx into the troposphere, a source 

estimated at 9-13 Tg NOx yr-1 in various global fire inventories (Table 2.3) 

(Voulgarakis and Field, 2015). The high temperatures associated with a lightning 

strike cause the reaction of N2 with O2, forming NOx. The size of this source is 

Figure 2.7 Time series of global anthropogenic NOx (left) and CO (right) 
emissions by aggregate sector. Data from Community Emissions Data 
System (CEDS), compared with CMIP5 (Lamarque et al. (2010) (dots) and 
Carbon Dioxide Information Analysis Center (CDIAC) (line). Figure adapted 
from Hoesly et al. (2018). 
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one of the largest uncertainties in the atmospheric NOx budget, adding 2-8 Tg 

NOx per year (Schumann and Huntrieser, 2007). A study by Finney et al. (2018) 

suggests that in a future climate lighting is likely to decrease, reducing the NOx 

source. Lightning is thought to be a particularly significant source in the upper 

troposphere as only a fraction of NOx emitted at the surface reaches the higher 

altitudes (WMO, 1999; Finney et al., 2016).  

Table 2.4 shows the global atmospheric CO budget and uncertainty ranges 

estimated from recent studies. Like NOx, CO has a range of natural and 

anthropogenic sources, with the anthropogenic source thought to be the largest 

component (Zhong et al., 2017). In terms of direct emissions, transport-related 

fossil fuel burning, residential biofuel use and agricultural burning are the largest 

contributors (Olivier et al., 1999). However the largest source of CO is oxidation 

of CH4 by OH, accounting for ~30-40% of the total global source.  

Volatile organic compounds (VOCs) are reactive compounds emitted to the 

atmosphere which can influence the production of tropospheric O3. CH4 is often 

Figure 2.8 Time-series of anthropogenic NOx emissions from key emission 
regions, 1970-2012. Data from EDGAR v4.3.2 (Crippa et al., 2018).  
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excluded when considering the role of VOCs in the atmosphere due to its 

abundance and importance for climate – here, CH4 is discussed in detail in  

Section 2.1. NMVOCs are emitted from anthropogenic activity, fires, oceans and 

vegetation Table 2.5. The largest VOCs in terms of anthropogenic contribution 

are aromatics such as toluene (C7H8) and benzene (C6H6) (Huang et al., 2017). 

Formaldehyde (HCHO) is an important NMVOC which affects the oxidising 

capacity of the atmosphere (Lelieveld and Crutzen, 1990), although has 

relatively small surface emissions as it is largely formed through CH4 or isoprene 

(C5H8) oxidation (Stavrakou et al., 2009). Biogenic emissions also contribute to 

the source of NMVOCs which act as tropospheric O3 precursors. The total 

annual global emission of biogenic volatile organic compounds (BVOCs) is 

uncertain, with estimates generally ranging from 450-650 Tg (Sindelarova et al., 

Table 2.4 Global atmospheric CO budget, 2000–2017. Best estimates are taken 
from Yin et al. (2015) unless indicated otherwise, ranges are taken from upper 
and lower limits across various studies (Olivier et al., 1999; Ehhalt et al., 2001; 
Zhong et al., 2017; Crippa et al., 2018). 

Direct emission sources Source (Tg CO yr-1) Range 

Anthropogenic 588 530-700 

Biomass burning 327 300-700 

Oceanic  20a 20-54 

Biogenic 90b 82-97 

Total direct emission source 1025 932-1551 

In-situ oxidation sources  Range 

CH4 oxidation  885 778-900 

NMVOC oxidation 335 175-430 

Total oxidation source 1220 953-1330 

Total source  2245 1885-2881 

Sinks Sink (Tg CO yr-1) Range 

Reaction with OH 2197 1920-2600 

Surface deposition 190c 190-294 

Total sink 2387 2110-2894 
a Ocean CO emission estimate from Duncan et al. (2007a). 
b Biogenic CO emission estimate from Sindelarova et al. (2014). 
c Surface deposition CO sink estimates from Hauglustaine et al. (1998). 
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2014; Messina et al., 2016). The most abundant biogenically emitted volatile 

organic compound (BVOC) is isoprene, making up ~70% of all global BVOC 

emissions, with monoterpenes accounting for ~11% and methanol ~6% 

(Sindelarova et al., 2014). Isoprene and monoterpenes also have the highest 

photochemical O3 creation potential (POCP) of all VOCs (Huang et al., 2017).  

 

2.2.3. Effect on air quality 

Tropospheric O3 at the Earth’s surface is an air pollutant, detrimental to human 

health and vegetation. Air pollutant exposure increases the risk of developing 

health problems, which, although do not lead directly to fatalities, may lead to 

premature deaths. Such health conditions can have multiple causes and 

individuals may have varying susceptibility, making it extremely difficult to 

attribute individual deaths to specific causes. As a result, the global mortality 

rate from pollutants such as tropospheric O3 is difficult to estimate (Lelieveld et 

al., 2015; Stewart and Hursthouse, 2018). Health functions have been 

developed from numerous cohort studies which are able to identify a causal link 

between pollution and health, and can subsequently be used to estimate the 

expected premature mortality from a known exposure to pollution (Glass et al., 

2013; Zigler and Dominici, 2014). The Global Burden of Diseases, Injuries and 

Table 2.5 Annual global MVOC emissions by source, as used in the TOMCAT 
chemical transport model. Adapted from Monks et al. (2017). 

Species Anthropogenic Fires Biogenic Oceans Total 

Ethene 6.81  2.84  16.70  1.40  27.75  

Ethane 6.34  1.67  0.14  0.98  9.14 

Propene 3.04  1.57  6.10  1.52  12.23  

Propane 5.68  0.38  0.02  1.30  7.37 

Toluene 25.34  10.66  0.26  - 36.26  

Butane 12.38  0.60  - - 12.98 

Formaldehyde 2.99  4.13  4.03  - 11.15  

Acetone 0.54  1.86  28.58  - 30.98  

Acetaldehyde 2.00  4.55  11.20  - 17.75 
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Risk Factors study (GBD) estimated that tropospheric O3 exposure was 

responsible for 233,638 premature deaths due to chronic obstructive pulmonary 

disease (COPD) in 2016 (Gakidou et al., 2017). Other estimates put the number 

of respiratory mortalities due to O3 at 700,000 ± 300,000 (Anenberg et al., 2010). 

As well as respiratory diseases, O3 exposure has also been associated with 

circulatory and cardiovascular mortality, reproductive and developmental 

effects, and central nervous system effects (Jerrett et al., 2009; Atkinson et al., 

2016; Turner et al., 2016). The risk estimates used in the GBD study were 

updated by Turner et al. (2016), leading to mortality estimates 200% higher than 

the GBD estimates over India (Conibear et al., 2018). Recent studies estimate 

that 39% of the global mortality due to long-term O3 exposure occurs in India 

(Gakidou et al., 2017).  

In addition to human health impacts, O3 pollution also damages vegetation by 

reducing photosynthesis assimilation, decreasing gross primary productivity 

(GPP) (Krupa and Manning, 1988). The uptake of O3 by stomata varies 

depending on O3 concentrations, vegetation type and meteorological conditions 

(Ashmore, 2005). Once exposed to O3, vegetation damage and decreasing plant 

productivity occurs through five primary processes: membrane damage, lower 

photosynthesis due to reduced rubisco enzyme, reduced distribution of 

carbohydrates, disruption of signalling pathways, and elevated senescence 

occurrence (Fuhrer and Booker, 2003). Ambient O3 levels in the PD are 

estimated to decrease total biomass of trees by 7% compared to PI conditions 

(Wittig et al., 2009). Studies over Europe estimate that O3 pollution decreases 

gross primary production (GPP) by 22-30% (Anav et al., 2011; Proietti et al., 

2016). This effect on productivity inhibits the global land-carbon sink by 

decreasing uptake of CO2 by vegetation, allowing more CO2 accumulation and 

adding an additional indirect RF due to tropospheric O3. The RF due to the 

indirect effect of O3 decreasing GPP is estimated to be between 0.62 Wm-2 and 

1.09 Wm-2 by 2100 (Sitch et al., 2007). The global cost of tropospheric O3 

damage to crops was estimated by Avnery et al. (2011a) to be $11-18 billion, 

expected to rise to $17-35 billion by 2050 (Avnery et al., 2011b). When including 

the impact of health costs, it is estimated that the cost of O3 pollution will reach 

$580 billion by 2050 (Selin et al., 2009). 
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Figure 2.9 2000–2014 trends of daytime average O3 (nmol mol–1 yr–1) at 
1375 non-urban sites in December–January–February (top) and 1784 non-
urban sites in June–July–August (bottom). The number of available sites is 
greater in June–July–August because many US sites only operate in the 
warm season. Vector colours indicate the p-values on the linear trend for 
each site: blues indicate negative trends, oranges indicate positive trends 
and green indicates weak or no trend; lower p-values have greater colour 
saturation. From Gaudel et al. (2018), Figure 13. 
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2.2.4. Recent trends in tropospheric ozone 

The uncertainty in PI O3 concentrations makes the long-term trend in 

concentrations difficult to estimate (Cooper et al., 2014; Young et al., 2018). 

Since the 1970s however, monitoring of global tropospheric O3 has been made 

possible through satellite measurements and an improving network of global 

monitoring stations (Schultz et al., 2017). In general, global tropospheric O3 

concentrations increased between 1970 and 2000, although from the 1990’s 

regional emissions in the USA and Europe stabilised or began to decline 

(Cooper et al., 2014). In the 21st century, North America and European 

concentrations of O3 have largely plateaued, although there is evidence of 

increasing concentrations in winter (Figure 2.9), and in upper tropospheric O3 

(Gaudel et al., 2018). In developing nations, particularly India and China, there 

have been large increases in surface O3 concentrations in recent years, driven 

by increased anthropogenic emissions of VOCs (Sun et al., 2016; Silver et al., 

2018).  

 

2.3. Aerosols 

Aerosols are defined as solid or liquid particles suspended in the atmosphere, 

usually with a diameter of 2 nm to 10 µm (McNeill, 2017). Aerosols have 

anthropogenic and natural sources and influence the Earth’s climate in a number 

of ways. The net RF of aerosols remains one of the largest uncertainties in the 

global energy budget (Boucher et al., 2013). The total aerosol effective RF (a 

development of RF which accounts for rapid adjustments – see Section 3.6.1) 

is estimated at -0.9 Wm-2, with an uncertainty range of -0.1 to -1.9 Wm-2 (Figure 

1.1) (Myhre et al., 2013b). Although a smaller, ‘likely’ uncertainty range is also 

estimated by the IPCC (-0.4 to -1.5 Wm-2), the uncertainty of aerosol RF is very 

large (Myhre et al., 2013b). The estimated uncertainty has not improved 

significantly in recent IPCC reports, and is largely due to differences in modelled 

RF (Myhre et al., 2013b). Uncertainty in natural emissions also contributes 

substantially, with a poor understanding of PI conditions limiting recent attempts 

to reduce uncertainty in RF (Carslaw et al., 2013). Even with stringent 
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observational constraints placed on aerosol models, a large spread is found in 

the calculated aerosol RF due to equifinality in aerosol models giving a false 

impression of robustness (Lee et al., 2016).  

Aerosols typically have a very short atmospheric lifetime in the troposphere, 

ranging from a few minutes to approximately a week, largely dependent on 

particle size. The composition of aerosols varies depending on the source of the 

particle and secondary processes occurring in the atmosphere. Although 

particles of different compositions are colloquially grouped as aerosols, they can 

have very different effects on climate, through variable interactions with 

radiation, atmospheric chemistry and clouds.  

 

Figure 2.10 Time evolution of RF due to aerosol–radiation interaction and 

BC on snow and ice, with uncertainty ranges (right vertical). From Myhre et 
al. (2013b), Figure 8.8.  
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2.3.1. Aerosol-radiation interactions 

Aerosol-radiation interaction, also known as the direct aerosol effects, is caused 

by scattering and absorption of radiation by aerosols in the atmosphere. The 

current best estimate for the direct aerosol RF in the latest IPCC report is -0.35 

(-0.85 to +0.15) Wm-2
 (Myhre et al., 2013b). The net effect is the result of positive 

and negative terms from individual aerosol components (Figure 2.10). The 

largest term is a cooling from sulphate aerosol, with a RF of -0.4 (-0.6 to -0.2). 

Estimates of sulphate aerosol RF have been consistent at -0.4 Wm-2
 since the 

SAR in 1990. However, the uncertainty range remains large and has not been 

improved upon since the fourth IPCC assessment report (AR4) in 2007, due in 

part to the large natural contribution from volcanic emissions of SO2. The large 

net cooling effect of aerosol on climate is almost certain to have masked some 

of the warming effect of greenhouse gases over the industrial era, however the 

large uncertainty of aerosol forcing means the understanding of the extent of 

this effect and the implications for climate sensitivity are uncertain.  

The only aerosol component with an estimated positive direct forcing, and 

therefore of particular interest when contemplating climate change mitigation, is 

black carbon (BC) (also known as soot or carbonaceous aerosol). BC is strongly 

absorbing in the visible spectrum and has an estimated RF equal but opposite 

to that of sulphate aerosol at 0.4 Wm-2, but with a large uncertainty range of 0.05 

– 0.8 Wm-2 (Myhre et al., 2013b). It has been suggested that BC may be the 

largest warming climate forcer and have the greatest impact on global climate 

after CO2 (Ramanathan and Carmichael, 2008). Annual global emissions of BC 

are highly uncertain, with estimates ranging from 2-29 Tg yr-1 (Bond et al., 2013). 

Due to the short lifetime and substantial warming effect of BC, it is often 

identified as a target species of short-term climate mitigation (Shindell et al., 

2012; Bond et al., 2013). The major obstacle to mitigation via BC is whether BC 

emissions can be decreased without simultaneous decreases in emissions of 

cooling aerosol, which would counteract the mitigation attempt and possibly 

result in a net warming effect.  

 



Chapter 2. Background  32 

 

2.3.2. Aerosol-cloud interactions 

Aerosols also affect the Earth’s energy balance by changing the reflective 

properties of clouds, a process known as the aerosol first indirect effect or 

Twomey effect. Twomey (1977) first described the mechanism by which 

atmospheric aerosol could affect cloud microphysics. Increased availability of 

cloud and ice condensation nuclei results in increased cloud droplet 

concentrations and decreased droplet size, effectively brightening clouds; this 

increases the reflection of incident radiation and decreases shortwave radiation 

at the surface. The RF due to this effect is estimated at between -1.33 and -

0.6Wm-2, with a low confidence level (Stocker et al., 2013). Much of the 

uncertainty (45%) is attributed to the influence of natural aerosols (Carslaw et 

al., 2013). Furthermore, the poor understanding of the importance of aerosols in 

the PI environment currently limits the extent to which the uncertainty range can 

be reduced (Carslaw et al., 2013). Climate models cannot resolve processes at 

the cloud and aerosols scale, therefore parameterisations of cloud processes 

are necessary, which introduces large uncertainties (Boucher et al., 2013).  

The cloud lifetime effect (second indirect aerosol effect) occurs as a result of the 

smaller cloud droplet formed by increased CCN, causing fewer collisions, 

affecting the cloud-water content and longevity of clouds and inducing an 

additional cooling (Albrecht, 1989; Storelvmo, 2017). However, the 

anthropogenic RF due to this effect was recently shown to be substantially 

smaller than previously thought (Toll et al., 2019), and Malavelle et al. (2017) 

found that cloud liquid water path was unchanged by increased aerosol 

concentrations following a volcanic eruption.  

Aerosols can also influence climate through rapid adjustments, including 

through a process known as the semi-indirect effect (Boucher et al., 2013). In-

situ heating due to absorbing aerosols (principally BC aerosol) increases air 

temperature and decreases relative humidity (Hansen et al., 1997; Johnson et 

al., 2004). This effect may inhibit cloud formation and decrease cloud lifetime, 

leading to a positive RF although the magnitude of the global effect is very 

uncertain.  
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The indirect aerosol forcing is further complicated by the presence of feedbacks 

which affect the net climate forcing and control natural emissions sources (Rap 

et al., 2018; Scott et al., 2018). In this thesis, only the aerosol first indirect effect 

is considered in detail and calculated in Chapter 7, due to the capabilities of the 

modelling tools used. 

2.3.3. Effect on air quality 

Aerosols near the surface degrade air quality and are damaging to human 

health. When considering air quality atmospheric aerosol mass is often referred 

to as particulate matter (PM). Particles with a diameter less than 2.5 µm are 

classified as PM2.5, and under 10 µm as PM10. PM2.5 has been found to be the 

most robust indicator of health effect from PM exposure (HEI, 2018). The cost 

of ambient PM pollution on human mortality is uncertain, with best estimates 

ranging from 2.9-4.2 million premature deaths per annum, and 95% confidence 

ranges from 1.61-4.81 million (Anenberg et al., 2010; Lelieveld et al., 2015; 

WHO, 2016; Gakidou et al., 2017). Regardless of the large uncertainty, this 

represents a hugely significant human and economic cost, with the WHO 

ranking ambient air pollution as the greatest environmental risk to health. PM2.5 

exposure has been proven to increase the risk of acute lower respiratory, 

chronic obstructive pulmonary disease, stroke, ischaemic heart disease and 

lung cancer, with an estimated 9 out of 10 people worldwide exposed to polluted 

air every day (OECD, 2016; WHO, 2016).  

 

2.3.4. Aerosol sources 

Like other SLCPs, atmospheric aerosol and its precursors have a range of 

natural and anthropogenic sources. Natural aerosol sources are highly uncertain 

but thought to dominate the global aerosol source, responsible for 87-95% of 

the total mass of emissions (Hinds, 1999; Dentener et al., 2006). The largest 

natural aerosol sources are of dust and sea salt, with estimated annual fluxes of 

1678 Tg yr-1 and 7925 Tg yr-1, respectively (Dentener et al., 2006).  
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Sulphate aerosol forms in the atmosphere through oxidation of SO2 and dimethyl 

sulphide (DMS) by reaction with OH (Pham et al., 1995). Approximately 98% of 

DMS emissions are oceanic in origin (Gondwe et al., 2003), with 30 – 67 Tg 

emitted annually (Woodhouse et al., 2010; Granier et al., 2019), accounting for 

roughly half of natural sulphate aerosol formation (Kettle and Andreae, 2000; 

Dentener et al., 2006), and 18-42% of all global sulphate aerosol (Woodhouse 

et al., 2010). Volcanic emissions and a small contribution from fires (~3 Tg yr-1 

(Lamarque et al., 2010)) account for the remainder of the natural sulphate 

aerosol source, with an estimated mean emission of 12.6 Tg yr-1, albeit with 

large interannual variability (Dentener et al., 2006). Anthropogenic activities also 

emit precursors of sulphate aerosol, approximately 92 Tg SO2 in 2000 

(Lamarque et al., 2010), predominantly through energy production and industry 

(Hoesly et al., 2018), in particular, from coal burning power stations (Rap et al., 

2018). 

Like sulphate, nitrate aerosols are formed in the atmosphere through 

homogeneous and heterogeneous reactions of primary precursors ammonia 

(NH3) and nitric acid (HNO3) (Orel and Seinfeld, 1977). Nitric acid is produced 

from the reaction of NO2 with OH (Rodhe et al., 1981). Sources of NOx are 

discussed in Section 2.2.2. Anthropogenic agricultural emissions are the primary 

source of ammonia emissions, as livestock manure and synthetic fertilisers 

account for 17.6-40.8 Tg NH3 yr-1, estimated to be 80-90% of total NH3 

emissions (Bouwman et al., 1997; Zhang et al., 2010; Kang et al., 2016). 

Emissions from Southern Asia make up 50% of total global emissions since 

1980 (Xu et al., 2019). Biomass burning emits an estimated 8.7 (3.7-9.4) Tg NH3 

yr-1 (Bouwman et al., 1997; Lamarque et al., 2010), while a recent study 

indicates a 3 Tg yr-1 contribution from oceans (Paulot et al., 2015), smaller than 

the previously suggested value of 10 Tg yr-1 (Bouwman et al., 1997).  

Black carbon (BC) is a directly emitted aerosol species, with a current estimated 

anthropogenic source of between 4 Tg yr-1 and ~8 Tg yr-1 (Lamarque et al., 2010; 

Crippa et al., 2018; Hoesly et al., 2018). The largest anthropogenic contribution 

is through burning fossil fuels, predominantly residential or commercial use 

(Hoesly et al., 2018), but also from biofuel use (Dentener et al., 2006). The major 
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natural source of BC aerosol is through biomass burning emissions, accounting 

for 2-3 Tg BC yr-1 (Lamarque et al., 2010; Bond et al., 2013; Giglio et al., 2013b; 

Voulgarakis and Field, 2015). Fossil fuels and biomass burning each contribute 

~40% to total BC emissions, with 20% from biofuel burning (Bond et al., 2004). 

Organic carbon is also directly emitted, with similar emissions as BC. For OC 

however, biomass burning accounts for ~74% of global emissions, with 7% and 

19% from fossil fuels and biofuels, respectively (Bond et al., 2004). The relative 

contributions may have changed in recent years, with recent studies estimating 

a larger contribution from anthropogenic sources (Crippa et al., 2018). Estimated 

global emissions are 10-20 Tg yr-1 from anthropogenic activities (Lamarque et 

al., 2010; Crippa et al., 2018; Hoesly et al., 2018) and 16-23 Tg yr-1 from biomass 

burning (Giglio et al., 2013a; Voulgarakis and Field, 2015; Hoesly et al., 2018).  

 

2.3.5. Recent trends in atmospheric aerosols 

Observational studies indicate that aerosol emissions increased through much 

of the 20th century, but the increasing trend has slowed or stopped in recent 

decades. This trend was driven largely by decreasing emissions over the USA 

and Europe, while emissions increased over eastern and southern Asia 

(Hartmann et al., 2013). This trend is perhaps most clear for sulphate aerosol, 

as emissions of SO2 peaked in the 1980s and have been in decline globally ever 

since (Hoesly et al., 2018; Aas et al., 2019). This was initially triggered in part 

by the collapse of the Soviet Union, but also a growing awareness of the impact 

on the environment and human health. Concentrations of nitrate aerosol have 

been observed to be increasing in the past decade (Kang et al., 2016; Warner 

et al., 2016), driven in part by increasing ammonia emissions. Nitrate aerosol is 

expected to become more important in future as SO2 emission reductions lead 

to decreases in ammonium sulphate formation, increasing ammonium nitrate 

concentrations (Bauer et al., 2007; Shindell et al., 2009). Trends in emissions of 

other aerosols are less clear, due in part to the substantial contribution of natural 

aerosol. Anthropogenic emissions of BC and OC have continued to increase in 

the 21st century, driven by increases in China and Africa. It is expected that 
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anthropogenic emissions of BC, OC and SO2 will decrease in the coming 

decades, as legislation to improve air quality takes effect.  

 

2.4. Summary 

Numerous studies have investigated the role of SLCPs in the atmosphere, 

meaning that their PD atmospheric concentrations are relatively well 

understood, as is their effect on the planet’s radiative balance. However, there 

remain substantial uncertainties in our understanding of how SLCPs such as 

tropospheric O3 have changed since the PI era, which substantially limits 

confidence in estimates of its total RF for PI to PD. Accurate estimates of how 

human activity has affected atmospheric concentrations of key climate forcers 

is necessary to understand how SLCPs have contributed to observed climate 

change and accurately predict their impact in the future. There are also 

uncertainties in the atmospheric budgets of several species and the causes of 

observed variations and trends in atmospheric concentrations. This is due in 

large part to the range of natural sources of SLCP emissions, which are very 

difficult to monitor at a global scale. Understanding the role of natural variations 

improves our capability to project future SLCPs concentrations in a changing 

climate, and their resulting impact.  

The benefits of SLCP mitigation for climate and air quality mitigation have been 

studied extensively, particularly in the last decade. The magnitude of the 

mitigating effect on climate is still uncertain, with current best estimates 

calculating an avoided warming of ~0.5C by 2050. The net climate effect of 

simultaneous reductions of warming greenhouse gases and cooling aerosols is 

particularly uncertain. The positive outcomes for air quality following SLCP 

emission reductions are much more certain, but the extent to which such 

measures would negate climate mitigation is unclear. It is important to 

understand how future policies targeting emissions of SLCPs and their 

precursors will change near-term climate change, and whether co-benefits with 

air quality can be achieved while still decreasing the rate of warming. This 

improved understanding will contribute to policy decisions, enabling mitigation 

of climate change in the most efficient and effective manner.  
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3. Model Description and evaluation 

3.1. Introduction 

Chemical Transport Models (CTM) are numerical models which simulate 

atmospheric chemistry and transport. CTMs have been used since the late 20th 

century to study processes occurring in the troposphere and stratosphere. In a 

CTM, the chemical processes are driven by meteorological variables from past 

analyses (i.e. performed offline), as opposed to in a Global Climate Model 

(GCM) which calculates its own meteorology (online). As a result, the 

computational cost of a CTM is significantly less than that of a GCM, and the 

use of meteorological analyses allows comparison with observations to improve 

understanding of chemical and dynamic processes. In addition, CTMs can also 

be coupled to other specific schemes to resolve more complex chemical or 

physical processes, such as aerosol chemistry or dispersion.  

In this thesis, the TOMCAT CTM is used, coupled to the aerosol microphysics 

model GLOMAP in order to simulate the abundance, distribution and variability 

of global SLCP species. In this chapter, the TOMCAT and GLOMAP models are 

described, including details on several updates to the models. A comprehensive 

evaluation of the latest version of the model against various observational 

datasets is included in Section 3.5.  

An offline radiative transfer model (SOCRATES) is employed throughout this 

thesis to estimate radiative effects of changes to SLCPs, described in Section 

3.6. An emissions based climate model (FaIR) is also used to estimate global 
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mean changes to effective RF and temperature in Chapter 6. FaIR is described 

in detail in Section 0.  

 

3.2. TOMCAT chemical transport model 

The Toulouse Off-line Model of Chemistry And Transport (TOMCAT) was 

originally developed to study lower stratospheric trace gases in the Arctic 

(Chipperfield et al., 1993). Through various updates and modifications, the 

TOMCAT CTM was gradually developed into a tropospheric CTM (Chipperfield, 

2006), and later coupled to the GLOMAP aerosol microphysics model (Section 

3.3). TOMCAT is a three-dimensional global Eulerian CTM, driven by 6-hourly 

ERA-Interim reanalyses from the European Centre for Medium-range Weather 

Forecasts (ECMWF). The model as used here is run at 2.8° × 2.8° horizontal 

resolution with 31 vertical levels from the surface to 10 hPa. The planetary 

boundary layer (PBL) scheme is based on Holtslag and Boville (1993), with 

vertical diffusion up to 3 km in the absence of convection and explicitly 

determined PBL height. The moist convection scheme is based on Tiedtke 

(1989) and sea surface temperatures are from ECMWF reanalyses. Dry 

deposition rates are calculated based on the deposition velocity of a particular 

species. Wet deposition is calculated from model-derived large-scale and 

convective precipitation, and is based on the removal rate and concentrations 

of the relevant species.  

The TOMCAT tropospheric chemistry scheme was detailed in Arnold et al. 

(2005) and updated in Monks et al. (2017). TOMCAT includes Ox-HOx-NOx-CO-

CH4 chemistry and detailed hydrocarbon chemistry (Monks et al., 2017), with 

ethene, propene, butane and toluene chemistry based on Folberth et al. (2006). 

Isoprene oxidation is based on the Mainz Isoprene Mechanism scheme (Pöschl 

et al., 2000), and heterogeneous reaction of N2O5 is included based on Evans 

and Jacob (2005).  

In the updated version of the model used throughout this thesis, model cloud 

fields are provided from ECMWF reanalyses (Dee et al., 2011). This replaces 

the climatological cloud fields used previously from the International Satellite 
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Cloud Climatology Project (ISCCP) (Rossow and Schiffer, 1999). The cloud 

scheme now also varies annually, improving the model representation of 

interannual variability and photolysis rates, which influences atmospheric 

concentrations of OH and O3. The effect of the change on simulated global OH 

concentrations is evaluated in Section 3.5. Emissions inventories for natural and 

anthropogenic sources of SLCP have been updated since Monks et al. (2017) 

and are now annually varying (see Section 3.4).  

 

3.3. GLOMAP aerosol microphysical model 

The Global Model of Aerosol Processes (GLOMAP) is an aerosol microphysical 

model, developed as an extension to the TOMCAT CTM to resolve aerosol 

chemistry and microphysics (Spracklen et al., 2005; Mann et al., 2010). 

GLOMAP is run here in the GLOMAP-mode version (Mann et al., 2010), with 

four aerosol components (sulphate, sea-salt, BC, OC) and five aerosol size 

distributions or modes (nucleation soluble, Aitken soluble, accumulation soluble, 

coarse soluble and Aitken insoluble). Aerosol processes simulated by GLOMAP 

include primary emissions, dry deposition, sedimentation, scavenging, ageing, 

hygroscopic growth, nucleation, coagulation, condensation and cloud-

processing (Spracklen et al., 2005).  

The new version employed throughout this thesis also includes the new particle 

formation (NPF) scheme developed from CLOUD-chamber experiments 

(Gordon et al., 2017), replacing the Merikanto et al. (2009) primary particle 

emissions scheme. It was found that NP, from molecules colliding in the 

atmosphere produced 54% of cloud condensation nuclei in the PD at 0.2% 

saturation. The Mårtensson sea salt parameterisation is also now included 

(Mårtensson et al., 2003), which includes ultrafine sea salt and substantially 

increases the concentrations of aerosol particles in the Southern Ocean (Gordon 

et al., 2017). Anthropogenic and biomass burning aerosol emissions inventories 

have also been updated (see Section 3.4). 
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3.4. TOMCAT-GLOMAP emissions 

Throughout this thesis the emission inventories used in TOMCAT-GLOMAP 

simulations have been modified or replaced in order to answer specific research 

questions. Fire and biogenic emissions are modified substantially as part of the 

study in Chapter 4 (Section 4.2). Modifications were made to the fire emissions 

inventory for simulations in Chapter 5 (Section 0), while new anthropogenic 

emissions inventories from the ECLIPSE project were applied to TOMCAT-

GLOMAP in Chapter 6 (Section 6.2). Described here are emission inventories 

in the control version of TOMCAT-GLOMAP. All emissions are emitted at the 

lowest model level, on a 1° × 1° grid before being regridded within the model to 

the TOMCAT resolution. 

NOx lightning emissions are calculated in the model, coupled to convective 

activity (Stockwell et al., 1999). Biomass burning emissions have been updated 

to the Global Fire Emissions Database version 4 (GFEDv4) (Randerson et al., 

2017), with emissions varying by month and year. Biogenic emissions of 

isoprene and monoterpenes are from the Model of Emissions of Gases and 

Aerosols from Nature (MEGAN), developed in support of the Chemistry-Climate 

Model Initiative (CCMI)1 and Monitoring Atmospheric Composition and Climate 

project (MACC)2 (Sindelarova et al., 2014). The CH4 emissions inventory was 

produced by (McNorton et al., 2016b), with wetland emissions derived from the 

Joint UK Land Environment Simulator (JULES) and biomass burning emissions 

from GFEDv4 (Randerson et al., 2017). These are then combined with 

anthropogenic emissions from EDGAR version 3.2, paddy field emissions from 

Yan et al. (2009) and termite, wild animal, mud volcano, hydrate and ocean 

emissions from Matthews and Fung (1987) (McNorton et al., 2016b). The global 

mean surface CH4 mixing ratio is scaled in TOMCAT to a best estimate based 

on observed global surface mean concentration (McNorton et al., 2016a). 

Anthropogenic and shipping emissions in the standard TOMCAT-GLOMAP 

setup are now annually varying from the Monitoring Atmospheric Composition 

                                            
1 http://www.met.reading.ac.uk/ccmi/ 
2 http://www.gmes-atmosphere.eu 
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and Climate (MACCity) emissions inventories (Lamarque et al., 2010). 

TOMCAT-GLOMAP can be using with anthropogenic aerosol emissions from 

the MACCity or Aerocom inventories (Dentener et al., 2006). 

  

3.5. TOMCAT-GLOMAP evaluation 

Previous versions of the TOMCAT-GLOMAP coupled model have been 

extensively evaluated (Mann et al., 2010; Monks et al., 2017). Given the 

substantial changes to the version employed in this thesis, most notably the 

change in model cloud representation, a comprehensive evaluation of the model 

against observed datasets was required before the model could be used 

scientifically. Here, TOMCAT-GLOMAP model output is compared with a range 

of observational datasets of gas-phase and aerosol species, evaluating the 

capability of the model to simulate observed concentrations, distributions and 

trends of a range of tropospheric species. 

 

3.5.1. Comparison with satellite retrievals  

The Measurement of Pollution in the Troposphere (MOPITT) satellite retrievals 

(Emmons et al., 2004) have been used to evaluate CO at 800 and 500 hPa and 

are shown in Figure 3.1 and Figure 3.2, respectively. The MOPITT instrument 

is on-board NASA’s EOS Terra satellite, launched in March 2000 and is nadir 

viewing. MOPITT has ~14 orbits per day with equator overpass at approximately 

10:30 and 22:30 local time (LT) and a swath footprint of 22 km x 22 km. It has 

eight channels measuring radiances: four in the thermal infrared (IR) near 4.7 

µm and four in near IR using reflected solar radiation near 2.3 µm (Emmons et 

al., 2004).  

For direct comparison between TOMCAT and MOPITT CO, the satellite 

averaging kernels (AKs) need to be applied to the model fields. This accounts 

for the vertical sensitivity of the instrument when retrieving CO profiles. The AK 

is applied to the model as: 
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where, y is the modified model profile, A is the AK, x is the model profile 

interpolated onto the satellite vertical pressure grid and xa is the satellite profile 

a priori. Here, satellite CO retrievals are only used where the degrees of freedom 

signal (DOF) is larger than 1.0, indicating acceptable satellite sensitivity (Monks 

et al., 2017).3 

TOMCAT performs similarly here as in Monks et al. (2017), competently 

reproducing seasonal variations in CO and locates peak CO accurately over 

East Asia and Central Africa. However TOMCAT underestimates CO 

concentrations in the Northern Hemisphere (NH) while overestimating peak 

                                            
3 University of Leeds, UK 

 
𝒚 =  𝟏𝟎. 𝟎𝑨(𝐥𝐨𝐠𝟏𝟎 𝒙− 𝐥𝐨𝐠𝟏𝟎𝒙𝒂)−𝐥𝐨𝐠𝟏𝟎 𝒙𝒂 , (3.1) 

Figure 3.1 Carbon monoxide (CO) at 800 hPa seasonal averages for 2007-

2008 in ppb. a) TOMCAT (December-January-February, DJF), b) TOMCAT 
(June-July-August, JJA), c) MOPITT DJF, d) MOPITT JJA, e) TOMCAT – 
MOPITT mean bias DJF and f) TOMCAT – MOPITT mean bias JJA. Green 
polygons in panels e-f show regions where the absolute model-satellite mean 
bias is greater than the satellite uncertainty. Plot created by Dr R. Pope3.  
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concentrations in biomass burning regions, with a maximum difference of ∼ 75 

ppb (Figure 3.1 and Figure 3.2 ).  

Simulated O3 concentrations from TOMCAT were also compared with satellite 

observations of lower tropospheric (0–6 km) O3 from the Ozone Monitoring 

Instrument (OMI). The Ozone Monitoring Instrument (OMI) is on-board NASA’s 

EOS-Aura satellite and has an overpass time of approximately 13:30 LT. The 

data has been screened for geometric cloud fraction of under 0.2, good data 

flags and where the solar zenith angle is greater than 80°. O3 data has also been 

corrected for the OMI row anomaly; a dynamic anomaly likely caused by an 

internal obstruction (Torres et al., 2018). The sub-column O3 is based on an 

optimal estimation algorithm utilised by Miles et al. (2015).  

The OMI sub-column O3 AK is applied as: 

Figure 3.2 Carbon monoxide (CO) at 500 hPa seasonal averages for 2007-
2008 in ppb. a) TOMCAT (December-January-February, DJF), b) TOMCAT 
(June-July-August, JJA), c) MOPITT DJF, d) MOPITT JJA, e) TOMCAT – 
MOPITT mean bias DJF and f) TOMCAT – MOPITT mean bias JJA. Green 
polygons in panels e-f show regions where the absolute model-satellite mean 
bias is greater than the satellite uncertainty. Plot created by Dr R. Pope. 
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𝒚 = 𝑨. 𝒙 + 𝒙𝒂 , (3.2) 

 

where, A is the AK, x is the model profile interpolated onto the satellite pressure 

grid and xa is the satellite profile a priori.  

These data were obtained by the Rutherford Appleton Laboratory (RAL; data 

version fv0214) and use an optimal estimation retrieval scheme, which resolves 

O3 in the 0–6 km layer by exploiting information in the Hartley and Huggins UV 

bands. The scheme derives from the one discussed by Miles et al. (2015) for 

another UV sounder GOME-2.  

TOMCAT representation of O3 concentrations between 0 and 6 km in NH winter 

is slightly improved on the Monks et al. (2017) version, particularly over Central 

Figure 3.3 Sub-column (0-6 km) O3 seasonal averages for 2007-2008 in 

Dobson units (DU). a) TOMCAT (December-January-February, DJF), b) 
TOMCAT (June-July-August, JJA), c) OMI DJF, d) OMI JJA, e) TOMCAT – 
OMI mean bias DJF and f) TOMCAT – OMI mean bias JJA. Green polygons 
in panels e-f show regions where the absolute model-satellite mean bias is 
greater than the satellite uncertainty. Plot created by Dr R. Pope. 
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Africa and South East Asia where there had previously been a low bias of 

approximately 10 DU. However, there remains a general low bias in global O3 

of up to 10 Dobson Units (DU) in winter in regions such as the Southern Atlantic 

Ocean (Figure 3.3).  

 

 

 

 

 

 

 

Figure 3.4 Comparison of seasonal mean simulated O3 concentrations (ppb) 

against mean ozonesonde observations from Tilmes et al. (2012), for the 
period 1995-2011. Panels a-d show mean concentrations at 700-1000 hPa 
across all sites, while panels e-h show mean concentrations at 300-700 hPa. 
Values in each panel are seasonal means, from left to right, December-
February (DJF), March-May (MAM), June-August (JJA) and September-
November (SON). The red line represents the linear regression. Normalised 
mean bias (NMB) values between model and observations are also shown. 
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3.5.2. Comparison with ozonesondes 

TOMCAT O3 has also been evaluated using sonde observations (Figure 3.4) 

(Tilmes et al., 2012). Normalised mean bias (NMB) values have been calculated 

between the model and observations (Figure 3.5), using the following formula: 

where  n = number of data points  

x = Observational data  

y = TOMCAT simulated values 

The model generally simulates the vertical profiles, seasonal variation and 

absolute concentrations of O3 very well, with a NMB of 1.1% across all sites at 

700–1000 hPa and 2.1% at 300–700 hPa. The model capably simulates the 

seasonality of tropospheric O3 (Figure 3.4), with a maximum seasonal bias of 

6.3% at 300–700 hPa in March– May. There is no apparent regional or latitudinal 

bias, although simulated concentrations are overestimated in India (Figure 3.5). 

In addition, the TOMCAT-simulated global tropospheric burden of O3 in 2000 is 

342 Tg, which falls within the range of published values (Table 3.1).  

 

3.5.3. Comparison with aircraft campaigns  

Annual mean simulated gas-phase species for model year 1999 are compared 

with a climatological dataset of aircraft observations from 16 campaigns, 

conducted with a broad spatial and temporal range from 1992 to 2001 (Emmons 

et al., 2010). While the comparison of observational data from intermittent 

aircraft campaigns does not offer a perfect comparison with the model simulated 

long-term mean concentrations, it allows evaluation of broad characteristics of 

a number of species over vertical profiles in many global regions. Figure 3.6 

shows the comparison of simulated annual mean global concentrations of CO, 

 𝑁𝑀𝐵 =  [∑(𝑥𝑛 − 𝑦𝑛)/∑𝑥𝑛]  × 100 % (3.3) 
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CH4 and PAN, with aircraft observations at 0–2, 2–6 and 6–10 km. Information 

relating to the aircraft measurement campaigns used is given in Appendix A.1.  

The model captures broad characteristics of spatial distribution for all species, 

simulating higher concentrations in polluted urban or biomass burning regions, 

with lower concentrations over ocean and in the SH. CO concentrations 

decrease with altitude but the largest values still occur around urban areas and 

burning regions, which can be seen in both model and aircraft concentrations. 

The NMB between the model and aircraft observations has also been calculated 

and are shown in Figure 3.7. Consistent with the comparison with MOPITT 

satellite retrievals (Figure 3.1 and Figure 3.2), the model underestimates CO 

concentrations particularly near the surface, with a NMB of −11.1%, −9.93% and 

−0.25% at 0–2, 2–6 and 6–10 km, respectively. Absolute concentrations of CH4 

in TOMCAT simulations match aircraft data very well, although, given the global 

mean surface concentration scaling, it is expected that the magnitude of CH4 

will be well simulated. The latitudinal and vertical distributions are also well 

captured, giving confidence in the model transport and OH simulation. Aircraft 

observations show that CH4 also decreases with altitude and the hemispheric 

disparity becomes more pronounced, with higher concentrations in the NH. For 

Figure 3.6 Global mean volume mixing ratios of CO (ppb), CH4 (ppb) and 

PAN (ppt) from TOMCAT for the period 1993-2001 at 0-2 km (left panels), 2-
6 km (middle panels) and 6-10 km (right panels). The filled circles show 
mean values from aircraft observation campaigns which took place between 
1992 and 2001 (Appendix A.1) (Emmons et al., 2010). 
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PAN concentrations, the simulated spatial distribution is broadly well captured, 

as is the increased concentration with altitude. There is a general low bias in 

absolute concentrations near the surface (NMB = −12.3%), with a better 

comparison at 2–6 km (NMB = 1.68%) and overestimation at 6–10 km (NMB = 

18.17%). 

 

Figure 3.7 Comparison of annual global mean volume mixing ratios of CO 
(ppb), CH4 (ppb) and PAN (ppt) from TOMCAT for the period 1993-2001 
against aircraft observations that took place between 1992-2001, at 0-2 km 
(left panels), 2-6 km (middle panels) and 6-10 km (right panels). Normalised 
mean bias (NMB) values between the model and observations are shown in 
each panel. 



Chapter 3. Model description and evaluation 50 
 

3.5.4. Evaluation of hydroxyl radical in TOMCAT-GLOMAP 

Due to its very short lifetime, it is challenging to evaluate model-simulated OH 

over representative spatial and temporal scales. The evaluation methodology 

recommended by Lawrence et al. (2001) is used here, in which simulated 

tropospheric OH is divided into 12 subdomains, from the surface to a 

climatologically derived tropopause. This method was also used to evaluate 

TOMCAT in Monks et al. (2017), allowing for a direct comparison and 

assessment of the influence of the updated cloud scheme. The evaluation is 

performed for the year 2000. Figure 3.8 shows TOMCAT simulated OH 

compared to Monks et al. (2017) , the ACCMIP model mean (Naik et al., 2013) 

and the Spivakovsky et al. (2000) OH dataset estimated from methyl chloroform 

observations. The models and the observationally constrained distribution 

broadly agree in terms of the latitudinal spread of OH concentrations with a 

minimum in the SH and a maximum in the tropics; however, there is 

disagreement over the exact altitude of the maximum OH concentrations. In both 

Figure 3.8 Annual zonal mean hydroxyl radical (OH) concentrations (×106 

molecules cm-3) divided into 12 sub-domains as recommended by Lawrence 
et al. (2001). The simulated OH from this study is compared to a dataset 
estimated from methyl chloroform observations (Spivakovsky et al., 2000) and 
the Atmospheric Chemistry and Climate Model Intercomparison Project 
(ACCMIP) multi-model mean (Naik et al., 2013). Results from a previous 
version of TOMCAT from Monks et al. (2017) are also shown. A climatological 
tropopause, indicated by the smooth black line near the top of each panel, has 
been used to remove stratospheric OH. 
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versions of TOMCAT the highest concentration is between the surface and 750 

hPa, while ACCMIP and Spivakovsky et al. (2000) find peak OH in the upper 

and mid-level troposphere, respectively. The updated cloud fields used in the 

current TOMCAT-GLOMAP version have slightly increased OH concentrations 

in the mid-level and upper domains compared to Monks et al. (2017) but 

concentrations remain significantly higher in the NH and surface domains than 

in other studies. In addition, the simulated NH:SH ratio of 1.48 in the current 

TOMCAT version remains substantially higher than in the ACCMIP models (1.28 

± 0.1), indicating that TOMCAT photolysis rates and OH production in the NH 

are larger.  

The total global tropospheric average OH in this version of TOMCAT is 1.04 × 

106 molecules cm−3, a decrease from Monks et al. (2017) and within the range 

of other published values (Table 3.1). This is primarily due to the updated 

treatment of clouds, (i.e. climatological cloud fields have been replaced with 

cloud fraction from ECMWF reanalyses data). The tropospheric O3 burden of 

342 Tg has increased relative to Monks et al. (2017) (331 Tg) and is within the 

range found in Wild (2007) (335 ± 10 Tg) and ACCMIP models (337 ± 23 Tg) 

(Young et al., 2013). 

Due to the simplified treatment of CH4, the scaling applied and its relatively long 

atmospheric lifetime, the total atmospheric lifetime cannot be determined from 

Table 3.1 Present-day (2000) TOMCAT model diagnostics compared to 
previous model version from Monks et al., (2017) and other published values. 

Diagnostic TOMCAT 
(this study) 

Monks et 
al. (2017) 

Other estimates 

O3 burden (Tg) 342 331 337 ± 23a 

Tropospheric OH 
concentration (×106 
molecules cm−3) 

1.04 1.08 0.94-1.06b 

CH4 lifetime (years) 8.0 7.9 9.3 ± 0.9c 

a Young et al. (2013) 

b Prinn et al. (2001), Krol and Lelieveld (2003),Bousquet et al. (2005), Wang 
et al. (2008) 

c Voulgarakis et al. (2013) 
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TOMCAT simulations. Instead a chemical lifetime due to reaction with OH is 

calculated from CH4 and OH burdens, disregarding stratospheric sinks and soil 

sinks (Fuglestvedt et al., 1999; Berntsen et al., 2005; Voulgarakis et al., 2013). 

The lifetime diagnosed from TOMCAT is 8.0 years, compared to the multi-model 

mean and range of 9.3 ± 0.9 years from (Voulgarakis et al., 2013). The shorter 

lifetime in TOMCAT is due to the overestimation of OH at the surface. 

 

3.5.5. Evaluation of simulated aerosol fields 

The simulated global annual sulphate burden is 0.45 Tg S in TOMCAT-

GLOMAP, placing it at the lower end of the range of modelling estimates (i.e. 

0.2 – 1.39 Tg S) (Spracklen et al., 2005; Mann et al., 2014; Sheng et al., 2015). 

The simulated annual global area weighted column mass of anthropogenic SO4 

in TOMCAT-GLOMAP is 1.38 mg m-2. This is smaller than the Aerocom multi-

model mean value of 2.15, but within the range of modelled values (1.19 – 3.64 

mg m-2) (Schulz et al., 2006).  

Simulated sulphate aerosol from TOMCAT-GLOMAP is evaluated against an 

observational dataset from Heald et al. (2011), comprising of 17 aircraft 

campaigns which took place between 2001 and 2009. The locations of the 

aircraft campaigns is shown in Figure 3.9, with further details about the 

campaigns in Appendix A.2. The majority of the aircraft campaigns were 

conducted in the NH, with a mix of polluted regions (ACE, ADRIEX, TexAQS, 

ADIENT, EUCAARI), fire regions (DABEX, DODO, AMMA, ARCTAS spring and 

ARCTAS summer) and remote regions (ITOP, OP3, VOCALSUK). One 

campaign took place in a region with both fire and pollutant emissions 

(MILAGRO), while one was over a region considered remote but with aged 

particles (IMPEX). Due to data issues, the TROMPEX campaign dataset has 

been ignored here. All but two of the aircraft campaigns used the Aerodyne 

Aerosol Mass Spectrometer (AMS). The Aerodyne AMS measures particles with 

a dry diameter of less than 1µm (PM1), with an uncertainty of approximately 30-

35% (Bahreini et al., 2009). The ACE campaign used Fourier Transform Infrared 

Spectroscopy (FTIR) filter measurements, while the ITCT used Particle-Into-
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Liquid Sampler (PILS) measurements of water soluble organic carbon (Heald et 

al., 2011). 

TOMCAT output for the year 2008 is used in the evaluation. The observational 

datasets from Heald et al. (2011) are given in mass concentrations (µg sm-3) at 

standard temperature and pressure (STP, i.e. 298 K, 1atm). Therefore, in order 

to be equivalent all model data is converted into aerosol concentrations at STP 

following Kapadia (2015): 

where [𝐴𝑒𝑟𝑜𝑠𝑜𝑙𝑥]𝑆𝑇𝑃 = Concentration of aerosol component 𝑋 at STP 

  [𝐴𝑒𝑟𝑜𝑠𝑜𝑙𝑥]𝑚𝑜𝑑𝑒𝑙 = Concentration of aerosol component 𝑋 from model  

 ρairSTP = Density of air at STP  

 ρairmodel = Density of air from model  

 Tmodel = Temperature from model  

 TSTP = Temperature at STP (273 K) 

 

Figure 3.10 displays the comparison of simulated and observed sulphate 

profiles. There is reasonable agreement between the model and observations 

from most aircraft campaigns, however there are several datasets with 

substantial discrepancies. Simulated sulphate concentrations are substantially 

larger than observations near the surface over the AMMA, ADRIEX and ACE 

 

[𝐴𝑒𝑟𝑜𝑠𝑜𝑙𝑥]𝑆𝑇𝑃𝑖,𝑗,𝑘,𝑚 = [𝐴𝑒𝑟𝑜𝑠𝑜𝑙𝑋]𝑚𝑜𝑑𝑒𝑙𝑖,𝑗,𝑘,𝑚 ∙
𝜌𝑎𝑖𝑟𝑆𝑇𝑃

𝜌𝑎𝑖𝑟𝑚𝑜𝑑𝑒𝑙𝑖,𝑗,𝑘,𝑚
∙
𝑇𝑚𝑜𝑑𝑒𝑙𝑖,𝑗,𝑘,𝑚
𝑇𝑆𝑇𝑃

 (3.4) 

Figure 3.9 Flight tracks for the aircraft campaigns used in Figure 3.10. From 
Heald et al. (2011), Figure 1. 
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campaign flight tracks. The ACE and ADRIEX campaigns were both over 

polluted regions (i.e. East Asia and Central Europe) while the AMMA campaign 

was over a fire region (West Africa), indicating that TOMCAT tends to 

overestimate sulphate concentrations in areas of higher aerosol concentrations. 

This may be a result of the emissions fields used in TOMCAT overestimating 

emissions sources, or simulated deposition and atmospheric loss of sulphate 

being too low. However, the simulated concentrations fall with one standard 

deviation of the observed concentrations for seven of the campaigns datasets. 

Figure 3.10 Monthly mean simulated sulphate aerosol concentrations 

(purple) compared against observed concentrations from aircraft campaigns 

Heald et al. (2011). Aircraft data is displayed as mean (solid green line), 

median (dashed line) and standard deviation (horizontal line).  
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Also, some of the difference is caused by the relatively coarse temporal and 

spatial resolution of TOMCAT simulated values compared to observed datasets. 

The global concentrations of simulated surface sulphate aerosol is shown in 

Figure 3.11b, showing the highest concentrations in or downwind of 

industrialised areas such as East Asia and India. 

For BC aerosol, the global annual burden of 93.27 Tg is comparable to the range 

of estimates from other modelling studies (Reddy and Boucher, 2007; Vignati et 

al., 2010; Lee et al., 2013), however this value is poorly constrained (Lee et al., 

2013). The simulated annual global area weighted column mass of 

anthropogenic SO4 in TOMCAT-GLOMAP is 0.13 mg m-2, which like sulphate is 

at the lower end of the estimated range in other studies (0.08-0.53 mg m-2) (Bond 

et al., 2013). Global concentrations of surface BC aerosol is shown in Figure 

3.11a, while the burden in important global regions has also been calculated 

and compared to Reddy and Boucher (2007) estimates in Table 3.2.  

Table 3.2 Annual BC burden in geographical regions and globally in 
TOMCAT-GLOMAP and from Reddy and Boucher (2007).  

Region 
Annual BC burden (Gg yr-1) 

TOMCAT-GLOMAP LMDa  

S. America 6.09 (6.5%)b 4.52 (6.5%) 

N. America 5.27 (5.7%) 6.97 (10.0%) 

Africa 26.69 (28.6%) 9.47 (13.6%) 

Europe 5.82 (6.2%) 8.23 (11.8%) 

Middle East 1.40 (1.5%) 3.12 (4.5%) 

South Asia 9.40 (10.1%) 10.86 (15.6%) 

East Asia 32.57 (34.9%) 25.65 (36.8%) 

Australia 0.36 (0.4%) 0.62 (0.7%) 

Pacific Islands 0.21 (0.2%) 0.42 (0.6%) 

Global 93.27  69.7 

a Laboratoire de Météorologie Dynamique General Circulation Model (Reddy 
and Boucher, 2007). 

b Percentage contribution to global burden 
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There is generally good agreement between the two models on the relative 

contribution of geographical regions to the global BC burden, with East Asia 

being the largest contributor. The greatest disagreement between the two is the 

relative contributions from Africa and South Asia, with TOMCAT simulating more 

than double the BC burden over Africa, at 28.6% of the global burden, compared 

to 13.6% in Reddy and Boucher (2007). This may be caused by larger estimates 

of fire emissions in TOMCAT emissions inventories, as biomass burning is a 

substantial source of BC emission in Africa. The Americas and Europe 

contribute similarly to the global burden in TOMCAT (~6%), while in Reddy and 

Boucher (2007) there is a slightly large contribution for North America and 

Europe, although the absolute simulated burden are comparable.  

 

3.5.6. Model evaluation summary 

The TOMCAT-GLOMAP model used has been updated from that described by 

Monks et al. (2017), with improved NPF, cloud and photolysis representation 

and the introduction of Mårtensson sea spray emissions (Gordon et al., 2017). 

Model simulations were evaluated for a number of gas-phase species (O3, CH4, 

NOx, CO) and aerosol species (sulphate, BC), with observations from aircraft, 

satellites and ozonesondes.  

Figure 3.11 Simulated global surface concentrations of black carbon aerosol 
(a) and sulphate aerosol (b) in µg m-3. 
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In the gas-phase, the model broadly shows a good agreement with observed 

values, although with some regional biases. Compared to observations 

TOMCAT simulated O3 and OH has improved relative to Monks et al. (2017), 

although there remains a slight low-bias in simulated sub-column O3, and an 

overestimation of OH near the surface. For aerosol, TOMCAT is able to simulate 

global aerosol burdens in good agreement with other modelling estimates, with 

good regional representation of BC aerosol. Differences between the model and 

observations is likely due to a number of factors, such as the relatively coarse 

spatial and temporal model resolution, uncertainties in the emission inventories 

and errors in observations. However, good overall agreement of model 

simulations with different observations indicates that the model is suitable for 

simulating global changes to various SLCPs. 

 

3.6. Offline radiative transfer model 

Throughout this thesis the offline radiative transfer model SOCRATES is used 

to calculate the radiative effects of tropospheric O3 and aerosol changes from 

the PI to PD. SOCRATES (Suite Of Community RAdiative Transfer codes based 

on Edwards and Slingo), is a model for calculating radiative fluxes, derived from 

the Edwards-Slingo offline radiative transfer model (Edwards and Slingo, 1996). 

SOCRATES has been used extensively in conjunction with TOMCAT-GLOMAP 

for calculating RF from simulated distributions of several SLCPs including BC, 

O3 and CH4 (Riese et al., 2012; Bekki et al., 2013; Rap et al., 2013; Richards et 

al., 2013; Rap et al., 2015). SOCRATES uses a delta-Eddington two-stream 

scattering solver at all wavelengths, splitting the radiation spectrum into six 

bands in the shortwave (SW) region and into nine bands in the longwave (LW). 

Monthly mean climatologies are used as input for gas-phase species, with 

temperature and water vapour taken from ECMWF reanalyses. Climatological 

clouds are provided by the International Satellite Cloud Climatology Project 

(ISCCP) dataset (Rossow and Schiffer, 1999). The SOCRATES code was run 

at the TOMCAT resolution (2.8° × 2.8° in the horizontal and 31 pressure levels).  
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3.6.1. Tropospheric ozone radiative forcing calculations 

In this thesis, SOCRATES is used to calculate the RF of tropospheric O3 

changes simulated by TOMCAT-GLOMAP. Forster et al. (2011) found that 

Edwards-Slingo calculations of radiative changes due to tropospheric O3 were 

in very good agreement with forcing estimates. In AR5, there was a move to the 

concept of effective RF (ERF) (Myhre et al., 2013b) to more completely capture 

the expected global energy budget change from a given driver. The ERF metric 

is a development of RF, accounting for all rapid adjustments including 

tropospheric temperature and cloud feedbacks (Myhre et al., 2013b). ERF is 

now commonly used as a more comprehensive indicator of the effect of a 

species on climate: however, previous studies suggest that the more traditional 

stratospherically adjusted RF is very similar to ERF for O3 change (Myhre et al., 

2013b; Shindell et al., 2013; Richardson et al., 2019). Here, the stratospherically 

adjusted RF is used due to the constraint of using a CTM rather than an online 

climate model. The fixed dynamical heating approximation from Fels et al. 

(1980) was used. The model calculates changes in the stratospheric heating 

rate due to the O3 perturbation, which are then applied to the temperature field. 

SOCRATES is then run iteratively until stratospheric temperatures reach 

equilibrium (Forster and Shine, 1997; Rap et al., 2015). In Chapter 5, the Rap 

et al. (2015) radiative kernel is used, derived from SOCRATES, as a more 

efficient but still accurate approach to calculating O3 radiative effects (Soden et 

al., 2008). 

 

3.6.2. Aerosol radiative forcing calculations 

SOCRATES was also used to calculate the radiative effect of changes to 

aerosols, with separate calculations for the forcing due to aerosol-radiation 

interactions (aerosol direct effect) and aerosol-cloud interactions (aerosol 

indirect effect). The radiative effects of changes to aerosol is computed by 

calculating the change in the top of atmosphere radiative flux between a control 

and perturbed simulation. 
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In order to calculate the direct aerosol radiative effect, the scattering and 

absorption coefficients (in m2 kg-1), for each aerosol mode and spectral band is 

calculated following the method of Bellouin et al. (2013). These optical 

properties determine the magnitude of scattering and absorption per unit mass 

of aerosol and are obtained for individual components from look up tables based 

on Table A1 in Bellouin et al. (2011).  

The radiative effect of aerosol-cloud interaction calculated here considers only 

the first indirect effect, i.e. changes to reflective properties of clouds due to the 

availability of cloud condensation nuclei (CCN). To calculate this, cloud droplet 

number concentration (CDNC) are calculated from simulated aerosol fields. The 

Nenes and Seinfeld (2003) parameterisation of cloud drop formation is used 

here, a parameterisation used previously in conjunction with GLOMAP and 

shown to have good agreement with aircraft measurements of CDN (Pringle et 

al., 2009; Scott et al., 2015; Butt et al., 2016). The simulated monthly-mean 

aerosol size distribution is converted into a super-saturation distribution which 

is then used to calculate the number of activated particles for a given super-

saturation. A constant updraft velocity is used of 0.3 m s-1 over land and 0.15 m 

s-1 over oceans. Once CDNC has been calculated, equation (6.5) is used to 

calculate the change to cloud droplet effective radius (reperturbed) in each 

simulation. Radiative changes due to the first indirect effect are calculated 

relative to a control simulation, which has a fixed cloud droplet effective radius 

of 10 µm (recontrol) due to constraints of the ISCCP approach to calculating liquid 

water path (Rossow and Schiffer, 1999).  

The perturbed effective radius is calculated using the following equation: 

This calculation is performed for every grid point at 600 hPa and the surface, 

where clouds are assumed to be formed of liquid droplets. The perturbed 

effective radius is then used to calculate the change in perturbed TOA radiative 

flux relative to the control run. 

 𝑟𝑒𝑝𝑒𝑟𝑡𝑢𝑟𝑏𝑒𝑑 = 𝑟𝑒𝑐𝑜𝑛𝑡𝑟𝑜𝑙[
𝐶𝐷𝑁𝐶𝑐𝑜𝑛𝑡𝑟𝑜𝑙

𝐶𝐷𝑁𝐶𝑝𝑒𝑟𝑡𝑢𝑟𝑏𝑒𝑑
]
1

3  (6.5) 
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4. Tropospheric ozone radiative forcing 

uncertainty due to pre-industrial natural 

emissions 

4.1. Introduction 

In this chapter, revised estimates of natural emissions in the pre-industrial 

atmosphere are utilised to examine uncertainty in tropospheric O3 RF over the 

industrial era. As discussed in Section 2.2, tropospheric O3 is the 3rd most 

important anthropogenic greenhouse gas after CO2 and CH4, however the 

estimated RF is highly uncertain. The Intergovernmental Panel on Climate 

Change (IPCC) current best estimate for tropospheric O3 RF over the industrial 

era is 0.4 ± 0.2 Wm-2 (Myhre et al., 2013b). With the availability of satellite data 

and surface monitoring stations, present-day (PD) tropospheric O3 radiative 

effect is relatively well constrained (Rap et al., 2015). The large uncertainty 

range (0.2-0.6 Wm-2) is therefore primarily associated with the uncertainty in pre-

industrial (PI) O3 concentrations (Myhre et al., 2013b; Stevenson et al., 2013), 

caused by a lack of reliable quantitative measurements of tropospheric O3 prior 

to the 1970s (Volz and Kley, 1988; Cooper et al., 2014). Checa‐Garcia et al. 

(2018) found that differences in PI estimates between CMIP5 and CMIP6 cause 

an 8-12% variation in O3 RF estimates. Recent analysis of oxygen isotopes in 

polar ice cores indicates that tropospheric O3 increased by less than 40% 

between 1850 and 2005 and O3 RF is likely lower than the 0.4 Wm-2 estimate 

(Yeung et al., 2019). 
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As well as anthropogenic sources, O3 precursor gases such as CH4, CO and 

NOx have natural emission sources from wildfires, wetlands, lightning and 

biogenic emissions (see Section 2.2.2). Changes in the natural environment 

therefore also influence the concentration and distribution of tropospheric O3 

(Monks et al., 2015; Hollaway et al., 2017). However, the human impact on 

natural emissions over the industrial era is more uncertain than on 

anthropogenic emissions (Mickley et al., 2001; Arneth et al., 2010). For example, 

wildfires emit large quantities of CO, NOx, CH4 and non-methane volatile organic 

compounds (NMVOCs) (van der Werf et al., 2010; Voulgarakis and Field, 2015), 

which influence the chemical production of O3 (Wild, 2007). Therefore, an 

accurate representation of PI fire occurrence is required for PI to PD 

tropospheric O3 RF calculations. 

Recent studies suggest that the relationship between humans and fire (Bowman 

et al., 2009) is more complex than previously assumed (Doerr and Santín, 

2016). The expansion of agriculture and land segregation since PI has 

decreased the abundance and continuity of fuel, inhibiting fire spread (Marlon et 

al., 2008; Swetnam et al., 2016) and hence total emissions. Furthermore, at the 

global scale increased population density results in declining fire frequency 

(Knorr et al., 2014; Andela et al., 2017). Increased agricultural land coupled with 

active fire suppression and management policies mean that human activity has 

likely caused total fire emissions to decline since the PI (Daniau et al., 2012; 

Marlon et al., 2016; Hamilton et al., 2018). Paleoenvironmental archives of fire 

activity also reflect a decline of fire over the industrial era in many regions 

(Marlon et al., 2016; Rubino et al., 2016; Swetnam et al., 2016). This change in 

understanding of PI fire emissions has been shown to have a strong influence 

on aerosol RF: Hamilton et al. (2018) estimated a 35-91% decrease in global 

mean cloud albedo forcing over the industrial era when using revised PI fire 

emission inventories.  

Emissions of biogenic VOCs (BVOCs), such as isoprene and monoterpenes, 

from vegetation also affect tropospheric O3 formation. Isoprene contributes to 

the formation of peroxyacetylnitrate (PAN), which has a lifetime of several 

months in the upper atmosphere (Singh, 1987), allowing long-range transport of 
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reactive nitrogen and enhancing O3 formation in remote regions. Previous 

studies of PI tropospheric O3 frequently assumed that PI BVOC emissions were 

equivalent to those in PD (Stevenson et al., 2013). However, BVOC emissions 

are sensitive to climate, vegetation type and foliage density, each of which has 

changed since the PI (Laothawornkitkul et al., 2009; Hantson et al., 2017) and 

therefore need to be accounted for when calculating PI to PD O3 RF.  

The aim of this chapter is to examine the effect of revised PI fire and BVOC 

emission inventories on PI-PD tropospheric O3 RF estimates. The global CTM 

TOMCAT is used in conjunction with the SOCRATES radiative transfer model 

to investigate the impact of these improved natural PI emission inventories on 

PI tropospheric O3 and how changes in concentration subsequently alter O3 RF. 

 

4.2. Emission inventories  

4.2.1. Fire emission inventories 

Following the experimental setup of Hamilton et al. (2018), one PD fire emission 

inventory and three PI inventories are simulated in TOMCAT to investigate the 

sensitivity of tropospheric O3 RF to PI fire uncertainty. The CMIP6 PI inventory 

is treated as a control, as this has been widely used in previous studies and was 

developed from a set of global fire models, with SIMFIRE-BLAZE and LMfire 

providing PI perturbation scenarios from this baseline. 

4.2.1.1. Pre-industrial and present-day CMIP6 

CMIP6 provides monthly mean emissions of CO, NOx, CH4 and VOCs from fires. 

In the PD, CMIP6 emissions are derived from satellite estimates of global burden 

area and active fire detections (Randerson et al., 2012; Giglio et al., 2013a). In 

the absence of satellite data, historical CMIP6 fire emissions are generated by 

merging PD satellite observations with fire proxy records, visibility records and 

analysis from six fire models (van Marle et al., 2017).  
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4.2.1.2. Pre-industrial SIMFIRE-BLAZE 

The SIMFIRE-BLAZE PI fire emission inventory was developed using the LPJ-

GUESS-SIMFIRE-BLAZE model. The PI emissions used in this study are the 

mean for the period 1750-1770 (Hamilton et al., 2018). The LPJ-GUESS 

dynamic vegetation model predicts ecosystem properties for given climate 

variables (Smith et al., 2014), which, combined with the HYDE 3.1 dataset of 

human land-use change, allows simulation of global PI land cover (Klein 

Goldewijk et al., 2011). The fire model SIMFIRE-BLAZE calculates total burned 

area (Knorr et al., 2014; Rabin et al., 2017). Akagi et al. (2011) emissions factors 

were used with separate treatment of herbaceous and non-herbaceous, tropical 

and extratropical vegetation to produce emission inventories. Total PI fire 

emissions of gas species in the SIMFIRE-BLAZE inventory are 28% larger than 

in the PI CMIP6 inventory (Figure 4.1).  

4.2.1.3. Pre-industrial LMfire 

The LPJ-LMfire model calculates dry matter consumed by fire and simulates 

natural wildfire ignition from lightning (Pfeiffer et al., 2013; Murray et al., 2014). 

Land use is prescribed for the year 1770 using the KK10 scenario from Kaplan 

et al. (2011). Emissions factors for herbaceous and non-herbaceous vegetation 

are used to calculate fire emissions from dry biomass burned in each grid cell 

(van der Werf et al., 2010; Li et al., 2012). Burned area is calculated based on 

fuel availability and an additional 10% of harvested agricultural crop material is 

assumed to be burned each year. Total PI fire emissions in LMfire are 

approximately double the SIMFIRE-BLAZE inventory, and thus four times larger 

than CMIP6 emissions (Figure 4.1).  

4.2.1.4. Assessment of fire emissions inventories 

Despite being significantly larger than CMIP6 and SIMFIRE-BLAZE, emissions 

from LMfire have been shown to be within the quantifiable uncertainty of fire 

emissions (Lee et al., 2013), and compare more favourably than the other two 

inventories with Northern Hemisphere (NH) ice core records in Greenland and 

Wyoming (Chellman et al., 2017; Hamilton et al., 2018). In addition to the 
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examination of paleoenvironmental archives with PI fire emissions datasets by 

Hamilton et al. (2018), simulated annual mean surface PI CO concentrations in 

Antarctica for each fire emissions inventory were compared to the Southern 

Hemisphere (SH) ice core CO record from Wang et al. (2010). Simulated 

Antarctic CO concentrations using PI CMIP6 emissions are 37 ppb, substantially 

lower than the value in Wang et al. (2010) of 45 ± 5 ppb in 1750. This CMIP6 

value is closer to the 650-year minimum that occurred in the mid-17th century 

(38 ppb). When using SIMFIRE-BLAZE and LMfire emissions, Antarctic CO 

concentrations for 1750 are estimated at 48 ppb and 61 ppb, respectively. The 

overestimation when using LMfire suggest that SH CO emissions may be high 

for 1750; however, they are comparable to the peak CO concentration measured 

in the late 1800s (55 ± 5 ppb) when fire emissions also peaked (van der Werf et 

al., 2013). As 1850 is also often used as a PI baseline year when calculating 

RF, LMfire is proposes as a realistic upper bound to possible PI fire emissions.  

The combined evaluation of these inventories in Hamilton et al. (2018) and here 

indicates that although the revised PI fire inventories differ considerably from 

each other and are larger than CMIP6, they are closer to proxy records than 

CMIP6 estimates and therefore their respective impacts on tropospheric O3 RF 

need to be considered.  

 

4.2.2. Biogenic emissions inventories 

4.2.2.1. Present-day CCMI  

The PD control biogenic emissions were provided from the CCMI biogenic 

emissions inventory. CCMI mean annual BVOC emissions, comprising of 

isoprene and monoterpenes, are derived using the Model of Emissions of Gases 

and Aerosols from Nature (MEGAN) model (Guenther et al., 2012) under the 

MACC project (Sindelarova et al., 2014). The CCMI inventory estimates global 

BVOC emissions at 623 Tg yr-1, in reasonable agreement with surface flux 

measurements and other modelling studies (Arneth et al., 2008; Sindelarova et 

al., 2014; Rap et al., 2018). 
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4.2.2.2. Pre-industrial and present-day LPJ-GUESS 

Alternative biogenic emissions were produced using the LPJ-GUESS dynamic 

vegetation model simulating isoprene and monoterpenes (Arneth et al., 2007; 

Schurgers et al., 2009). Total PD emissions and distribution in the LPJ-GUESS 

inventory (i.e. 607 Tg yr-1) are similar to the PD CCMI inventory (Figure 4.2). 

The relative contributions from isoprene and monoterpenes differs between the 

inventories however, with substantially smaller monoterpene emissions in the 

LPG-GUESS inventory (Table 4.1). For the PI, the LPJ-GUESS biogenic 

emissions inventory is based on the mean for the period 1750-1770 and is 

estimated at 836 Tg yr-1. The larger emissions in the PI estimates are primarily 

driven by larger isoprene emissions. There are large spatial differences between 

the PI LPJ-GUESS and PD CCMI inventories, with significantly higher emissions 

in South America and Central Africa, and lower emissions in South-East Asia in 

the PI LPJ-GUESS inventory (Figure 4.2).  

 

4.3. Model specifications and simulations 

In order to investigate the effect of natural PI emissions on PI to PD changes in 

tropospheric O3 concentrations, a single PD and six PI simulations were 

performed with TOMCAT-GLOMAP. TOMCAT-GLOMAP was run for 1-year, 

using 2008 meteorological fields following a 1-year spin up period. The PD 

simulation used the Global Fire Emissions Database (GFED) version 4s (GFED 

v4s) fire emission inventory (as employed in the Coupled Model Intercomparison 

Project phase 6; CMIP6) (Randerson et al., 2017; van Marle et al., 2017), 

biogenic emissions from Chemistry-Climate Model Initiative (CCMI) 

Table 4.1 Annual emissions of isoprene and monoterpenes in each of the 
three inventories used in this study.  

Inventory  Isoprene (Tg yr-1) Monoterpenes (Tg yr-1)  

CCMI (PD) 525 98 

LPG-GUESS (PD) 568 39 

LPJ-GUESS (PI) 788 47 
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(Sindelarova et al., 2014) and anthropogenic emissions from the Monitoring 

Atmospheric Composition and Climate project (MACCity) (Lamarque et al., 

2010). 

Global mean surface CH4 concentrations are scaled in TOMCAT to be 1789 ppb 

in PD and 722 ppb in the PI (Etheridge et al., 1998; Dlugokencky et al., 2005; 

Hartmann et al., 2013; McNorton et al., 2016a). In all PI simulations, 

anthropogenic emissions are zero except biofuel emissions taken from 

AeroCom for the year 1750 (Dentener et al., 2006). The first set of three 

simulations, namely CMIP6, SIMFIRE-BLAZE and LMfire, investigated the 

impact of fire emissions only by keeping PI BVOC emissions (i.e. isoprene and 

monoterpenes) at PD values (Table 4.2). The second set of three simulations, 

i.e. CMIP6-BIO, SIMFIRE-BLAZE-BIO and LMfire-BIO, investigated the 

additional impact of PI biogenic emissions, by combining each PI fire emission 

inventory with an estimate of PI BVOC emissions from the LPJ-GUESS model 

(Table 4.2).  

 

4.4. Pre-industrial emissions 

Figure 4.1a-d shows annual latitudinal fire emissions of CO, NOx, CH4 and VOCs 

for the CMIP6, SIMFIRE-BLAZE and LMfire PI inventories, compared to the total 

PD emissions from the CMIP6 inventory. BVOC emissions (i.e. isoprene and all 

Table 4.2 Details of emissions used in each simulation. All simulations are run 
with present-day meteorology with a one-year spin-up. 

Simulation Fire emissions Biogenic emissions 

PD CMIP6 GFEDv4 CCMI    

PI CMIP6 CMIP6 CCMI 

PI SIMFIRE-BLAZE SIMFIRE-BLAZE CCMI 

PI LMfire LMfire CCMI    

PI CMIP6-BIO CMIP6 LPJ-GUESS 

PI SIMFIRE-BLAZE-BIO SIMFIRE-BLAZE LPJ-GUESS 

PI LMfire-BIO LMfire LPJ-GUESS 
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monoterpenes) from the LPJ-GUESS inventory are compared with the PD CCMI 

inventory (Figure 4.1e). In the PI CMIP6 simulation, global CO emissions have 

increased by a factor of 2.5 between PI and PD from 381 Tg yr-1 to 970 Tg yr-1. 

The main driver of this increase is industrial emissions, particularly in the NH 

mid-latitudes. There is large variation in simulated CO emissions between the 

three PI fire inventories: 644 Tg yr-1 in SIMFIRE-BLAZE (69% larger than 

CMIP6) and 1152 Tg yr-1 in LMfire (200% larger). Estimates of CO emissions 

using LMfire results in total global emissions which are larger than the PD 

estimate, which also includes anthropogenic sources. 

Global NOx emissions also vary considerably between PI inventories, with 

values in the SIMFIRE-BLAZE inventory increasing 13% compared to the 

CMIP6 inventory (36 Tg yr-1 compared to 32 Tg yr-1). This difference is largely 

due to increased emission in NH mid-latitudes within SIMFIRE-BLAZE. NOx 

emissions in LMfire are 112% larger than the CMIP6 total (68 Tg yr-1), with the 

most significant increases in the extra-tropics (Figure 4.1b).  
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Figure 4.1 Annual latitudinal mean fire emissions (in Tg/yr) of (a) CO, (b) 
NOx, (c) CH4 and (d) VOCs and annual zonal mean BVOC emissions (e), for 
PD (solid black line), PI CMIP6 (dashed green), PI SIMFIRE-BLAZE (dotted 
orange), PI LMfire (dashed purple), PD LPJ-GUESS (dashed dark green) 
and PI LPJ-GUESS (dotted light green). 
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As CH4 emissions from fires are significantly smaller than CO emissions 

(Voulgarakis and Field, 2015) increased PI fire estimates do not substantially 

alter total CH4 emission. CH4 emissions in SIMFIRE-BLAZE and LMfire are 

similar in amount and distribution, 15% and 9% lower than CMIP6, respectively. 

There is an increase in SH CH4 emissions in both SIMFIRE-BLAZE and LMfire 

compared to CMIP6 but a decrease in the NH and SH mid-latitudes. Total PI 

CH4 emissions are greatest in CMIP6 at 241 Tg yr-1, approximately 43% of PD 

emissions (Figure 4.1c).  

In terms of fire-emitted VOC species (i.e. sum of all VOC species with a 

significant source from wildfires), their size and distribution of emissions is fairly 

consistent between PD and PI inventories. Total global VOC emissions are 

largest in LMfire at 349 Tg yr-1, 29% larger than PI CMIP6 (271 Tg yr-1) and 13% 

larger than PD CMIP6 (310 Tg yr-1). PI CMIP6 are 87% of PD CMIP6 values, 

with PI SIMFIRE-BLAZE at 97% (303 Tg yr-1). The distribution of global VOC 

emissions is relatively uniform across all inventories, however, individual 

species do have larger variability between inventories. Formaldehyde and 

acetylene have substantially increased SH emissions in SIMFIRE-BLAZE and 

LMfire likely due to differences in emission factors (Figure 4.1d).  

Figure 4.1e shows a comparison of the BVOC emission inventories from the PD 

CCMI, PD LPJ-GUESS and PI LPJ-GUESS. The BVOC emissions in the two 

PD inventories are similar although with larger NH and lower SH emissions in 

PD-LPG-GUESS compared to PD CCMI. The PI LPJ-GUESS estimate (836 Tg 

yr-1) is 37% larger than its PD equivalent and 34% larger than PD CCMI, mainly 

due to decreased isoprene emissions in PD compared to PI, although with a 

very similar spatial distribution (Figure 4.2). The reduction of BVOC emissions 

between PI and PD is due to crop expansion, land cover changes and CO2 

inhibition (Hantson et al., 2017), and is consistent with previous studies reporting 

~25% (Lathière et al., 2010; Pacifico et al., 2012; Hollaway et al., 2017) and 

~35% (Unger, 2014) larger PI values than PD.  
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4.5. Pre-industrial fire emissions effect on ozone 

Annual emissions of O3 precursors and their contribution to the formation of 

tropospheric O3 are shown in Figure 4.3. The largest change between 

simulations is on the global tropospheric CO burden which varies by up to 100 

Tg depending on the PI fire emission inventory employed: 195 Tg in the PI 

CMIP6 simulation, 232 Tg in PI SIMFIRE-BLAZE (18% higher than CMIP6) and 

295 Tg in PI LMfire (50% higher) (Table 4.3).  

The difference in global NOx burden between PI simulations is less pronounced, 

with increases of 4% and 18% in PI SIMFIRE-BLAZE and PI LMfire respectively, 

relative to PI CMIP6. The annual mean NH/SH ratio of tropospheric NOx burden 

in PI simulations is 1.09, 1.12 and 1.18 for CMIP6, SIMFIRE-BLAZE and LMfire, 

respectively. Simulated airmass-weighted global mean concentrations of 

tropospheric OH, which plays a key role in tropospheric O3 precursor oxidation 

Figure 4.2 Annual BVOC (isoprene + monoterpenes) emissions in the two 
present-day biogenic emissions inventories (CCMI and LPJ-GUESS) and the 
pre-industrial LPJ-GUESS inventory. Top panels (a-c) show total emissions 
per year, while lower panels (d-f) show differences between the three 
inventories. Total annual emissions and difference in annual emissions are 
also shown.  
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and O3 formation, are 1.06, 1.06 and 1.11 ×106 mol cm-3 in CMIP6, SIMFIRE-

BLAZE and LMfire, respectively. These values all fall within one standard 

deviation of the ACCMIP multi-model mean of 1.13 ± 0.17 (Naik et al., 2013). PI 

OH concentrations are lower than PD simulated values (1.12 ×106 mol cm-3), 

due to the higher concentrations of OH precursors NOx and O3 in PD 

outcompeting the effect of increased CH4 and CO concentrations which deplete 

OH (Naik et al., 2013). The NH/SH OH ratio is 1.25 ± 0.02 in the PI simulations 

compared to 1.41 in PD, slightly larger than the corresponding ACCMIP multi-

model mean values (1.13 ± 0.09 and 1.28 ± 10, respectively) but within the inter-

model range and reflecting the expected PI to PD increase (Naik et al., 2013).  

Changes to the atmospheric concentration and distribution of O3 precursor 

species lead to changes in the tropospheric O3 burden. The PI CMIP6 simulation 

produced the lowest tropospheric O3 burden at 232 Tg. In PI SIMFIRE-BLAZE 

the burden is 242 Tg (4% higher than CMIP6) while in LMfire it is 273 Tg (18% 

higher). These represent a PI to PD tropospheric O3 burden change of 55%, 

49% and 32% for CMIP6, SIMFIRE-BLAZE and LMfire, respectively. Notably, 

Figure 4.3 Summary schematic showing tropospheric O3 precursor emissions 
from fire, biogenic and anthropogenic sources, the processes of 
photochemical O3 formation, the tropospheric O3 burden and the PI-PD RF. 
The magnitude of CO, NOx, VOC and BVOC precursor emissions used in this 
study is shown for the PD (white text) and each PI inventory (yellow text). The 
resulting calculated tropospheric O3 burden and RF when using each emission 
inventory are also shown.  
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the PI LMfire emissions inventory is the only inventory leading to a simulated PI 

to PD burden change of less than 40%, a value consistent with that recently 

indicated by isotope measurements in ice cores (Yeung et al., 2019). The 

differences from CMIP6 to SIMFIRE-BLAZE are primarily caused by an increase 

in tropospheric O3 within the Amazon region (Figure 4.4a). The change in 

tropospheric O3 vertical profile in the PI SIMFIRE-BLAZE simulation compared 

to PI CMIP6 (Figure 4.4c) shows increased annual mean concentrations 

throughout the troposphere, driven by changes at 30ºS and 50ºN. Changes 

between LMfire and CMIP6 tropospheric O3 profiles are stronger, with increased 

O3 at all latitudes. Compared to PI CMIP6, there is a mean global increase in O3 

column of 3.7 DU when using LMfire and 1.0 DU when using SIMFIRE-BLAZE. 

The largest changes occur over Central Asia, Australia and South America 

where tropospheric column O3 can be as much as 9.0 DU higher in the PI LMfire 

simulation that the PI CMIP6 simulation (Figure 4.4). This is reflected in the 

changes to the vertical O3 profile, with the largest increases in the subtropics. 

The difference between LMfire and CMIP6 is greatest between 600 and 800 hPa 

in the SH, and is roughly constant with respect to changes in altitude over the 

northern subtropics. The only regions where tropospheric O3 is higher in the 

CMIP6 simulation are Central Africa and Indonesia, likely due to the PI CMIP6 

emissions being anchored to PD fire observations and thus transferring these 

patterns to the PI (van Marle et al., 2017). 
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The effect of different fire emission inventories on O3 burden is significantly 

smaller than the impact on CO concentrations (Figure 4.4), as fire emissions are 

one of several sources of O3 variability (Lelieveld and Dentener, 2000). O3 

production is reliant on a number of precursors which do not respond uniformly 

to the different estimates of fire occurrence in the inventories used here. The 

relatively minor response of NOx concentrations across the three PI emissions 

estimates, and the prevailing NOx-limited state across rural environments in PD 

(Duncan et al., 2010), suggests that increases in CO and VOCs have only a 

small impact on O3 production because of NOx availability limitations. Moreover, 

Stevenson et al. (2013) attributed the majority of the PI to PD shift in 

tropospheric O3 to NOx and CH4 changes, with a relatively small contribution 

from CO and NMVOCs despite increasing emissions of both. However, the 

Figure 4.4 Difference in simulated PI O3 between revised inventories 

SIMFIRE-BLAZE and LMfire and the CMIP6 control. Top panels (a, b) 
compare differences in tropospheric column O3 in DU, lower panels (c, d) 
show differences in zonal mean vertical O3 in ppb. 
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simulated changes still represent significant shifts in the abundance and 

distribution of tropospheric O3 in the PI atmosphere. 

 

4.6. Pre-industrial BVOC emissions effect on ozone 

We repeated the three PI simulations, replacing the PD biogenic emissions with 

the PI LPJ-GUESS inventory. In general, the inclusion of PI BVOC emissions 

increases PI O3 concentrations, due to an increased VOC source and PAN 

formation (Figure 4.3). For CMIP6 fire emissions, the inclusion of PI BVOCs 

increases the CO burden by 22% and tropospheric O3 burden by 3%, while 

mean tropospheric OH concentration decreases by 6%. The decrease in OH is 

the most likely reason for the simulated increases in CO and O3. The inclusion 

of PI BVOCs in the LMfire fire emission simulation causes a 3% decrease in 

tropospheric OH, and increases in tropospheric CO and O3 of 14% and 4%, 

respectively.  

For SIMFIRE-BLAZE, the inclusion of PI BVOCs decreases OH by 6% and 

increases CO and O3 by 22% and 6%, respectively. In all simulations the 

inclusion of PI BVOCs has only a small effect on the NOx burden (~1%). The 

effect on tropospheric O3 of including PI BVOCs is notably larger in the 

simulation using SIMFIRE-BLAZE fire emissions compared to CMIP6 or LMfire. 

The SIMFIRE-BLAZE simulation combines fire and biogenic emissions 

produced using the same land-use model, with consistent vegetation 

distributions. The co-location of isoprene and NOx emissions promotes PAN 

formation, enabling long-range transport of NOx and enhancing O3 production 

(Hollaway et al., 2017). This synergistic effect has been found to amplify the 

effect of biogenic emissions on tropospheric O3 production (Bossioli et al., 

2012). Therefore, if PI biogenic emissions inventories were specifically 

produced for each fire inventory, the corresponding impact on O3 would likely 

be larger than presented here. With the inclusion of PI BVOC emissions, both 

the SIMFIRE-BLAZE and LMfire simulations result in a PI to PD tropospheric O3 

burden change of 40% or less, in line with estimates from ice core observations 

(Yeung et al., 2019).  
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4.7. Effect on ozone radiative forcing 

The tropospheric O3 RF was calculated using the SOCRATES radiative transfer 

model as described in Section 3.6.1.The estimated tropospheric O3 RF, based 

on the CMIP6 PI and PD control simulations, is 0.38 Wm-2 (Figure 4.3 and Table 

4.3), comparing well with the IPCC AR5 estimate of 0.4 ± 0.2 Wm-2 (Myhre et 

al., 2013b) and the ACCMIP multi-model mean of 0.41 ± 0.12 Wm-2 (Myhre et 

al., 2013b; Stevenson et al., 2013). When PI SIMFIRE-BLAZE and PI LMfire 

emissions are used instead of PI CMIP6 fire emissions, larger PI tropospheric 

O3 concentrations lead to 8% (to 0.35 Wm-2) and 29% (to 0.27 Wm-2) decreases 

in O3 RF, respectively. When the PI BVOC emission inventory is used in 

conjunction with each PI fires emission inventory, O3 RF is further reduced 

compared to the control by 5% (to 0.36 Wm-2), 18% (to 0.31 Wm-2) and 34% (to 

0.25 Wm-2), for CMIP6, SIMFIRE-BLAZE and LMfire, respectively (Figure 4.3). 

While these reductions in O3 RF are still within the IPCC uncertainty range, they 

are caused entirely by uncertainty in PI precursor emissions. Other key sources 

of uncertainty (e.g. inter-model spread, use of different radiative transfer 

schemes) are not accounted for here and could therefore lower estimates 

further. The majority of the effect on O3 RF is caused by increased O3 in the 

upper troposphere at subtropical latitudes (Figure 4.4d), where O3 changes are 

up to 10 times more efficient at altering the radiative flux than in other regions 

(Rap et al., 2015). However, the lack of a vertical distribution to fire emissions in 

TOMCAT affects the simulated changes to the O3 vertical profile. Previous 

studies which introduced an injection height scheme found small increases in 

O3 production downwind of emission sources (Jian and Fu, 2014), although the 

change to total O3 and precursors is relatively small (Bossioli et al., 2012; Zhu 

et al., 2018). 

 

4.8. Summary 

The revised inventories of PI fire and biogenic emissions used here substantially 

decrease estimates of PI to PD tropospheric O3 RF. When using PI LMfire fire 

emissions, which represent a plausible upper emissions limit, O3 RF is reduced 
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to 0.27 Wm-2, 29% smaller than the CMIP6 simulation. Large increases in 

estimated PI fire occurrence drives increases in PI O3 concentrations (3.7 DU 

global mean column O3 increase for LMfire inventory) through larger emissions 

of CO, NOx and VOCs. PI CO increases by up to 51% depending on the PI 

inventory, but the effect on O3 production is limited by the relatively small 

increase in NOx (~4%). Using PI biogenic emissions, rather than assuming PD 

values, further increases simulated PI tropospheric O3, though the magnitude of 

this depends on the fire inventory. Thus, we find that the estimate of O3 RF since 

PI decreases by up to 34% (to 0.25 Wm-2) when accounting for uncertainty in PI 

emissions of both fires and BVOCs. 

The impact of uncertainty in PI natural emissions on tropospheric O3 RF shown 

here suggests that previous estimates of O3 RF over the industrial era are likely 

too large. Our revised tropospheric O3 RF estimates are at the lower end of the 

existing uncertainty range, without yet taking into account other sources of 

uncertainty. We therefore argue that the impact of uncertainty in PI natural 

emissions should be further investigated using more models, in order to 

reassess the current best-estimate and uncertainty range of O3 RF.  
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5. Impact of El Niño-Southern Oscillation on the 

interannual variability of methane and 

tropospheric ozone 

5.1. Introduction 

In this chapter, the interannual variability (IAV) of climatically important 

greenhouse gases CH4 and tropospheric O3 is investigated. A comprehensive 

understanding of the processes controlling variability and trends of SLCPs in the 

past and present-day is essential to quantify the role of human activities in 

climate change. This enables the planning of effective strategies to reduce the 

anthropogenic impact on future climate, and improves projections of how SLCPs 

are likely to change in future and the impact of those changes.  

Using the TOMCAT-GLOMAP CTM, different drivers of variability are isolated 

so that their relative importance for different species can be determined. The 

impact of these changes on RF is also calculated, particularly during large 

ENSO events such as the 1997 El Niño, which caused large changes to global 

emissions and atmospheric concentrations of SLCPs. ENSO is known to 

influence fire occurrence, wetland emission and atmospheric circulation, 

affecting sources and sinks of CH4 and tropospheric O3, but there are still 

important uncertainties associated with the exact mechanism and magnitude of 

this effect. Understanding the mechanisms driving IAV of SLCPs is important for 

accurate predictions of future CH4 and O3 concentrations, especially in the 

context of anthropogenic emission reductions.  
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While anthropogenic emissions have driven the long-term increase in CH4 

concentrations, CH4 is also emitted from a range of natural sources (see Section 

2.1.1), leading to strong IAV (Bousquet et al., 2006; Dlugokencky et al., 2011; 

Nisbet et al., 2016). Previous studies indicate that although anthropogenic 

sources may contribute to seasonal variations in atmospheric CH4, natural 

sources are the primary drivers of IAV (Bousquet et al., 2006; Meng et al., 2015). 

Emissions from natural wetlands have been shown to be the dominant process, 

with emissions from fires and changes to the atmospheric sink also playing 

important roles (Bousquet et al., 2006; Chen and Prinn, 2006; Dlugokencky et 

al., 2011; Kirschke et al., 2013; McNorton et al., 2016b; Corbett et al., 2017; 

McNorton et al., 2018). These natural sources are climate sensitive, so 

interannual changes to temperature and precipitation affect the amount of CH4 

emitted into the atmosphere, as well as the spatial distribution (Zhu et al., 2017). 

A number of studies have found that biomass burning emissions are largely 

responsible for the IAV of CO and also affect O3 concentrations (Granier et al., 

2000; Monks et al., 2012; Voulgarakis et al., 2015); however, Szopa et al. (2007) 

suggested that meteorology is a more important driver of IAV for CO, explaining 

50%–90% of IAV.  

A major driver of climatic IAV is the El Niño–Southern Oscillation (ENSO) – a 

mode of climate variability originating in the Pacific Ocean with alternating warm 

(El Niño) and cold (La Niña) modes (McPhaden et al., 2006). Positive phase El 

Niño events lead to warmer and drier conditions in the Western Pacific and 

disrupts global circulation patterns, leading to widespread changes in fire 

occurrence, wetland emissions and atmospheric transport (Feely et al., 1987; 

Jones et al., 2001; McPhaden et al., 2006). These influences occur most 

strongly in the tropics but have global consequences (Jones et al., 2001). Global 

CH4 concentrations have been observed to increase significantly during El Niño 

events, with an especially strong signal during the 1997– 1998 event when the 

CH4 growth rate was 12 ppb yr−1, almost triple the 1750–2018 mean annual 

growth rate (Rigby et al., 2008; Hodson et al., 2011). Due to the wide-ranging 

effects of El Niño and varied sources of CH4, there are multiple factors which 

could trigger the increase in CH4 growth rate. Chen and Prinn (2006) attributed 

the increase to anomalies in global wetland emissions; however, Zhu et al. 
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(2017) estimated that although 49% of the interannual variation in wetland 

emissions can be explained by ENSO, wetland emissions were significantly 

lower during El Niño, including the 1997–1998 event. Conversely, Schaefer et 

al. (2018) estimated that ENSO is responsible for up to 35% of global CH4 

variability, but the effect of wetland and biomass burning emission changes are 

dwarfed by processes affecting the OH sink. Bousquet et al. (2006) suggested 

that the increased CH4 growth rate during the 1997–1998 El Niño was primarily 

caused by abnormally large peat fires in Indonesia emitting huge amounts of 

CH4 while wetlands emissions remained stable (van der Werf et al., 2004; Butler 

et al., 2005; Bousquet et al., 2006).  

In addition to direct emissions of CH4 from fires, it has been proposed that 

anomalously large CO emissions during enhanced El Niño fire events could 

explain the changes to CH4 growth rate (Butler et al., 2005; Bousquet et al., 

2006). CO is emitted from biomass burning in much larger quantities than CH4 

(∼ 20× larger) and its reaction with the hydroxyl radical (OH) is its primary 

atmospheric sink (Voulgarakis and Field, 2015). Abnormal increases in CO 

concentrations may suppress the availability of OH, thereby extending CH4 

lifetime and increasing its growth rate during and following large fire events 

(Butler et al., 2005; Manning et al., 2005). The reaction of CH4 with OH is the 

largest term in the global CH4 budget, accounting for ∼ 90% of its sink (McNorton 

et al., 2016a); therefore, even minor changes to OH caused by the presence of 

other compounds or changes to atmospheric transport and photolysis rates 

could have a large impact on CH4 growth rate (Dlugokencky et al., 2011). Butler 

et al. (2005) found that CO emissions suppressed OH concentrations by 2.2% 

in 1997–1998, which accounted for 75% of the observed change in CH4 

concentration. Bousquet et al. (2006) also reported a weakened OH sink during 

this El Niño event.  

The aim of this chapter is to investigate how El Niño events affect global CH4, 

CO and tropospheric O3 concentrations through changes to fire occurrence and 

atmospheric transport. Using long-term simulations spanning multiple El Niño 

and La Niña events, the relative influence of changes to fire emissions and 

dynamical transport is quantified. This work also differentiates between the 
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effect of direct CH4 emissions from fires and the indirect effect via CO emissions 

and atmospheric chemistry changes. 

 

5.2. Model specifications 

This study utilised the three-dimensional chemical transport model (TOMCAT) 

(Chipperfield, 2006) coupled to the GLOMAP global aerosol microphysics 

scheme (Mann et al., 2010) as described in Section 3.2. Annually varying 

emission inventories are included for all fire-emitted gas-species and aerosol 

emissions, such as black carbon (BC). The GFEDv4 biomass burning emissions 

inventory is used including CO, CH4, nitrogen oxides (NOx) and volatile organic 

compounds (VOC) (Randerson et al., 2017; Reddington et al., 2018). Monthly 

varying biogenic VOC emissions are from the MEGAN-MACC emissions 

inventory for reference year 2000, calculated from the Model of Emissions of 

Gases and Aerosols from Nature (MEGAN version 2) (Sindelarova et al., 2014). 

The CH4 inventory was produced by (McNorton et al., 2016b), with wetland 

emissions derived from the Joint UK Land Environment Simulator (JULES) and 

biomass burning emissions from GFEDv4 (Randerson et al., 2017). These are 

then combined with anthropogenic emissions from EDGAR version 3.2, paddy 

field emissions from Yan et al. (2009) and termite, wild animal, mud volcano, 

hydrate and ocean emissions from Matthews and Fung (1987) (McNorton et al., 

2016b). The global mean surface CH4 mixing ratio is scaled in TOMCAT-

GLOMAP to a best estimate based on observed global surface mean 

concentration (McNorton et al., 2016a; Dlugokencky, 2019).  

5.3. Model evaluation for ENSO 

In addition to the model evaluation in Chapter 3, an additional evaluation was 

performed to assess the capability of TOMCAT-GLOMAP to simulate observed 

responses to El Niño events. Ziemke et al. (2010) derived an Ozone ENSO 

index (OEI) using satellite observations of tropospheric O3. The difference in 

monthly mean total O3 column (TOC) over the eastern and western Pacific is 

indicative of the occurrence and strength of ENSO and can therefore be used 

as an ENSO index. Ziemke et al. (2010) relate their OEI to the commonly used 
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Niño 3.4 index, finding that for a +1 K change in the Niño 3.4, there was a 2.4 

DU increase in the Ozone ENSO Index (OEI). The corresponding TOMCAT-

GLOMAP calculated response is a 2.8 DU increase per +1 K in the Niño 3.4, 

indicating a slightly larger but comparable O3 response to El Niño.  

The regional response of tropospheric O3 to El Niño was evaluated against an 

analysis using various observations and a chemistry–climate model in Zhang et 

al. (2015). That study observed enhanced TOC in the North Pacific, southern 

USA, north-eastern Africa and East Asia, with decreases over central Europe 

and the North Atlantic. All of these observed responses were present in 

TOMCAT-GLOMAP simulations, except with a slight increase in TOC in central 

Europe and a simulated decrease in Western Europe and the East Atlantic 

(Figure 5.1). 

 

 

Figure 5.1 Difference in Total Ozone Column (TOC) during El Niño events 

(MEI > +1.0) from 1995-2014, compared to the TOC during the period mean.  
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5.4. CH4 box model 

The effect of changes to global OH concentrations on global mean surface CH4 

concentrations is calculated in a simple global box model using the following 

equation: 

where,  X = global mean CH4 concentration in ppb  

E = Annual emissions in Tg yr-1  

L = chemical loss to reaction with OH in Tg yr-1  

k = rate constant for reaction CH4 + OH (k = 2.45x10-12 cm3 

molecule-1 yr-1) (Sander et al., 2011).  

The box model uses equation (4.1) to integrate global mean CH4 based on 

annual mean emissions and chemical loss in time steps of 1 month. This box 

model is similar to that described in McNorton et al. (2016a), which was found 

to compare well with other global and 12-box CH4 models (Rigby et al., 2013; 

McNorton et al., 2016a). In this case, the box model used monthly mean 

tropospheric OH concentrations and CH4 emissions for each simulation, while 

assuming constant temperature to calculate the effect of changing OH on global 

mean surface CH4. The relevant CH4 emissions and monthly mean tropospheric 

OH concentrations from each simulations were applied to the box model. 

McNorton et al. (2016a) found that using annually varying temperature had a 

very small effect on derived concentrations, therefore a constant temperature of 

272.9 K was used.  

 

5.5. Simulations 

All simulations are performed for 1997–2014 with a 4-year spin-up through 

1993–1996. The control run (CTRL) allows all emissions and meteorology to 

vary throughout the modelled period. GFED biomass burning emission 

inventories began in 1997; therefore, the 1993–1996 spin-up simulation uses 

 1

∆𝑡
(𝑋𝑡+∆𝑡 − 𝑋𝑡) = 𝐸 − 𝐿 = 𝐸 − 𝑘[𝑂𝐻][𝑋] , 

 

 
(4.1) 
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repeating 1999 emissions instead, as the closest year of “average” emissions, 

having excluded 1997 and 1998 due to the exceptionally high emissions in those 

years (Schultz et al., 2008). To test the impact of El Niño events on atmospheric 

chemistry, three perturbed simulations were performed (Table 5.1). Where 

model simulations used “fixed” parameters in Table 5.1, the year 2013 

emissions or meteorology are specified as invariant throughout the simulation. 

This year is chosen as the ENSO-neutral case, due to it being the least active 

ENSO year during 1997–2014, with a maximum bimonthly multivariate ENSO 

index (MEI) magnitude of −0.4 and the only year without a single MEI value that 

could be considered an active El Niño or La Niña (Wolter and Timlin, 1993; 

Wolter and Timlin, 1998). Throughout this study, an El Niño event was 

considered as ongoing if its MEI was greater than +1. A factorial analysis was 

performed based on perturbed simulations in which global biomass burning 

emissions (FIREFIX) or global meteorology (METFIX) are fixed to the “ENSO-

neutral” case. An additional perturbed simulation was performed in order to 

examine the secondary impact of CO on CH4 via oxidation changes, where only 

CO emissions from biomass burning were fixed (COFIX). 

 

5.6. Impact of meteorology and fire emissions on interannual variability 

of trace gases 

First the mechanisms controlling interannual variability of simulated tropospheric 

CO, O3 and mean OH are examined. The difference between the control (CTRL) 

and the perturbed simulations with fixed fires (FIREFIX) and fixed meteorology 

(METFIX) are used to determine the driving cause of IAV. Of particular interest 

is the effect of the 1997–1998 El Niño event (henceforth referred to as 1997 El 

Niño) and how the prevailing mechanisms controlling IAV change during such 

events. El Niño events are defined using the bimonthly multivariate ENSO index, 

calculated from six observed variables and standardized to accurately monitor 

ENSO occurrence (Wolter and Timlin, 1998; Wolter and Timlin, 2011).  
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Previous studies examining the dominant factor controlling global CO IAV have 

found contrasting results. Szopa et al. (2007) suggested that meteorology was 

the main driver, accounting for 50%–90% of IAV in the tropics. Conversely, a 

study by Monks et al. (2012) considered CO IAV in the Arctic, finding that 

biomass burning was the dominant driver with a strong correlation to El Niño. 

Voulgarakis et al. (2015) also suggested that biomass burning was the more 

important driver of IAV with only a small effect from meteorology. Some of these 

differences in results can be explained by the fact that Szopa et al. (2007) 

considered only surface CO, rather than the whole troposphere as in 

Voulgarakis et al. (2015). In this chapter, the whole tropospheric CO 

concentration is considered, and our results are in line with those from 

Voulgarakis et al. (2015). The dominant source of IAV across the entire period 

is emissions from biomass burning – indicated by the large difference between 

simulations CTRL and FIREFIX (Figure 5.2a), with a small effect from 

meteorological changes (CTRL – METFIX). This effect was largest during the 

1997 El Niño, where an increase in fire events increased CO concentrations by 

more than 40%. Smaller increases of 5.8% and 7.6% occur during less extreme 

El Niño events of 2002/03 and 2006, respectively, with only a 1.8% increase 

during the 2009/10 El Niño, indicating that El Niño only significantly impacts CO 

concentrations when there is an associated increase in global fire events.  

Table 5.1 Details of TOMCAT model simulations. All simulations are run for 

1997-2014. 

Simulation 

name 

Meteorology CO biomass 

burning emissions 

All other biomass 

burning emissions 

CTRL Varying Varying Varying 

METFIX Fixed Varying Varying 

FIREFIX Varying Fixed Fixed 

COFIX Varying Fixed Varying 
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Expanding on the work of Voulgarakis et al. (2015), the IAV is analysed using 

the coefficient of variation (CV), calculated as the multi-year standard deviation 

normalized by the mean (Figure 5.3). The global annual mean CO IAV over the 

whole period is 11.0% for the whole troposphere and 14.3% for surface 

concentrations. This is in very good agreement with Voulgarakis et al. (2015), 

who calculated 10% IAV; in fact, the comparison is even better when considering 

the same time period (2005–2009) with the corresponding IAV estimated at 

9.7%. The slightly lower estimate here may be a result of the fixed-year biogenic 

Figure 5.2 Time series of simulated differences (%) between the control and 
the fixed meteorology (CTRL - METFIX, blue line) and fixed fire emissions 
(CTRL – FIREFIX, purple line) simulations for the global tropospheric burden 
of (a) CO, (b) OH and (c) O3. The ENSO bimonthly mean multivariate index 
is plotted in the dashed red line on the right-hand y axis in each panel.  
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volatile organic compound (BVOC) emissions, removing the effect of the IAV of 

biogenic emissions on CO IAV. BVOC oxidation is estimated to contribute 15% 

of the total source of CO (Duncan et al., 2007b); however, the IAV of BVOC 

emissions has been found to be relatively small, ∼2–4% (Naik et al., 2004; 

Lathière et al., 2005). Despite good global comparison with Voulgarakis et al. 

(2015), there are regional differences, e.g. CO IAV from TOMCAT is much larger 

in high-latitude boreal regions. This is likely due to the difference in the period 

studied, meaning this study includes additional extreme events including 

Figure 5.3 The calculated interannual variability (coefficient of variation) of 
CO over the period 1997-2014 for September – October (left panels) and 
March - April (right panels) from (a, b) control simulation (CTRL), (c, d) fixed 
meteorology (METFIX) and (e, f) fixed fire emissions (FIREFIX). 
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unusually large Russia boreal wildfires in 2010 and 2012 (Gorchakov et al., 

2014; Kozlov et al., 2014). Infrequent and extreme events such as these 

significantly increase IAV.  

CO IAV is significantly greater in September–October, with peaks in known fire 

regions such as tropical South America, Africa, Southeast Asia and boreal 

forests. This indicates a strong contribution of fire emissions to IAV (Figure 5.2), 

especially from Indonesia, as also suggested by previous studies (Monks et al., 

2012; Huang et al., 2014; Voulgarakis et al., 2015). In the FIREFIX simulation 

IAV is ∼55% of the CTRL value, showing a large reduction in variability when 

interannual variability in fire emissions is removed. The IAV in March–April is 

significantly smaller than September–October as this period is outside the 

primary fire season for South America and Eurasia, although hotspots remain in 

Southeast Asia and Africa where fires commonly occur in March–April (van der 

Werf et al., 2017). Meteorology and atmospheric transport changes are most 

important in Africa in September–October and Indonesia in March–April (Fig. 

5c,d). Fire emissions occur in these regions but the meteorological effects are 

important sources of IAV. This is in good agreement with Voulgarakis et al. 

(2015) who found that with fixed biomass burning emissions, high IAV remained 

over Africa during December–January, and Huang et al. (2014) who found CO 

over Central Africa correlated more closely with ice water content than CO 

emissions due to increased convective transport. However, the overall effect of 

meteorology on global IAV found here is much smaller than the 50–90% 

suggested by Szopa et al. (2007): when considering only surface CO over the 

same period, fixing meteorology decreases the mean CO IAV by just 5%.  

The IAV of OH and O3 have more complex contributions from fire emissions and 

meteorology (Figure 5.2b, Figure 5.2c). For both species, meteorology is the 

dominant cause of variability for the majority of the period, indicated by, on 

average, greater deviation from CTRL in METFIX simulation than FIREFIX, 

including during El Niño events other than the 1997 El Niño, such as in 2006. 

The results presented here compare well to Inness et al. (2015), who also found 

that changes to tropospheric O3 during El Niño were driven by a combination of 

emissions and atmospheric dynamics. This is also in agreement with Doherty et 



Chapter 5. ENSO effect on methane and tropospheric ozone 89 

 

al. (2006), where a strong correlation was found between ENSO meteorology 

and global O3 burden, albeit with a lag period of several months. Various 

meteorological variables are known to affect OH and O3 variability, including 

humidity, clouds and temperature (Stevenson et al., 2005; Holmes et al., 2013; 

Nicely et al., 2018). OH variability is particularly sensitive to changes in lightning 

NOx production which decreases during El Niño conditions (Turner et al., 2018). 

Murray et al. (2014) also examined factors affecting OH variability since the last 

glacial maximum, finding tropospheric water vapour, overhead stratospheric O3 

and lightning NOx to be key controlling factors. Furthermore, circulation changes 

during El Niño events have been linked to lower stratospheric O3 variability 

(Zhang et al., 2015; Manatsa and Mukwada, 2017), which in turn influences 

tropospheric OH and O3 concentrations (Holmes et al., 2013; Murray et al., 

2014). Despite the importance of meteorological drivers, fire emissions are the 

dominant cause of variation in both OH and O3 during the 1997 El Niño, 

increasing global tropospheric O3 burden by up to ∼7% and decreasing 

tropospheric OH by up to ∼6%. This result is supported by several other studies, 

which found that during large fire events such as that caused by the 1997 El 

Niño, fire emissions substantially decrease tropospheric OH and increase 

tropospheric O3 (Hauglustaine et al., 1999; Sudo and Takahashi, 2001; Holmes 

et al., 2013). These results indicate that while meteorology is generally the most 

important driver of IAV in global tropospheric OH and O3, fire emissions can also 

play a key role and become the dominant driver when there are particularly large 

fire emissions related to El Niño.  
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Figure 5.4 shows the IAV of O3, supporting the analysis of Figure 5.2 that also 

suggests meteorology is the dominant process in controlling IAV. METFIX-

simulated IAV differs substantially from the CTRL, with much lower IAV in 

September–October (33% decrease) and in March–April (42% decrease) when 

meteorology is repeated. However, in the METFIX run there remain peaks in 

variability in close proximity to regions with large biomass burning emissions, 

demonstrating the significant contribution from fire emissions. In the FIREFIX 

simulation the distribution of IAV is broadly similar to the CTRL simulation and 

Figure 5.4 The calculated interannual variability (coefficient of variation) of 
tropospheric O3 over the period 1997-2014 for September – October (left 
panels) and March - April (right panels) from (a, b) control simulation (CTRL), 
(c, d) fixed meteorology (METFIX) and (e, f) fixed fire emissions (FIREFIX). 
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only shows a small change in global mean CV, indicating that fire emissions 

have less control on O3 IAV. These results are again comparable to Voulgarakis 

et al. (2015) as the distribution of O3 IAV in both CTRL and FIREFIX simulations 

is similar, despite slightly larger values of variation due to differing time period. 

 

5.7. Indirect effect of CO on oxidation and lifetime of CH4 

The COFIX sensitivity experiment was conducted to determine the indirect 

influence of CO emissions on CH4 variability through changes in tropospheric 

OH concentrations. Figure 5.5a shows the difference in COFIX monthly mean 

OH concentrations from the control experiment, compared to that from the 

METFIX and FIREFIX simulations. When CO emissions from biomass burning 

Figure 5.5 Time series of (a) the change (%) in mass-weighted tropospheric 
OH, (b) change (%) in CH4 lifetime and (c) resultant change (ppb) in annual 
CH4 growth rate calculated using an offline box model. The ENSO bimonthly 
mean multivariate index is plotted in the dashed red line on the right-hand y-
axis in panel (a). 
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are fixed, OH concentrations are consistently higher than in the CTRL 

simulation. This indicates that high CO emissions decrease global mean 

tropospheric OH. The greatest impact is during the 1997 El Niño, where CO 

emissions were abnormally large, suppressing mass weighted global monthly 

mean OH concentrations by up to 9%. The mean effect on OH over the 1997 El 

Niño of −3.6% is comparable to that simulated by Butler et al. (2005), who also 

found an increase in CO resulted in a change in OH of −2.2%. Duncan et al. 

(2003) found a similar magnitude response in OH to the Indonesian wildfires in 

1997 of between −2.1% and −6.8%. The suppression of OH concentrations due 

to CO emission is also simulated to a lesser degree in the 2003 and 2006 El 

Niño events but is absent in the 2010 El Niño as this event had little impact on 

global fire occurrence (Randerson et al., 2017). The effect of fixing only CO from 

fires is greater than the effect of fixing all fire emissions due to co-emitted 

species such as NOx, which act to increase OH concentrations.  

As OH is also the primary sink of CH4 (∼90%) (McNorton et al., 2016a), another 

effect of the decrease in OH due to CO emissions is to weaken the sink of CH4, 

increasing its atmospheric lifetime. The magnitude of this can be seen in Figure 

5.5b; the COFIX simulation indicates that CO emissions from fires extended CH4 

atmospheric lifetime by more than 4% during the 1997 El Niño. Fixing all fire 

emissions also enhances CH4 lifetime by around 2%. Increasing the lifetime of 

a species increases its concentration in steady-state equilibrium. Due to the 

scaling applied to CH4 in TOMCAT it is not possible to directly calculate the 

response in CH4 growth rate from TOMCAT, as simulated global mean surface 

CH4 concentrations are nudged to the observed value. Therefore, to determine 

the impact of the change to OH on CH4 concentrations, the simple global box 

model described in Section 5.4 was used. The estimated impact of fire 

emissions on the CH4 growth rate is greatest in 1998, where all emissions from 

fires increased global CH4 by 10.5 ppb (Figure 5.5c). Analysis of the COFIX 

simulation demonstrates that up to 7.5 ppb (72%) of that change could have 

been caused by the release of CO alone and its role as a sink for OH. The effect 

on growth rate in the FIREFIX simulation is larger than in the COFIX despite a 

greater effect on CH4 lifetime from the COFIX, due to directly emitted CH4 

varying with El Niño conditions in the COFIX simulation and not in FIREFIX. The 



Chapter 5. ENSO effect on methane and tropospheric ozone 93 

 

influence of CO emissions on CH4 growth rate calculated here is smaller than in 

Butler et al. (2005), despite a much larger effect on tropospheric OH. The 

estimated radiative effect of the change to CH4 from CO emitted from biomass 

burning alone in 1998 is 0.004 W m−2, calculated using updated expressions 

from Etminan et al. (2016). 

 

5.8. Limiting factors of ozone production  

In this section, the trends and the impact of El Niño on the production of 

tropospheric O3 are evaluated. El Niño is known to have a large effect on 

tropospheric O3 precursors such as CO and NOx. Therefore, examining O3 

production regimes during El Niño can provide insights into the main mechanism 

responsible for the observed changes in tropospheric O3. The ratio between 

formaldehyde (HCHO) and nitrogen dioxide (NO2) concentrations can be used 

to indicate the limiting factor for tropospheric O3 production (Duncan et al., 

2010). HCHO is a good indicator of VOC concentrations as it is relatively 

abundant in the tropospheric and is formed in oxidation pathways of many 

Figure 5.6 Mean ratio of simulated tropospheric column HCHO to NO2 
amounts for (a) the beginning of model period (1999-2003), (b) the end of 
model period (2010-2014) and (c) during all El Niño events. Panels (d) and 
(e) show difference during El Niño from the 5-year mean values in panels (a) 
and (b), respectively. 
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VOCs. Ratios smaller than 1 indicate that removing VOCs will decrease 

tropospheric O3 formation (i.e. a VOC-limited regime), while ratios larger than 2 

indicate that removing NOx will reduce O3 (i.e. a NOx-limited regime). Ratios of 

1–2 indicate that both NOx and VOC reductions could decrease O3 (i.e. a “both-

limited” regime). This methodology is applied to determine the changes to this 

ratio from 1997 to 2014 and dependence of O3 formation during the 1997 El 

Niño event. The early period mean (1999–2003) is compared to the end period 

mean (2010–2014) in order to determine whether significant changes have 

occurred over the 18-year period. Both periods are then also compared with 

mean El Niño conditions.  

In general, the SH and tropical regions have very high HCHO:NO2 ratios, 

meaning they are strongly NOx-limited (Figure 5.6). The NH is also 

predominantly NOx-limited, although less robustly, and polluted regions tend to 

be either VOC-limited or both-limited regimes. The ratio is largely constant 

across the modelled period; however, there are some significant shifts, such as 

in India, which was once solely NOx-limited, becoming increasing VOC-limited 

due to increased NOx pollution (Hilboll et al., 2017). This shift in the spatial 

distribution of O3 precursor emissions to lower latitudes leads to increased 

tropospheric O3 production proportional to total emissions (Zhang et al., 2016).  

During El Niño there are large changes, increasing the ratio and therefore the 

NOx limitation by more than 40% in the tropical Pacific. Significant changes to 

the ratio were also found in biomass burning regions of South America and 

Southeast Asia. This is due to the increase in NOx emissions in larger fire 

seasons associated with El Niño. However, these regions are already very 

heavily NOx-limited due to high VOC emissions in forest regions, meaning that 

although the shift in HCHO:NO2 ratio during El Niño is large, it is not substantial 

enough to alter the limiting factor for formation of tropospheric O3 from one 

regime to another. Over India, El Niño conditions inhibit the trend towards a 

both-limited regime, as the NOx-limited regime continues to dominate 

throughout. 
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5.9. Impact on tropospheric ozone and radiative effects  

The 1997 El Niño significantly altered the vertical distribution of O3 in the 

troposphere, increasing O3 concentrations in the NH while decreasing in the SH 

and tropics with an overall decrease in tropospheric O3 of −0.82% compared to 

the 1997–2014 mean (Figure 5.7a). In the CTRL simulation there is decreased 

O3 in the tropical upper troposphere, possibly related to increased convection 

over the eastern Pacific (Oman et al., 2013; Neu et al., 2014). There are also 

large simulated increases in the mid-latitude upper troposphere of both 

hemispheres in the CTRL and FIREFIX simulations but not in METFIX, implying 

that this is produced by El Niño-associated meteorological processes which 

promote intrusion of stratospheric air into the troposphere. These positive 

anomalies were also observed in Oman et al. (2013) and Zeng and Pyle (2005), 

attributed to El Niño influence on circulation patterns and enhanced 

stratosphere–troposphere exchange.  

In general, the METFIX run simulates higher O3 concentrations in the NH than 

the period mean and lower concentrations in the SH (Figure 5.7b). This 

hemispherical shift is also present in the CTRL and FIREFIX simulations but 

with greater negative O3 anomalies in the SH. The simulated NH increases in 

the CTRL simulation agree with other studies of the 1997 El Niño (Koumoutsaris 

Figure 5.7 Latitude–pressure cross sections of the percentage difference in 

O3 concentrations during the 1997 El Niño event compared to 1997–2014 
period mean for the TOMCAT simulations: (a) CTRL, (b) METFIX and (c) 
FIREFIX simulations. 
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et al., 2008), while Oman et al. (2013) similarly reported negative O3 anomalies 

in the SH during El Niño. Large increases in tropospheric O3 in the western 

Pacific, Indian Ocean and Europe contribute to the increase in O3 in the NH, 

despite decreased O3 in the eastern Pacific (Chandra et al., 1998; Koumoutsaris 

et al., 2008; Oman et al., 2011).  

There is an overall increase in O3 (∼ 2%) when meteorology was fixed to an 

ENSO-neutral year (i.e. 2013), meaning that meteorology during the 1997 El 

Niño caused a decrease in tropospheric O3 concentrations despite large 

increases in O3 in regions of the upper troposphere due to stratospheric 

intrusion. During the 1997 El Niño, there is a 0.4% increase in global 

tropospheric humidity compared to the period mean. This is likely partly 

Figure 5.8 Tropospheric O3 radiative effects (Wm-2) from the TOMCAT 
simulations (a) control (CTRL), (b) fixed meteorology and fire emissions 
(BOTHFIX), (c) fixed meteorology only (METFIX) and (d) fixed fire emissions 
only (FIREFIX). Panels (e-g) show percentage differences between the 
control and the three perturbed simulations. 
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responsible for the general decrease in O3 due to meteorology, as increased 

humidity enhances O3 loss (Stevenson et al., 2000; Isaksen et al., 2009; Kawase 

et al., 2011). Changes to transport and distribution of O3 will also impact how 

efficiently tropospheric O3 is produced and lost.  

The similarities between the tropospheric O3 distribution in the CTRL and 

FIREFIX simulations show that fire emissions have a relatively small impact on 

the global distribution of O3 but do affect absolute values, as concentrations in 

the FIREFIX run are significantly lower in the tropics. This is likely because of 

the removal of large emissions of O3 precursors in that latitude band when fire 

emissions are fixed to a non-El Niño year, as several studies have found that 

enhanced fires in 1997 El Niño increased tropospheric O3 in the region (Chandra 

et al., 1998; Thompson et al., 2001; Doherty et al., 2006; Oman et al., 2013).  

Figure 5.8 shows the tropospheric O3 radiative effect (RE) during the 1997 El 

Niño in each TOMCAT simulation, calculated by multiplying the Rap et al. (2015) 

tropospheric O3 radiative kernel with simulated O3 concentrations. Consistent 

with the relative changes in O3 concentration, fire emissions and meteorology 

have contrasting effects on O3 RE. When isolated, these effects are opposite 

and almost equal: fire emissions increase O3 RE by 0.031 W m−2, while 

meteorology decreases by −0.030 W m−2. An additional simulation was 

performed to determine the effect of these factors occurring simultaneously 

(BOTHFIX) and found the increasing effect from fire emissions to be dominant 

over the decreasing effect from meteorology, leading to an overall increase in 

global mean O3 RE of 0.015 W m−2. The effect of fire emissions occurs almost 

entirely over Indonesia and the eastern Indian Ocean. This is due to the large 

influx of NOx, CO and CH4 from fire emissions during the 1997 El Niño, which 

causes large regional increases in tropospheric O3. This increase, also observed 

in Chandra et al. (1998), causes a regional RE of up to 0.17 W m−2. Meteorology 

has more varied impacts during El Niño, causing large decreases in O3 RE over 

the central Pacific Ocean (∼−0.36 Wm−2) but increases at higher latitudes of the 

Pacific Ocean (∼0.33 Wm−2). Although the global mean change in RE is 

relatively small, there large regional changes have the potential to significantly 

alter regional atmospheric heating and dynamics. 
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5.10. Summary 

Global model simulations using annually constant meteorology and fire 

emissions were performed for the period 1997–2014 in order to determine their 

relative impacts on the IAV of O3 and CH4, particularly during El Niño events. In 

general, the model showed good agreement with observed atmospheric 

responses to El Niño events competently simulating the distribution and 

magnitude of the tropospheric O3 response (i.e. OEI change of 2.8 DU 

compared to 2.4 DU in Ziemke et al. (2010), providing confidence in model 

performance and results.  

The results presented here indicate that the IAV of global CO concentrations is 

large and is primarily controlled by fire emissions over the modelled period. 

Exceptionally large CO emissions linked to El Niño in 1997 led to a decrease in 

OH concentrations of ∼9%, which subsequently increased CH4 lifetime by ∼4%. 

The use of a simple box model quantifies the isolated impact of this change in 

atmospheric chemistry on global CH4 growth rate to be 7.75 ppb, ∼75% of the 

total effect of fires. This effect, combined with concurrent direct CH4 emission 

from fires, explains the observed changes to CH4 growth rate during the 1997 

El Niño.  

The variability of O3 and OH is far more dependent on meteorology than fire 

emissions. Only during very large El Niño events, such as in 1997 and 1998, do 

fires become dominant in terms of total tropospheric burden, although 

meteorology still controls their distribution. The change to tropospheric O3 

concentrations during El Niño has increased O3 RE by 0.17 W m−2 over 

Southeast Asia and decreased by 0.36 W m−2 over the central Pacific. The 

global mean O3 RE change due to 1997 El Niño meteorology and fires is an 

increase of 0.015 W m−2, as emissions of O3 precursors from fires causes 

increased O3. El Niño also causes significant shifts in the ratio of HCHO:NO2 – 

an indicator of O3 production regime – but most significantly in the tropics, which 

are heavily NOx-limited, so this change does not cause a regime shift.  

The work presented in this chapter highlights how El Niño events significantly 

affect the variability of two important drivers of anthropogenic climate change. 
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Further research into how El Niño events, with their associated effect on fire 

emissions, are likely to change in a warming climate is required to understand 

how these links between ENSO, CH4 and O3 may influence future climate 

change mitigation attempts. 
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6. The effect of SCLP emission scenarios on 

climate and air quality in 2050 

6.1. Introduction 

In this chapter, the potential for climate mitigation by decreasing anthropogenic 

emissions of SLCPs and their precursors is evaluated. Of particular interest is 

the opportunity for co-benefits for climate and air quality, as suggested by 

previous studies (Anenberg et al., 2012; Fiore et al., 2012; Shindell et al., 2012). 

Future emission inventories under several different scenarios are used within 

TOMCAT-GLOMAP to simulate atmospheric concentrations of SLCPs in 2050, 

investigating the suitability of emission reduction scenarios for optimum 

mitigation of climate and improved air quality. 

Reductions of SLCPs have been proposed as possible pathways for short-term 

climate mitigation. The climate impact from short-lived forcers is composed of a 

positive forcing from greenhouse gases, black carbon and HFCs and a negative 

forcing from aerosol through the aerosol-radiation interaction and aerosol-cloud 

interaction. The negative RF due to aerosol, and the combined positive RF from 

warming SLCPs components make up RF terms that are estimated to be similar 

in magnitude to the RF associated with CO2 (Myhre et al., 2013b). Unlike CO2, 

their short atmospheric lifetimes mean that decreases in anthropogenic 

emissions would result in rapidly decreasing atmospheric concentrations. 

Hansen et al. (2000) was among the first studies to propose the importance of 

a non-CO2 mitigation strategy, estimating that it has the potential to stall mean 

temperature warming completely until ~2050. Subsequent research indicated 
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that SLCP mitigation would not in fact stall the warming trend, at least not without 

substantial action on CO2, however the consensus remains that measures to 

decrease emissions of SLCPs and their precursors would slow the rate of 

climate change by 2050 (Penner et al., 2010; Shindell et al., 2012; Bowerman 

et al., 2013; Carmichael et al., 2013; Hu et al., 2013; Smith and Mizrahi, 2013).  

The degree of warming that can be avoided through SLCP reductions remains 

uncertain. Shindell et al. (2012) estimated 0.5°C of avoided warming by 2050 

(Figure 1.2) through focused reductions in CH4 and BC emissions. A UNEP 

(2011) report similarly estimated that 0.4-0.5°C of global mean surface 

temperature increase could be avoided by 2050 through implementation of 16 

measures targeting SLCPs, with substantial simultaneous benefits for air 

quality. Shindell et al. (2017) found avoided warming of 0.59°C, with the largest 

contribution from CH4 mitigation (Table 6.1). Furthermore, a study by Hu et al. 

(2013) found that SLCP mitigation could decrease global sea-level rise by up to 

42% by 2100. However, Smith and Mizrahi (2013) estimated a smaller avoided 

warming of just 0.16°C (0.04-0.35°C), similar to what would be achieved in a 

comprehensive climate policy, eliminating the need for an SLCP focused policy. 

It has been argued that the effect of mitigating SLCPs is often overestimated by 

failing to account for the reductions in SLCPs which would naturally follow from 

effective carbon reduction techniques (Rogelj et al., 2014). While Rogelj et al. 

(2014) acknowledge that SLCP mitigation may be capable of reducing the rate 

of warming, they also suggest that the natural co-benefits of traditional mitigation 

measures may negate the need for specialised SLCP measures. In addition, 

there have been a number of studies finding that although SLCP mitigation does 

indeed slow near-term warming rates, it will have no impact on peak temperature 

rise, hence failing to ‘buy time’ for CO2 mitigation as has on occasion been 

suggested (Bowerman et al., 2013; Shoemaker and Schrag, 2013). This has led 

to concerns that such measures or shift in policy focus could delay effective CO2 

policy, locking the climate in higher peak temperature rise and being counter-

productive (Shoemaker et al., 2013; Pierrehumbert, 2014).  

Action on SLCPs could be of particular importance for the Arctic, where mean 

temperatures have risen at almost twice the global average rate (ACIA, 2004; 
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Hansen et al., 2007; Quinn et al., 2008). Zhang et al. (2018) found that SLCP 

mitigation could avoid up to 0.44°C of mean global surface temperature 

warming, with avoided warming of up to 0.8°C in the high northern latitudes. 

However, other studies have indicated that measures to decrease aerosol 

concentrations will further amplify Arctic warming and sea ice loss (Acosta 

Navarro et al., 2017; Wang et al., 2018), while Dobricic et al. (2019) found that 

the impact of aerosol emissions on Arctic warming is uncertain and will vary 

depending on CO2 concentrations.  

As both warming and cooling SLCP species tend to be produced from the same 

emission activity, it is important to consider the implications of co-emitted 

species when considering SLCP mitigation. Fiore et al. (2012) found that while 

targeting CH4 emissions would effectively mitigate climate by decreasing CH4 

and tropospheric O3 concentrations, a broader attempt to tackle SLCPs and air 

pollutants would temporarily enhance the rate of warming. Coincident emissions 

of sulphate and nitrate aerosol precursors would also be reduced, which coupled 

with the highly uncertain response of the aerosol indirect RF may result in 

increased near-term warming.  

A number of studies have highlighted the issue of misleading metrics being used 

for long-term and short-term forcers, which may overstate the relative 

importance of SLCPs. GWP100 of CH4 for example is 21, indicating a 21 times 

greater warming potential than CO2 over 100 years. However in reality, a one-

time pulse of CH4 emission will have long been removed from the atmosphere 

Table 6.1 Avoided warming by 2030 and 2050 relative to present-day, resulting 
from SLCP emission reductions (Shindell et al., 2017). 

SLCP mitigation Change in temperature (°C) 

 2030 2050 

All SLCPs (HFCs following Kigali Amendment) 0.22 ± 0.11 0.59 ± 0.27 

Methane 0.09 ± 0.03 0.30 ± 0.12 

HFCs following the Kigali Amendment 0.005 ± 0.002 0.07 ± 0.02 

HFCs (Maximum Feasible Reduction) 0.02 ± 0.01 0.10 ± 0.03 

Black carbon-rich sources 0.1 ± 0.1 0.2 ± 0.2 
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and have no effect on the climate 100 years later (Nelson and O'Rourke, 2018). 

Allen et al. (2016) showed that GWP100 effectively measured the relative impact 

of SLCPs on a timescale of 20-40 years, rather than 100 years. A new metric, 

denoted GWP*, which equates SLCP forcing to cumulative CO2 equivalent 

forcings, has instead been proposed to accurately assess the impact of both 

long-lived and short-lived climate forcers (Allen et al., 2018). Global temperature 

potential (GTP) has also been suggested as a more robust metric than GWP, 

although Shindell et al. (2017) propose that for a mitigation policy perspective, 

long-lived and short-lived species should be considered entirely separately. 

 

6.2. ECLIPSE project 

The Evaluating the climate and air quality impacts of short-lived pollutants 

(ECLIPSE) project is an EU funded collaborative project set up in 2011, with the 

primary objective of providing sound scientific advice on the best ways to 

mitigate climate change, while simultaneously improving air quality. The 

ECLIPSE project developed recent historical SLCP emission inventories as well 

as several scenarios for future emissions. These were produced by emissions 

sector and tested for improvements to global air quality and climate change 

mitigation. In this chapter the ECLIPSE inventories are used with the TOMCAT-

GLOMAP CTM to simulate future changes to SLCPs, with analysis of the 

impacts for climate mitigation and air pollution.  

6.2.1. ECLIPSE emissions inventories 

The first phase of the ECLIPSE project produced a new emission inventory to 

be used as a reference scenario. The inventory was created using the 

Greenhouse gas-Air pollution Interactions and Synergies (GAINS) model 

(Amann et al., 2011), for a range of aerosols and short-lived non-CO2 gases, 

from the recent past (1990) to 2050. The GAINS model includes detailed 

information about environmental policy and emission sources for 160 countries 

and is based on projections of energy use, industrial production and agricultural 

activity distinguished by key sources and control measures. The International 

Energy Agency (IEA) and OECD Energy Technology Projections (ETP) were 
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the primary sources for this information (Stohl et al., 2015). Biomass burning 

emissions are not included in the GAINS model, therefore estimates were used 

from GFED version 3.1 for 2008 and 2009 and assumed constant in future 

simulations (van der Werf et al., 2010). The ECLIPSE inventory was the first to 

include emissions from gas-flaring in oil fields and emissions from wick lamps, 

which were particularly important for BC emissions (Stohl et al., 2015). 

6.2.2. ECLIPSE emissions scenarios 

In this chapter, version V5a of the ECLIPSE inventories have been used to 

examine changes in climate and air quality from present-day (considered here 

as 2010) to 2050 (Klimont et al., 2017; Klimont et al., 2019). Four scenarios have 

been used: 

 The Current Legislation (CLE) baseline scenario 

 Maximum Technically Feasible Reduction (MTFR) 

 SLCP Mitigation (SLCPMIT)  

 Two degree climate scenario (2deg) 

In the CLE scenario inventory, all current and planned mitigation measures are 

assumed to take effect, but no new mitigation measures are introduced from 

2015. The MTFR assumes that emission reductions that are technologically 

feasible for every emission species are implemented by 2050. The 2deg 

scenario introduces measures targeting CH4 and air pollutant emissions, aimed 

to keep global mean surface temperature at below 2°C of warming by 2050. For 

the SLCP mitigation scenario, the forcings of all SLCP species, including 

regional and seasonal changes, were calculated along with estimates of GTP20 

and regional temperature change potential (RTP) (Shindell and Faluvegi, 2009). 

These were then used to produce an emissions scenario of SLCPMIT mitigation, 

which would minimise climate impact through emissions reduction measures. 

All the measures introduced to create the SLCP mitigation scenario were 

projected to have benefits for both climate mitigation and air quality. For all 
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scenarios the emissions are provided as a total emissions per species, and split 

into the following emissions sectors: 

1. AWB - agricultural waste burning on fields  

2. DOM - Residential and commercial 

3. ENE - power plants, energy conversion and extraction 

4. IND – Industrial combustion and processing 

5. TRA – surface transportation 

6. WST – Waste emissions 

The CLE inventory is given in 5-yearly steps from 1990 to 2030, then for 2040 

and 2050. The MTFR scenario inventory was made for 2030-2050, while the 

SLCPMIT and 2deg scenarios run from 2020-2050. The simulations from the 

CLE inventory for 2010 were used as a PD control, from which changes by 2050 

were calculated.  

All ECLIPSE inventories are produced on a 0.5° × 0.5° grid and were regridded 

to the 1° × 1° TOMCAT grid before being used in these simulations. Figure 6.1a 

shows historical and future emissions of CH4, SO2, NOx and CO in the ECLIPSE 

inventories used here, compared with emissions from the EDGAR inventory. For 

both CH4 and SO2, ECLIPSE and EDGAR total annual emissions compare very 

well. Each of the future emission reduction scenarios decrease CH4 emissions 

relative to CLE, with MTFR and SLCPMIT scenarios resulting in the largest 

reduction in CH4 emissions. For SO2, under the CLE scenario future emissions 

are projected to decrease initially but then increase from ~2025 until 2050, due 

to increased emissions from developing countries. As expected, the MTFR 

scenario has the largest reduction in emissions, with a substantial decline also 

projected in the 2deg scenario emissions. The SLCPMIT scenario however 

decreases emissions slightly from 2010-2030 relative to CLE, but SO2 emissions 

are very similar to the CLE scenario for the entire time period. For NOx and CO, 

ECLIPSE and EDGAR emissions from 1990-2010 show some disagreement. In 

the future emissions scenarios, MTFR again has drastic reductions in emissions 
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from 2030. SLCPMIT and the 2deg scenario are very similar in terms of NOx 

emissions, but SLCPMIT has a larger drop in emissions of CO than 2deg from 

2020 onwards.  

Figure 6.1 Historic and future ECLIPSE emissions from each scenario 

inventory for anthropogenic CH4 (a), SO2 (b), NOx (c) and CO (d). 
Anthropogenic emissions from the EDGAR inventory (grey dashed line; 
Crippa et al. (2018)) from 1990-2010 are also shown for comparison.  
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6.3. FaIR climate model 

The Finite Amplified Impulse Response (FaIR) climate model (version 1.3) is 

used here to estimate the effective RF (ERF) and temperature anomaly following 

implementation of the ECLIPSE emissions inventories. FaIR was used as it 

enables calculation of ERF due to SLCP changes in the context of simultaneous 

change to long-lived climate forcers such as CO2 and N2O. In addition, FaIR 

calculates the global mean temperature anomaly relative to a historic point such 

as 1750 (pre-industrial), allowing calculation of avoided warming in ECLIPSE 

scenarios.  

FaIR was developed to calculate atmospheric concentrations and ERF of long-

lived greenhouse gases and SLCPs, in a simple emulator model (Smith et al., 

2018). In this section, a general description of the FaIR model is given, with 

detailed description of the calculation of ERF and temperature anomalies from 

SLCP emissions. A full description and evaluation of the FaIR model is given in 

Smith et al. (2018).  

FaIR is driven by emissions of greenhouse gases and SLCPs, tuned by the 

historic ERF time series in AR5. The latest version of FaIR used here calculates 

ERFs from 13 different forcing agents (Table 6.2), including the SLCPs of most 

interest to this study: CH4, tropospheric O3 and aerosols. The uncertainty in the 

ERF of each forcing agent and the associated controlling factors are shown in 

Table 6.2.  
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ERFs of CO2, N2O and CH4 are the updated estimates from Etminan et al. 

(2016). For CH4, the ERF is assumed to be equal to RF with an increased 

uncertainty range, but has been revised upwards due to the inclusion of 

shortwave absorption (Myhre et al., 2013b; Etminan et al., 2016). Natural CH4 

emissions in future simulations are fixed at 191 Tg yr-1, as a best-estimate of PD 

emissions (Prather et al., 2012). Due to the large spatial variability of 

tropospheric O3, an ERF from global average concentrations cannot be reliably 

calculated. Instead FaIR calculates tropospheric O3 forcing from CH4 

concentrations and emissions of precursors NOx, CO and NMVOCs, based on 

coefficients from Stevenson et al. (2013). FaIR also includes a small climate 

feedback on tropospheric O3, with a forcing of -0.02 to -0.03 Wm-2 (Stevenson 

et al., 2013).  

For aerosols, a direct calculation is made from emissions to forcing, due to the 

short lifetime of aerosols in the atmosphere. The ERF from aerosol-radiation 

interaction is assumed to be a linear relationship between emissions and forcing 

(Myhre et al., 2013a). The rapid adjustments included in the aerosol-radiation 

interaction include the semi-direct effect. Biomass burning aerosol is assumed 

to have a net zero forcing and is therefore ignored along with mineral dust. 

Emissions of BC, OC and sulphur oxides (SOx) corresponds directly to BC, OC 

Table 6.2 The 13 separate forcing groups considered in FaIR v1.3 in the 
calculation of effective radiative forcing. The ERF uncertainty represents the 
5–95% range and is used in the generation of the large ensemble. From 
Smith et al. (2018), Table 3.  
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and sulphate aerosol forcings, respectively. For nitrate aerosol forcing, FaIR 

uses estimates from Shindell et al. (2009), with a contribution of 60% from NH3 

emissions and 40% from NOx emissions. The semi-direct forcing is assumed to 

be from BC aerosol only (Boucher et al., 2013), with a forcing of -0.1 Wm-2. For 

the ERF from aerosol-cloud interactions, the response is estimated to be non-

linear. Therefore FaIR utilises an emulation of the Ghan et al. (2013) simple 

aerosol model, with a logarithmic dependence on emissions, scaled to the 

aerosol-cloud interaction ERF estimate -0.45 Wm-2 in AR5. For the effect of BC 

aerosol on snow, the best estimate of ERF from AR5 of 0.04 Wm-2 is scaled 

directly to emissions (Meinshausen et al., 2011) and assumed to be constant 

with time.  

In this thesis, FaIR is run in the emissions-driven mode. All SLCP emissions are 

replaced by the relevant ECLIPSE inventory in each run. For emissions of long-

lived forcers such as CO2, representative concentration pathway 4.5 (RCP4.5) 

from IPCC AR5 is used. 

6.4. Model specifications and simulations 

We use the TOMCAT-GLOMAP model to simulate present-day and future SLCP 

concentrations using ECLIPSE emission inventories. The anthropogenic 

emission inventories for emissions of SO2, BC, OC, NOx, NMVOCs and NH3 are 

replaced with the corresponding ECLIPSE inventory for each scenario. The 

anthropogenic portion of the CH4 inventories is also replaced with the ECLIPSE 

emissions, keeping all other CH4 sources as specified in Section 3.4. Otherwise 

TOMCAT-GLOMAP is run as described in Chapter 3, on 2.8° × 2.8° resolution. 

Natural emissions are kept constant in all simulations as described in Section 

3.4, with biomass burning emissions from GFEDv4 for 2010. All simulations are 

run using 2010 meteorology with a one-year spin up period.  

In the initial phase, five simulations were completed: a control using CLE 

emissions for 2010, and four sensitivity simulations, using 2050 total emissions 

of SLCPs for each of the four future emissions scenarios. In the second phase, 

the emission scenarios were examined by emissions sector (Table 6.3). For 

each scenario, six additional simulations were run altering the emissions from 
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just one sector at a time, leaving the remaining five sectors with CLE 2050 

emissions (e.g. MTFR_awb, refers to a simulation driven by 2050 emissions 

under the CLE scenario for every sector except AWB, which is replaced by 

MTFR 2050 emissions). 

 

Table 6.3 Details of the ECLIPSE emission sector inventories used in each TOMCAT-
GLOMAP model simulation.  

Meteorology AWB DOM ENE IND TRA WST 

CLE_2010 2010 CLE CLE CLE CLE CLE CLE 

CLE_2050 2050 CLE CLE CLE CLE CLE CLE 

MTFR 2050 MTFR MTFR MTFR MTFR MTFR MTFR 

SLCP 2050 SLCPMIT SLCPMIT SLCPMIT SLCPMI
T 

SLCPMIT SLCPMI
T 

2DEG 2050 2deg 2deg 2deg 2deg 2deg 2deg         

MTFR_awb 2050 MTFR CLE CLE CLE CLE CLE 

MTFR_dom 2050 CLE MTFR CLE CLE CLE CLE 

MTFR_ene 2050 CLE CLE MTFR CLE CLE CLE 

MTFR_ind 2050 CLE CLE CLE MTFR CLE CLE 

MTFR_tra 2050 CLE CLE CLE CLE MTFR CLE 

MTFR_wst 2050 CLE CLE CLE CLE CLE MTFR         

SLCPMIT_awb 2050 SLCPMIT CLE CLE CLE CLE CLE 

SLCPMIT_dom 2050 CLE SLCPMIT CLE CLE CLE CLE 

SLCPMIT_ene 2050 CLE CLE SLCPMIT CLE CLE CLE 

SLCPMIT_ind 2050 CLE CLE CLE SLCPMI
T 

CLE CLE 

SLCPMIT_tra 2050 CLE CLE CLE CLE SLCPMIT CLE 

SLCPMIT_wst 2050 CLE CLE CLE CLE CLE SLCPMI
T         

2deg_awb 2050 2deg CLE CLE CLE CLE CLE 

2deg_dom 2050 CLE 2deg CLE CLE CLE CLE 

2deg_ene 2050 CLE CLE 2deg CLE CLE CLE 

2deg_ind 2050 CLE CLE CLE 2deg CLE CLE 

2deg_tra 2050 CLE CLE CLE CLE 2deg CLE 

2deg_wst 2050 CLE CLE CLE CLE CLE 2deg 
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In the 2050 simulations the scaling was applied depending on the projected 

emissions of CH4. A global box model was used, assuming a fixed global mean 

tropospheric OH concentrations of 1.1 ×106 mol cm-3, driven by the 2050 CH4 

emissions for each scenario, to estimate the resulting surface CH4 concentration 

(Table 6.4). The resulting global mean CH4 concentrations in 2050 in each 

scenario are comparable to estimates based on RCP scenarios (Meinshausen 

et al., 2011; Galmarini et al., 2017). In future work, a CH4-OH feedback factor 

should be applied to account for changes in CH4 which then influence OH 

concentrations, therefore feeding back on its own atmospheric lifetime. A multi-

model median feedback factor of 1.28 was calculated by Stevenson et al. 

(2013), comparable to the estimate in Voulgarakis et al. (2013) of 1.24. 

The SOCRATES radiative transfer model was then used to estimate the 

radiative effect of simulated changes to tropospheric O3 and aerosol. For O3, the 

stratospheric temperature adjusted RF was used (Section 3.6.1) while for 

aerosol, both the direct radiative forcing (DRF) and cloud albedo forcing (CAF, 

or first indirect effect) were calculated (Section 3.6.2). 

 

6.5. 2050 surface ozone and PM concentrations 

Figure 6.2 shows the simulated change in annual mean surface O3 and PM2.5 

concentrations in 2050 for each ECLIPSE scenario. Annual mean model values 

are used to indicate broad changes in average surface pollution over different 

regions in response to the changing emissions. In the simulations using 

emissions from the CLE scenario, there are substantial increases in 

tropospheric O3 concentrations, most notably over India and South-East Asia. 

Table 6.4 Global mean CH4 concentrations in ppb for scaling in TOMCAT-
GLOMAP simulations using each emissions scenario. 

 2010 2050 

 CLE CLE MTFR SLCP 2deg 

Global mean 
surface CH4 (ppb) 

1780 2200 1450 1453 1841 



Chapter 6. Mitigation of climate and air quality by 2050 112 

 

The increase is simulated throughout the SH, with a maximum increase of 54% 

over India. O3 concentrations decrease as expected over North America and 

Europe, continuing the present-day trend (Cooper et al., 2014). The global 

average change is an increase of 5.6%.  

When using MTFR emissions, the change in simulated surface O3 is much more 

homogeneous (Figure 6.2c). Comprehensive emissions reductions result in a 

global surface O3 change of -20.5%. The change is substantially larger in the 

NH, where historically largest anthropogenic emissions of O3 precursors are 

Figure 6.2 Simulated percentage change in annual mean 2050 global 
surface concentrations of O3 (left panels) and PM2.5 (right panels), under the 
4 ECLIPSE future emissions scenarios, relative to the 2010 reference 
emissions case (CLE).  
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located, leading to a larger relative change. A similar but smaller change is 

simulated when using the SLCPMIT emissions (Figure 6.2e), with the largest 

change in the NH, particularly over the USA, Western Europe and Eastern 

China. There is a 13.6% decrease in global mean surface tropospheric O3 

concentrations, with localised increases in India and parts of South East Asia of 

up to 21%. Figure 6.2g shows the simulated response of O3 when using 

emissions for the 2deg scenario, with a smaller global mean drop in O3 

concentrations of 5%. The greatest difference in this scenario is a substantial 

increase in O3 over India, and a much smaller decrease over China relative to 

the SLCPMIT or MTFR simulations. 

For PM2.5, the simulations with CLE and SLCPMIT emissions simulate very 

similar changes to surface concentrations, with global mean changes of less 

than 1%, but large regional changes (Figure 6.2b and Figure 6.2d). The most 

notable change is a large increase in PM2.5 over India in both CLE and 

SLCPMIT, with concentrations increasing by 113% and 122%, respectively. 

North America and Europe have decreasing concentrations in both, with a slight 

decrease in background levels of surface O3 also simulated. The difference in 

the simulated response of O3 and PM2.5 in the SLCPMIT runs indicates the focus 

on climate solutions in that emissions scenario, with an apparent lack of action 

on emissions that contribute only to air pollution and not to warming (e.g. 

sulphate aerosol). As expected, the MTFR simulation differs substantially, with 

falling O3 concentrations globally, with a mean decrease of 6.5%. The most 

prominent decrease is a large drop in surface O3 over central Eurasia of ~60%. 

The 2deg simulation exhibits a similar spatial pattern as the CLE and SLCPMIT 

simulations, but with a much smaller increase over India, and a stronger decline 

over the NH industrialised regions (Figure 6.2h), for a global mean decrease of 

4.1%.  
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Table 6.5 shows the percentage change in a number of relevant variables for 

each emission scenario, relative to the present-day control. Simulated 

tropospheric CO burdens in 2050 decrease in all scenarios apart from the CLE, 

with the largest decreases in the MTFR and SLCPMIT scenarios. Similarly for 

NOx burden, all three emission reduction scenarios decrease the burden relative 

to the present-day, however there is a much smaller decrease from SLCPMIT 

compared to MTFR, with a larger drop in the 2deg scenario. The effect on 

tropospheric O3 burden is as expected following the analysis of surface O3 in 

Figure 6.2, with an increase from CLE emissions, a large reduction for MTFR 

and smaller reductions from SLCPMIT and 2deg scenarios. The large changes 

in global CH4 and CO are likely the primary drivers of changes in simulated OH 

concentrations, with substantially increased CH4 in the CLE 2050 simulation a 

probable driver of the decrease in OH (Holmes et al., 2013). The simulated 

change in precursor burdens indicates that the decrease in O3 is driven by 

decreasing emissions of CH4 and CO in the SLCPMIT scenario, reduced 

emission of NOx in the 2deg scenario and a combination of these effects in the 

MTFR scenario. For the MTFR and 2deg experiments the decrease in O3 and 

NOx may have contributed to fall in OH concentrations despite decreased global 

CH4 and CO concentrations. Whereas in the SLCPMIT scenario, the increase 

in simulated OH is a result of the sharp decrease in CH4 emissions. Simulation 

of changes in future OH concentrations is limited by the use of present-day 

meteorology in TOMCAT-GLOMAP. In a warming climate, increased water 

vapour is likely to lead to an increase in OH concentrations through its reaction 

with O(1D) (Johnson et al., 2001).  

Table 6.5 Percentage change (%) in prescribed global mean CH4 
concentration and simulated 2050 global tropospheric burden of CO, NOx and 
O3, mean tropospheric OH concentrations and aerosol optical depth (AOD) 
under each ECLIPSE scenario, relative to 2010 CLE simulation. 

 
CH4 CO NOx O3 

Mean 
tropospheric OH 

AOD 

(at 550 nm) 

CLE 23.6 7.8 1.7 7.6 -2.9 10.7 

MTFR -18.5 -19.9 -21.2 -15.2 -3.9 -23.3 

SLCPMIT -18.4 -21.0 -9.0 -9.8 3.9 11.7 

2deg 3.4 -2.0 -9.7 -2.1 -4.9 -12.6 
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Figure 6.3 shows the difference in simulated surface O3 between the CLE 

scenario and each of the emission reduction scenarios in 2050, over important 

regions for SLCP emission. The largest difference relative to CLE is in the 

simulation with MTFR emission reduction, with a global mean change of -24.6%. 

The simulated change is larger than the global mean over each of the four key 

regions examined here, with the largest reductions over India and South-East 

Asia. These two regions are the most important for each of the future emission 

scenarios. The simulated surface O3 change in the SLCPMIT and 2deg 

scenarios is smaller than in MTFR, with a global change of -17.8 and -9.9%, 

respectively. However, the relative importance of each region is the same across 

all three scenarios, with the largest simulated decrease over India, followed by 

South-East Asia, North America and Europe. This suggests that each scenario 

targeted the same key regions for emission-driven reductions of O3, but the 

Figure 6.3 Regional changes (%) in 2050 surface O3 concentrations for 
ECLIPSE scenarios MTFR (a-d), SLCPMIT (e-h) and 2deg (i-l), all relative to 
CLE 2050 scenario. The mean change over each region is also shown.  
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extent to which emission reduction measures are implemented in the inventories 

differs considerably.  

The regional difference in surface PM2.5 concentrations between each scenario 

and the CLE reference scenario in 2050 is shown in Figure 6.4. By far the most 

substantial change in PM2.5 concentration is simulated over India in the MTFR 

scenario, with a 50% reduction relative to CLE. There are also decreases in PM 

over the USA (-10.9%), Europe (-11.5%) and East Asia (-14.4%) which were 

larger than the global mean change (-5.8%). The simulated spatial change in O3 

is similar for the MTFR and 2deg scenarios, with the biggest reduction over 

India, and decreases in each key region more substantial than the global mean 

of -3.7%. Simulated PM2.5 in the SLCPMIT scenario differs considerably from 

the other emission reduction scenarios, with very little change relative to the 

Figure 6.4 Regional changes (%) in 2050 surface PM2.5 concentrations for 
ECLIPSE scenarios MTFR (a-d), SLCPMIT (e-h) and 2deg (i-l), all relative to 
CLE 2050 scenario. The mean change over each region is also shown.  
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reference scenario. The global mean surface PM2.5 concentration increased by 

0.3%. The most important regions were India with a 1.5% increase and the USA 

with a 1.1% decrease in surface PM2.5. Together with Figure 6.2, this indicates 

the different priorities for emission reduction measures in the SLCPMIT 

scenario, with substantial effort to reduce tropospheric O3, but a small increase 

in surface pollution relative to the CLE. 

 

6.6. Radiative effect of emissions reduction scenarios 

The radiative effects of the simulated changes to aerosol and O3 concentrations 

were calculated using the SOCRATES offline radiative transfer model. Figure 

6.5 shows the radiative effect of each component and the combined effect 

(aerosol DRF + aerosol CAF + O3 RF) in Wm-2
, for simulations using 2050 

emissions from each future emissions scenario, relative to the 2010 CLE 

simulation. In the CLE scenario, increasing total global emissions of aerosols 

Figure 6.5 2010 – 2050 radiative effect (Wm-2) for each ECLIPSE emissions 
scenario due to aerosol direct radiative forcing (DRF), aerosol cloud-albedo 
forcing (CAF), O3 radiative forcing and the combined forcing.  
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and O3 precursors lead to increased atmospheric concentrations by 2050 

(Figure 6.2). This results in continued negative forcing by aerosols, and a 

positive forcing by tropospheric O3. 

The negative DRF due to aerosol—radiation interaction in the CLE 2050 

scenario is driven predominantly by large increases in simulated aerosol 

concentration over India, leading to increased scattering and a negative global 

mean radiative effect. Interestingly, despite the large increase in simulated 

aerosol over India, a slight positive CAF is calculated from the aerosol-cloud 

albedo effect. The negative forcing from the direct effect is due to increased 

emissions of SO2, leading to increased sulphate concentrations in the 2050 CLE 

simulation. With increased atmospheric aerosol in 2050 relative to 2010 in the 

CLE scenario (Table 6.5), it would be expected that the cloud albedo effect 

would also be negative, as increased aerosol increases CDNC and cloud 

albedo. Anthropogenic emissions of SO2, OC and BC have shifted towards the 

tropics in the 2050 inventory, due to increasing emissions over India and Africa, 

Figure 6.6 Global distribution of CAF for each ECLIPSE scenario in 2050, 
relative to the CLE 2010 simulation.  
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while emissions from Europe and USA have continued to decrease. This results 

in increased aerosol loading at low-latitudes in the tropics, with decreasing 

aerosol and hence CDNC in much of the NH and high-latitudes of the SH. 

Therefore, a positive CAF is calculated for much of the globe, but with a negative 

effect over India and much of the tropics (Figure 6.6a). However, although the 

simulated global tropospheric aerosol burden is slightly larger in the CLE 2050 

simulation than in 2010, there is an increase in simulated aerosol in the free 

troposphere in 2050, with a slight decrease in the boundary layer where the 

aerosol may interact with cloud processes. This effect is driven by the change 

in distribution of emissions, as in the tropics more efficient convective uplift 

results in greater transport of aerosols into higher altitudes. This effect results in 

a reduction in simulated global CDNC in the boundary layer where they have a 

climatic effect, and a positive CAF. In addition, aerosol components have 

different efficiencies as CCN, therefore the relative change in aerosol 

components may also have an effect. The 2050 simulation has increased 

emissions of precursors SO2 and NOx, but decreased emissions of BC and OC, 

changing the composition of atmospheric aerosol and their efficiency in affecting 

cloud processes.  

The SLCPMIT simulation has a similar DRF as CLE, as the projected 2050 

changes to aerosol emissions and their precursors are similar in both scenarios. 

SO2 emissions for example, are just 0.25% smaller in the SLCPMIT scenario, 

although there is a slight change in distribution of emissions. The CAF differs 

between the two scenarios, with a negative forcing of 0.002 Wm-2 in the 

SLCPMIT experiment, due to a slight increase in aerosol burden and hence 

CDNC. Despite the minor decrease in SO2 emissions, the sulphate aerosol 

burden is slightly higher in the SLCPMIT experiment, leading to an increase in 

CDNC and hence, cloud reflectively. This effect is caused by the substantial 

decrease in CH4 emissions in the SLCPMIT simulation. The resulting decrease 

in global steady-state CH4 concentration of ~34% (Table 6.4), leads to an 

increase in OH, which in turns increases oxidation rates of SO2 and results in 

enhanced sulphate aerosol formation (Fiore et al., 2012).  
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The O3 effect however differs considerably from CLE, as emissions of 

precursors CO, NOx and VOCs (including CH4) are decreased by 55%, 45% and 

67%, respectively. This results in a substantial decrease in tropospheric O3 and 

consequently a mean global RF of -0.12 Wm-2. The combined negative RF from 

both aerosol forcing components and the O3 forcing is estimated at -0.26 Wm-2
.  

The MTFR scenario projects large decreases in emissions of aerosols, and 

therefore results in substantial simulated decreases in aerosol burden (Figure 

6.2). This decrease in cooling aerosol results in a positive aerosol DRF of 0.26 

Wm-2. The decline in aerosol similarly results in a positive CAF of 0.27 Wm-2, as 

a decrease in CDNC increases cloud effective radius and therefore reduces 

cloud albedo. The estimated combined aerosol forcing due to 2010 to 20150 

aerosol emissions reductions is therefore 0.53 Wm-2. This positive forcing is 

partially offset by a negative forcing of -0.16 Wm-2 due to decreases in 

tropospheric O3. However, with the aerosol effect dominating, the combined 

forcing for the MTFR scenario is estimated at 0.37 Wm-2. This represents a key 

challenge associated with the action needed to reduce air pollution, in that the 

side effect of removing harmful pollutants is the concurrent removal of their 

cooling effect on climate, exacerbating near-term warming.  

The 2deg scenario emissions result in similar changes to the MTFR scenario 

but of smaller magnitude, which is reflected in the combined RF estimate of 0.27 

Wm-2. The removal of aerosol in the 2deg scenario results in a global positive 

forcing of 0.32 Wm-2, with measures reducing O3 precursor emissions resulting 

in a smaller forcing of – 0.047 Wm-2.  

 

6.7. Emissions sectors analysis 

In this section, simulated SLCP concentrations from the second phase of model 

runs are used to examine the relative importance of the six emission sectors 

that make up the ECLIPSE emissions inventories. 
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6.7.1. Effect of sectors emissions changes on surface pollution 

The impact of emission changes on simulated tropospheric burden and 

concentrations of pollutants at the surface is evaluated. The impact of emissions 

reduction measures in each sector in the four ECLIPSE scenarios on simulated 

tropospheric O3 burden in 2050 is shown in Figure 6.7. The sector change with 

the largest effect in the MTFR scenario was agricultural waste burning (AWB), 

leading to a 12% decrease in global tropospheric O3 relative to CLE. In the 

MTFR scenario, AWB and waste (WST) emissions are assumed to be zero for 

all species, leading to substantial decreases in O3 precursors, particularly CO 

and VOCs which have a large sources from these sectors in present-day and 

the CLE scenario. The zero emissions in the MTFR scenario leads to substantial 

O3 decreases from both the AWB and WST, however these sectors have only 

minor emissions change in the SLCPMIT and 2deg scenarios, leading to minor 

changes to O3 burden.  

The emission sector simulated to most efficiently decrease O3 burden in the 

SLCPMIT and 2deg scenarios is surface transportation (TRA), with a global 

burden decrease of almost 4% in SLCPMIT and 2% in 2deg. The TRA sector 

emission reductions in MTFR also leads to a decrease in O3 of ~4%. TRA 

emissions make up the largest proportion of anthropogenic emissions of the O3 

precursor NOx (45%), and the second largest proportion of CO (29%) and VOCs 

(27%) (DOM was the largest contributing sector for both). Thus, changes to 

emission in these sectors is likely to have a major effect on tropospheric O3 

formation, particularly as NOx is generally the limiting factor for production in all 

but the most polluted regions.  

In the MTFR and SLCPMIT scenarios, NOx emissions from TRA are reduced by 

90%. The DOM sector is also a large emitter of O3 precursors, and has similar 

magnitude precursor emission reductions in the MTFR scenario, of 79% and 

64% for CO and NMVOCs, respectively. However, the result of the DOM 

emissions changes is less substantial for O3, with a simulated global mean 

concentration decrease of ~1%, indicating that NOx emissions reductions more 

efficiently mitigate tropospheric O3 production. In the MTFR scenario, emission 

reductions in the ENE and IND sectors also lead to decreasing O3 of 1-2%. 
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These sectors contribute considerably to the total emissions of CO, NOx, CH4 

and NMVOCS, however relative to the 100% emissions reduction in the AWB 

and WST sectors the projected emission change is small. 

Individual sector emission changes in the SLCPMIT scenario lead to very little 

O3 change in all but the TRA and DOM scenarios. An 80% CH4 emission 

reduction in the AWB sector, compared to 100% reduction in the MTFR 

scenario, leads to only a minor effect on O3, with a slight decrease by 2050 in 

the SLCPMIT AWB scenario. SLCPMIT changes in the ENE sector lead to only 

a 0.1% decrease in O3, a smaller effect than the MTFR or 2deg scenarios. SLCP 

ENE emissions reductions of CH4 and CO match the MTFR scenario, however, 

substantially smaller changes to NOx and NMVOC ENE emissions resulted in 

the reduced effect on O3, indicating again that NOx emission changes have a 

large effect on O3. Emission changes in the 2deg scenario are most efficient in 

the TRA sector, however there is also a large effect from ENE changes, almost 

equivalent to the MTFR scenario. The 2deg scenario is the only scenario in 

which WST emission reductions result in an increase in tropospheric O3 burden. 

The effect of emission sector changes in the MTFR scenario on simulated global 

surface O3 concentrations is shown in Figure 6.8. As also reflected in Figure 6.7, 

the AWB and WST sectors have the largest impact, with a global mean surface 

Figure 6.7 Percentage change in the 2050 simulated annual global 

tropospheric O3 burden, from each sector simulation for scenarios MTFR 
(purple), SLCPMIT (orange) and 2deg (blue) ECLIPSE scenarios, relative to 
the 2050 CLE simulation.  
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O3 concentration change of -15.7% and -9.9%, respectively. The largest impact 

from the simulation with MTFR AWB emissions is simulated over the tropics, 

particularly off the eastern coasts of South America and Africa. However, there 

is actually an increase in simulated surface O3 over South-East Asia and parts 

of the Amazon. This is due to a large decrease in CO emissions from agricultural 

burning in these regions, resulting in a localised increase in OH concentrations 

of more than 10%. As AWB is only a minor source of NOx, NOx emissions remain 

high in this simulation and consequently the increase in OH slightly enhances 

tropospheric O3 production. In addition, there is a large decrease in VOC 

Figure 6.8 Percentage change in simulated global surface O3 concentrations 

in 2050 due to MTFR scenario emission changes in each individual sector, 
relative to the CLE scenario.  
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emissions in the MTFR_AWB scenario, resulting in decreases in simulated PAN 

concentrations of up to 70% over South East Asia. As a result, there is increased 

NOx in areas with previously large VOC emission, promoting O3 formation. The 

MTFR WST simulation simulates large changes over the Amazon basin, Central 

Africa and Northern Australia. The change is largely driven by the decrease in 

CH4 emissions, which accounts for ~26% of all anthropogenic CH4 emission in 

the 2050 CLE inventory. This results in a large decrease in O3 formation, 

decreasing concentrations by up to 54% in Central Africa. Each of the other 

sectors simulate much smaller changes to surface O3, with the TRA sector the 

next most effective at -4.7%, due to substantial NOx emissions reductions, 

primarily over South East Asia.  

Figure 6.9 shows the change in simulated surface PM2.5 concentrations for 

emissions changes in each sector with the MTFR scenario. The ENE sector 

simulates the largest decrease in global surface PM, with a mean decrease of -

3.2%. This decrease is largely driven by substantial reductions over India, where 

PM2.5 concentrations fall by up to 44% relative to CLE 2050. Smaller changes 

are simulated over Central Asia, North Africa and the USA, with a slight 

decrease in PM2.5 simulated globally. The IND sector results in a similar 

decrease in PM of -3.0%, with the largest change in this case occurring in 

Central Asia and the Middle East. A large decrease is also simulated over South 

Africa, lower concentrations of PM simulated globally, due to large decreases in 

SO2, NOx, BC and OC from all anthropogenic industrial sources. The next most 

effective sector for decreasing PM pollution is AWB, with a global mean change 

of -2.5%. The MTFR AWB run simulates large decreases in PM in South 

America, South East Asia and NH high-latitudes. However, TOMCAT-GLOMAP 

also simulates increases in PM over much of Asia and parts of Australia and 

South Africa. These changes are driven by the simultaneous emissions 

reductions of non-aerosol species. AWB is a relatively minor source of aerosols 

and precursors, whereas it is a major source sector of CO. Therefore relatively 

minor changes in SO2 emissions coupled with a large reduction in CO 

emissions, results in a substantial increase in oxidation capacity of the 

troposphere, enhancing the rate at which SO2 is oxidised into sulphate aerosol. 

Similarly, localised increases in PM are simulated in the simulation with DOM, 
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TRA and WST sector MTFR emissions, although all sectors result in a global 

mean decrease in surface O3.  

The emission sector simulations performed in this section demonstrate that 

different air pollutants are most effectively decreased by changes to different 

emissions sectors. For surface O3, the AWB and WST sector emission changes 

lead to the largest decrease in simulated concentrations. This is the result of 

100% emission decrease in these sectors under a MTFR scenario. The 

transport sector however most effectively reduced surface O3 per unit of 

emission reduced, due to the higher proportion of NOx emissions from the 

Figure 6.9 Percentage change in simulated global surface PM2.5 
concentrations in 2050 due to MTFR scenario emission changes in each 
individual sector, relative to the CLE scenario.  
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transport sector, which most effectively mitigates tropospheric O3 formation. Due 

to the likely difficulty in developing a globally circular economy, with zero waste 

or waste burning emission by 2050, the TRA sector is the likely the most 

effective emissions sector on which to focus emissions reduction efforts in order 

to decrease O3 pollution. In terms of PM pollution, the ENE and IND sectors 

most efficiently improve global air quality in the MTFR scenario, with the largest 

improvement simulated over India and the Middle East.  

 

6.7.2. Effect of sector emission changes on radiative forcing 

In this section, the effect of emission sector changes on radiative forcing (RF) is 

evaluated, accounting for the aerosol direct radiative forcing (DRF), the aerosol 

cloud-albedo forcing (CAF) and tropospheric O3 RF. Figure 6.10 displays the 

Figure 6.10 Global mean radiative forcing in 2050: aerosol direct effect 
(DRF, dark green), cloud-albedo forcing (CAF, light green) and tropospheric 
O3 radiative forcing (blue) for each emissions sector change under the MTFR 
scenario, relative to the CLE scenario. The combined effect (aerosol DRF + 
aerosol CAF + O3 RF) is shown in black.  
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estimated global mean radiative forcing of simulated changes to aerosol and O3 

due to emissions sector change in the MTFR scenario, relative to the CLE 

scenario, in 2050. The largest effect is caused by changes to the ENE and IND 

emission sectors, with a net positive forcing of 0.27 Wm-2 and 0.24 Wm-2, 

respectively. The large reduction in simulated aerosol as seen in Figure 6.9 is 

the primary driver of the positive forcing, with an aerosol DRF of 0.21 Wm-2 in 

the ENE and 0.17 W m- in the IND sectors. The cloud-albedo effect is also 

considerable, contributing 0.10 Wm-2 and 0.12 Wm-2 for ENE and IND sectors, 

respectively. As a result, these sectors result in a net warming effect by 2050, 

despite a decrease in O3 causing a negative RF of approximately -0.05 Wm-2 in 

both ENE and IND simulations. All MTFR emission sectors resulted in a negative 

RF due to tropospheric O3 in 2050, due to decreases in precursor emissions and 

hence O3 formation. The sectors causing the largest decrease in O3 RF were 

AWB and WST, reflecting the changes to surface O3 shown in Figure 6.8. With 

a negative O3 RF of 0.12 in both sectors, the resulting net RF is a cooling effect 

of 0.05 Wm-2 for the AWB simulation, and 0.07 Wm-2 for the WST simulation. 

The more negative response in the WST simulation is caused by a smaller CAF 

than in the AWB simulation. Four of the six emissions sectors result in a negative 

RF relative to the CLE scenario. However the positive forcing resulting from the 

Figure 6.11 Combined (aerosol DRF + aerosol CAF + O3 RF) RF for each 

emissions sector simulation in the MTFR scenario, relative to CLE, in 2050.  
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ENE and IND aerosol forcing response is substantially larger than the negative 

forcing in the other four sectors, indicating that overall the RF of the MTFR 

emission sectors is likely to be dominated by the positive forcing due to the 

decrease in global aerosol concentrations.  

The global distribution of the calculated RF for each emission sector in the 

MTFR scenario is shown in Figure 6.11. The dominant feature is a warming 

effect over India in the ENE and IND emission sector simulations, caused by 

substantial decrease in aerosol concentration relative to the CLE simulation (see 

Figure 6.9). This leads to the net warming effect associated with the ENE and 

IND emission sector simulations, with a negative net RF in each of the other four 

sectors.  

 

6.8. FaIR effective radiative forcing estimates  

Here the FaIR model was employed to calculate the ERF from each SLCP 

component (Figure 6.12). Applying the ECLIPSE emission inventories in FaIR 

provides an estimate of RF due to SLCP emission changes which accounts for 

rapid adjustments to the climate system, and also estimates the simultaneous 

RF from changes in long-lived climate forcers such as CO2 and N2O. It should 

be noted that the SLCPMIT and 2deg scenarios were produced with more time 

steps, from 2020 to 2050, while the MTFR was provided only for 2030 and 2050. 

The poor time resolution of MTFR inventory emissions results in sharp changes 

to the simulated ERF of individual forcers, whereas in reality, there would be a 

more gradual change as emission reduction measures are introduced over 

several decades. For long-lived forcers, most notably CO2, RCP4.5 emissions 

were used, leading to a growing CO2 ERF between 1990 and 2050 in each 

simulation. Therefore in each ECLIPSE scenario simulated in FaIR, there was 

a persistently increasing ERF from CO2 forcing (Figure 6.12a), contributing 

significantly to total ERF and temperature anomaly calculations, in order to 

estimates future ERF and temperature changes under realistic conditions.  
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For CH4 ERF, implementing only emissions reduction from current legislation 

(CLE) leads to an increasing ERF, reaching 1.15 Wm-2 by 2050. Each of the 

ECLIPSE emission reduction scenarios result in a decrease in forcing by 2050 

compared to the CLE scenario. The SLCPMIT and MTFR emissions cause a 

decrease in forcing almost immediately after implementation, and result in an 

almost equal ERF of 0.88 Wm-2, a decrease in forcing of ~25%. The emission 

measures in the 2deg scenario are less effective at reducing CH4 

concentrations. CH4 ERF continues to grow throughout the period, although at 

a slower rate than in CLE. This is partly due to the atmospheric lifetime of CH4 

of approximately one decade. The 2050 CH4 ERF reaches 1.05 Wm-2, a 9% 

decrease relative to CLE.  

For tropospheric O3 ERF (Figure 6.12c) the differences between the ECLIPSE 

scenarios are more drastic. Under CLE emissions, the ERF due to O3 plateaus 

between 2010 and 2020, before increasing rapidly from 2030 to 2050. The 

resulting ERF of 1.10 Wm-2 in 2050 is almost as large as the CH4 RF, indicating 

that tropospheric O3 may become a more important climate forcer in the near-

Figure 6.12 Effective radiative forcing of CO2 (a), CH4 (b), tropospheric O3 

(c), aerosol (d), BC on snow (e) and total ERF from SLCPs (f) from 1990-
2050 for each ECLIPSE scenario, calculated by the FAIR model. All 
scenarios use RCP4.5 CO2 emissions.  
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future without deliberate action to decrease emissions. Under the 2deg 

emissions scenario, O3 ERF begin to decrease immediately following 

implementation, due to the short-atmospheric lifetime of O3 compared to CH4. 

Similarly to CLE, under the 2deg scenario there is a decrease in O3 ERF from 

2010 to 2030, but a small increase from 2030 onwards. This is most likely a 

result of projected population expansion and growth of developing economies 

having a strong effect from ~2030, limiting the effectiveness of current mitigation 

measures, as well as continued increases in global CH4 concentrations. The 

2050 CH4 ERF under 2deg though is reduced to 0.88 Wm-2, 20% lower than 

CLE. The SLCPMIT scenario simulates a larger decrease in O3 ERF, falling to 

0.74 Wm-2 in 2050 (a decrease of 33%). Under this scenario the simulated ERF 

decreases consistently from implementation until 2050. The MTFR scenario 

simulates an even larger decrease in O3 ERF, falling to 0.61 Wm-2 by 2050, a 

drop of more than 55% compared to CLE.  

The simulated aerosol ERF is shown in Figure 6.12d, with a negative forcing 

due to the predominantly cooling effect of atmospheric aerosols. Decreasing 

trends in aerosol emission in Europe and North America led to an increasing 

ERF (less cooling) from the late 20th century to 2010. The current legislation 

scenario projects a period of 1-2 decades of near constant forcing before a 

growing negative ERF from 2030 to 2050, due to increasing emissions from 

developing nations. This enhanced aerosol ERF results in a global cooling effect 

of -1.41 Wm-2 in 2050. This is the largest simulated cooling since 2005. 

Interestingly the simulated aerosol ERF in the SLCPMIT is very similar to the 

CLE scenario. There is a slight increase from 2020 onwards, leading to a 2050 

aerosol ERF of -1.35 Wm-2, just 0.06 Wm-2 larger than the scenario with no 

additional emission reduction measures from 2015. The 2deg scenario projects 

considerably lower aerosol emissions in coming decades, leading to a 

substantial decrease in the estimated global cooling effect. The 2050 aerosol 

ERF for 2deg is 0.92 Wm-2, primarily due to reduced forcing from 2010 to 2030 

which then remains almost constant until 2050. As expected the largest change 

in forcing is seen in the MTFR scenario, which significantly reduces 

anthropogenic aerosol emissions by 2050. This result in a substantial removal 

of the aerosol cooling effect, with an aerosol ERF -0.55 Wm-2 by 2050. Again, 
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this change in ERF was due to emissions changes implemented by 2030 when 

the aerosol ERF reaches a maximum of -0.52 Wm-2, before a slight increase in 

aerosol from 2030 to 2050.  

The effect of BC aerosol on snow (BCsnow) is also calculated in FaIR, as one of 

the primary mechanisms of aerosol causing a positive ERF and though to be a 

potentially important source of warming (Flanner et al., 2007; Myhre et al., 

2013b). Similarly to the estimated ERF from CH4, SLCPMIT and MTFR result in 

almost equal forcings by 2050, with BCsnow ERF of 5.7 mWm-2 and 5.2 mWm-2, 

respectively. This is the largest reduction relative to the CLE scenario (30.6 

mWm-2) of any SLCP ERF, a decrease of more than 80%. However the ERF of 

BCsnow is considerably smaller than from other components, meaning the large 

relative change has little effect on the total ERF from the ECLIPSE scenarios. It 

does however illustrate again the targeted nature of the ECLIPSE emission 

scenarios, as estimates from the SLCPMIT emission scenario had very little 

change in the aerosol ERF, as reducing aerosol would lead to a warming effect, 

whereas there are significant changes for greenhouse gases and warming BC 

aerosol, which have a warming impact on climate. The 2deg scenario again has 

a more moderate response relative to CLE, with BCsnow ERF falling to 25 mW 

m-2. 

The total SLCP ERF (Figure 6.12f) is the net ERF of all SLCP forcing agents. 

The estimated ERF of all SLCPs was negative in the 20th century, before rising 

rapidly due to the decreasing aerosol and increasing CH4 and O3 ERF. The 

MTFR emissions scenario actually results in an increasing global ERF, larger 

than would be achieved from a CLE scenario with no additional action on SLCP 

emissions. This is the result of extensive measures to reduce aerosol emissions 

and improve air quality, removing the cooling impact of aerosols which cancels 

out the expected decreases in greenhouse gases CH4 and O3. The competing 

effects result in very little total ERF change in both the 2deg and MTFR 

scenarios relative to CLE, with 2050 SLCP ERFs of 1.02 Wm-2, 0.95 Wm-2 and 

0.88 Wm-2 for 2deg, MTFR and CLE scenarios, respectively. The peak SLCP 

ERF is actually estimated to be 2030 in the MTFR scenario (Wm-2), due to the 

slowing rate of aerosol loss and increasing fall of O3 and CH4 between 2030 and 
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2050. The only scenario which decreases the ERF from all SLCPs is the 

SLCPMIT scenario, driven primarily a decrease in tropospheric O3 precursors. 

However, in this context the absence of measures which reduce aerosol 

emissions in this scenario is perhaps a more important reason for the falling 

ERF. The 2050 SLCP ERF in SLCPMIT scenario is 69% lower than the CLE 

scenario at 0.27 Wm-2.  

 

6.9. Global temperature response 

The FaIR climate model is also used to estimate the global mean surface 

temperature response to each emission scenario by 2050. Figure 6.13 shows 

the total ERF (including long-lived forcers) and global temperature response for 

each of the ECLIPSE future emission scenarios, coupled with RCP4.5 

emissions. Historical temperature responses shows a steady increase since 

1990 except for a sudden drop and recovery due the Mount Pinatubo eruption 

of 1991. The total ERF of the ECLIPSE inventories is larger than in RCP4.5 due 

to higher anthropogenic SLCP emissions in the historical ECLIPSE inventory 

than in RCP4.5, as CO2 and other long-lived forcers are constant in each 

simulation. Each of the simulations estimates increasing total ERF from present-

day to 2050, largely driven by the CO2 forcing (Figure 6.12a). The estimated 

present-day total ERF is 2.96 Wm-2 using ECLIPSE emissions, an increase of 

0.5 Wm-2 compared to the RCP4.5 estimates. Under the CLE scenario, this is 

estimated to increase by roughly 50% to 4.42 Wm-2 by 2050, with a projected 

temperature increase since PI of 2.09°C. This level of warming would exceed 

current targets to keep anthropogenic climate from reaching ‘dangerous’ levels 

as soon as 2050. 

As a result of the increased total SLCP ERF (Figure 6.12), the 2deg scenario 

has a larger total ERF than the CLE scenario by 2050, reaching 4.56 Wm-2. This 

is primarily caused by decreasing emissions of cooling aerosols and their 

precursors, which counteract efforts to decrease RF due to CH4 and 

tropospheric O3. SO2 emissions for example are reduced by almost 50% in 2050 

in the 2deg scenario inventory, leading to a substantial decrease in sulphate 
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aerosol and consequently a decrease in the radiative cooling effect. The MTFR 

total ERF is slightly smaller than the 2deg scenario at 4.47 Wm-2, due to the 

larger decreases in CH4 and O3 ERF. However, the MTFR and 2deg scenarios 

both surpasses the projected forcing from the CLE scenario, leading to global 

temperature anomalies of 2.11°C and 2.15°C, respectively. The possibility of 

enhanced warming through a comprehensive decrease in SLCPs is well known, 

due to the removal of aerosol and the corresponding cooling effect (Fiore et al., 

2012). The 2deg emission scenario however was designed to limit global 

temperature change to 2 degrees of warming, whilst also pursuing air pollution 

management goals. The net ERF and resulting warming calculated here 

however indicates that in this scenario, insufficient action is taken to reduce 

warming components in order to offset removal of cooling aerosols.  

The SLCPMIT scenario however results in a substantial decrease in the 

projected total ERF by 2050 and therefore also effectively reduces the expected 

global temperature change. Although the total SLCP forcing ERF decreases 

from 2030 onwards in the SLCPMIT scenario, the total ERF continues to rise 

Figure 6.13 Total radiative forcing (upper panel) and temperature anomaly 
(lower panel) relative to the pre-industrial era (1750) from 1990-2050, for 
each ECLISPE emissions scenario and RCP4.5, as calculated by the FaIR 
model.  
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due to the influence of long-lived forcers CO2 and N2O. As a result, the 2050 

total ERF is still 50% larger than the present-day ERF, estimated at 4.45 Wm-2. 

This takes the projected ERF in the SLCPMIT scenario to below the RCP4.5 

estimate, which has significantly smaller SLCP emissions relative to the 

ECLIPSE inventory. Notably, the decrease in total ERF leads to a global 

temperature change which does not surpass the 2°C target. The projected 2050 

temperature anomaly of 1.81°C, indicates that mitigation of climate by tackling 

SLCP emissions has the potential to effectively reduce temperature change. 

However, when coupling the ECLIPSE SLCP emissions with the more extreme 

projected emission scenario of the RCP8.5 scenario, even the SLCPMIT 

scenario could not prevent the global temperature change from exceeding the 

2°C target by 2050, with an estimated warming of 2.1°C. This is indicative of the 

importance of reducing emissions of long-lived forcers in climate mitigation 

strategies, with SLCP mitigation playing a supporting role to further mitigate 

global temperature change.  

 

6.10. Summary 

In this chapter, the effect of various future emission scenarios on surface air 

pollution and climate in 2050 has been analysed. The reference scenario was 

created to estimate historic SLCP emissions. Future emissions scenarios were 

then created to estimate the impact of changes to global SLCP emissions, 

ranging from the CLE with few measures to reduce emissions, to the MTFR 

scenario with widespread reductions to all anthropogenic emission sources. 

Each SLCP emissions from each scenario were employed in a modelling 

approach to estimate changes to atmospheric composition by 2050, with 

consequences for climate and air quality evaluated from a global, regional and 

sector-specific perspective.  

As expected, the simulation driven by the MTFR scenario emissions for 2050 

had the largest effect on surface concentrations of air pollutants. Both 

tropospheric O3 and PM2.5 decreased globally compared to present-day and a 

2050 scenario using CLE emission. The 2deg scenario also resulted in reduced 
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surface O3 and PM2.5 but with a smaller decrease than MTFR, while the 

SLCPMIT and CLE scenarios resulted in a decrease in O3, but increases in 

PM2.5 due to substantial increase over India. In all scenarios, the Indian 

subcontinent was the most important region for changes to surface pollution. 

Without measures to decrease anthropogenic emissions of SLCPs over India by 

2050, surface concentrations of air pollutants could more than double. The 

transport sector is simulated to be the most important emission sector for SLCP 

mitigation of the six sectors included in ECLIPSE inventories, with the largest 

response in O3 burden from changes to land transport emissions in all scenarios. 

In terms of climate impacts, the MTFR scenario actually led to a net positive RF 

by 2050, despite large reductions in greenhouse gases CH4 and tropospheric 

O3 and BC aerosol. Substantial decreases in concentrations of cooling aerosol 

components resulted in a large decrease in the negative RF associated with 

aerosols, counteracting the change from greenhouse gases. This effect was 

smaller in the SLCPMIT scenario due to less stringent measures on emissions 

of cooling aerosols and their precursors. Year 2050 emissions of SO2 in the 

SLCPMIT scenario were very similar to those in the CLE scenario, with the focus 

being on SLCP with a warming effect. Therefore the result of SLCPMIT 

emissions for climate was a considerable decrease in RF by 2050, relative to 

the CLE scenario. It is important to note that the ECLIPSE scenarios examined 

here are not necessarily realistic scenarios. In particular, the coupling of 

ECLIPSE emissions scenarios for short-lived forcers with RCP scenarios for 

long-lived emissions ignores the importance of co-varying long and short-lived 

emissions, creating scenarios which are not realistically viable. Rogelj et al. 

(2014) highlighted the importance of considering SLCP changes in the context 

of CO2-led mitigation, while Shindell and Smith (2019) demonstrate that CO2 

mitigation can also affect near-term warming. It is therefore very important to 

consider SLCP changes in the context of likely changes to long-lived species 

(Rogelj et al., 2014; Rogelj et al., 2015). However, the scenarios applied here 

are intended as tools in understanding how climate and air quality will respond 

to hypothetical emission changes.  
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Of the emission reduction scenarios evaluated here, the SLCPMIT scenario is 

the only scenario with positives outcomes for both climate change mitigation and 

air quality by 2050. Measures to reduce CH4, tropospheric O3 precursors and 

BC effectively reduce global ERF by 2050, helping to decrease the rate of 

warming and demonstrating the possibility of keeping the global temperature 

anomaly below 2°C with accompanying action to reduce CO2. The decrease in 

surface O3 also has global benefits for human health and vegetation, preventing 

the premature loss of life and crop damage caused by O3 pollution. However, 

the SLCPMIT scenario does not result in simultaneous advantages for aerosol 

air pollution. Other than stringent measures to reduce BC emission, SLCPMIT 

includes no emission reduction measures specifically targeting aerosols. As a 

result global air quality would worsen by 2050, costing the lives of many 

individuals and at a large economic cost. Therefore, while the SLCPMIT 

scenario may be very beneficial for climate outcomes and have some co-

benefits through the action on O3, it does not effectively tackle both climate 

change and air quality.  

The findings presented in this chapter indicate that reducing air pollution and 

mitigating climate change simultaneously is difficult, due largely to the 

importance of aerosols in degrading air quality and their substantial negative 

climate forcing. However, decreasing tropospheric O3 concentrations is effective 

at both mitigating climate change and improving air quality. Therefore policies 

which focus on decreasing emissions of precursors of tropospheric O3 offer a 

clear, win-win outcome, and as such should be prioritised in coming decades. 

Some regions that are particularly affected by tropospheric O3 such as India and 

South East Asia should be targeted more urgently, as decreases in these 

regions would present a substantial benefit in a relatively short period of time.  

The confidence in the results presented here is limited by a number of factors, 

in particular the omission of CH4 and long-lived species RF changes. 

Understanding the role of CH4 RF in particular is relevant here as CH4 also 

affects atmospheric oxidation and is a precursor of tropospheric O3. 

Consideration of simultaneous changes in atmospheric concentrations will 

better inform estimates of net RF and will be necessary for policy making. Future 
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changes in climate and natural emissions are also ignored here in order to 

isolate the impact of anthropogenic actions through emission changes, however 

in order to put these changes into appropriate context these factors will need to 

be considered. Parameterisations and assumptions in both TOMCAT-GLOMAP 

and the FaIR model also limit certainty, as well as large uncertainties in emission 

inventories. Each of these has been evaluated extensively, therefore the results 

are useful to understand the likely impacts of specific changes and policies, 

although not for providing precise estimates or ranges without further ensembles 

or models being included.  

Further research is required to determine the likely climate cost of improved air 

quality and whether this cost from aerosol forcing changes may be offset in part 

or in full by CO2 and CH4 mitigation. The urgency of air quality improvements for 

human health benefits means that pollution legislation will likely dominate 

climate mitigation in the short-term, but careful targeting of sources which co-

emit absorbing BC aerosol and O3 precursors, as well as cooling aerosol, is vital 

to limit the climate penalty.  
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7. Discussion 

In this thesis, a suite of models and emission inventories have been used to 

investigate the sources of variability of major short-lived climate pollutants in the 

pre-industrial and present-day environment. SLCPs are a group of 

anthropogenic gases and aerosols which adversely impact air quality and 

contribute changes in global radiative balance. SLCPs may be crucial to future 

climate mitigation policies aimed at mitigating the worse impacts of climate 

change whilst also reducing global air pollution. However, this presents complex 

challenges as SLCP components vary greatly in their effect on climate, 

atmospheric lifetime, abundance, distribution and have numerous 

anthropogenic and natural sources. Therefore in order to understand the role of 

SLCPs in the mitigation of future climate change, it is vital to first have a 

comprehensive understanding of their role in the historic and present-day 

climate. This should include drivers of SLCP variability and trends, both natural 

and anthropogenic in origin. The results presented here improve understanding 

of the effect of SLCPs since the pre-industrial era and the causes of variations 

in global SLCP concentrations. Together with the results of Chapter 6, these 

findings highlight the importance of SLCPs in the future climate and are 

therefore assist in planning a strategy which aims to have co-benefits for climate 

and air quality. In this chapter, the major results of this thesis are discussed in 

the context of the original aims laid out in Chapter 1, as well as suggestions for 

further research.  
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7.1. Overview of main results 

Thesis aim 1: Investigate the effect of uncertainty in pre-industrial natural 

emissions on tropospheric ozone radiative forcing. 

The large uncertainty associated with the RF of tropospheric O3 between the PI 

and PD is problematic when assessing the impact of SLCPs, especially when 

quantifying the relative contribution of SLCPs to observed climate change. 

Chapter 4 in this thesis utilised revised PI inventories of natural emissions, which 

have been recently developed to reflect the growing consensus that biomass 

burning and biogenic emissions were actually larger in the PI than in the present-

day. These inventories were used in TOMCAT-GLOMAP to calculate new 

estimates of tropospheric O3 concentrations and RF.  

It was found that simulated tropospheric O3 concentrations vary considerably 

depending on the PI inventories of natural emissions employed in the model. 

The simulated global tropospheric O3 burden varied by up to 18%, with regional 

differences of more than 40%, highlighting the importance of using accurate PI 

inventories, anchored in estimates from proxy records of PI fire occurrence. 

Those inventories from which simulated values compare most favourably to 

estimates from proxy records should be employed preferentially in future 

studies. The different inventories resulted in much larger changes in 

concentrations of O3 precursors such as CO, which contributed to the 

differences in O3. However it was found that emissions of NOx were the primary 

cause of changes to O3, consistent with Stevenson et al. (2013). Emissions of 

NOx were less varied across inventories than CO, moderating the effect on 

simulated tropospheric O3.  

Including a dedicated PI biogenic emission inventory, rather than simply 

assuming present-day emissions, was also found to affect simulated PI O3 

concentrations, increasing O3 burden by between 3% and 6%. The effect of the 

biogenic emission inventory on simulated O3 was largest when used in 

conjunction with biomass burning emissions produced from the same land-use 

model. This result supports the finding of Bossioli et al. (2012) that the 
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distribution of emissions and the coupling of appropriate inventories is important 

in modelling studies in order to accurately simulate tropospheric O3.  

Both simulations using revised PI emission inventories based on recent 

evidence of increased PI fire occurrence, result in an increase in simulated 

tropospheric O3. In the case presented as a reasonable upper limit in this thesis 

(PI LMfire-BIO), tropospheric O3 RF was 35% smaller than when using CMIP6 

inventories. The estimated RF of 0.25 Wm-2 is at the lower end of the IPCC 

uncertainty range in Myhre et al. (2013b).  

Although this study is limited by the use of just one CTM and one radiative 

transfer model, the results described in Chapter 1 demonstrate that uncertainty 

in PI emissions from natural sources has a large effect on simulated PI O3, and 

therefore estimates of tropospheric O3 RF. Given the favourable comparison of 

the revised inventories with proxy records of fire emissions, and recent evidence 

using a proxy for O3 which suggests PI to present-day changes are smaller than 

previously estimated, it is reasonable to suggest that estimates using the revised 

inventories are more informative than those using previous assumptions. These 

findings indicate that previous multi-model studies of tropospheric O3 RF such 

as Stevenson et al. (2013) may have overestimated O3 RF since the PI by 

including models which assumed constant biogenic emissions across present-

day and PI, and employing PI biomass burning inventories which were anchored 

in present-day emissions and are incompatible with estimates of fire emissions 

from proxy records.  

Thesis aim 2: Evaluate the effect of the El Niño Southern Oscillation on the 

interannual variability of methane and tropospheric ozone. 

In Chapter 5, the TOMCAT-GLOMAP CTM was used to investigate drivers of 

natural variability in SLCPs CH4 and tropospheric O3 in the present-day. It is 

particularly important to understand the exact mechanism driving observed 

changes in SLCPs, as El Niño events are expected to become more extreme 

with future climate change (Fasullo et al., 2018). Therefore, specific drivers in 

historic El Niño events need to be quantified, in order to improve understanding 

of the implications of future changes to El Niño events. The impact of ENSO on 
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the interannual variability of major SLCP species was evaluated for the period 

1997-2014. The climate impacts of this variability were also estimated using 

SOCRATES, attributed to specific mechanisms.  

The large IAV in simulated CO concentrations during the 1997 El Niño was 

driven primarily by variations in biomass burning emissions, which was relatively 

well-established in previous literature (Monks et al., 2012; Voulgarakis et al., 

2015). In addition, Butler et al. (2005) estimated that this suppressed OH 

concentrations by 2.2%. The novelty of the results presented in this thesis lay in 

the investigation of the relative effect of meteorology, biomass burning 

emissions and indirect effect through atmospheric chemistry, which had not 

previously been quantified. This work quantified the prevalence of each driver 

during El Niño and La Niña events over an 18-year period. Using a number of 

sensitivity simulations it was determined that the indirect effect on CO emissions 

from biomass burning on oxidation chemistry increased the global mean CH4 

growth rate by up to 7.5 ppb yr-1 during the 1997 El Niño event. This is in 

reasonable agreement with Butler et al. (2005) and explains the large changes 

in global CH4 growth rate during years of high fire occurrence, as direct 

emissions of CH4 from biomass burning are small relative to the observed 

changes in CH4 growth rate (Voulgarakis and Field, 2015). Although fire 

emissions are the primary driver of IAV of CH4 during El Niño, emissions of CO 

are potentially more important than direct CH4 emissions. The indirect 

atmospheric chemistry effect from biomass burning emissions of CO would be 

accounted for in future modelling studies which have fully interactive CH4 

simulation. However, understanding the precise drivers of CH4 trends is 

important for assessing the likely impact of future changes to the distribution and 

emissions from biomass burning. Climate change is likely to alter not only the 

severity of El Niño events, but also the geographical distribution of the impacts, 

thereby changing the distribution of biomass burning and the relative 

composition of emissions. 

The effect of El Niño on the IAV of O3 was also estimated in Chapter 5, finding 

a relatively minor global mean RF during the 1997 El Niño but with large spatial 

variability. It was found that meteorology primarily controlled the IAV of both OH 
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and O3 for the majority of the period studied, however, during large El Niño 

events which cause a substantial increase in global fire emissions, biomass 

burning emissions become dominant. During the 1997 El Niño, meteorological 

changes decreased tropospheric O3 concentrations, while biomass burning 

emissions increased them, resulting in a simulated small net increase in global 

RF of 0.015 Wm-2. Despite the relatively small global mean value, the 

contrasting effects causing it lead to a large regional variability, with RF changes 

of up to 0.36 Wm-2 over the Pacific Ocean. These large regional changes may 

have important consequences for atmospheric dynamics, causing increased in 

situ heating and regional changes in climate. The effects of El Niño on 

tropospheric O3 had been examined in a number of previous studies, however, 

this was the first study to quantify the climate impact of meteorological and 

biomass burning driven changes collectively and individually. It is vital to 

understand the impact of the counter-acting effects on O3 in order to estimate 

how future changes to meteorology or biomass burning under increasingly 

severe El Niño events may result in larger changes to global tropospheric O3.  

The limiting factor controlling production of tropospheric O3 was also considered 

in Chapter 5, following the method of Duncan et al. (2010). It was found that El 

Niño substantially altered the HCHO:NO2 ratio in TOMCAT-GLOMAP 

simulations, but these changes primarily occurred in regions already heavily 

NOx-limited, therefore not altering the O3 production regime. These results 

demonstrate the large changes in O3 precursor concentrations which occur 

during El Niño events, however they also indicate that even under extreme El 

Niño conditions the NOx-limited O3 production regime seen over the majority of 

the globe is very stable.  

Thesis aim 3: Assess the influence of future emissions scenarios on 

climate change and air quality in 2050 

Chapter 6 of this thesis utilised future emission inventories of SLCPs and their 

precursors from the ECLIPSE project. The purpose of the study was to 

understand the effect of future emissions of SLCPs under various scenarios 

from both a climate change and air quality perspective. The results analyse the 

most effective approaches for simultaneously mitigating climate change and air 
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pollution by 2050, including improved understanding of the importance of 

individual emission sectors.  

The Current Legislation scenario (CLE) emissions resulted in an increase in 

simulated global air pollution, as O3 and PM2.5 increased by up to 50% and 

120%, respectively. This demonstrates the importance of further measures to 

decrease anthropogenic emissions if worsening global air quality is to be 

avoided. The CLE scenario however does result in decreased RF by 2050 

compared to present-day, as the continued emission of aerosols and their 

precursors leads to a cooling effect, particularly over large emitters such as 

India. This slight decrease in SLCP RF does not substantially decrease the rate 

of global temperature change in the coming decades, with more than 2°C of 

warming estimated by 2050 when coupled to RCP4.5 long-lived emissions. The 

CLE scenario therefore does not meaningfully mitigate near-term anthropogenic 

climate change, and also results in substantially decreased air quality which will 

lead to an increase in the number of premature deaths due to air pollution 

exposure. The economic and human cost of this scenario is not estimated here, 

however, given the recent assessment of air pollution as the biggest 

environmental risk to human health in the present-day (WHO, 2016), and recent 

measures to combat pollution (Butt et al., 2017), it is unlikely that air pollution 

would be allowed to degrade to this extent by 2050. 

The implications of the Maximum Technically Feasible Reductions (MTFR) 

scenario are in stark contrast to the CLE scenario. Under MTFR emissions 

simulated global O3 and PM2.5 surface concentrations were reduced by 20.5% 

and 6.5%, respectively, meaning considerable improvements in air quality. 

However this scenario results in an increase in RF by 2050, enhancing the rate 

near-term rate of global temperature change and resulting in higher 

temperatures than the CLE scenario. This is a result of the comprehensive 

measures decreasing emissions of cooling aerosol components. This scenario 

highlights the difficulty of seeking a win-win scenario which mitigates both 

climate change and air pollution, as the removal of particles damaging to human 

health also removes their cooling effect on climate which has counteracted the 

effect of increases in greenhouse gas concentrations (Myhre et al., 2013b). In a 
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more realistic scenario it is extremely unlikely that such large decreases to SLCP 

emissions could be made by 2050, but reductions in aerosols emissions over 

Europe and North America since the 1980s (Crippa et al., 2016; Butt et al., 2017) 

demonstrate the trend of removing cooling aerosols that is likely to continue in 

coming decades, making climate mitigation even more challenging. However, 

Shindell and Smith (2019) found that although gradual SO2 emission reductions 

over the coming decades increase near-term warming, when coupled with action 

to decrease CO2, the outcome is almost net-zero warming by around 2035, 

followed by a cooling trend as the CO2 effect takes over.  

The SLCP mitigation scenario (SLCPMIT) was the most effective scenario at 

reducing the rate of near-term climate change, keeping global temperature 

change below 2°C by 2050, a drop of 0.28°C relative to the CLE scenario. This 

is driven in part by measures decreasing tropospheric O3 RF, but also through 

increased aerosol concentrations leading to a negative RF. As a result the 

SLCPMIT scenario results in higher air pollutants concentrations relative to 

present-day, with higher concentrations in many regions than the CLE 2050 

scenario. Although simulated surface concentrations of tropospheric O3 are 

decreased, PM concentrations increase, damaging human health and 

vegetation. Like the CLE scenario, the SLCPMIT scenario results in near-term 

mitigation of climate but at the cost of worsening air quality.  

The 2 degree (2 deg) climate scenario was intended to target SLCP emissions 

with the intention of reducing air pollution whilst also keeping global temperature 

change at less than 2°C relative to the PI climate. However, despite causing a 

decrease in simulated O3 in 2050, the 2 deg scenario actually increased the rate 

of near-term warming due to measures decreasing emissions of cooling aerosol. 

As a result, the global temperature anomaly was estimated to surpass 2°C by 

2050 (when coupled with RCP 4.5 emissions), suggesting that the scenario was 

ineffective as a strategy for both air quality and climate benefits.  

The only ECLIPSE scenario which effectively mitigates climates and improves 

air quality is the SLCPMIT scenario, as although PM2.5 concentrations increase, 

surface O3 does decline by 2050 bringing human health and economic benefits. 

However, the estimated rise in PM2.5 negates much of the benefits from 
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tropospheric O3 reductions, meaning that even this is not a genuine win-win 

scenario, tackling air pollution and climate change. The results presented in 

Chapter 6 demonstrates the complex factors to be considered when planning 

policy that will benefit both air pollution and climate. An important factor not 

considered here due to modelling and time constraints is the RF of decreases 

in CH4 concentrations. The inclusion of this in net RF estimates will improve the 

mitigating potential of the MTFR, SLCPMIT and 2 deg scenarios as CH4 is a 

very important climate forcer while its influence on air quality through 

tropospheric O3 production is less significant.  

 

7.2. Discussion and conclusions of main results 

Overall, the work presented in this thesis improves our understanding of the 

factors controlling SLCP variability from the perspective of their impact on 

today’s climate and their role in mitigating future climate change. The results 

highlight the importance of considering natural processes and of disentangling 

contrasting impacts when setting out measures to combat climate change and 

improve air quality simultaneously. The potential of targeting SLCPs as a climate 

mitigation strategy has been demonstrated in Chapter 6, whilst also 

emphasising the complexities of achieving human health co-benefits. In Chapter 

5, the role of natural cycles such as ENSO was quantified, a factor which needs 

to be accounted for when assessing the efficacy of climate mitigation scenarios. 

The significance of natural emissions was also shown in the findings of Chapter 

4, underscoring the need to consider changes to the natural environment as well 

as human actions when planning a mitigation strategy.  

The impact of future climate change on El-Niño events is highly uncertain, but a 

number of studies indicate that El Niño will become more frequent and severe 

in a warmer world (Timmermann et al., 1999; Collins, 2000; van Oldenborgh et 

al., 2005; Gergis and Fowler, 2009). This would likely result in biomass burning 

anomalies larger even than those observed during 1997-1998, including burning 

in regions not previously affected. The results set out in Chapter 5 not only 

explain observed trends in SLCPs, but the quantification of specific mechanisms 
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allows estimation of the impact of future El Niño events on SLCPs and hence 

climate, even if there are substantial changes to the manifestation of El Niño in 

the future climate.  

Chapter 6 directly addresses the potential of reducing emissions of SLCPs and 

their precursors to alleviate near-term climate change. Although the findings 

presented here do not rule out the possibility of implementing an environmental 

co-benefit strategy, they do highlight the potential of dangerously exacerbating 

near-term climate change when addressing air pollution. The results detailed in 

Section 6.6 and 6.9, demonstrate that substantial reductions to air pollutants will 

result in a positive RF as the cooling aerosol effect is removed, but that this 

effect could be offset in part by simultaneously decreasing warming species. 

The contrasting RFs of changes to SLCP mean it is very difficult to put forward 

a comprehensive SLCP mitigation strategy that will not have negative outcomes 

for either climate or air quality. Taking long-lived forcing agents into account not 

only improves the outlook of climate mitigation, but also represents a more 

realistic scenario. SLCP changes will not occur in isolation but in the background 

of CO2-led mitigation. As shown in Shindell and Smith (2019), the long-lifetime 

of CO2 emissions does not preclude CO2 mitigation from reducing the near-term 

rate of climate change, with an estimated decrease in short-term warming 

despite the concurrent removal of sulphate aerosol. Moreover, CO2 mitigation 

will inevitably result in a decrease in co-emitted species (Rogelj et al., 2015), 

making an SLCP-only mitigation strategy unfeasible. It is therefore imperative 

that any SLCP mitigation strategy is designed in this context, endeavouring to 

complement the CO2 mitigation measures which will necessarily dominate 

climate mitigation efforts.  

 

7.3. Future work 

The results presented in this thesis highlight a number of areas of remaining 

uncertainty and challenges which future research should address.  

One area where improvements are likely to bring important benefits is 

incorporating dedicated pre-industrial emission inventories in O3 modelling 
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studies. Ensuring that PI emissions are appropriate to a PI climate can have a 

large effect on estimated PI to PD O3 change. There have been many studies in 

the past decade which have used proxy records to estimate PI fire occurrence 

and a number of studies designed to estimate PI biogenic emissions. These 

should be exploited in future studies to produce improved PI inventories and 

decreased tropospheric O3 RF uncertainty. A dedicated study evaluating PI 

inventories through detailed comparison with proxy records to establish the most 

realistic and applicable PI inventory would allow more accurate estimation of PI 

O3 concentrations. This could also be an opportunity to quantify the importance 

of emission co-location which cannot be established with certainty from a single 

modelling study.  

A new multi-model tropospheric O3 RF study, following Stevenson et al. (2013), 

using the recommended PI biomass burning and biogenic emissions from 

dedicated PI inventories would help to reduce uncertainty in tropospheric O3 RF. 

Existing or future projects such as the Aerosol Chemistry Model Intercomparison 

Project (AerChemMIP) could feasibly be expanded upon to address the 

uncertainty in PI natural emissions, by incorporating alternative emission 

inventories such as those used in this study. In Collins et al. (2017), historical 

natural emission schemes varied by model. In future studies, an experiment in 

which PI natural emissions vary but are consistent across all models would 

improve our understanding of the impact of PI natural emissions, allowing 

analysis of the effect in a range of models. The results presented here indicate 

that this would likely result in a decreased estimate of tropospheric O3 RF with 

implications for climate sensitivity, however the effect is likely to vary between 

models. 

A number of studies have attempted to estimate how future climate change will 

affect the cycle and severity of ENSO events, often related to the change in 

frequency of extreme weather (Timmermann et al., 1999; Cai et al., 2015). 

Further research into the implications of future changes for biomass burning 

variability could then be used to estimate future variability in concentrations of 

key SLCP concentrations. This would inform on the impact of future changes to 

ENSO as well as being useful for proposing SLCP mitigation strategies.  
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In Chapter 5, the influence of El Niño on CH4 was inferred from OH 

concentrations and an offline CH4 box model. Fully interactive methane 

modelling would improve these estimates by accounting for all variability in CH4 

sources and sinks, while still allowing the examination of specific drivers.  

A more detailed investigation into the impact of changing aerosol emissions 

would help disentangle the complex climate and air quality effects. In particular 

the role of nitrate aerosol (an aerosol component not included in TOMCAT-

GLOMAP) should be considered, as nitrate is likely to become more important 

as sulphate aerosol concentrations fall (Bauer et al., 2007). Quantifying the likely 

impact of changes in nitrate aerosol under the ECLIPSE emissions scenarios 

would add to our understanding of the climate impact of emissions changes.  

Furthermore, heterogeneous chemistry impacts following nitrate and sulphate 

aerosol changes should be examined on a global scale, to estimate the effect 

on climate forcers such as CH4 and tropospheric O3. A regional study by Matsui 

and Koike (2016) found that changes to aerosol precursor emissions had a large 

impact on OH concentrations and hence the formation of O3. The global impact 

of this effect, as well as the implications for CH4 lifetime and RF, need to be 

examined to fully understand the consequences of likely future emissions 

changes. Additionally, global OH concentrations are poorly constrained. Due to 

the difficulty of measuring OH on a large scale, direct validation of modelled OH 

concentrations with observations is very difficult (Patra et al., 2014) and OH 

abundance is generally derived from observations of methyl chloroform 

(CH3CCl3) or CO (Montzka et al., 2011; Rigby et al., 2013; Patra et al., 2014). 

Reducing the uncertainty in global OH concentrations, variability and trends 

would greatly improve our understanding of changes in atmospheric chemistry 

affecting SLCPs and the resulting impact on climate. A study utilising the 

growing global network of long-term observations, coupled with sophisticated 

chemical transport models, could substantially improve estimates of global OH 

and subsequently its response to future climate change. 

A recent study by Shindell and Smith (2019) modelled the impact of a realistic 

“phase-out” of emissions of SO2 and CO2, rather than abrupt, unrealistic 

changes. It was found that in this scenario, the combined effect actually 
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alleviated near-term warming whilst improving air quality. Using a realistic 

implementation representation in modelling and examining emissions scenarios 

of all SLCPs in the context of CO2 mitigation is necessary before a coherent air 

quality and climate change environmental policy can be optimised.
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Appendix A 

Table A.1 Aircraft campaign information from Emmons et al. (2010) 
climatologies. 

 

Campaign Date collected Species Location 

TRACE-A Sep 21 – Oct 26, 
1992 

O3, CO, 
NOx 

East Brazil Coast (-35- -25N, 
310-320E) 

East Brazil (-15- -5N, 310-
320E) 

South Africa (-25- -5N, 15- 
35E) 

South Atlantic (-20-0N, 340-
350E) 

West Africa Coast (-25- -5N, 
0-10E) 

PEM-West-
B 

Feb 7 – Mar 14, 
1994 

CO, NOx China Coast (20-30N, 115-
130E) 

Japan (25-40N, 135-150E) 

Philippine Sea (5-20N, 135-
150E) 

TOTE Dec 6 – 22, 1995 O3, CO, 
CH4 

Alaska (60-70N, 205-220E) 

Hawaii (15-25N, 195-210N) 

VOTE Jan 20 – Feb 19, 
1996 

O3, CO, 
CH4 

Alaska (60-70N, 205-220E) 

Hawaii (15-25N, 195-210N) 

SUCCESS Apr 15 – May 15, 
1996 

O3, CO Central USA (35-40N, 260-
265E) 

PEM-
Tropics-A 

Aug 15-Oct 15, 
1996 

O3, CO, 
CH4, NOx 

Christmas Island (0-10N, 200-
220E)  

Easter Island (−40- −20N, 
240-260E) 

Hawaii (10-30N, 190- 210E) 

Tahiti (−20- 0N, 200-230E) 

POLINAT-2 Sep 19 – Oct 25, 
1997 

O3, CO, 
NOx 

Canary Islands (25-35N, 340-
350E) 

Eastern Atlantic (35-45N, 330-
340E)  

Europe (45-55N, 5-15E) 
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Ireland (50-60N, 345-355E) 

SONEX Oct 7 – Nov 12, 
1997 

O3, CO East Atlantic (35-45N, 325-
345E) 

Ireland (50-60N, 345-355E) 

Newfoundland (45-55N, 290-
310E) 

PEM-
Tropics-B 

Mar 6 – Apr 18, 
1999 

O3, CO, 
CH4, NOx 

Christmas Island (0-10N, 200-
220E)  

Easter Island (−40- −20N, 
240-260E) 

Fiji (-30- -10N, 170-190E) 

Hawaii (10-30N, 190- 210E) 

Tahiti (−20- 0N, 200-230E  

TOPSE Feb 5 – May 23, 
2000 

O3, CH4, 
NOx 

Boulder (37- 47N, 250-270E) 

Churchill (47-65N, 250-280E) 

Thule (65-90N, 250-300E) 

TRACE-P Feb 24 – Apr 10, 
2001 

O3, CO, 
CH4, NOx 

China (10-30N, 110-130E) 

Guam (10-20N, 140-150E) 

Hawaii (10-30N, 190-210E) 

Japan (20-40N, 130-150E) 
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Table A.2 Details of aircraft measurement campaigns to measure aerosol (chronological). From Heald et al. (2011).  

Campaign 
(Aircraft) 

Location Date Technique Regional Class 

ACE-Asia North-West Pacific / 
Japan 

30/03 – 40/05/01 Teflon filters + Fourier Transform 
Infrared Spectrometer (FTIR) 

Pollution (mid-latitude) 

ITCT-2K4 Eastern North America 05/07 – 15/08/04 Particle Into Liquid Sampler (PILS), 
Water Soluble Organic Carbon 
(WSOC) 

Pollution/Fire (mid-
latitude) 

ITOP Azores 12/07 – 03/08/04 Quadrupole Aerosol Mass 
Spectrometer (Q-AMS) 

Remote (mid-latitude) 

ADRIEX North Italy, Adriatic 
and Black Sea 

27/08 – 06/09/04 Q-AMS Pollution (mid-latitude) 

DABEX West Africa 13/01 – 01/02/06 Q-AMS Fire (tropics) 

MILAGRO Mexico City, Mexico 04/03 – 31/03/06 High Resolution Time-of-Flight 
(HR-ToF) AMS 

Pollution/Fire (sub-tropics) 

IMPEX West North America 
and East Pacific 

17/06 – 15/05/06 HR-ToF AMS Remote (mid-latitude) 

AMMA West Africa 20/07 – 25/08/06 Q-AMS Fire (tropics) 

TexAQS Texas, USA 11/09 – 13/10/06 Compact Time-of-Flight (C-ToF) 
AMS 

Pollution (mid-latitude) 

ADIENT Europe / Atlantic 18/12/07 – 25/09/08 C-ToF AMS Pollution (mid-latitude) 

EUCAARI North Europe 06/05 – 22/05/08 C-ToF AMS Pollution (mid-latitude) 

ARCTAS Arctic / North Europe 01/04 – 20/04/08 

18/06 – 13/07/08 

HR-ToF AMS Fire (high-latitude) 

OP3 Borneo 10/07 – 20/07/08 C-ToF AMS Remote (tropical) 

VOCALS-UK Eastern South Pacific 27/10 – 13/11/08 C-ToF AMS Remote (tropical) 
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