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Abstract

Two-dimensional double-diffusive convection in a horizontal layer of fluid heated

from below exhibits a variety of dynamical behaviours. The system has two com-

peting gradients that drive motion in the fluid: the temperature gradient and

the solute gradient. With low solute gradient, the first bifurcation for the resting

(trivial) state as the temperature gradient is increased is a pitchfork bifurcation

leading to steady convection. With larger solute gradient, the bifurcation changes

to a Hopf bifurcation leading to oscillatory convection. In double-diffusive convec-

tion with idealised boundary conditions, these two forms of convection set in with

the same horizontal wavelength. The point where the pitchfork and Hopf bifurca-

tion coincide is called the Takens–Bogdanov point. This dissertation concentrates

on understanding the bifurcation behaviour close to this Takens–Bogdanov point

in domains that are large compared to the wavelength of the pattern of convec-

tion. A new partial differential equation (PDE) model that replicates the linear

behaviour of double-diffusive convection is presented. The model has a variety of

nonlinear terms, which allows considerable flexibility in its behaviour, and is the

first Swift–Hohenberg-type model that has a Takens–Bogdanov primary bifurca-

tion. Compared to the full PDEs for double-diffusive convection, the model is

simple, which helps to investigate the nonlinear behaviour numerically and analyt-

ically, especially in large domains. From solving the model numerically, different

patterns have been obtained: extended and localized patterns. Extended solu-

tions such as steady states (SS), travelling waves (TW), and standing waves (SW)

convection have been found in small and large domains. In large domains, and

at different parameter values, localized patterns have also been found. Localized

steady states (LSS) are found in the subcritical regime of the pitchfork bifurca-

tion and localized travelling waves (LTW) are found in the subcritical regime of

the Hopf bifurcation. In both cases, the trivial state and a large-amplitude stable

pattern coexist. Previously, LSS and LTW have been found in numerical and
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experimental investigations of thermosolutal and binary convection. Our work

helps explain the origins of these states and allows detailed investigation of their

properties. The model also exhibits new types of patterns; LSS with modulated

waves (MW) background in the parameter region where small-amplitude SW and

large-amplitude SS are both stable, and LTW with SS background in the region

where small-amplitude SS and large-amplitude TW are both stable. We make

use of the analysis of the Takens–Bogdanov normal form done by Dangelmayr

and Knobloch (1987) in order to find parameter values in the model PDE where

the pitchfork or Hopf bifurcations are supercritical or subcritical. This analy-

sis does not predict large-amplitude stable extended patterns in the subcritical

cases; we rely on global stability of the PDE model to ensure that these sta-

ble large-amplitude states exist. The two last states we found (LSS with MW

background and LTW with SS background) are new and have not been observed

before in systems of double-diffusive convection. The new model is sufficiently

general that it could be used to investigate other convection problems such as

magnetoconvection and rotating convection.
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Chapter 1

Introduction

1.1 Thermal convection

Convection occurs when a horizontal layer of fluid is heated from below. As the

temperature gradient increases, the fluid at the bottom expands and becomes

less dense than the fluid at the top. The buoyant fluid rises through the colder

layer, cools and becomes heavier, and goes down again. Repeating the rising and

falling in different locations causes the fluid to form spatial patterns driven by the

thermal gradient between the top and bottom layers of the fluid (see Figure 1.1

a). Convection can exhibit different patterns, such as rolls, squares, hexagons,

or more complicated patterns, depending on the fluid properties and the details

of the physical system [43, 66, 104]. In nature, there are many examples of

convection, such as systems with convective heat transfer, mantle convection,

atmospheric, and oceanic circulation [66].

The earliest experiments on the instability behaviour of thermal convection

were conducted by Bénard in 1900 [26, 39, 63, 71, 81, 107]. Bénard melted a

thin layer of wax in a container by heating it from below with a free surface on

1
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(a) (b)

Figure 1.1: (a) Schematic diagram of convection cells occurring in two-dimensional
Rayleigh–Bénard convection for a fluid hated from below. (b) Top view of a hexagonal
pattern in a Bénard experiment in a thin layer of spermaceti wax heated from below
from [71].

the top. At the beginning of the experiment, there was no motion in the melted

wax. When the temperature exceeded some critical temperature, Bénard saw

hexagonal patterns appear in the top surface of the fluid (see Figure 1.1 b). In

1916, Rayleigh treated Bénard’s problem as a stability problem using the theory

of hydrodynamic stability [87]. Rayleigh considered a fluid that was bounded by

two infinite horizontal plates which are maintained at constant uniform tempera-

tures. Rayleigh assumed that the fluid is incompressible based on the Boussinesq

approximation [26, 87, 97]. This approximation involves two assumptions: firstly,

it assumes that the depth of the motions is less than the scale heights of pressure,

temperature and density. Secondly, it assumes that the fluctuations in density is

driven by thermal effects rather than being driven by the pressure. As a result

of the Boussinesq approximation, density variations are neglected everywhere in

the equation of motion except in the buoyancy term, as long as the temperature

does not increase significantly. This approximation have been used to simplified

the basic equations of convection system. Rayleigh’s linear theory showed that

instability occurs when the temperature difference between the top and bottom of

the fluid layer ∆T is just above the critical temperature difference ∆Tc, through

a non-dimensional parameter, the Rayleigh number Ra, which we will define in

Section 1.1.4. Rayleigh predicted the value of the Rayleigh number at which

the convection would onset for a horizontal layer of fluid heated from below.
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In the next sections, we will introduce the equations governing two-dimensional

Rayleigh–Bénard convection, and we will discuss the linear stability analysis.

1.1.1 Governing equations

Let us consider the non-dimensional partial differential equations (PDEs) that

governing two-dimensional Rayleigh–Bénard convection in the layer of fluid heated

from below, with the motion confined to a container of depth d in the z-direction

and width L in the x-direction [39]. In two-dimensional convection, we allow

quantities to be functions of x, z, and t only with no y-dependence. Since we are

considering two-dimensional flows, dependent on x and z, then via the incom-

pressibility condition

∇ · u = ∂u

∂x
+ 0 + ∂w

∂z
= 0, (1.1)

where u = (u, 0, w) is the velocity field in (x, y, z) coordinates we introduce a

stream-function ψ that satisfies the following

u = −∂ψ
∂z

, w = ∂ψ

∂x
. (1.2)

Therefore, we represent the governing two-dimensional Rayleigh–Bénard convec-

tion with stream-function ψ where the continuity equation (1.1) now becomes

irrelevant since
∂u

∂x
+ 0 + ∂w

∂z
= −∂

2ψ

∂x∂z
+ 0 + ∂2ψ

∂x∂z
= 0, (1.3)

and any flow described by such a stream-function ψ is incompressible [9]. The

PDEs then are expressed in terms of stream-function ψ and temperature pertur-

bation T for a Boussinesq fluid as follows:

∂∇2ψ

∂t
+ J(ψ,∇2ψ) = Pr∇4ψ +RaPr

∂T

∂x
,

∂T

∂t
+ J(ψ, T ) = ∇2T,

(1.4)
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where ∇2 is the Laplacian operator, defined by

∇2 = ∂2

∂x2 + ∂2

∂z2 , (1.5)

and J is the Jacobian operator, defined by

J(f, g) = ∂f

∂x

∂g

∂z
− ∂f

∂z

∂g

∂x
. (1.6)

All variables in the governing equations (1.4) are in dimensionless form; the x

and z are scaled by the depth d and time is scaled by d2

κ
, where κ is the ther-

mal diffusivity. The temperature T is scaled by the temperature difference ∆T .

The two dimensionless parameters are the Rayleigh number Ra and the Prandtl

number Pr, given by

Ra = gα∆Td3

κν
, Pr = ν

κ
, (1.7)

where α is the thermal expansion coefficient, ν is the kinematic viscosity and g

is the acceleration due to gravity (vertically downwards). The Rayleigh number

Ra is considered as a control parameter in the thermal system since it has the

temperature difference ∆T , which can be changed during the experiments. The

momentum and heat in the governing equations (1.4) all diffuse and are also

convectively transported by the fluid motion.

1.1.2 Boundary conditions

The fluid is confined between two horizontal plates z = 0 and z = 1, which are

maintained at constant uniform temperatures at the top and bottom boundary

as follows:

T = 1 at z = 0, and T = 0 at z = 1. (1.8)
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The system we consider is periodic in x with a cell of width L and we want to solve

the equations of convection system (1.4) in the region (0 6 x 6 L; 0 6 z 6 1).

Therefore, we impose periodic boundary conditions appropriate to a cell of width

L. We assume the simplest boundary conditions, the stress-free boundary condi-

tions, for which no tangential stresses act at the top and bottom surfaces, with

reflection symmetry about x = 0 (so there is no flow or heat flux through the

sides of the boundary). Thus

ψ = 0 at z = 0, z = 1 and x = 0, x = L,

∂2ψ

∂z2 = 0 at z = 0, z = 1 and x = 0, x = L,

∂T

∂x
= 0 at x = 0, and x = L.

(1.9)

By imposing this boundary conditions, we seek spatial periodic solutions of hor-

izontal period π
L

.

1.1.3 Conduction state

The system (1.4) has the static (conductive) solution, when

ψ = 0, T = 1− z. (1.10)

It is convenient to subtract off this solution by writing

T = 1− z + θ(x, z, t). (1.11)

Substituting the expansion (1.11) into (1.4), the system is rewritten as follows:

∂∇2ψ

∂t
+ J(ψ,∇2ψ) = Pr∇4ψ +RaPr

∂θ

∂x
,

∂θ

∂t
+ J(ψ, θ) = ∂ψ

∂x
+∇2θ,

(1.12)
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and the boundary conditions become:

ψ = 0 at z = 0, z = 1 and x = 0, x = L,

θ = 0 at z = 0, and z = 1,
∂2ψ

∂z2 = 0 at z = 0, z = 1 and x = 0, x = L,

∂θ

∂x
= 0 at x = 0, and x = L.

(1.13)

The equations of Rayleigh–Bénard convection are equivariant with respect to

reflections symmetry in a vertical plane, the Z2 symmetry, and invariant un-

der the transformation (x, z, ψ, θ) → (x, 1 − z,−ψ,−θ) and (x, z, ψ, θ) → (L −

x, z,−ψ,−θ). The system described above has the static (conductive) solution

ψ = θ = 0.

1.1.4 Linear stability analysis

The governing equations of thermal convection (1.12) contain nonlinear terms

which make the theoretical study of such a system complicated. A fundamen-

tal approach to studying such a system is to simplify the process using linear

stability analysis. In linear stability analysis, we neglect all the nonlinear terms

in the PDEs (1.12) and we examine only the stability of small perturbations to

determine whether their amplitude grows or decays with time. The normal mode

solutions that satisfy the boundary conditions (1.13) are:

ψ(x, z, t) = ψ0e
σt sin πx

L
sin πz,

θ(x, z, t) = θ0e
σt cos πx

L
sin πz,

(1.14)

where σ is the growth rate that determines the stability of the system and π
L

is the

horizontal wavenumber of the mode. By differentiating (1.14) and substituting
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into the PDEs (1.12), we get the system on the matrix form as follows:

σa2 + Pra4 −kRaPr

−k σ + a2


ψ0

θ0

 =

0

0

 , (1.15)

where a2 = (k2 + π2) and k = π
L

. Setting the determinant to zero to obtain

the eigenvalues σ1,2, that correspond to the eigenvectors (ψ0, θ0) leads to the

dispersion relation

σ2 + a2(Pr + 1)σ + a4Pr −RaPrk
2

a2 = 0, (1.16)

where the eigenvalues σ1,2 are given by

σ1,2 =
−a2(Pr + 1)±

√
a4(Pr + 1)2 − 4(a4Pr −RaPr k2

a2 )
2 . (1.17)

The boundary of stability is obtained by putting σ = 0 in the quadratic equation

(1.16). Thus, the value of Ra in which the system is considered marginally stable

is

Ra = a6

k2 = (k2 + π2)3

k2 . (1.18)

Then minimizing Ra with respect to k2, we obtain the critical Rayleigh number:

Rac = 27π4

4 ' 657.5, (1.19)

where the critical wavenumber is

kc = π√
2
' 2.221. (1.20)

It follows that if Ra > Rac, the system is linearly unstable, and if Ra < Rac, the

system is linearly stable. Figure 1.2 (a) shows the marginal stability curve σ = 0,

which is the boundary between the growing (unstable) and decaying (stable)
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(a) (b)

(c) (d)

Figure 1.2: (a) The marginal stability curve: graph of critical Rayleigh number Ra
against the wavenumber k from (1.18). (b,c,d) Sketch of the graph of σ(k,Ra) for fixed
Pr = 0.1, (b) Ra = Rac = 657.5, (c) Ra = 650 < Rac, (d) Ra = 680 > Rac from (1.17).

modes in the plane of the Rayleigh number Ra and the wavenumber k. Figure

1.2 (b,c,d) show the graph of σ as a function of k for fixed Pr = 0.1 where (b)

Ra = Rac, (c) Ra < Rac and (d) Ra > Rac.
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1.1.5 Nonlinear convection

Rayleigh–Bénard convection sets in when the Rayleigh number exceeds the crit-

ical Rayleigh number Rac. Therefore, any perturbation given to the system will

grow exponentially until nonlinear terms become important. The nonlinear sys-

tem then can be reduced to an amplitude equation using weakly nonlinear method

[38, 80, 94]. The method consists of an expansion of the solution of the full PDEs

close to the critical value of the control parameter Ra in terms of a small pa-

rameter. Substituting the expansion into the governing equation (1.12), resulting

in a reduced set of equations that describes the nonlinear interaction between a

few unstable modes. We will give detailed examples of this kind of calculation in

Section 2.4, but in this case, the equation close to Rac for the amplitude u(t) for

Rayleigh–Bénard convection takes the form:

du

dt
= Pra2

(1 + Pr)µu−
Prk2

8 (1 + Pr)u
3, (1.21)

where a2 = (k2 + π2), k = π
L

and µ is the unfolding parameter close to the critical

value of the control parameter Ra, µ = Ra−Rac. The amplitude equation (1.21)

indicates that the primary bifurcation of Rayleigh–Bénard convection is a super-

critical pitchfork bifurcation. A great number of investigations have been done in

understanding the nonlinear fluctuation and the instability in Rayleigh–Bénard

convection. Patterns like rolls, hexagons, rotating spirals, spiral-defect chaos and

many other discoveries have been observed in Rayleigh–Bénard convection. An

important review of Rayleigh–Bénard studies is made by [17, 71].
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1.2 Swift–Hohenberg equation

In the context of Rayleigh–Bénard convection, we mention the Swift–Hohenberg

equation. This equation was derived initially by Swift and Hohenberg in 1977

[102] to describe the effects of thermal fluctuations and the evolution of roll

patterns close to the onset of Rayleigh–Bénard convection. Later, the Swift–

Hohenberg equation has been considered as a model of pattern formation in

many physical problems, including convection [23, 32, 35], chemical reactions with

diffusion [69] and nonlinear optics [70], as it reproduces many universal features

of pattern formation. The Swift–Hohenberg equation is a partial differential

equation in the form:

∂u

∂t
= ru− (q2

c + ∂xx)2u+N(u; b), (1.22)

where u(x, t) is a real scalar variable that represents the local convection mo-

tion, r is a control parameter that corresponds to the Rayleigh number Ra in

Rayleigh–Bénard convection, qc is the critical wavenumber, and N(u; b) refers to

the nonlinear terms, where b represents further parameters. The linear part of

(1.22) have two control parameters r and qc. Applying the following scaling

t→ 1
q4
c

t, r → q4
cr, x→ 1

qc
x, N(u; b)→ q4

cN(u; b) (1.23)

to (1.22) we get the same equation with qc = 1. Therefore, the linear part of

(1.22) is fully parameterized with only one control parameter r which helps to

simplified the analysis and the numeric integration. Thus, we consider qc = 1 in

this thesis.
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1.2.1 Linear stability analysis

The linear stability of the trivial state u = 0, is obtained by considering solutions

of the form u(x, t) = eσt+ikx, where σ is the growth rate of a perturbation with

wavenumber k. Then, the dispersion relation is

σ = r − (1− k2)2. (1.24)

Marginal stability occurs when σ = 0, at which point

r = (1− k2)2. (1.25)

Then minimizing the marginal value r with respect to the wavenumber k, we

obtain rc = 0 with kc = ±1. The trivial solution is stable when r < 0 since σ < 0

for all k. If r > 0, there is instability for a band of wavenumbers centred on

kc = ±1. Figure 1.3 (a) shows the marginal stability curve from (1.25) and the

plot of the dispersion relation is shown in Figure 1.3 (b,c) and (d). The linear

behaviour of the Swift–Hohenberg equation with control parameter r replicates

the linear behaviour of the Rayleigh–Bénard convection with control parameter

Ra which is one reason the Swift–Hohenberg equation was proposed as a model

of Rayleigh–Bénard convection [102].

1.2.2 Nonlinear results: extended and localized states

In the Swift–Hohenberg equation, two common nonlinearities are considered: the

quadratic-cubic nonlinearities N23(u; b) = bu2 − u3 [15, 18, 19] and the cubic-

quintic nonlinearities N35(u; b) = bu3−u5 [23]. For periodic boundary conditions,

the model (1.22) with both nonlinearities N23 and N35 has translation symmetry

and is reversible, that it is equivariant under spatial reflections (x, u)→ (−x, u).
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(a) (b)

(c) (d)

Figure 1.3: (a) The marginal stability curve: graph of r against the wavenumber k
from (1.25). (b,c,d) Sketch of the graph of σ(k, r), (b) for r = rc = 0, (c) r = −0.1 < rc,
(d) r = 0.1 > rc from (1.24).

The model with N35 has additional symmetry (x, u) → (x,−u). Therefore, the

model with N35 is analogous to Rayleigh–Bénard convection with identical bound-

ary conditions at the top and bottom while the quadratic term u2 in N23 breaks

this symmetry.

Applying weakly nonlinear theory, the Swift–Hohenberg equation can reduced
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to an equation for the amplitude z(t):

dz

dt
= rz − A|z|2z, (1.26)

where A = 3− 38
9 b

2 for N23 [20, 69] and A = −3b for N35 [23]. When the system

loses its stability at r = 0, the parameter b plays an important role in identifying

the type of pattern-forming instability. It is supercritical if b2 < 27
38 for N23 and

b < 0 for N35 and subcritical if b2 > 27
38 for N23 and b > 0 for N35.

Although the Swift–Hohenberg equation cannot be directly derived from two-

dimensional Rayleigh–Bénard convection, it captures many of the patterns ob-

served in Rayleigh–Bénard convection near the critical Rayleigh number. In two

dimensions, extended patterns such as rolls [41, 111], hexagons [118] and later

spiral-defect chaos [117] have been found in investigations of the Swift–Hohenberg

equation and its generalisations. The term “extended pattern” refers to a pattern

that fills the domain (as in Figure 1.4 a). When considering nonlinear behaviour,

the Swift–Hohenberg equation (1.22) (one PDE for a function of x and t) is much

easier to analyse than the PDEs for Rayleigh–Bénard convection (two PDEs for

two functions of x, z and t).

In the case of a subcritical pitchfork bifurcation, localized patterns have also

been found in numerical investigations of the Swift–Hohenberg equation [15, 20–

23, 25, 27, 29, 44, 47, 116]. The term “localized pattern” refers to a pattern

that is found in one part of the domain while surrounded by the trivial state

(as in Figure 1.4 b). Localized patterns have not been obtained in Rayleigh–

Bénard convection partly because its pitchfork bifurcation is supercritical, but

they do arise in other systems such as plane Couette flow [95], soft matter systems

[100], time-dependent systems [2, 3, 119] and double-diffusive convection [11, 12,

74]. The Swift–Hohenberg equation is considered as a generic model of localized

pattern formation.
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(a) (b)

Figure 1.4: Sample profiles of (a) extended steady state and (b) localized steady state
solutions.

Indeed, the appearance of spatially localized steady states (LSS) can be un-

derstood in terms of the steady Swift–Hohenberg equation in one-dimension,

treated as a fourth-order ordinary differential equation (ODE) in space [15, 20–

23, 25, 27, 29, 44, 47, 116]

ru− (1 + ∂xx)2 u+N(u; b) = 0. (1.27)

The analysis shows that in bistable systems, localized states occur when the

steady states (SS) pattern connects to the trivial state as |x|→ ∞. This indicates

that the trivial state has both stable and unstable eigenvalues. These can be

obtained from the linear problem of (1.27). The neutral stability curve of steady

state solutions of the form u = u0e
λx, is:

r =
(
1 + λ2

)2
, (1.28)

where λ is the spatial eigenvalues of the trivial state u0 = 0. Near r = 0 there
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Figure 1.5: Spatial eigenvalues of the trivial state in the complex plane when (a) r < 0,
(b) r = 0, and (c) r > 0 from [53].

are four spatial eigenvalues given by

λ = ±i±
√
−r
2 +O(r). (1.29)

For r < 0, there are four eigenvalues with two positive and two negative real

parts. This indicates that when r < 0 the amplitude of solutions close to the

trivial state u = 0 will grow or decay. For r > 0, all the eigenvalues lie on

the imaginary axis. At r = 0, there is a pair of imaginary eigenvalues (±i).

The bifurcation at r = 0 is considered as a Hamiltonian–Hopf bifurcation in a

reversible system since the four complex eigenvalues become pure imaginary as r

passes through zero. Figure 1.5 shows the behaviour of spatial eigenvalues at a

Hamiltonian–Hopf bifurcation.

The spatial analysis of localized states suggests that in a subcritical bifurca-

tion and when the control parameter r is varied there are heteroclinic tangencies

between the stable (W s) and unstable (W u) manifolds of a saddle-focus equi-

librium (the trivial state O) and a saddle-type periodic state L (see Figure 1.6

and [25, 27, 44, 116]). At some point the unstable manifold W u(O) to the origin

intersects with the stable manifold W s(O) leading to a homoclinic connection to

the trivial state (Figure 1.6 b). At this point, the trajectories leave the trivial

state as x increases from −∞ and return to trivial state as x→∞ (as in Figure

1.4 b). There is an infinite number of different localized solutions in this region
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Figure 1.6: Illustrating graphic of the stable and unstable manifolds of the trivial
state O and the periodic state L from [116]. The panels (a-f) show the heteroclinic
tangencies between a saddle-focus point O and a saddle-type periodic orbit L as the
bifurcation parameter r varies. The dashed and solid line indicate to the stable and
unstable manifolds, respectively.

of heteroclinic tangencies (Figure 1.6 c), bounded between the first (Figure 1.6 b)

and last (Figure 1.6 d) tangencies between the unstable manifold W u(O) to the

origin and stable manifold W s(L) to the periodic state. This region is called the

snaking region. Outside the snaking region, only a finite (possibly zero) number

of localized states can be present.

This analysis is confirmed by solving the Swift–Hohenberg equation numeri-

cally. Figure 1.7 shows an example of localized states in the one dimensional

Swift–Hohenberg equation with N23 nonlinearity from [18]. The figure shows a

pair of branches of spatially localized states with odd L0 and even L1 number

of peaks that bifurcate subcritically from the trivial state in a system of infinite

domain. Both branches start with a small amplitude and with a large number

of peaks. With decreasing the control parameter r, the localized solutions grow

in amplitude and shrink in width. Each branch adds an oscillation on each side
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Figure 1.7: Bifurcation diagram showing the two homoclinic branches with odd L0 and
even L1 peaks of the Swift–Hohenberg equation with the nonlinearities N23 from [18],
where b = 1.8. P refers to the branch of spatially periodic patterns with the Maxwell
point M , the value of r at which the flat and spatially periodic state have equal free
energies. The right panel (b) shows several sizes of localized solutions along the two
branches. The shaded region refers to the snaking region. The solid and dashed lines
indicate stable and unstable solutions, respectively.

at each saddle-node bifurcation as it snakes back and forth producing homoclinic

snaking. In a system of finite domain, both branches terminate at the saddle-node

bifurcation of the subcritical periodic state with amplitude and width comparable

to the periodic state [42].

Similar localized structures are found in the Swift–Hohenberg equation with

the N35 nonlinearity [23]. Localized states are also obtained in the extended

Swift–Hohenberg equation with nonlinearity that includes spatial derivatives such

as (ux)2, |uxx|2, and uuxx [18, 31, 64]. The bifurcation structure of localized

states has also been explored in two-dimensional [67, 68] and three-dimensional

investigations [73] of the Swift–Hohenberg equation. Localized spot and hexagon

patches have been found [67, 68] in the two-dimensional Swift–Hohenberg equa-

tion.
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Figure 1.8: Schematic diagram of convection cells occurring in two-dimensional ther-
mosolutal convection in a layer of fluid that is warm and salty on the bottom and cold
and fresh on the top.

The aim of this dissertation is to understand the pattern-forming instability

and localized patterns in convection systems that have two driving gradients;

such systems are called double-diffusive convection. This is explained further in

the next section.

1.3 Double-diffusive convection

In thermal convection, the fluid is driven by temperature gradients between the

top and bottom layer, as we mentioned in Section 1.1. When the fluid is driven by

two different gradients, it is called double-diffusive convection. The two gradients

can be temperature and concentration in thermosolutal [33, 45, 78, 79, 99] and

binary convection [52, 54, 112], or temperature and magnetic field in magneto-

convection [4, 26, 86, 92, 115].

Thermosolutal convection, for example, occurs in fluids subject to gradients

both in temperature and solute in a layer of fluid that is warm and salty on

the bottom and cold and fresh on the top (see Figure 1.8). Magnetoconvection

occurs in electrically conducting fluids, such as the core of the Sun, that imposing

a vertical magnetic field on a convecting layer. Depending on the strength of the

gradients and the relative diffusivities, the convection patterns can be steady or

oscillatory. In this dissertation, we focus on convection where steady flows and
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oscillations occur at the same critical wavenumber, as happens in thermosolutal

and binary convection. In magnetoconvection [4, 26, 86, 92, 115] and rotating

convection [109, 110, 121], a steady state and oscillation occur at different critical

wavenumbers, which is more complicated. In the next section, we introduce the

governing equations of thermosolutal and binary convection and implement a

linear stability analysis.

1.3.1 Governing equations

We consider the non-dimensional PDEs governing two-dimensional Boussinesq

convection in a binary convection (case B) [10, 52, 54, 112] and thermosolutal

convection (case T) [33, 45, 77, 79, 82] in a layer of fluid heated from below, with

the motion confined to a container of depth d in the z-direction and width L in

the x-direction. We considering two-dimensional fluid that dependent on x and z

only with no y-dependence and assuming that the fluid in incompressible based

on Boussinesq approximation. Then the PDEs are expressed in terms of the equa-

tions of stream-function ψ (1.2), temperature perturbation θ and concentration

Σ as follows:

∂∇2ψ

∂t
+ J

(
ψ,∇2ψ

)
= Pr∇4ψ + PrRa

∂θ

∂x
+


−PrRs∂Σ

∂x
case T,

P rRaS ∂Σ
∂x

case B,
∂θ

∂t
+ J (ψ, θ) = ∂ψ

∂x
+∇2θ,

∂Σ
∂t

+ J (ψ,Σ) = ∂ψ

∂x
+


ζ∇2Σ case T,

−τ∇2θ + τ∇2Σ case B.

(1.30)

The Laplacian ∇2 and the Jacobian operator J are defined by (1.5) and (1.6).

The variables in the governing equations are in dimensionless form; the x and
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z are scaled by the depth d and time is scaled by d2

κ
, where κ is the thermal

diffusivity. The temperature θ and concentration are scaled by the temperature

difference ∆θ and the concentration difference ∆Σ. In fact, θ and Σ have a

linear gradient subtracted off, so the true dimensionless temperature is 1− z + θ

and concentration is 1 − z + Σ. The dimensionless parameters in (1.30) are the

Rayleigh number Ra and the Prandtl number Pr, given by (1.7), Rs and ζ are

the solutal Rayleigh and Prandtl numbers, respectively

Rs = gβ∆Σd3

κν
,

ζ = κs
κ
,

(1.31)

S and τ are the separation ratio and Lewis number, respectively

S = βγ2

Dα
,

τ = D

κ
,

(1.32)

where κ, κs and D are the thermal, solute, and concentration diffusivity, respec-

tively, ν is the kinematic viscosity, g is the acceleration due to gravity, d is the

fluid depth, β is the solutal expansion coefficient, γ2 is the coefficient of the Soret

effect and α is the coefficient of thermal expansion.

The momentum, heat and concentration in the governing equation (1.30) all

diffuse and are transported by the fluid motion. The temperature gradients and

concentration gradients in the momentum equation give rise to buoyancy forces.

The separation ratio is a measure of the coupling between the temperature and

concentration term and can take both positive and negative sign depending on

the sign of the Soret effect [84]. The Soret effect is the ability of two mixtures

to mix depending on the temperature. In the negative Soret effect case, thermal

and concentration gradients are of opposite sign and since the thermal gradient is

destabilizing the concentration gradient stabilizing, then the heavier component
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is condensed near the hotter boundary. The onset of convection then is driven by

the temperature difference much greater than for a pure fluid Rayleigh–Bénard

convection.

1.3.2 Boundary conditions

Similar to Rayleigh–Bénard convection, we solve the equations of convection sys-

tem (1.30) in the region (0 6 x 6 L; 0 6 z 6 1) and we impose periodic boundary

conditions appropriate to a cell of width L. Therefore, we consider stress-free

boundary conditions for which no tangential stresses act on the surfaces with

no flow and no heat and solutal flux through the sides of the boundary and the

temperatures are fixed at the top z = 1 and bottom z = 0 boundaries. Therefore,

we consider the following boundary condition

ψ = 0 at z = 0, z = 1 and x = 0, x = L,

θ = Σ = 0 at z = 0, and z = 1,
∂2ψ

∂z2 = 0 at z = 0, z = 1 and x = 0, x = L,

∂θ

∂x
= ∂Σ
∂x

= 0 at x = 0, and x = L.

(1.33)

With these boundary conditions the equations describing the two-dimensional

convection (1.30) are equivariant with respect to reflections symmetry in a ver-

tical plane, the Z2 symmetry. The system also has a further symmetry, it is

invariant under the transformation (x, z, ψ, θ,Σ) → (x, 1 − z,−ψ,−θ,−Σ) and

(x, z, ψ, θ,Σ) → (L − x, z,−ψ,−θ,−Σ). The system described above has the

static (conductive) solution ψ = θ = Σ = 0.
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1.3.3 Linear stability analysis

Let us consider the linear stability analysis of the above equations (1.30) by

deleting all the nonlinearities and assuming the eigenfunctions of the linearized

problem that satisfy the boundary conditions are

ψ(x, z, t) = ψ0e
σt sin πx

L
sin πz,

θ(x, z, t) = θ0e
σt cos πx

L
sin πz,

Σ(x, z, t) = Σ0e
σt cos πx

L
sin πz,

(1.34)

where σ is the growth rate that determines the stability of the system and π
L

is

the horizontal wavenumber of the mode. By differentiating (1.34) and plugging

into the PDEs (1.30), we get

σψ0a
2 = − Pra4ψ0 + kPrRaθ0 +


−kPrRsΣ0 case T,

kPrRaSΣ0 case B,

σθ0 = kψ0 − a2θ0,

σΣ0 = kψ0 +


−ζa2Σ0 case T,

+τa2θ0 − τa2Σ0 case B.

(1.35)

This can be written in matrix form for thermosolutal convection as

σa2 + Pra4 −kRaPr kPrRs

−k σ + a2 0

−k 0 σ + ζa2




ψ0

θ0

Σ0

 =


0

0

0

 , (1.36)
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and for binary convection as


σa2 + Pra4 −kRaPr −kRaPrS

−k σ + a2 0

−k −τa2 σ + τa2




ψ0

θ0

Σ0

 =


0

0

0

 , (1.37)

where a2 = (k2 + π2), and k = π
L

. The eigenvalues are obtained by setting the de-

terminant to be zero which leads to the dispersion relation. In the thermosolutal

case this is

σ3 + a2 (1 + ζ + Pr)σ2 +
(
a4 (ζ + Pr (1 + ζ))− 1

a2 (k2Pr (Ra−Rs))
)
σ

+ (a6Prζ − k2Pr (Raζ −Rs)) = 0, (1.38)

and

σ3 + a2 (1 + τ + Pr)σ2 +
(
a4 (τ + Pr (1 + τ))− 1

a2 (k2RaPr (1 + S))
)
σ

+ (a6Prτ − k2RaPr (τ + S (τ + 1))) = 0 (1.39)

in the binary case. The dispersion relation (1.38) and (1.39) are cubic equations

with real coefficients and there roots are either all real or have one real with

complex-conjugate roots. The boundary of stability occurs when one of the roots

equal zero (when σ = 0), gives the pitchfork bifurcation as follows:

RaPF =


Rs
ζ

+Ra0 case T,

τ
τ+S(τ+1)Ra0 case B,

(1.40)

where

Ra0 = a6

k2 . (1.41)
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A Hopf bifurcation occurs when the pair of complex-conjugate roots cross the

imaginary axis (when σ = iω). From the real and imaginary part, we get for the

thermosolutal case

−a2(1 + ζ + Pr)ω2 + a6Prζ − k2Pr (Raζ −Rs) = 0, (1.42)

−ω3 +
(
a4 (ζ + Pr (1 + ζ))− 1

a2

(
k2Pr (Ra−Rs)

))
ω = 0, (1.43)

and for the binary case

−a2(1 + τ + Pr)ω2 + a6Prτ − k2RaPr (τ + S (τ + 1)) = 0, (1.44)

−ω3 +
(
a4 (τ + Pr (1 + τ))− 1

a2

(
k2RaPr (1 + S)

))
ω = 0. (1.45)

From (1.43) and (1.45), we get

ω2 =


a4
[
(ζ + Pr (1 + ζ))−

(
Pr(Ra−Rs)

Ra0

)]
≥ 0, case T,

a4
[
(τ + Pr (1 + τ))−

(
Pr(1+S)Ra

Ra0

)]
≥ 0, case B,

(1.46)

where Ra0 is given by (1.41). The system has a Hopf bifurcation which is found

by substituting ω2 in (1.42) for the thermosolutal case and in (1.44) for the binary

case as follows:

RaHopf =


ζ+Pr
1+PrRs+ (1+ζ)(Pr+ζ)

Pr
Ra0, case T,

(1+τ)(1+Pr)(τ+Pr)
Pr(1+Pr(1+S)) Ra0, case B.

(1.47)

The Rayleigh number for the onset of convection is obtained by minimizing Ra

with respect to k2. In all cases, the wavenumber dependence comes only through

Ra0, which has a minimum value 27π4

4 at k = kc = π√
2 . Therefore, the critical
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numbers for the thermosolutal case are

RaPF = 27π4

4 + Rs

ζ
,

RaHopf = ζ + Pr

1 + Pr
Rs+ 27π4

4
(1 + ζ)(Pr + ζ)

Pr
.

(1.48)

and
RaPF = 27π4

4
τ

τ + S (τ + 1) ,

RaHopf = 27π4

4
(1 + τ) (1 + Pr) (τ + Pr)
Pr (1 + Pr (1 + S))

(1.49)

for the binary case. Linear stability analyses were considered by [5, 45] for ther-

mosolutal convection and by [54] for binary convection. The analyses show that,

when Rs and S are small, the first bifurcation as Ra increases is the pitchfork

bifurcation, leading to steady patterns. The bifurcation changes to Hopf with os-

cillatory patterns when the second control parameter (the solutal Rayleigh num-

ber Rs in the thermosolutal case and the separation ratio S in the binary case)

become stronger than a critical value (see Figure 1.9). The point where the bi-

furcation changes from steady to oscillatory is called the Taken–Bogdanov (TB)

point. At this point, the pitchfork and Hopf bifurcations are coincident, and the

system then has two zero eigenvalues when Ra reaches

Rac = (ζ + Pr)
Pr (1− ζ)Ra0,

Rsc =ζ
2 (1 + Pr)
Pr (1− ζ) Ra0

(1.50)

for the thermosolutal case and

Rac = (τ + Pr)
Pr (1− τ (1 + S))Ra0,

Sc = −τ 2 (Pr + 1)
Pr + τ (1 + τ) (Pr + 1)

(1.51)
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Figure 1.9: Unfolding diagram for the pitchfork (pink solid line) and Hopf (red line
with star markets) in the (Ra,Rs)-plane from (1.48), when ζ = 0.5, P r = 2. At the
co-dimension two Takens–Bogdanov point (TB), (Rac, Rsc) = (1647, 495), the Hopf and
pitchfork bifurcations are coincident.

(a) Rs < Rsc (b) Rs = Rsc (c) Rs > Rsc

Figure 1.10: Plot of the neutral stability curves for pitchfork and Hopf bifurcation from
(1.40) and (1.47) for thermosolutal convection where ζ = 0.5, P r = 2. The pink solid
line refers to the pitchfork bifurcation (the boundary of stability σ = 0), and the red
circle line refers to the Hopf bifurcation where ω2 ≥ 0. The dashed red line is the real
eigenvalues of the Hopf bifurcation where ω2 ≤ 0 and only pitchfork bifurcation exist.
(a) Rs < Rsc where only the pitchfork exist, (b) Rs = Rsc = 495 where the pitchfork
and Hopf bifurcation are coincidence, and (c) Rs > Rsc where the pitchfork and Hopf
bifurcation both exist.

in the binary case. Figure (1.10) shows the neutral stability curves for pitchfork

and Hopf bifurcation for thermosolutal convection (a) for Rs < Rsc where only
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the pitchfork exist and (b) for Rs = Rsc where the pitchfork and Hopf bifurcation

are coincidence at TB point, (c) for Rs > Rsc where the pitchfork and Hopf

bifurcation both exist.

1.3.4 Nonlinear investigations

The nonlinear dynamics of double-diffusive convection has been of interest for

many years. The nonlinear dynamics of double-diffusive convection is not fully

understood due to the difficulty of the system. This difficulty inspired the idea of

reducing the PDEs to a low order set of ordinary differential equations (ODEs)

using a truncation method, which was introduced by [108]. The idea is to expand

the variables of the state fluid in terms of a finite number of modes and substitute

the expansion into the PDEs while neglecting the higher order nonlinearities. This

leads to a fifth-order ODE that captures the qualitative features of the full system

[56, 108]. Analytical investigations of the low order set of the thermosolutal

problem show that the steady branch is subcritical and the oscillatory branch is

supercritical and always terminates on the steady solution branch in a heteroclinic

orbit (see Figure 5.1 a). These analytical results agree with the numerical results

for the full PDEs system [33, 45, 77].

The low order set of ODEs are reduced further using weakly nonlinear theory

[56], or perturbation theory [108] or centre-manifold theory [89] to the second

order Van der Pol–Duffing equation [108]

ü− u3 − λu = εκu̇+ εNu2u̇+O(ε2), ε� 1, (1.52)

where u is the amplitude of the lowest-order mode of the stream function, κ and

λ are unfolding parameters, N is a constant, and the dot indicates the deriva-

tive with respect to time. The parameter ε controls how close the system is to
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the TB point. The equation (1.52) is the amplitude equation for two-dimensional

double-diffusive convection with Z2 symmetry. In the presence of periodic bound-

ary conditions in the horizontal direction, the two-dimensional double-diffusive

convection is invariant under the translations (x→ x+ d), and invariant with

respect to reflection symmetry in a vertical plane (the O(2) symmetry). The

system in this case is reduced to the Takens–Bogdanov normal form [34]

Z̈ = µZ + A|Z|2Z + ε
(
νŻ + C

(
ŻZ̄ + Z ˙̄Z

)
Z +D|Z|2Ż

)
+O(ε2), ε� 1

(1.53)

where Z is the complex amplitude of the pattern, µ and ν are the unfolding

parameters, A,C andD are constants, the dot denotes differentiation with respect

to time, and ε controls how close the system is to the TB point.

The linear part of the amplitude equation has two zero eigenvalues at the TB

point. The amplitude equation is simple, which allows investigations of instability

close to the onset of convection more easily than the full PDEs.

Different bifurcation scenarios obtained by the analysis of the amplitude equa-

tion are found close to onset [34, 52]. It is found that the oscillatory branch can

bifurcate subcritically in a Hopf bifurcation. The analysis of the amplitude equa-

tion with O(2) symmetry given by [34] can also distinguish the type of pattern:

steady states (SS), travelling waves (TW), standing waves (SW) and modulated

waves (MW). This is explained in more detail in Chapter 2. Extended TW, SW,

and MW solutions have been found in the numerical investigations of thermoso-

lutal convection [37, 98, 105]. A transition from SS to TW has been numerically

discussed for the binary convection [7, 120]. Recently, a nonlinear SW solutions

have been numerically obtained in binary convection [49, 72].

In the subcritical regime between the trivial state and the periodic SS, branches

of LSS with homoclinic snaking have been obtained in numerical investigations
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of thermosolutal convection [12] and binary convection [11, 74, 75]. The snaking

branches behave like those in the Swift–Hohenberg equation. At a given Rayleigh

number, odd and even branch solutions of different widths can be found.

For binary convection, the system undergoes a subcritical Hopf bifurcation to

TW for negative separation ratio S [62, 120]. In the parameter regime where

the TW bifurcate subcritically from the conduction state, localized travelling

waves (LTW) have also been obtained. The LTW solution refers to the spatially

localized cells whose envelope moves with a characteristic speed in time with

the surrounding trivial state. In contrast with LSS, the LTW have fixed and

uniquely selected width, which was discovered in experimental [57, 59, 60, 83]

and numerical [6, 8, 103] studies of binary convection, with a negative separation

ratio = −0.08. This was also observed later in numerical simulations of the

full system of binary convection with different but still small negative separation

ratios = −0.123 [112] and −0.1 [120].

With different experimental parameters, LTW with different widths were also

obtained by [6, 8, 101]. For separation ratio S = −0.25, the numerical investiga-

tion of the full system in [6] agreed with the experimental results obtained in a

narrow annular box [101]. All the obtained LTW have the same amplitude and

frequency, and they only differ slightly in the central part. The authors in [8]

show numerical results from solving the full PDEs of binary convection at different

scaled Rayleigh numbers r = Ra
Rac

, with separation ratio S = −0.25. They found

that in a narrow interval band of scaled Rayleigh numbers (1.241 ≤ r ≤ 1.246),

different LTW have different widths. For Rayleigh numbers above and below this

interval the obtained LTW have fixed widths for the same parameter values.

The LTW branches are not easy to obtain numerically, as they are not translat-

ing version of an LSS. This is because the group velocity is not equal to the phase

velocity in LTW solutions. The authors in [112–114] obtained a new numerical
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method which has two unknown variables: group velocity and temporal period,

as well as other system parameters. They used the method of solving the PDEs

of binary convection in the large but finite domain, and they found that the LTW

branch does not snake while the LSS branches snake back and forth.

Moving localized steady states which are called moving convectons, have been

found numerically in two-dimensional binary convection by [76]. In contract to

LTW, the moving convectons have been obtained in a subcritical steady state and

occur because the midplane reflection symmetry is broken by applying different

boundary conditions at the top of the layer than at the bottom. While the LTW

move because of a non-zero group speed and occur in a subcritical TW regime.

Other types of patterns such as undulating TW where the waves travel first to

the left and then to the right, again and again, have been obtained recently in

numerical investigations of binary convection [120]. Three-dimensional double-

diffusive convection has been discussed numerically by [13, 14] where convection is

driven by temperature and concentration differences imposed on a pair of opposite

vertical boundaries. Two families of spatially localized steady states have been

found in the subcritical bifurcation from the conduction state: a pair of primary

branches that snake within a well-defined range of Rayleigh numbers and twisted

convectons generate at the secondary snaking branches.

Overall, double-diffusive convection exhibits a variety of extended oscillation

and localized patterns. So far, all the investigations that have been made in

the PDE models of convection system, which is complicated and numerically

expensive due to having to resolve the two PDEs for two functions of x, z and

t. This led us to develop a new simple model similar to the Swift–Hohenberg

equation. The model we aim to develop should replicate the linear behaviour

of double-diffusive convection. Also, the linear part should reduce further to

the Takens–Bogdanov equation, using weakly nonlinear analysis. The aim is to
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investigate the nonlinear behaviour near the Takens–Bogdanov point in a simple

model which helps foster a better understanding. Numerically, the model should

reproduce the same types of patterns which have been found in double-diffusive

convection, including the extended and localized patterns.

1.4 Thesis outline

This dissertation has six chapters, including this one. In Chapter 2, we highlight

some analysis obtained by [34] for the Takens–Bogdanov equation (1.53). This

equation describes the behaviour of the solution near the onset of convection.

The analysis obtained by [34] shows different bifurcation senarios and different

types of solutions, including some related to the stability region. Therefore, this

paper will be the basis for our investigations since we aim to attain the Takens–

Bogdanov type solutions from the new model. We also show the derivation of the

amplitude equation for the thermosolutal PDEs using a weakly nonlinear method.

In Chapter 3, we create the linear part of the model based on linear anal-

ysis of double-diffusive convection. Also, we discuss the nonlinearities which

we can added to the model, taking into account Lyapunov stability and allow-

ing up to two spatial derivatives. In this chapter, we choose simple nonlin-

earities u2, u3, u2ut, and u3
t to simplify the model. The model reduces to the

Takens–Bogdanov normal form equation after applying a weakly nonlinear anal-

ysis. When the model is reduced to the Taken–Bogdanov normal form, we are

in a position to use the result obtained by [34]. The model with this choice of

nonlinearities represents the case labelled II− (with A < 0) in [34] in which only

stable SS and TW exist (see Figures 3.6 and 4.3).

Although the linear part of the model captures the linear part of double-

diffusive convection, we aim to make the model more generic to be relevant to
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other pattern-forming problems with a Takens–Bogdanov normal form. There-

fore in Chapter 4, we extend our choice of nonlinearities to match many cases

obtained by [34]. The new nonlinear term in this chapter is uuxx, in addition to

the previous nonlinearities in Chapter 3. These choices allow the model to match

more cases obtained by the normal form [34], where the amplitude equation shows

stable extended SW and MW as well as TW and SS. We numerically solve the

model using the spectral method and the second order exponential time differ-

encing (ETD) method. We show the stability region and the types of solutions

for two cases labelled II− (with A < 0) and III− (with A < 0) in [34] (see Figures

4.4 and 4.5). We also compare the stability region and the types of solutions we

obtained from numerical integrations with the stability region obtained by the

normal form [34]. Numerically, we obtain the SS, TW and SW but not the MW,

which only occur in the normal form in a narrow region between the half lines

LH (Hopf bifurcation of MW from TW) and Ls2 (Hopf bifurcation of MW from

SW) (see Figure 4.5).

In Chapter 5, we aim to obtain localized solutions from the model. The pre-

vious nonlinearities in Chapter 3 and 4 allow only supercritical bifurcations. In

order to obtain the subcritical regime, we extend the nonlinearities further. By

adding more nonlinearities (ux)2ut and uuxuxt, the model then allows subcritical

bifurcation for the pitchfork and Hopf bifurcation branches. Thus, the model we

consider in this dissertation with all nonlinearities is

∂2u

∂t2
=
µ− (1 + ∂2

∂x2

)2
u+

ν − b(1 + ∂2

∂x2

)2
 ∂u

∂t

+Q1u
2 +Q3uuxx + C1u

3 + C2u
2ut + C4u

3
t + C5(ux)2ut + C6uuxutx.

(1.54)

where µ and ν are the control parameters and the coefficientsQ1, Q3, C1, C2, C4, C5,

and C6 are constants, constrained only by Lyapunov stability. The coefficients Q2

and C3 for the terms u2
t and uu2

t have been dropped from the model (see Chapter
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3 and Chapter 4).

The two cases we consider in Chapter 5 are labelled IV− (with A > 0) and

I− (with A < 0) in [34] (see Figure 5.1). The case I− (with A < 0) allows

a subcritical SS branch from a pitchfork bifurcation, and the case IV− (with

A > 0) allows a subcritical TW branch from a Hopf bifurcation. We numerically

solve the model in a small domain to check the stability and the type of solution

compared with the normal form (see Figures 5.2, 5.3, 5.10 and 5.11). Then, we

increase the domain size to obtain localized solutions.

In the case with a subcritical pitchfork bifurcation, we find a LSS with ho-

moclinic snaking (see Figures 5.6, and 5.7) and isolated branches (see Figure

5.8) for two different distances from the onset of convection. The LSS branches

are obtained by continuation using Newton iteration. The snaking behaves like

the Swift–Hohenberg equation where the snaking region occurs away from the

Hopf bifurcation band. However, in the absence of the saddle-node, the isolated

branches start in the region where bistability can be observed between the trivial

and periodic state to the region where the trivial state becomes unstable, passing

the Hopf bifurcation point. A new type of localization is obtained in the region

where the small-amplitude SW coexist with large-amplitude SS producing LSS

with an MW background (see Figure 5.5 b).

In the case with a subcritical Hopf bifurcation, we find a LTW where the

envelope structure changes with time (see Figure 5.12). All the LTW we find have

the same width, regardless of initial conditions. In the region where the small-

amplitude SS and large-amplitude TW coexist, we find LTW with SS backgrounds

(see Figure 5.13).

Further discussion and conclusions are presented in Chapter 6.
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Chapter 2

Takens–Bogdanov normal form

2.1 Introduction

The normal form that describes the amplitude behaviour near the onset of con-

vection is called the Takens–Bogdanov (TB) equation. Close to the TB point, the

bifurcation changes from a pitchfork bifurcation (leading to steady patterns) to

a Hopf bifurcation (leading to oscillatory patterns) with the same wavenumber.

The equations describing two-dimensional double-diffusive convection with peri-

odic boundary conditions are equivariant under the O(2) symmetry. In the O(2)

symmetry the system is invariant under translations (x→ x+d) for any constant

d, and invariant with respect to reflection about x = 0. At a Hopf bifurcation,

there are two solution branches bifurcating from the trivial state; travelling wave

(TW) and standing wave (SW). In the absence of the translation symmetry, the

symmetry group is Z2 and only steady state (SS) and standing wave (SW) can

occur [33, 55, 56].

The normal form equation that describes the nonlinear dynamics near the

codimension-two bifurcation point for system with O(2) symmetry has been dis-

35
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cussed extensively by Dangelmayr and Knobloch (DK) [34]. Their analysis ob-

tained a wide variety of states including: steady state (SS), travelling wave (TW),

standing wave (SW), and modulated wave (MW) as well as the trivial state. The

transitions and bifurcations between these states were also obtained. Since we

aim to extend the Takens–Bogdanov problem, in this chapter we recall some rel-

evant results from [34] in Section 2.2. We will not change notation in order to

simplify the comparison later in Chapter 3, 4 and 5. In Section 2.4, we show

the derivation of the normal form for the PDEs of thermosolutal convection with

O(2) symmetry using weakly nonlinear theory.

2.2 The analysis of the normal form

Throughout this section, we follow [34] closely. The normal form that describes

the amplitude close to the TB point for a system with O(2) symmetry is

z̈ = µz + A|z|2z + ε
(
νż + C

(
żz̄ + z ˙̄z

)
z +D|z|2ż

)
+O(ε2), ε� 1 (2.1)

where z(t) is the complex amplitude of the pattern, µ and ν are the unfolding

parameters, A,C and D are constants, the dot denotes to differentiation with

respect to time, ε controls how close the system is to the TB point. The fourth

order normal form (2.1) can be reduced to third order by expressing z in terms

of real variables (r, φ) as follows

z = reiφ. (2.2)

Plugging (2.2) into (2.1) and taking the real and imaginary part, we get

r̈ − rφ̇2 = µr + Ar3 + ε
(
ν +Mr2

)
ṙ +O(ε2),

rφ̈+ 2ṙφ̇ = ε
(
ν +Dr2

)
rφ̇+O(ε2),

(2.3)
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where M = 2C +D. Let us introduce the “angular momentum”

L = r2φ̇. (2.4)

Then (2.3) can be written as a third-order ODE as follows

ṙ = s,

ṡ = µr + Ar3 + L2

r3 + ε
(
ν +Mr2

)
s+O(ε2),

L̇ = ε
(
ν +Dr2

)
L+O(ε2).

(2.5)

Five types of solutions are found from (2.5), including SS, TW, SW and MW as

well as the trivial state, as follows:

• Trivial solution (T): The trivial solutions occur when r and L vanish

(z = 0). Its stability is determined by the linearization of (2.1) resulting in

a characteristic equation for the growth rate λ

λ2 − ενλ− µ = 0. (2.6)

The pitchfork bifurcation occurs when one eigenvalue is zero along the line

L0 : µ = 0, (2.7)

leading to SS solutions. A Hopf bifurcation occurs when eigenvalues are

complex with zero real part, along the half line

H0 : ν = 0, µ < 0. (2.8)

leading to TW and SW solutions. The trivial solution is stable when µ and

ν are both negative.
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• Steady states (SS): The steady state solutions occur when r > 0, L = 0,

and there is no oscillation in the radial direction (ṙ = s = L̇ = 0) (see

Figure 4.2 a). Thus from (2.5), the amplitude of SS solutions is

r0 =
√
−µ
A
. (2.9)

• Travelling waves (TW): The travelling wave solutions occur when r > 0,

L 6= 0, and there is no oscillation in the radial direction (ṙ = s = 0) (see

Figure 4.2 b). The amplitude and frequency of the travelling wave solutions

are constant. Since L and r are constants, φ̇ is constant, so travelling wave

solutions have the form

z = r0e
iω0t, (2.10)

where r0 is the amplitude and φ̇ = ω0 is the frequency. Substituting in the

normal form equation (2.1), we get

−ω2
0 = µ+ iνω0 + Ar2

0 + iω0Dr
2
0. (2.11)

From the imaginary part the amplitude is

r0 =
√
−ν
D
, (2.12)

where the real part represents the frequency

ω2
0 = −

(
µ+ Ar2

0

)
. (2.13)

• Standing waves (SW): The standing wave solutions occur when L = 0,

and there is an oscillation in the radial direction ṙ 6= 0 (see Figure 4.2 c).

• Modulated waves (MW): The modulated wave solutions occur when L 6=

0, and there is an oscillation in the radial direction ṙ 6= 0. The modulated
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(a) Steady state

(b) Travelling wave

(c) Standing wave in the asymptotic state

(d) Modulated wave in the asymptotic state

Figure 2.1: Sketch of the type of solutions for TB normal form (2.1) where the left-
hand and middle panels represent r and L, respectively. The right-hand panels represent
sketch of the stream-function in double-diffusive convection for each type of solutions.
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wave solutions have two frequency one for orbital motion L and the other

for radial oscillations r (see Figure 4.2 d).

The amplitude of SW and MW solutions can only be computed approximately

close to the Hopf bifurcation but otherwise can be expressed in terms of elliptic

integrals (see below) or can be found numerically.

DK [34] developed an approximation method based on averaging the equations

in the limit of small ε, to reduced the dimension of the normal form further. They

defined an ”energy” E:

E = 1
2s

2 + 1
2
L2

r2 −
1
2µr

2 − 1
4Ar

4, (2.14)

and found averaged equations for Ė and L̇:

Ė = εf(E,L2) +O(ε2), (2.15)

L̇ = εLg(E,L2) +O(ε2), (2.16)

where f, g are expressed as elliptic integrals. The averaging procedure reduced the

third order ODEs in (r, s, L) to second order ODEs for the variables (E,L). The

SW solutions were determined by the solutions of f(E, 0) = 0 with L = 0, while

the MW solutions were determined by the solutions of f(E,L2) = 0 = g(E,L2).

DK [34] also discussed the stability analysis for each type of solution in con-

siderable detail. The bifurcation diagrams are divided into different regions de-

pending on the value of the ratio D
M

(where M = 2C + D), as well as the sign

of A (see Figure 2.2). For A > 0, they found four non-degeneracy conditions

(D 6= 0,M 6= 0, D
M
6= 1

2 and D
M
6= 1

5) that divided the (M,D)-plane into eight

regions. For A < 0, the (M,D)-plane divided into 18 different regions with the

non-degeneracy conditions ( D
M
6= c where c = 0, 1

2 ,
3
5 , c ≈ 0.7, 0.74, c = 3

4 ,
4
5 , 1,∞).
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(a) A > 0 (b) A < 0

Figure 2.2: Division of (M,D)-plane from [34] with similar notation, (a) when A > 0
showing 8 regions and (b) when A < 0 showing 18 different regions.

The regions are labelled with roman numeral according to I±− IX± where +

and − refers to the sign of M . Each region has a different bifurcation structure

and possesses different types of solutions. In the next section, we recall the main

bifurcation lines obtained by [34].

2.3 The bifurcations from DK

The SS solutions bifurcate from a pitchfork when µ = 0, which is subcritical when

A > 0 and supercritical when A < 0. The pitchfork bifurcation from SS to TW

occur when

Lm : µ = A

D
ν, with Aµ < 0. (2.17)

When A < 0, a Hopf bifurcation from SS to SW can also occur. There are two

type of SW solutions denoted by SW2 and SW3. In SW2 the oscillations occur

about the trivial state and in SW3 the oscillations occur about the SS. The Hopf
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bifurcation from SS to SW3 occurs when

LM : µ = A

M
ν, with µ > 0, A < 0. (2.18)

The SW2 undergoes saddle node point at

SNs2 : µ ≈ A

0.74Mν, with µ > 0, A < 0, (2.19)

and join smoothly to SW3 in a gluing (homoclinic) bifurcation when

SLs : µ ≈ 5A
4Mν, with µ > 0. (2.20)

When A < 0, a secondary bifurcation from SW2 to MW occurs when

LS2 : µ ≈ A

2D
(

Φ(k)−k′

k2−k′
2

)ν, with µ < 0, A < 0, (2.21)

where k satisfies

D

M
= −k′2(1 + k′2) + 2(k′2 + k4)Φ(k)

5(Φ(k)− k′2)(k′2 + (k2 − k′2)Φ(k))
, (2.22)

with k′2 = 1− k2 and 0 ≤ k ≤ 1. The function Φ(k) is expressed as

Φ(k) = ξ(k)
κ(k) ,

where ξ(k) and κ(k) are integrals given by

ξ(k) =
∫ 1

k
′2

σdσ√
σ(σ − 1)(σ − k′2)

,

κ(k) =
∫ 1

k
′2

dσ√
σ(σ − 1)(σ − k′2)

.

(2.23)
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For A > 0, the SW branch bifurcates from the Hopf bifurcation at ν = 0,

µ < 0 and terminates on the subcritical SS branch in a heteroclinic bifurcation

when

SLs : µ ≈ 5A
M
ν, with µ < 0, A > 0. (2.24)

The Hopf bifurcation from TW to MW occurs for both A > 0 and A < 0 when

LH : µ = 3M − 5D
2M − 4D

A

D
ν, with µ <

A

D
ν, A > 0, or A < 0,

(2.25)

The notation here is similar to [34], to simplify comparisons later in this thesis.

Cases labelled IV− with A > 0 and I−, II−, and III− with A < 0 from [34] are

shown in Chapter 3, 4 and 5. For each case we show and discuss the bifurcation

and stability diagrams separately.

Our interest in this dissertation is to model the Takens–Bogdanov primary bi-

furcation in two-dimensional double-diffusive convection problem. For this pur-

pose, in the next section we show the derivation of the Takens–Bogdanov normal

form for thermosolutal convection.

2.4 Derivation of the amplitude equation for ther-

mosolutal convection

In this section, we derive the normal form equation for the PDEs for thermosolutal

convection case (T) in (1.30) using weakly nonlinear analysis. We follow the

method for a quite similar calculation for binary convection [52]. Similar to [52],

we introduce a small parameter ε such that Ra− Rac, Rs− Rsc are both O(ε2)

and we expand the variable ψ, θ and Σ in power of small ε as will see below. We

substitute the expansion into the governing equation and then we solve the leading
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order equations using Fredholm Alternative theorem when we have a solvability

condition to obtain the amplitude equation which set at O(ε4). However, the

method we obtained is different from [52] where they used the iterative procedure

by substituting the expansion into the governing equation and equating terms of

the same spatial structure to obtain a set of ordinary differential equations and

then seek a solution to the system as an expansion in powers of ε with ignoring

the higher order term.

Recall the dimensionless equations for θ,Σ and ψ are:

∂∇2ψ

∂t
+ J

(
ψ,∇2ψ

)
= Pr∇4ψ + PrRa

∂θ

∂x
− PrRs∂Σ

∂x
,

∂θ

∂t
+ J (ψ, θ) = ∂ψ

∂x
+∇2θ,

∂Σ
∂t

+ J (ψ,Σ) = ∂ψ

∂x
+ ζ∇2Σ,

(2.26)

where Ra, Pr are the Rayleigh and Prandtl number given by (1.7), Rs and ζ are

the solutal Rayleigh and Prandtl number given by (1.31), and J is the Jacobian

operator defined by

J(f, g) = ∂f

∂x

∂g

∂z
− ∂f

∂z

∂g

∂x
. (2.27)

We solve (2.26) in a horizontally layer subject to periodic boundary condition

ψ = ψzz = θ = Σ = 0, at z = 0, 1, (2.28)

and fixed temperature and concentration at the top and bottom boundary. There-

fore, we seek spatially periodic solutions of horizontal period L = 2π
k

.

For simplicity, we write the system (2.26) in matrix form as follows

∂

∂t


∇2ψ

θ

Σ

 =


Pr∇4 PrRa∂x −PrRs∂x
∂x ∇2 0

∂x 0 ζ∇2




ψ

θ

Σ

−

J(ψ,∇2ψ)

J(ψ, θ)

J(ψ,Σ)

 ,
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For weakly nonlinear theory, we suppose Ra and Rs are close to the Takens–

Bogdanov point (Rac, Rsc) as follows

Ra = Ra0(ac + κε2),

Rs = Ra0(sc + λε2),
(2.29)

where Rac = Ra0ac, Rsc = Ra0sc and ac, sc, Ra0 given by

ac = (ζ + Pr)
Pr (1− ζ) ,

sc = ζ2 (1 + Pr)
Pr (1− ζ) ,

Ra0 = (k2 + π2)3

k2 = p3

k2 ,

(2.30)

where p = (k2 + π2), with κ and λ are parameters of order 1 and ε2 � 1. The

scaling of time is
∂

∂t
→ ε

∂

∂t
.

We expand ψ, θ and Σ in power of ε as follows:

ψ = εψ1 + ε2ψ2 + ε3ψ3 + ..., (2.31)

θ = εθ1 + ε2θ2 + ε3θ3 + ..., (2.32)

Σ = εΣ1 + ε2Σ2 + ε3Σ3 + .... (2.33)

Substituting these expansions into the PDEs, results in a series of equations at

each order in ε. At O(ε), we get

L


ψ1

θ1

Σ1

 = 0, (2.34)
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where L refers to the linear part at the Takens–Bogdanov point:

L =


Pr∇4 p3

k2acPr∂x − p3

k2 scPr∂x

∂x ∇2 0

∂x 0 ζ∇2

 . (2.35)

We assume solutions satisfy the boundary conditions with O(2) symmetry as

follows: 
ψ1

θ1

Σ1

 =


F1

F2

F3

 eikx sin(πz) +


F̄1

F̄2

F̄3

 e−ikx sin(πz). (2.36)

where F1(t), F2(t), F3(t) and the complex conjugate F̄1(t), F̄2(t), F̄3(t) are time-

dependent amplitudes. Substituting (2.36) into (2.34), we get

L0


F1

F2

F3

 eikx sin(πz) = 0 and L̄0


F̄1

F̄2

F̄3

 e−ikx sin(πz) = 0, (2.37)

where L0 and L̄0 are the linear operators

L0 =


p2Pr ip3

k
acPr − ip3

k
scPr

ik −p 0

ik 0 −pζ

 , L̄0 =


p2Pr − ip3

k
acPr

ip3

k
scPr

−ik −p 0

−ik 0 −pζ

 .
(2.38)

From the second and third row of (2.37), we obtain

F2 = ik

p
F1 F̄2 = −ik

p
F̄1,

F3 = ik

pζ
F1 F̄3 = −ik

pζ
F̄1.

(2.39)
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Therefore, the solutions ψ1, θ1 and Σ1 can be written as follows:


ψ1

θ1

Σ1

 =


1
ik
p

ik
pζ

F1e
ikx sin(πz) +


1
−ik
p

−ik
pζ

 F̄1e
−ikx sin(πz). (2.40)

where


1
ik
p

ik
pζ

 eikx sin(πz) and


1
−ik
p

−ik
pζ

 e−ikx sin(πz) are eigenvectors of L0 and L̄0,

respectively. Thus, (2.37) becomes

L0


1
ik
p

ik
pζ

F1e
ikx sin(πz) = 0, and L̄0


1
−ik
p

−ik
pζ

 F̄1e
−ikx sin(πz) = 0. (2.41)

The linear operators L0 and L̄0 have two zero eigenvalues, and at a later stage

in the calculation, we need the associated generalized eigenvector


w1

w2

w3

 which is

found by solving

L0


w1

w2

w3

 =


1
ik
p

ik
pζ

 eikx sin(πz), (2.42)

along with its complex conjugate. From the second and third row, we get

w2 = ik

p
w1 −

ik

p2 e
ikx sin(πz),

w3 = ik

pζ
w1 −

ik

(pζ)2 e
ikx sin(πz).

(2.43)
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For simplicity, we choose w1 = 0. Then the generalized eigenvector of L0 is


w1

w2

w3

 =


0

− ik
p2

− ik
(pζ)2

 eikx sin(πz), (2.44)

At O(ε2), we get

L


ψ2

θ2

Σ2

 = ∂

∂t


∇2ψ1

θ1

Σ1

+


ψ1x∇2ψ1z − ψ1z∇2ψ1x

ψ1xθ1z − ψ1zθ1x

ψ1xΣ1z − ψ1z Σ1x

 . (2.45)

We can separate (2.45) and solve the time derivative and the nonlinear parts

separately. From (2.40), we obtain the nonlinear part as follows:

L


ψ2

θ2

Σ2

 = 2


0
πk2

p

πk2

pζ

 |F1|2sin(2πz). (2.46)

We note that, the nonlinear terms are functions of z only. Therefore, we assume

ψ2, θ2 and Σ2 are function of z only:

ψ2 = ψ2(z), θ2 = θ2(z), Σ2 = Σ2(z). (2.47)

From the second and third row in (2.46) and by integrating θ2 and Σ2 twice with

respect to z, we get ψ2, θ2 and Σ2 from the nonlinear part as follows:


ψ2

θ2

Σ2

 = −1
2


0
k2

πp

k2

πpζ2

 |F1|2sin(2πz). (2.48)
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From the generalized eigenvector (2.44) and the nonlinear part (2.48) we can

write the solution at O(ε2) as follows:


ψ2

θ2

Σ2

 =


0
−ik
p2

−ik
(pζ)2


∂F1

∂t
eikx sin(πz) +


0
ik
p2

ik
(pζ)2


∂F̄1

∂t
e−ikx sin(πz)

− 1
2


0
k2

πp

k2

πpζ2

 |F1|2sin(2πz)

+


1
ik
p

ik
pζ

G1e
ikx sin(πz) +


1
−ik
p

−ik
pζ

 Ḡ1e
−ikx sin(πz), (2.49)

where G1(t) and the complex conjugate Ḡ1(t) are time-dependent amplitudes. In

many calculations the G1 term could be set to zero, but this problem requires

going to fourth order, so we include G1(t) 6= 0 here.

At O(ε3), we get

L


ψ3

θ3

Σ3

 = ∂

∂t


∇2ψ2

θ2

Σ2

−
p3

k2Pr


κθ1x − λΣ1x

0

0

+


ψ1x∇2ψ2z − ψ1z∇2ψ2x

ψ1xθ2z − ψ1zθ2x

ψ1xΣ2z − ψ1z Σ2x

 .
(2.50)

From (2.40) and (2.49), we get

L


ψ3

θ3

Σ3

 =


0
−ik
p2

−ik
(pζ)2


∂2F1

∂t2
eikx sin(πz) +


0
ik
p2

ik
(pζ)2


∂2F̄1

∂t2
e−ikx sin(πz)
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−


0

k2π
p2 + k2

2pπ
k2π
p2ζ2 + k2

2pπζ2


(
F1
∂F̄1

∂t
+ F̄1

∂F1

∂t

)
sin(2πz)

+


1
ik
p

ik
pζ


∂G1

∂t
eikx sin(πz) +


1
−ik
p

−ik
pζ


∂Ḡ1

∂t
e−ikx sin(πz)

−


0
ik3

2p
ik3

2pζ2

F 2
1 F̄1e

ikx (sin(3πz)− sin(πz))

+


0
ik3

2p
ik3

2pζ2

 F̄1
2
F1e

−ikx (sin(3πz)− sin(πz))

+


0
πk2

p

πk2

pζ


(
F1Ḡ1 + F̄1G1

)
sin(2πz)

−


p2Pr(κ− λ

ζ
)

0

0

F1e
ikx sin(πz)−


p2Pr(κ− λ

ζ
)

0

0

 F̄1e
−ikx sin(πz).

(2.51)

For simplicity, we write the last equation as follows:

LV3 = RHS, (2.52)

where L is the linear operator given by (2.35), V3 is the eigenvector


ψ3

θ3

Σ3

 and

RHS refers to the right-hand side of equation (2.51), which includes time deriva-

tives and nonlinearities. There is a solvability condition needed to solve this
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equation. Applying the Fredholm Alternative theorem [65], we need the adjoint

linear operator L†. First, we define an inner product between two function f and

g by

〈f(x, z),g(x, z)〉 = 1
L

∫ 1

0

∫ L

0
f̄(x, z)g(x, z)dx dz, (2.53)

where f̄ is the complex conjugate of f and L is the spatial domain (L = 2π
k

). The

adjoint operator L†, requiring that

〈f ,Lg〉 = 〈L†f ,g〉 (2.54)

for all f and g where

f =


f1

f2

f3

 , g =


g1

g2

g3

 . (2.55)

Applying the inner product to solve

〈f ,Lg〉 = 〈


f1

f2

f3

 ,

Pr∇4 p3

k2acPr∂x − p3

k2 scPr∂x

∂x ∇2 0

∂x 0 ζ∇2




g1

g2

g3

〉,

we obtain

〈f ,Lg〉 = 1
L

∫ 1

0

∫ L

0

[
f̄1

(
Pr∇4g1 + p3

k2acPr∂xg2 −
p3

k2 scPr∂xg3

)

+ f̄2
(
∂xg1 +∇2g2

)
+ f̄3

(
∂xg1 + ζ∇2g3

) ]
dx dz.

(2.56)

For the terms with Laplacian operator ∇2 we apply the Green’s second order

identity:

∫
D

(
f̄i∇2gi − gi∇2f̄i

)
dV =

∫
c

(
f̄i∇gi − gi∇f̄i

)
· n ds, i = 2, 3, (2.57)
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and similarly

∫
D

(
f̄1∇4g1 − g1∇4f̄1

)
dV =

∫
c

(
f̄1∇2g1 − g1∇2f̄1

)
· n ds, (2.58)

where c the boundary of D and n is the outward pointing unit normal of surface

element ds and by integrating the integral of the form
∫ 1
0
∫ L

0 f̄∂xg dx dz by part

with respect to x, we get

∫ L

0
f̄∂xg dx = f̄ g|L0−

∫ L

0
g∂xf̄ dx. (2.59)

Sine the functions f and g satisfy the periodic boundary condition (2.28) then

the right-hand side of (2.57) and (2.58) and the first term of the right-hand side

of (2.59) will vanish and then (2.56) becomes

〈f ,Lg〉 = 1
L

∫ 1

0

∫ L

0

[ (
Prg1∇4f̄1 −

p3

k2acPrg2∂xf̄1 + p3

k2 scPrg3∂xf̄1

)

+
(
−g2∂xf̄2 + g2∇2f̄2

)
+
(
−g1∂xf̄3 + ζg3∇2f̄3

) ]
dx dz,

(2.60)

which can be written using the inner product as following

〈


Pr∇4 −∂x −∂x

− p3

k2acPr∂x ∇2 0
p3

k2 scPr∂x 0 ζ∇2




f1

f2

f3

 ,

g1

g2

g3

〉 = 〈L†f ,g〉,

where

L† =


Pr∇4 −∂x −∂x

− p3

k2acPr∂x ∇2 0
p3

k2 scPr∂x 0 ζ∇2

 . (2.61)

Based on the Fredholm Alternative theorem, if there exist a nontrivial solution

to the homogenous equation L†V † = 0, then the original equation (2.51) has a
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solution only if

〈V †,LV3〉 =〈V †, RHS〉 (2.62)

=〈L†V †, V3〉 = 0 (2.63)

where V † is the adjoint eigenvector. In this problem, we have two independent

eigenvectors


F1

F2

F3

 eikx sin(πz) and


F̄1

F̄2

F̄3

 e−ikx sin(πz). (2.64)

and two adjoint eigenvectors as follows:

V † =


ψ†

θ†

Σ†

 =


F †1

F †2

F †3

 e−ikx sin(πz), and V̄ † =


ψ̄†

θ̄†

Σ̄†

 =


F̄1
†

F̄2
†

F̄3
†

 eikx sin(πz).

(2.65)

By solving L†V † = 0, we get

V † =


ψ†

θ†

Σ†

 =


1

ip2

k
acPr

−ip2

ζk
scPr

 e−ikx sin(πz). (2.66)

Now, we impose

〈V †,LV3〉 = 〈V †, RHS〉 = 0, (2.67)

to obtain the amplitude equation at third order of ε as follows

∂2F1

∂t2
= pk2

2 F 2
1 F̄1 − p2NF1 −R

∂G1

∂t
. (2.68)
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where

N =
κ− λ

ζ

ac − sc

ζ3
,

R = 1− pacPr + pPr
sc
ζ2 .

(2.69)

From (2.30) the coefficients N and R can be written in term of Prandtl number

Pr and solutal Prandtl number ζ as follows:

N = Pr(λ− ζκ)
Pr + ζ + 1 ,

R = 1 + p

Pr + ζ + 1 .
(2.70)

The normal form (2.1) has terms |F1|∂F1
∂t

and F 2
1
∂F̄1
∂t

which are not in the third

order amplitude equation. Therefore, we need to go to fourth order in ε. This

requires to determine V3, so we assume V3 as follows:

V3 =


ψ3

θ3

Σ3

 =


H1

H2

H3

 eikx sin(πz) +


H̄1

H̄2

H̄3

 e−ikx sin(πz)

+


0

Q2

Q3

 sin(2πz) +


0

R2

R3

 eikx sin(3πz) +


0

R̄2

R̄3

 e−ikx sin(3πz).

(2.71)

Then, we obtain LV3 as follows:

LV3 =


p2Pr ip3

k
acPr − ip3

k
scPr

ik −p 0

ik 0 −pζ




H1

H2

H3

 eikx sin(πz)

+


p2Pr − i

k
p3acPr

ip3

k
scPr

−ik −p 0

−ik 0 −pζ




H̄1

H̄2

H̄3

 e−ikx sin(πz)
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+


0 0 0

0 −4π2 0

0 0 −π2ζ




0

Q2

Q3

 sin(2πz)

+


0 ip3

k
acPr − i

k
p3scPr

0 −(k2 + 9π2) 0

0 0 −(k2 + 9π2)ζ




0

R2

R3

 eikx sin(3πz)

+


0 − ip3

k
acPr scPr

ip3

k

0 −(k2 + 9π2) 0

0 0 −ζ − (k2 + 9π2)




0

R̄2

R̄3

 e−ikx sin(3πz). (2.72)

By comparing the coefficient of eikx sin(πz) and e−ikx sin(πz) from (2.51) and

(2.72), we have


H1

H2

H3

 =


0
ik
p3

ik
p3ζ3


∂2F1

∂t2
−


0
ik3

2p2

ik3

2p2ζ3

F 2
1 F̄1 −


0
ik
p2

ik
p2ζ2


∂G1

∂t
, (2.73)

and 
H̄1

H̄2

H̄3

 = −


0
ik
p3

ik
τ3p3


∂2F̄1

∂t2
+


0
ik3

2p2

ik3

2p2ζ3

 F̄1
2
F1 +


0
ik
p2

ik
p2ζ2


∂Ḡ1

∂t
. (2.74)

By comparing the coefficient of sin(2πz), we get


0

Q2

Q3

 =


0

1
4π2

(
k2π
p2 + k2

2pπ

)
1

4π2

(
k2π
p2ζ2 + k2

2pπζ2

)


(
F1
∂F̄1

∂t
+ F̄1

∂F1

∂t

)
−


0
k2

4πp
k2

4ζ2πp


(
F1Ḡ1 + F̄1G1

)
.

(2.75)
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By comparing the coefficient of eikx sin(3πz) and e−ikx sin(3πz), we get


0

R2

R3

 =


0
ik3

2p(k2+9π2)
ik3

2ζ3p(k2+9π2)

F 2
1 F̄1, (2.76)

and 
0

R̄2

R̄3

 = −


0
ik3

2p(k2+9π2)
ik3

2ζ3p(k2+9π2)

 F̄1
2
F1. (2.77)

From the term that fourth order in ε, we have

L


ψ4

θ4

Σ4

 = ∂

∂t


∇2ψ3

θ3

Σ3

−
p3

k2Pr


κ∂xθ2 − λ∂xΣ2

0

0

+


ψ1x∇2ψ3z − ψ1z∇2ψ3x

ψ1xθ3z − ψ1zθ3x

ψ1xΣ3z − ψ1zΣ3x

 .
(2.78)

At fourth order of ε, the normal form can be obtained from imposing the solv-

ability condition 〈V †,LV4〉 = 0, which only involves the coefficient of eikx sin(πz).

Therefore in next equation we only show the terms with the coefficient eikx sin(πz)
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as follows:

L


ψ4

θ4

Σ4

 =




0
ik
p3

ik
p3ζ3


∂3F1

∂t3
−


0
ik3

2p2

ik3

2p2ζ3

 (2|F1|2
∂F1

∂t
+ F 2

1
∂F̄1

∂t
)

−


0
ik
p2

ik
p2ζ2


∂2G1

∂t2
−


pPr(κ− λ

ζ2 )∂F1
∂t
− p2Pr(κ− λ

ζ
)G1

0

0



−


0

ik
4π

(
k2π
p2 + k2

2pπ

)
ik
4π

(
k2π
p2ζ2 + k2

2pπζ2

)


(
F 2

1
∂F̄1

∂t
+ |F1|2

∂F1

∂t

)

−


0
ik3

4p
k2

4pζ2


(
F 2

1 Ḡ1 + |F1|2G1
)
 eikx sin(πz).

(2.79)

Applying the inner product 〈V †,LV4〉 = 0, we have the amplitude equation

∂2G1

∂t2
= −p2NG1 + 1

p
S
∂3F1

∂t3
+ pB

∂F1

∂t
− k2

2 S
(

2|F1|2
∂F1

∂t
+ F 2

1
∂F̄1

∂t

)

− k2

4 (1 + p

2π2 )S
(
|F1|2

∂F1

∂t
+ F 2

1
∂F̄1

∂t

)
+ k2p

4
(
F 2

1 Ḡ1 + |F1|2G1
)
.

(2.80)

where N is given by (2.69), and B and S are

B =
(κ− λ

ζ2 )
(ac − sc

ζ3 ) ,

S =
(ac − sc

ζ4 )
(ac − sc

ζ3 ) .
(2.81)

From (2.30) the coefficients B and S can be written in term of Prandtl number
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Pr and solutal Prandtl number ζ as follows:

B = Pr (λ− ζ2κ)
ζ (Pr + ζ + 1) ,

S = 1 + Pr + 1
ζ (Pr + ζ + 1) .

(2.82)

To eliminate the third derivative ∂3F1
∂t3

from (2.80), we differentiate (2.68) with

respect to t to get

∂3F1

∂t3
= pk2

2

(
2|F1|2

∂F1

∂t
+ F 2

1
∂F̄1

∂t

)
− p2N

∂F1

∂t
−R∂

2G1

∂t2
. (2.83)

By substituting (2.83) in (2.80), we get

∂2G1

∂t2
= −k

2

4 S(1 + p

2π2 )
(
|F1|2

∂F1

∂t
+ F 2

1
∂F̄1

∂t

)
+ p(B − SN)∂F1

∂t

− p2NG1 + k2p

4
(
F 2

1 Ḡ1 + |F1|2G1
)
− 1
p
SR

∂2G1

∂t2
,

(2.84)

which can be written in the form

∂2G1

∂t2
= −k

2

4
S

1 + 1
p
SR

(1 + p

2π2 )
(
|F1|2

∂F1

∂t
+ F 2

1
∂F̄1

∂t

)
+ p

B − SN
1 + 1

p
SR

∂F1

∂t

− p2 N

1 + 1
p
SR

G1 + k2p

4
1

1 + 1
p
SR

(
F 2

1 Ḡ1 + |F1|2G1
)
,

(2.85)

We want to combine the equations (2.68) and (2.85) to one equation, the normal

form equation, by using a reconstitution procedure [91]. We assume

z = εF1 + ε2G1, (2.86)

and unscale time and the parameters in (2.68) and (2.85) according to

∂

∂t
→ 1

ε

∂

∂t
κ→ 1

ε2
κ and λ→ 1

ε2
λ. (2.87)
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Note here that κ and λ appear in (2.68) and (2.85) through the coefficients N

(2.70), and B (2.82). Then we get

∂2z

∂t2
= −p2NF1 + ε3

p

2k
2F 2

1 F̄1 − ε2R
∂G1

∂t
+ εp

B − SN
1 + 1

p
SR

∂F1

∂t

− ε3k
2

4
S

1 + 1
p
SR

(1 + p

2π2 )
(
|F1|2

∂F1

∂t
+ F 2

1
∂F̄1

∂t

)

− ε2p2 N

1 + 1
p
SR

G1 + ε4
k2p

4
1

1 + 1
p
SR

(
F 2

1 Ḡ1 + |F1|2G1
)
.

(2.88)

Substituting F1 = z
ε
− εG1, in equation (2.88) and neglecting all the terms of

order ε, we get the Takens–Bogdanov normal form

∂2z

∂t2
= −p2Nz + p

2k
2|z|2z + p

B − SN
1 + 1

p
SR

∂z

∂t
− k2

4
S

1 + 1
p
SR

(1 + p

2π2 )
(
z̄
∂z

∂t
+ z

∂z̄

∂t

)
z.

(2.89)

To reduce the parameters in last equation we scale time and z as follows

∂

∂t
→ p

∂

∂t
z →

√
2p
k

z. (2.90)

With this scaling the amplitude equation (2.90) becomes

∂2z

∂t2
= −Nz + |z|2z + B − SN

1 + 1
p
SR

∂z

∂t
− 1

2(1 + 2
$

) S

1 + 1
p
SR

(
z̄
∂z

∂t
+ z

∂z̄

∂t

)
z. (2.91)

where

$ = 4π2

p
, (2.92)

N and R are given by (2.70), and B and S are given by (2.82).

Comparing the coefficients of the normal form obtained from thermosolutal
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convection (2.91) with the normal from (2.1) discussed by [34], we get

µ = −N,

ν = B − SN
1 + 1

p
SR

,

A = 1,

C = − 1
2

(
1 + 2

$

)
S

1 + 1
p
SR

,

D = 0.

(2.93)

We note that the coefficient D vanishes in the amplitude equation of thermosolu-

tal convection (2.91). This coefficient controls the amplitude of TW solutions as

we mentioned in Section 2.2. Having D = 0, the normal form becomes degenerate

which require higher order terms in the weakly nonlinear analysis. Furthermore,

the term D also vanishes for two-dimensional Boussinesq convection in binary

convection [52, 54]. This issue is discussed by [52], where it was suggested that

D should be taken to have a small value with negative or positive sign, to control

the TW solutions and break this degeneracy.

Also, we note that the coefficient A > 0 in the thermosolutal normal form

(2.91) which allows thermosolutal convection to match all cases with A > 0 in

[52] (see Figure 2.2). Specifically, the cases with M < 0 since M = 2C + D =

−
(
1 + 2

$

)
S

1+ 1
p
SR
.

2.5 Conclusion

In this chapter we have summarized the results of the amplitude equation given

by [34]. Five types of solutions including T, SS, TW, SW and MW have been

discussed in the normal form analysis together with the averaging method. The

main transitions and bifurcations between states have been given, and are shown
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in more detail for cases IV− with A > 0 and I−, II−, and III− with A < 0 in

Chapter 3, 4 and 5.

The normal form equation that describes the nonlinear dynamics near the

codimension-two bifurcation point for a system of thermosoltual convection with

O(2) symmetry have also been computed using weakly nonlinear analysis. We

find that the coefficient that controls the TW bifurcation vanishes in the normal

form derivation. Normally this could be resolved by going to higher order in

the analysis, but TW, SW, and MW solutions have been found in numerical

investigations of the PDEs for thermosolutal convection [37, 98, 105], so we will

break the degeneracy by assuming D is small with positive or negative sign.
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Chapter 3

A model PDE for thermosolutal

convection

3.1 Introduction

For many years, the Swift–Hohenberg equation has been considered as a simple

model for the onset of thermal convection in fluids. Although it was originally

conceived as a model of the effects of thermal fluctuations close to the onset of

convection [43, 102], it is now regarded as a model of pattern formation in many

physical problems [23, 32, 35] as it reproduces many universal features of pattern

formation and it is much easier to investigate than the PDEs for Rayleigh–Bénard

convection.

This dissertation aims to develop a new and as simple as possible model based

on the Swift–Hohenberg equation that can describe double-diffusive convection.

In particular, we are interested in a system in which the amplitude equation

shows two marginally stable/unstable modes, one steady and one oscillatory, at

the same critical wavenumber similar to observations of thermosolutal convection

63
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[45, 52, 54, 79, 112].

Our criteria for developing the model consists of five important points.

• We want to replicate the linear stability behaviour close to onset of ther-

mosolutal convection in our model.

• By adding simple nonlinearities, the model should be able to be reduced

further to the Takens–Bogdanov (TB) normal form equation (2.1).

• When the model is reduced to the TB normal form equation, we can use the

results given by [34]. We want the model to allow most of the cases listed

in [34] including all cases that are relevant to thermosolutal convection, in

particular, the cases with A > 0 in the TB normal form equation.

• We want the model to be Lyapunov stable, i.e., when |u|→ ∞ we want
d
dt
|u|≤ 0. Without this, investigating the model is difficult as trajectories

can sometimes go to infinity.

• We are developing a model that will be a useful description of the qualitative

features of thermosolutal convection. But by allowing our model to be

more general, we could make the model relevant to other pattern-forming

problems with a TB normal form.

In Section 3.2 we will explain in more detail the way we develop the model

starting from the linear part of the thermosolutal convection equations. Then, in

Section 3.3 we will discuss the nonlinearities we can add to the model, taking into

account Lyapunov stability. In Section 3.4 we apply weakly nonlinear analysis

to reduce the model to the TB normal form equation. In order to investigate

the weakly nonlinear behaviour in Section 3.5, we relate the model to the results

given by [34].
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3.2 Derivation of the linear part of the model

The starting point for developing the model comes from the linear behaviour of

thermosolutal convection. As explained in Chapter 1, thermosolutal convection

is influenced by two different density gradients. A measure for thermal gradients

is the thermal Rayleigh number Ra and a measure for concentration gradients is

the solutal Rayleigh number Rs. When Rs < Rsc, as the temperature gradient

Ra increases, a pitchfork bifurcation occurs leading to steady convection when

Ra = RaPF, where

RaPF = Ra0 + Rs

ζ
, (Rs < Rsc) , (3.1)

and

Ra0 = (k2 + π2)3

k2 .

When Rs > Rsc, the bifurcation changes to a Hopf bifurcation leading to oscil-

latory convection when Ra reaches RaHopf (see Figure 1.9), where

RaHopf = (1 + ζ)(Pr + ζ)
Pr

Ra0 + Pr + ζ

1 + Pr
Rs, (Rs > Rsc) , (3.2)

Pr and ζ are the Prandtl number and the solutal diffusivity ratio (0 < ζ < 1),

respectively. Thus, a new model requires two control parameters in the linear

part, let say r and q, where r corresponds to the thermal Rayleigh number Ra and

q corresponds to the solutal Rayleigh number Rs. We want (r, q) = (0, 0) when

(Ra,Rs) = (Rac, Rsc) (see Figure 3.1) where Rac, Rsc are the critical values at

which the pitchfork and Hopf bifurcations coincide, the TB point, given by

Rac = (Pr + ζ)
Pr (1− ζ)Ra0,

Rsc = ζ2 (1 + Pr)
Pr (1− ζ) Ra0. 0 < ζ < 1.

(3.3)
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Figure 3.1: The (Ra,Rs)-plane of thermosolutal convection showing the pitchfork and
Hopf bifurcation. The TB point (Rac, Rsc) is mapped to (rc, qc) = (0, 0) in (r, q)-plane.

We also want Ra and Rs to depend linearly on r and q. Therefore, we suppose

Ra = Rac + Ar,

Rs = Rsc +Bq,
(3.4)

where we will choose the value of A and B in order to simplify later expres-

sions. Substituting (3.4) into (3.1) and (3.2) to determine the pitchfork and Hopf

bifurcations, we get

rPF = 1
A

(
Ra0 + Rsc

ζ
−Rac

)
+ B

Aζ
q,

rHopf = 1
A

(
(1 + ζ)(Pr + ζ)

Pr
Ra0 + Pr + ζ

1 + Pr
Rsc −Rac

)
+ B(Pr + ζ)
A(1 + Pr) q.

(3.5)
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Substituting Rac and Rsc from (3.3) into (3.5), we find that the terms that do

not depend on q vanish and we get

rPF = B

Aζ
q,

rHopf = B(Pr + ζ)
A(1 + Pr) q.

(3.6)

For simplicity, we can choose B = ζA then we get

rPF = q,

rHopf = ζ (Pr + ζ)
1 + Pr

q.
(3.7)

This is equivalent to
rPF = q,

rHopf = aq,
(3.8)

where

a = ζ (Pr + ζ)
1 + Pr

.

From the bifurcation diagram for thermosolutal convection (Figure 1.9), it is

notable that the slope of the Hopf bifurcation line is larger than the slope of the

pitchfork bifurcation line, which implies that a should be less than 1. In fact,

since 0 < ζ < 1, P r + ζ < Pr + 1, this ensures that 0 < a < 1.

Next, we relate the parameters (r, q) to the linear parameters in the TB normal

form, (ν, µ). As we discussed in Chapter 2, close to the TB point, the amplitude

equation shows that the pitchfork bifurcation occurs when µ = 0 and a Hopf

bifurcation occurs when ν = 0 and µ < 0. If µ < 0 and ν < 0, the zero solution

is stable since it has two eigenvalues with negative real part. This allows us to
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express µ and ν in terms of r and q as follows:

µ = r − q,

ν = r − aq.
(3.9)

We will use (ν, µ) as the parameters in our model, since we are investigating the

pitchfork and Hopf bifurcations. This indicates that the pitchfork bifurcation

occurs when µ = 0, i.e., r = q and the Hopf bifurcation occurs when ν = 0 and

µ < 0, i.e., r = aq and r < q since a < 1 this implies q > 0.

Using (ν, µ) as the parameters in the model implies that the behaviour of

the model does not depend on a. However, the mapping between (r, q) and

(ν, µ) does depend on a, as shown in Figure 3.2. This figure has (a,b) with

0 < a < 1 and (c,d) with a < 0, showing (a,c) the (r, q)-plane and (b,d) the

(ν, µ)-plane. For q > 0, the first bifurcation as r increases is a Hopf bifurcation,

(below diagonal in (ν, µ)-plane). For q < 0, the first bifurcation as r increases is

a pitchfork bifurcation, (above diagonal in (ν, µ)-plane). This indicates that in

the (ν, µ)-plane the bifurcations still occur in the same order as in thermosolutal

convection for both 0 < a < 1 and a < 0. Even though thermosolutal convection

has 0 < a < 1, in our model we allow a < 0 as well.

The pitchfork and Hopf bifurcation expressions (3.1) and (3.2) show Ra and

Rs depend on k through a common factor of Ra0. Ra0 has a minimum at k =

kc = π√
2 . Near kc, Ra0 is expanded as

Ra0(k2) ≈ Ra0 + Ra′′0
8k2

c

(k2
c − k2)2, (3.10)

where Ra′′0 = d2Ra0
dk2 . Therefore, close to this minimum we can incorporate k into
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(a) (b)

0 < a < 1

(c) (d)

a < 0

Figure 3.2: Plot (r, q)-plane from (3.8) (a) with 0 < a < 1 and (c) with a < 0. Plot
(ν, µ) from (3.9) (b) with 0 < a < 1 and (d) with a < 0. The axes labelled with (r, q) or
(ν, µ) with the label close to the positive end of the axis. The solid pink line refers to the
pitchfork bifurcation and the red line with star markers refers to the Hopf bifurcation.
The Z denotes to the zero stable solution.

rPF and rHopf by writing rPF and rHopf in terms of (k2
c − k2) as

rPF = q + (k2
cPF − k2)2,

rHopf = aq + b(k2
cHopf − k2)2,

(3.11)
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where b is a constant, and kcPF and kcHopf are the critical wavenumbers for the

pitchfork and Hopf bifurcation, respectively. The coefficient in front of (k2
cPF −

k2)2 in rPF can be scaled to 1 by scaling other parameters. Comparing with

the pitchfork and Hopf bifurcation expressions in equations (3.1) and (3.2) for

thermosolutal convection leads us to conclude that b = (1+ζ)(Pr+ζ)
Pr

which is greater

than 1. Thus, for later calculations we take b > 1.

Now, we want to write the linear part of the new model based on Van der

Pol–Duffing equation (1.52). The linear part of Van der Pol–Duffing equation is

ü− κu̇− λu = 0, (3.12)

where u is the amplitude of the lowest-order mode of the stream function in two-

dimensional double-diffusive convection, κ and λ are unfolding parameters. For

this linear equation, we can assume a solution of the form u = eσt, where σ is the

growth rate. The characteristic equation then takes the following form

σ2 − κσ − λ = 0. (3.13)

This is equivalent to an eigenvalue problem for σ of the form

σ

 1

σ

 =

 0 1

λ κ


 1

σ

 = L

 1

σ

 . (3.14)

A pitchfork bifurcation (with one zero eigenvalue) occurs when the determinant

is zero, i.e., λ = 0, and a Hopf bifurcation (with purely imaginary eigenvalues)

occurs when the trace is zero and the determinant is positive, i.e., κ = 0 and

λ < 0. At the TB point, the system has two zero eigenvalues, i.e. κ = λ = 0.

Now we want to relate the relations in (3.11) to this two-dimensional dynamical
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system. If we set
λ = r − q − (k2

cPF − k2)2,

κ = r − aq − b(k2
cHopf − k2)2,

(3.15)

then λ = 0 when r = rPF, and κ = 0 when r = rHopf. The linear operator L in

(3.14) in terms of (3.15) is then given as

L =

 0 1

r − q − (k2
cPF − k2)2 r − aq − b(k2

cHopf − k2)2

 . (3.16)

Consequently, we can write the linear equation (3.12) as

ü−
(
r − aq − b(k2

cHopf − k2)2
)
u̇−

(
r − q − (k2

cPF − k2)2
)
u = 0, (3.17)

where u(t) is the amplitude at lowest order mode eikx. This equation in Fourier

space can be converted into a PDE by replacing k2 with − ∂2

∂x2 and considering u

to be a function of x and t. Then the ODE (3.17) can be converted to PDE as

utt−

r − aq − b(k2
cHopf + ∂2

∂x2

)2
ut−

r − q − (k2
cPF + ∂2

∂x2

)2
u = 0, (3.18)

where utt = ∂2u
∂t2

and ut = ∂u
∂t

are the derivatives with respect to scaled time, and

the parameters kcPF and kcHopf are the wavenumbers for the pitchfork and Hopf

bifurcations. If kcPF 6= kcHopf then this model could be relevant to other problems

where the pitchfork and Hopf bifurcation have different critical wavenumbers,

for example magnetoconvection [4, 26, 86, 92, 115] and rotating convection [28,

109, 110, 121]. Since we are interested in the linear behaviour of thermosolutal

convection, where the pitchfork and Hopf bifurcations have the same critical

wavenumbers (see Figures 1.9 and 1.10), thus we let kcPF = kcHopf = kc. Applying

the transformation

t→ 1
k2
c

t, r → k4
cr, q → k4

cq, x→ 1
kc
x (3.19)
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to (3.18) we get the same equation with kcPF = kcHopf = kc = 1. Then the linear

second order partial differential equation that models thermosolutal convection

takes the following from:

utt −

r − aq − b(1 + ∂2

∂x2

)2
ut −

r − q − (1 + ∂2

∂x2

)2
u = 0, (3.20)

with a < 1 and b > 1. We can use (3.9) to write the PDE in terms of µ and ν

instead of r and q as

utt −

ν − b(1 + ∂2

∂x2

)2
ut −

µ− (1 + ∂2

∂x2

)2
u = 0. (3.21)

Figure 3.3 summarizes the type of motion at the onset of convection for the

model (3.20) for a mode with kcPF = kcHopf = 1. With q < qc, as r increases

the pitchfork bifurcation occurs at r = q leading to steady convection. With

q > qc, the first bifurcation as r increases is a Hopf bifurcation at r = aq leading

to oscillatory convection. The zero solution is stable for r < min(q, aq). Figure

3.4 shows the neutral stability curve for pitchfork and Hopf bifurcation from

(3.11) with kcPF = kcHopf = 1. From the figure we can see that the pitchfork

bifurcation occurs when q < qc, the Hopf bifurcation occurs when q > qc and

they coincide when q = qc at the same critical wavenumber, kcPF = kcHopf = 1.

This replicates the neutral stability curve of thermosolutal convection (Figure

1.10). The dispersion relation can be determined by studying the eigenvalues of

the model given by

σ(k) =

(
r − aq − b (1− k2)2)±√(r − aq − b (1− k2)2

)2
+ 4

(
r − q − (1− k2)2

)
2 .

(3.22)

Since the growth rate σ depends on the wavenumber k, some modes could decay

and some could grow. If all eigenvalues for all k have negative real parts the

evolution decays and the zero solution is linearly stable. If any eigenvalue for
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Figure 3.3: Bifurcation diagram r versus q from (3.8) for kcPF = kcHopf = 1. The
diagram shows the type of motion close to the TB point where the Hopf (red line with star
markets) and pitchfork (solid pink line) are coincident. We have chosen the illustrative
value a = −1.

(a) q = −0.4 (b) q = 0 (c) q = 0.4

Figure 3.4: Plot of the neutral stability curves from (3.11) for b = 2 and a = −1.
The figure shows that there is TB point similar to the stability curves of thermosolutal
convection Figure 1.10 when q ≥ 0. The solid pink line refers to pitchfork bifurcation and
closed circle red line refers to Hopf bifurcation where the determinant rPF is negative.
The dashed line indicates to the Hopf bifurcation curve where the determinant rPF is
positive and so the Hopf bifurcation is not exist.

any k has positive real part the evolution grows and the zero solution is linearly

unstable. Figure 3.5 shows a plot of the real part of the dispersion relation, Re(σ),

as a function of wavenumber k. A pitchfork bifurcation occurs when q < 0. When

r is lower than the pitchfork bifurcation curve in Figure 3.4, we can see that
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(a) q = −0.4, r < rPF (b) q = −0.4, r > rPF

(c) q = 0.4, r < rHopf (d) q = 0.4, r > rHopf

Figure 3.5: The real growth rates σ+ in dash-dot red and σ− in dash blue as a function
of wavenumber k from (3.22) where a = −1 and b = 2. Panels (a,b) show the real
growth rates for q < 0, a pitchfork bifurcation occurs at r = rPF = q. (a) r < rPF, all
growth rates are negative and the zero solution is stable and (b) r > rPF, the instability
occurs since there are some modes with positive σ. Panels (c,d) show the real part of
complex conjugate growth rates for q > 0, a Hopf bifurcation occurs at r = rHopf = aq.
(c) r < rHopf all growth rates have negative real part and the zero solution is stable, (d)
r > rHopf, instability occurs leading to oscillatory convection.

Re(σ) < 0 for all wavenumber k, and so the trivial solution is linearly stable.

For r greater than the pitchfork bifurcation value, we have instability since there

are some Re(σ) > 0 with wavenumber k close to 1. A Hopf bifurcation occurs

when q > 0, and similarly all real growth rates are negative when r is lower than

the Hopf bifurcation and the zero solution is stable. For r greater than the Hopf
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bifurcation there are some positive growth rates and the zero solution becomes

unstable leading to oscillatory convection.

3.3 Nonlinear part of the model

Linear stability analysis in general is valid for perturbations of small amplitude for

which nonlinearities are negligible. Once the zero solution is unstable, exponential

growth means that nonlinear terms will become important. After developing the

linear part of our model, in this section we will discuss the nonlinearities that

we will add to the model, which should satisfy the criteria we have mentioned in

Section 3.1.

The model (3.20) is a partial differential equation second order in time so

having nonlinearities with first order time derivative ut terms is possible. Since

we aim to make the model a useful description of double-diffusive convection,

in choosing the nonlinearities we consider the O(2) symmetry of the physical

system of interest but that system can be reduced to Takens–Bogdanov normal

form (2.1). Therefore, we choose the nonlinearities containing up two spatial

derivatives and satisfy the symmetry u(x) = u(−x). The nonlinearities also

should allow us to obtain the Takens–Bogdanov normal form. To keep the model

as simple as possible, we will choose the nonlinearities to be quadratic and cubic

in u and ut. Some possible quadratic terms in u and ut are

u2, uut, u
2
t , uuxx, (ux)2, uutxx, utuxx, uxutx, (3.23)

and some cubic terms in u and ut are

u3, uu2
t , u

2ut, u
3
t , (uuxx)ut, (ux)2ut, u

2utxx, uutuxx, uuxutx. (3.24)
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Similar terms (without the ut contributions) have been incorporated into various

generalisation of the Swift–Hohenberq equation [18, 31, 64]. Including all the

nonlinearities mentioned would make the model very complicated. The aim of

developing the model is

• to make the model as simple as possible.

• to reduce the model to TB normal form equation (2.1), which has the cubic

terms |z|2z, |z|2zt and z2z̄t.

• when the model is reduced to the TB normal form, the behaviour depends

on the coefficients of the cubic terms |z|2z, |z|2zt and z2z̄t in (2.1). The

model should allow a wide range of weakly nonlinear behaviour including

all behaviour exhibited by thermosolutal convection.

• to be easy to solve numerically.

It is important to consider the global stability, since for some choices of nonlinear

terms, trajectories go to infinity, preventing numerical solution. We will en-

sure global stability using a Lyapunov stability function, based on the Lyapunov

function for the Swift–Hohenberg equation. We start with the quadratic–cubic

nonlinearity gu2 − u3. The Swift–Hohenberg equation is

∂u

∂t
= ru−

(
1 + ∂2

∂x2

)2

u+ gu2 − u3, (3.25)

where r is the control parameter and g is a constant. The Swift–Hohenberg

equation possesses a Lyapunov functional given by

F (t) =
∫ L

0

−1
2ru

2 + 1
2

[
(1 + ∂2

∂x2 )u
]2

− 1
3gu

3 + 1
4u

4

 dx, (3.26)

where L is the length of the periodic domain. F is bounded below because
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1
2 (u+ uxx)2 ≥ 0 and

(
−1

2ru
2 − 1

3gu
3 + 1

4u
4
)

is a quartic with positive u4 coeffi-

cient. By differentiating F with respect to time, we get

dF

dt
=
∫ L

0

−ru+
(

1 + ∂2

∂x2

)2

u− gu2 + u3

ut dx
=
∫ L

0
−
(
∂u

∂t

)2

dx ≤ 0.

(3.27)

This indicates that along any trajectory F does not increase in time, so all tra-

jectories go to stationary points of F , and minima of F are stable.

Following this, as a first step we will add the same quadratic and cubic terms

u2 and u3 to our model. The PDE (3.21) then takes the following form

∂2u

∂t2
=
µ− (1 + ∂2

∂x2

)2
u+

ν − b(1 + ∂2

∂x2

)2
 ∂u

∂t
+Q1u

2 + C1u
3, (3.28)

where Q1 and C1 are constants. We try a Lyapunov function for the PDE (3.28)

of the form

F (t) =
∫ L

0

1
2u

2
t −

1
2µu

2 + 1
2

[(
1 + ∂2

∂x2

)
u

]2

− 1
3Q1u

3 − 1
4C1u

4

 dx. (3.29)

If C1 < 0 then 1
4u

2
(
−C1u

2 − 4
3Q1u− 2µ

)
is a quartic that is (as a function of

u) bounded below whether µ or Q1 is positive or negative. By differentiating F

with respect to time and integrating by parts, we get

dF

dt
=
∫ L

0

ututt − µuut +
(1 + ∂2

∂x2

)2

u

ut −Q1u
2ut − C1u

3ut

 dx
=
∫ L

0

utt − µu+
(

1 + ∂2

∂x2

)2

u−Q1u
2 − C1u

3

ut dx.
(3.30)
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From (3.28), we can rewrite the last equation as follows:

dF

dt
=
∫ L

0

νu2
t − b

((
1 + ∂2

∂x2

)
ut

)2
 dx, (3.31)

since, using integration by parts

∫ L

0

ut
(

1 + ∂2

∂x2

)2

ut

 dx =
∫ L

0

((1 + ∂2

∂x2

)
ut

)2
 dx. (3.32)

From Section 3.2, we know that b > 1. Therefore, if ν is negative then F (t)

does not increase in time. Requiring ν to be negative is too strict a condition

(it precludes the Hopf bifurcation), so in order to allow the global stability for

ν positive or negative we modify the model by adding more nonlinearities. We

start with the simplest additional cubic terms u2ut, uu
2
t and u3

t . Then the PDE

becomes

∂2u

∂t2
=
µ− (1 + ∂2

∂x2

)2
u+

ν − b(1 + ∂2

∂x2

)2
 ∂u

∂t
+Q1u

2 + C1u
3

+C2u
2ut + C3uu

2
t + C4u

3
t ,

where Q1, C1, C2, C3 and C4 are constant coefficients. Applying the same Lya-

punov function as before (3.29), we can write (3.30) with the new nonlinearities

as

dF

dt
=
∫ L

0

utt − µu+
(

1 + ∂2

∂x2

)2

u−Q1u
2 − C1u

3

ut dx (3.33)

=
∫ L

0

νut − b
(

1 + ∂2

∂x2

)2

ut + C2u
2ut + C3uu

2
t + C4u

3
t

ut dx. (3.34)

This is equivalent to

dF

dt
=
∫ L

0

νu2
t − b

((
1 + ∂2

∂x2

)
ut

)2

+ C2u
2u2

t + C3uu
3
t + C4u

4
t

 dx. (3.35)
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If ut = 0 for all x, then dF
dt

= 0 and we have an equilibrium. Now, we want to

prove that, for large non-equilibrium u and ut, all trajectories have F decreasing in

time for ν negative or positive. For large u and ut, the last three terms dominate

as they are quartic, so let us write the last three terms as follows:

T =
∫ L

0

[
C2u

2u2
t + C3uu

3
t + C4u

4
t

]
dx. (3.36)

We write

u(x, t) = R cosφ, ut(x, t) = R sinφ, (3.37)

where R(x, t) is a large radius and φ(x, t) is an angle. Substituting (3.37) into

(3.36), we get

T =
∫ L

0

[
R4
(
C2 cos2 φ+ C3 cosφ sinφ+ C4 sin2 φ

)
sin2 φ

]
dx. (3.38)

Using trigonometric identities, we can write this equation as

T =
∫ L

0

[
R4
(1

2 (C2 + C4) + 1
2 (C2 − C4) cos 2φ+ 1

2C3 sin 2φ
)

sin2 φ
]
dx. (3.39)

If trajectories are to remain bounded for any choice of ν, dF
dt

must be negative for

any (u, ut) large enough as long as ut is not zero for all x. This is guaranteed if

T < 0 for any φ as long as sinφ is not zero for all x, which requires

C2 + C4 < 0

and

0 <
√(1

2 (C2 − C4)
)2

+
(1

2C3

)2
< −1

2 (C2 + C4) ,

which implies

C2C4 −
1
4C

2
3 > 0.

To make the model simple we let C3 = 0, then dF
dt

is strictly negative for large
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(u, ut) non-equilibrium if and only if

C2 + C4 < 0 and C2C4 > 0,

which implies C2 < 0 and C4 < 0. Therefore the model second order partial

differential equation takes the following form

∂2u

∂t2
=
µ− (1 + ∂2

∂x2

)2
u+

ν − b(1 + ∂2

∂x2

)2
 ∂u

∂t
+Q1u

2 + C1u
3

+C2u
2ut + C4u

3
t , (3.40)

where µ and ν are the control parameters, b > 1, Q1, C1, C2 and C4 are constants

coefficients with C1 < 0 to make F bounded below, and C2 < 0 and C4 < 0 to

make F decrease for large u or ut.

Weakly nonlinear theory (in Section 3.4) will show that the current model has

only a limited range of possibilities in the TB normal form. Later in Chapter 4

and 5, we will add more nonlinearities in order to access other possibilities.

3.4 Weakly nonlinear theory

In this section, we use weakly nonlinear theory to reduce the PDE (3.40) to the TB

normal form. In the weakly nonlinear calculation, we consider small amplitude

solutions close to TB point, so µ � 1, ν � 1 and u � 1. In addition, we look

for solutions with wavenumber k = kc = 1. We introduce a small parameter ε to

control the amplitude of the solution (u = O(ε)). At this point the scaling is not

obvious, so we scale time and the parameters µ and ν as follows:

∂

∂t
→ εη

∂

∂t
, µ→ εmµm, ν → εnνn. (3.41)
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where η > 0,m > 0 and n > 0 are to be determined. We assume u is O(ε) and

expand as

u = εu1 + ε2u2 + ε3u3 + ε4u4 + · · · . (3.42)

By substituting the scaling and (3.42) into the governing equation (3.40), we get

ε2η+1∂
2u1

∂t2
+ ε2η+2∂

2u2

∂t2
+ ε2η+3∂

2u3

∂t2
+ · · · = µm

(
εm+1u1 + εm+2u2 + εm+3u3 + · · ·

)
−
(

1 + ∂2

∂x2

)2 (
εu1 + ε2u2 + ε3u3 + · · ·

)
+ νn

(
εη+n+1∂u1

∂t
+ εη+n+2∂u2

∂t
+ εη+n+3∂u3

∂t
+ · · ·

)

− b
(

1 + ∂2

∂x2

)2 (
εη+1∂u1

∂t
+ εη+2∂u2

∂t
+ εη+3∂u3

∂t
+ · · ·

)

+Q1
(
ε2u2

1 + 2ε3u1u2 + ε4u2
2 + · · ·

)
+ C1

(
ε3u3

1 + 3ε4u2
1u2 + · · ·

)
+ C2

(
εη+3u2

1
∂u1

∂t
+ εη+4

(
u2

1
∂u2

∂t
+ 2u1u2

∂u1

∂t

)
+ · · ·

)

+ C4

ε3η+3
(
∂u1

∂t

)3

+ · · ·
 . (3.43)

The lowest order in ε is O(ε), and the equation at this order is

0 = −
(

1 + ∂2

∂x2

)2

u1. (3.44)

We define the linear operator L as

L = −
(

1 + ∂2

∂x2

)2

, (3.45)

and so L acts on modes eikx as

Leikx = −
(
1− k2

)2
eikx. (3.46)
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Solving Lu1 = 0 implies u1 is a linear combination of eix and e−ix with k = 1.

Insisting that u1 is real leads to

u1(x, t) = F1(t)eix + F̄1(t)e−ix, (3.47)

where F1 is a time-dependent complex amplitude. The next biggest order terms

in ε give the equation

ε2η+1∂
2u1

∂t2
= εm+1µmu1 + ε2Lu2 + εη+n+1νn

∂u1

∂t
+ εη+1bL∂u1

∂t

+ ε2Q1u
2
1 + ε3C1u

3
1 + εη+3C2u

2
1
∂u1

∂t
. (3.48)

If we substitute (3.47) into (3.48), and if we look at the eix component, then any

term that includes L will vanish. Then an equation that involves F1 and its time

derivatives is

ε2η+1∂
2F1

∂t2
= εm+1µmF1 + εη+n+1νn

∂F1

∂t
+ ε3C1|F1|2F1 + εη+3C2F

2
1
∂F̄1

∂t

+ 2εη+3C2|F1|2
∂F1

∂t
. (3.49)

In weakly nonlinear theory we want the time derivative, the linear term and the

nonlinear term to be of the same order of magnitude. Balancing F1tt , µmF1 and

|F1|2F1 requires η = 1 and m = 2. In the TB normal form, νnF1t and F 2
1 F̄1t

appear one order in ε higher, so we set n = 2. Substituting η = 1,m = 2 and

n = 2 into (3.43) we get

∂2

∂t2

(
ε3u1 + ε4u2 + ε5u3 + ...

)
= µ2

(
ε3u1 + ε4u2 + ε5u3 + ...

)
−
(

1 + ∂2

∂x2

)2 (
εu1 + ε2u2 + ε3u3 + ...

)
+ ν2

(
ε4
∂u1

∂t
+ ε5

∂u2

∂t
+ ε6

∂u3

∂t
+ ...

)
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− b
(

1 + ∂2

∂x2

)2 (
ε2
∂u1

∂t
+ ε3

∂u2

∂t
+ ε4

∂u3

∂t
+ ...

)

+Q1
(
ε2u2

1 + 2ε3u1u2 + ε4u2
2 + ...

)
+ C1

(
ε3u3

1 + 3ε4u2
1u2 + ...

)
+ C2

(
ε4u2

1
∂u1

∂t
+ ε5

(
u2

1
∂u2

∂t
+ 2u1u2

∂u1

∂t

)
+ ...

)

+ C4

ε6 (∂u1

∂t

)3

+ ...

 . (3.50)

At O(ε2), we have

0 = Lu2 + bL∂u1

∂t
+Q1u

2
1. (3.51)

The term L∂u1
∂t

is zero since there are just e±ix components in ∂u1
∂t
. To solve (3.51)

for u2 we suppose u2 to be of the form

u2(x, t) = G2(t)e2ix +G1(t)eix +G0(t) + Ḡ1(t)e−ix + Ḡ2(t)e−2ix. (3.52)

where G0, G1, G2 and the complex conjugate Ḡ1, Ḡ2 are time-dependent ampli-

tudes. Substituting (3.52) and (3.47) into (3.51) and comparing the coefficients

of the Fourier modes, we obtain

u2 = Q1F
2
1

9 e2ix +G1e
ix + 2Q1|F1|2+Ḡ1e

−ix + Q1F̄1
2

9 e−2ix, (3.53)

where G1 is going to be determined later. At O(ε3), we have

∂2u1

∂t2
= µ2u1 + Lu3 + bL∂u2

∂t
+ 2Q1u1u2 + C1u

3
1, (3.54)

where u3 is unknown in this equation. Since the nonlinear terms generate wavenum-

bers up to ±3, we suppose u3 to be of the form

u3(x, t) =H3(t)e3ix +H2(t)e2ix +H1(t)eix +H0(t) + H̄1(t)e−ix

+H̄2(t)e−2ix + H̄3(t)e−3ix.
(3.55)
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where H0, H1, H2, H3 and the complex conjugate H̄1, H̄2, H̄3 are time-dependent

amplitudes. This equation has a solvability condition coming from the eix terms.

By multiplying (3.47) by (3.52) to get the product u1u2 and substituting (3.47)

and (3.55) into (3.54) and collecting the coefficients of k = 1 mode, we get

∂2F1

∂t2
= µ2F1 + A|F1|2F1, (3.56)

where A = 38
9 Q

2
1 + 3C1. This is the leading order part of the TB normal form.

The TB normal form includes the terms F 2
1 F̄1t and F1t |F1|2, which are found by

going to O(ε4). Thus, we need to solve (3.54) for u3 by comparing the coefficients

of Fourier modes:

u3 = 1
64

(2
9Q

2
1 + C1

)
F 3

1 e
3ix + 2

9Q1 (F1G1 − bF1F1t) e2ix +H1e
ix

+ 2Q1
(
F1Ḡ1 + F̄1G1 − b(F1tF̄1 + F1F̄1t)

)
+ 1

64

(2
9Q

2
1 + C1

)
F̄1

3
e−3ix + 2

9Q1
(
F̄1Ḡ1 − bF̄1F̄1t

)
e−2ix + H̄1e

−ix. (3.57)

At O(ε4), we have

∂2u2

∂t2
= µ2u2 + Lu4 + ν2

∂u1

∂t
+ bL∂u3

∂t
+Q1

(
u2

2 + 2u1u3
)

+ 3C1u
2
1u2 + C2u

2
1
∂u1

∂t
.

(3.58)

In the last equation u4 is unknown. If we consider the k = 1 component of this

equation, then Lu4 gives no contribution and we get

∂2G1

∂t2
= µ2G1 + ν2

∂F1

∂t
+
(2

9Q
2
1 + 3C1

)
F 2

1 Ḡ1 +
(40

9 Q
2
1 + 6C1

)
|F1|2G1

+4Q2
1

(
F1Ḡ1 + F̄1G1

)
+
(
−4bQ2

1 + C2
) (
F1tF̄1 + F1F̄1t

)
F1

+
(
−4

9bQ
2
1 + C2

)
|F1|2F1t . (3.59)

We want to combine the equations (3.56) and (3.59) to one equation, the normal
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form equation, by using a reconstitution procedure [91]. Assuming

z = εF1 + ε2G1, (3.60)

and by unscaling time and the parameters according to

∂

∂t
→ 1

ε

∂

∂t
µ2 →

1
ε2
µ and ν2 →

1
ε2
ν, (3.61)

we get

∂2z

∂t2
= µz + εν

∂F1

∂t
+ ε3A|F1|2F1 + ε4

(
2Q2

1
9 + 3C1

)
F 2

1 Ḡ1

+ ε4
(

40Q2
1

9 + 6C1

)
|F1|2G1 + 4ε4Q2

1

(
F1Ḡ1 + F̄1G1

)
+ ε3

(
−4bQ2

1 + C2
) (
F1tF̄1 + F1F̄1t

)
F1 + ε3

(
−4

9bQ
2
1 + C2

)
|F1|2F1t . (3.62)

Substituting F1 = z
ε
− εG1, in (3.62) and neglecting all the terms of O(ε), we get

the amplitude equation

∂2z

∂t2
= µz + ν

∂z

∂t
+ A|z|2z + C(∂z

∂t
z̄ + z

∂z̄

∂t
)z +D|z|2∂z

∂t
, (3.63)

where

A = 38
9 Q

2
1 + 3C1, C = −4bQ2

1 + C2, D = −4
9bQ

2
1 + C2. (3.64)

Note that A is the same as the coefficient of the amplitude equation for the Swift–

Hohenberg equation [20, 69]. Note also that C4, the coefficient of u3
t , does not

appear at this order but it is important in Lyapunov stability as mentioned in

Section 3.3. Equation (3.63) is the TB normal form [34].

So far, the model (3.40) is simple and replicates the linear behaviour of ther-

mosolutal convection. The model satisfies Lyapunov stability and can be reduced

to the TB normal form equation (3.63). Thus, we are now in a position to use
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the results given by [34] to predict the weakly nonlinear behaviour.

3.5 Relating the model to the cases in DK

In last section, we have seen that the model (3.40) with the nonlinearities u2, u3,

u2ut and u3
t can be reduced using weakly nonlinear theory to TB normal form

equation with coefficients specified in (3.64). The normal form equation has

been studied by [34] as we discussed in Chapter 2. Their work shows that the

bifurcation diagrams are divided into different regions depending on the value of

the ratio D
M

(where M = 2C +D), as well as the sign of A (see Figure 2.2). Each

case shows different types of stable and unstable solutions. In this section we

want to relate our model to the work given by [34] in order to predict the types

of solutions. Lyapunov stability require C1 to be negative and if Q1 is small then

A in (3.64) will be negative. This shows that our model lies in the case where

A < 0 provided Q1 is not too large. To determine the case we find the ratio

D

M
=

−4
9 bQ

2
1 + C2

2(−4bQ2
1 + C2) + −4

9 bQ
2
1 + C2

= −4bQ2
1 + 9C2

−76bQ2
1 + 27C2

. (3.65)

We know from Lyapunov stability that C2 has to be negative and so D < 0 and

M < 0, which refers to the minus cases in [34]. The fraction D
M

is always bounded

between
1
19 <

D

M
<

1
3 .

This indicate that the only case in [34] that can be accessed with D
M

in this range

is case II− with A < 0 (see Figure 2.2).

Figure 3.6 shows the stability diagram for case II− with A < 0 from [34]. The

trivial solution z = 0 is stable when µ and ν are both negative, it loses stability

in a pitchfork bifurcation when L0 : µ = 0 leading to stable SS and in a Hopf
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(a) (b)

Figure 3.6: (a) Sketch of the stability diagram for case II− with A < 0 from [34]; (b)
the corresponding bifurcation diagram. The notation is explained in Chapter 2.

bifurcation when H0 : ν = 0 with µ < 0 leading to stable TW and unstable SW.

The pitchfork bifurcation from SS to TW occurs when

Lm : µ = A

D
ν, with Aµ < 0. (3.66)

This indicates that the model (3.40) exhibits stable SS and TW solutions only

provided Q1 is not too large. Since we are interested in finding stable SW and

MW, which occur in other cases with different values of D
M

, we will modify our

model in the next chapter to allow these cases. Also, we will solve the model

(3.40) numerically to obtain the SS and TW solutions.

3.6 Conclusion

A new second order PDE that replicates the linear behaviour of thermosolutal

convection has been presented. Just as the Swift–Hohenberg equation is a model

for the onset of steady convection, our new model can describe the onset of both
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steady and oscillatory convection in a simple PDE. Using weakly nonlinear theory,

the model can be reduced to the TB normal form equation in which the pitchfork

and Hopf bifurcation coincide at the TB point.

Based on the criteria we have mentioned in Section 3.3, the model is simple

and reduces to the TB normal form equation. However, the model does not allow

stable SW behaviour close to onset. Our model so far gives only the case labelled

II− with A < 0 by [34], in which only stable SS and TW exist. Our interest in

the next chapter is to allow the model to obtain different solutions such as SW

and MW, which exist in the normal form when A,D and M are still negative but

the fraction D
M

take a wider range of values. We are going to modify the model

by adding more nonlinearities that will affect the fraction D
M

to allow additional

cases and then additional solutions.



Chapter 4

The model with different

nonlinearities

4.1 Introduction

Thermosolutal convection can exhibit a variety of oscillations including travelling

wave (TW), standing wave (SW), modulated wave (MW), as well as steady state

(SS). The transitions between these states have been observed both in numerical

[36, 52, 62] and experimental [61, 85] investigations. In Chapter 3, we have seen

that the PDE (3.40) with the nonlinearities u2, u3, u2ut and u3
t can be reduced to

the TB normal form equation using weakly nonlinear analysis and is Lyapunov

stable. With this choice of nonlinearities, the TB normal form equation with the

coefficients A,C and D (3.64) is limited to the region 0 < D
M
< 0.5 and A < 0. In

this region (known as case II− in [34]), the normal form predicts stable SS and

TW only.

Our interest in this chapter is to make the model more generic in order to access

a wide range of cases available in the normal form, as exhibited by thermosolutal

89
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and binary convection and the potentially by other problems. Therefore, we want

to allow the fraction D
M

to match other cases mentioned in [34] and to allow A > 0

as well. Since the coefficients D and M are affected by the nonlinearities, in this

chapter we will modify the model by adding more nonlinearities, while preserving

Lyapunov stability. The model (3.40) with the nonlinearities u2, u3, u2ut and u3
t is

Lyapunov stable if the coefficients C2 and C4 of u2ut and u3
t are negative, with the

Lyapunov function bounded from below when the coefficient C1 of u3 is negative.

This indicates that for any new quadratic nonlinearities the model still satisfies

Lyapunov stability as long as the cubic terms are dominant. Therefore, in this

chapter we will discuss only the quadratic nonlinear terms u2
t and uuxx, which

come into weakly nonlinear theory. It turns out that the term u2
t does not affect

the fraction D
M

, and so it will be removed. In Chapter 5, we will extend the model

further by adding cubic nonlinearities (ux)2ut and uuxuxt.

In Section 4.2 we will apply weakly nonlinear theory as before to identify the

coefficients A,C and D. In Section 4.3, we will compute the fraction D
M

and

discuss the possible cases obtained compared with [34]. In Section 4.4 we will

solve the model numerically using Fourier spectral methods and the exponen-

tial time differencing (ETD) method. We will show numerical solutions for two

cases labelled II− and III− with A < 0 in [34]. We will compare the amplitude

obtained from weakly nonlinear theory with the amplitude from the numerical

solutions. Also, we will compare the stability region obtained from solving the

model numerically with the stability region shown in [34].

4.2 Weakly nonlinear theory

In this section, we will use weakly nonlinear theory as before to determine the

coefficients A,C,D and M in the normal form (see Section 3.4). Adding the
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quadratic nonlinear terms u2
t and uuxx to the PDE (3.40), we get

∂2u

∂t2
=
µ− (1 + ∂2

∂x2

)2
u+

ν − b(1 + ∂2

∂x2

)2
ut +Q1u

2

+Q2u
2
t +Q3uuxx + C1u

3 + C2u
2ut + C4u

3
t ,

(4.1)

where µ and ν are the control parameters, Q1, Q2, Q3, C1, C2 and C4 are order 1

constants and b > 1. In the weakly nonlinear analysis we use the same scaling

we use in Chapter 3

∂

∂t
→ ε

∂

∂t
, µ→ ε2µ2, ν → ε2ν2, (4.2)

and expand u as a power series in ε as (3.42). We substitute the scaling and the

expansion (3.42) into the PDE (4.1), and get the following equation

ε3
∂2u1

∂t2
+ ε4

∂2u2

∂t2
+ · · · = µ2

(
ε3u1 + ε4u2 + · · ·

)
−
(

1 + ∂2

∂x2

)2 (
εu1 + ε2u2 + ε3u3 + ε4u4 + · · ·

)

+ ν2

(
ε4
∂u1

∂t
+ · · ·

)
− b

(
1 + ∂2

∂x2

)2 (
ε2
∂u1

∂t
+ ε3

∂u2

∂t
+ ε4

∂u3

∂t
+ · · ·

)

+Q1
(
ε2u2

1 + 2ε3u1u2 + ε4
(
u2

2 + u1u3
)

+ · · ·
)

+Q2

ε4 (∂u1

∂t

)2

+ · · ·


+Q3

(
ε2u1

∂2u1

∂x2 + ε3
(
u1
∂2u2

∂x2 + u2
∂2u1

∂x2

)
+ ε4

(
u1
∂2u3

∂x2 + u2
∂2u2

∂x2 + u3
∂2u1

∂x2

)
+ · · ·

)

+ C1
(
ε3u3

1 + 3ε4u2
1u2 + · · ·

)
+ C2

(
ε4u2

1
∂u1

∂t
+ · · ·

)
+ C4

(
ε6
∂u1

∂t
+ · · ·

)
.

(4.3)

As before, at O(ε) we have

0 = Lu1, (4.4)
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where

L = −
(

1 + ∂2

∂x2

)2

. (4.5)

Solving Lu1 = 0 implies u1 is a linear combination of eix and e−ix with k = 1 as

follows:

u1(x, t) = F1(t)eix + F̄1(t)e−ix, (4.6)

At O(ε2), we get

0 = Lu2 + bL∂u1

∂t
+Q1u

2
1 +Q3u1

∂2u1

∂x2 . (4.7)

There are no eix terms in (4.7) so we have no solvability condition to satisfy. We

solve this by supposing u2 is of the form

u2(x, t) = G2(t)e2ix +G1(t)eix +G0(t) + Ḡ1(t)e−ix + Ḡ2(t)e−2ix, (4.8)

where G0, G1, G2 and the complex conjugates Ḡ1, Ḡ2 are time-dependent ampli-

tudes. Substituting (4.6) and (4.8) into (4.7) and comparing the coefficients of

the Fourier modes, we get

u2 = (Q1 −Q3)
9 F 2

1 e
2ix +G1e

ix + 2(Q1 −Q3)|F1|2+Ḡ1e
−ix + (Q1 −Q3)

9 F̄1
2
e−2ix.

(4.9)

At O(ε3), we have

∂2u1

∂t2
= µ2u1 +Lu3 + bL∂u2

∂t
+2Q1u1u2 +Q3

(
u1
∂2u2

∂x2 + u2
∂2u1

∂x2

)
+C1u

3
1. (4.10)

u3 is unknown in (4.10). Thus, we assume u3 as follows:

u3(x, t) = H3(t)e3ix +H2(t)e2ix +H1(t)eix +H0(t) + H̄1(t)e−ix + H̄2(t)e−2ix

+ H̄3(t)e−3ix, (4.11)



Chapter 4. The model with different nonlinearities 93

where H0, H1, H2, H3, and the complex conjugates H̄1, H̄2, H̄3 are time-dependent

amplitudes. This equation has a solvability condition coming from the eix terms.

Substituting (4.6), (4.9) and (4.11) into (4.10) and collecting the coefficient of

eix, we get
∂2F1

∂t2
= µ2F1 + A|F1|2F1, (4.12)

where

A = (Q1 −Q3)
(38

9 Q1 −
23
9 Q3

)
+ 3C1. (4.13)

Collecting the coefficients of e3ix components, we get

H3 = 1
64

(2
9Q1 (Q1 −Q3)− 5

9Q3 (Q1 −Q3) + C1

)
F 3

1 . (4.14)

Collecting the coefficients of e2ix components, we get

H2 = 2 (Q1 −Q3)
9

(
F1G1 − bF1

∂F1

∂t

)
, (4.15)

and from the constant coefficient, we get

H0 = 2 (Q1 −Q3)
(
F1Ḡ1 + F̄1G1 − b

(
∂F1

∂t
F̄1 + F1

∂F̄1

∂t

))
. (4.16)

At O(ε4), we have

∂2u2

∂t2
= µ2u2 + Lu4 + ν2

∂u1

∂t
+ bL∂u3

∂t
+Q1

(
u2

2 + 2u1u3
)

+Q2

(
∂u1

∂t

)2

+Q3

(
u1
∂2u3

∂x2 + u2
∂2u2

∂x2 + u3
∂2u1

∂x2

)
+ 3C1u

2
1u2 + C2u

2
1
∂u1

∂t
.

(4.17)
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The solvability condition is the eix component of (4.17), which gives

∂2G1

∂t2
= µ2G1 + ν2

∂F1

∂t
+NF 2

1 Ḡ1 + P |F1|2G1 + C

(
∂F1

∂t
F̄1 + F1

∂F̄1

∂t

)
F1

+D|F1|2
∂F1

∂t
,

(4.18)

where

N = (Q1 −Q3)
(38

9 Q1 −
23
9 Q3

)
+ 3C1, (4.19)

P = (Q1 −Q3)
(76

9 Q1 −
62
9 Q3

)
+ 6C1, (4.20)

C = 2b (Q1 −Q3) (−2Q1 +Q3) + C2, (4.21)

D = b (Q1 −Q3)
(−4

9 Q1 + 10
9 Q3

)
+ C2. (4.22)

Note that, the term u2
t with the coefficient Q2 does not contribute to (4.18)

since there is no eix component in
(
∂u1
∂t

)2
. We use a reconstitution procedure to

combine equations (4.12) and ( 4.18) into a single PDE and write

z = εF1 + ε2G1. (4.23)

By unscaling time and the parameters according to

∂

∂t
→ 1

ε

∂

∂t
µ2 →

1
ε2
µ and ν2 →

1
ε2
ν. (4.24)

We get

∂2z

∂t2
= µz + εν

∂F1

∂t
+ ε3A|F1|2F1 + ε4NF 2

1 Ḡ1 + ε4P |F1|2G1

+ ε3C

(
∂F1

∂t
F̄1 + F1

∂F̄1

∂t

)
F1 + ε3D|F1|2

∂F1

∂t
.

(4.25)

Substituting F1 = z
ε
− εG1 in (4.25) and neglecting all the terms proportional to
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ε, we get the TB normal form

∂2z

∂t2
= µz + ν

∂z

∂t
+ A|z|2z + C(∂z

∂t
z̄ + z

∂z̄

∂t
)z +D|z|2∂z

∂t
, (4.26)

where A,C and D are given by (4.13), (4.21) and (4.22), respectively. Since the

coefficient Q2 for the term u2
t does not appear in the coefficients A,C and D, we

will drop this term from the PDE (4.1) and we will accept the contribution from

the term uuxx. Then the PDE takes the following form

∂2u

∂t2
=
µ− (1 + ∂2

∂x2

)2
u+

ν − b(1 + ∂2

∂x2

)2
ut +Q1u

2

+Q3uuxx + C1u
3 + C2u

2ut + C4u
3
t . (4.27)

As we discussed in Chapter 3, for stability we require C2 < 0 and C4 < 0 and to

make the Lyapunov function bounded below we require C1 < 0 . In next section

we will discuss the fraction D
M

in more detail.

4.3 Relating the model to the cases in DK

The authors in [34] show that the normal form exhibits a wide range of behaviour

depending on the sign of the coefficients A,D and M and the value of the fraction
D
M

where M = 2C + D. The bifurcation diagram changes at special values of
D
M

= c where c = 1
5 ,

1
2 , 0.7, 0.74, 3

4 ,
4
5 , 1. The regions between the lines D

M
= c in

the (D,M)-plane are enumerated with roman numeral I±,XII±, · · · in [34] (see

Figure 2.2).

In this section, we compute the fraction D
M

in order to relate the model (4.27)
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to the normal form cases. From (4.21) and (4.22), the fraction D
M

is

D

M
=

−4
9 bQ

2
1 + 14

9 bQ1Q3 − 10
9 bQ

2
3 + C2

−76
9 bQ2

1 + 122
9 bQ1Q3 − 46

9 bQ
2
3 + 3C2

, (4.28)

where M = 2C + D. Lyapunov stability requires C1, C2 and C4 to be negative.

Take for example C1 = C2 = C4 = −1 and b = 2. By plotting contours of

A and D
M

= c, where c = 1
5 ,

1
2 , 0.7, 0.74, 3

4 ,
4
5 , 1, we can obtain the normal form

cases. Figure 4.1 shows that, with the new nonlinear term uuxx, the fraction D
M

can access all values of the non-degeneracy condition c with A < 0, and cases

II− and III− with A > 0. In Table 4.1 we show values of Q1 and Q3 obtained

from Figure 4.1 that correspond to the different cases in [34], along with the

coefficients A,D and M from (4.13), (4.21) and (4.22) where M = 2C +D. Note

that without the term uuxx the only case we obtain is II− with A < 0 as we have

mentioned in Chapter 3.

We can conclude that the nonlinearities u2, uuxx, u
3, u2ut and u3

t allow a wide

range of weakly nonlinear behaviour. Then the current model with these nonlin-

earities is

∂2u

∂t2
=
µ− (1 + ∂2

∂x2

)2
u+

ν − b(1 + ∂2

∂x2

)2
ut +Q1u

2

+Q3uuxx + C1u
3 + C2u

2ut + C4u
3
t , (4.29)

where µ and ν are the control parameters, Q1, Q3, C1, C2 and C4 are constants,

b > 1, and the term Q2u
2
t has been dropped.
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Figure 4.1: Plot of contours of A in orange from (4.13) and the different values of
D
M = c where c = 1

5 ,
1
2 ,

3
5 , 0.7, 0.74, 3

4 ,
4
5 from (4.28) where C1 = C2 = C4 = −1 and b = 2.

The regions between each curve correspond to the enumerated II−,...IX− in [34]. The
right panel shows a zoom of the top right corner of the left panel.

Q1 Q3 A M D D
M

Case in DK

A > 0 1.5 0.5 2.056 -23.22 -1.22 0.05 II−
0.1 1.5 1.78 -22.1 -5.54 0.25 III−

A < 0

0.5 0 -1.94 -7.22 -1.22 0.17 II−
0.6 0.9 -3.07 -2.72 -1.44 0.53 III−
0.8 1.1 -3.17 -2.32 -1.52 0.66 IV−
0.85 1.2 -3.18 -2.27 -1.67 0.736 V−
0.9 1.21 -3.27 -2.12 -1.58 0.74 VI−
0.9 1.25 -3.21 -2.15 -1.69 0.78 VII−
1 1.4 -3.26 -1.97 -1.89 0.96 VIII−

1.1 1.5 -3.32 -1.702 -1.942 1.14 IX−

Table 4.1: In this table we show example of different values of Q1 and Q3. The values
taken from Figure 4.1. We compute the coefficients A,D,M from (4.13), (4.21), (4.22)
and the fraction D

M from (4.28). In the last column we show the corresponding case in
[34].

4.4 Numerical results

In this section, we present numerical solutions of the model (4.29). To treat the

model numerically, we discretize the PDE both in time and space. In space,

we discretize the model using spectral methods [24, 30, 46, 50] and fast Fourier
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transform (FFT). In time, we discretize the model (4.29) using the exponential

time differencing method (ETD) [24, 30, 46, 50]. The ETD method solves the

linear parts of the PDEs exactly followed by a second order approximation of the

nonlinear parts. Further explanation can be seen in Appendix A.

To obtain the solutions behaviour close to the TB point, we solve the PDE

with 32 grid points with one-wavelength in one dimensional domain using random

initial conditions. In this section, we will show the result in two cases. First, when

Q1 6= 0 and Q3 = 0, the PDE then reverts to (3.40) where the normal form shows

only stable SS and TW (case labelled II− with A < 0 in [34]). Secondly, when

Q1 6= 0 and Q3 6= 0, which the normal form gives a wider range of solutions

behaviour: we focus on case III− with A < 0, in which the normal form exhibits

stable SW and MW as well as SS and TW.

During this dissertation, we compare the stability region from solving the model

with the stability region obtained from the normal form [34]. To do this we solve

the PDE and plot the type of solutions in (ν, µ)-plane, using polar coordinates

defined by

ν = d cos(θ), µ = d sin(θ), (4.30)

where d is the radius that controls how far ν and µ are from the TB point,

and θ is the angle that controls the position of ν and µ in the (ν, µ)-plane.

Moreover, we show the bifurcation diagram from numerical simulations, plotting

the amplitude as a function of the control parameter θ with fixed d. Note that the

Hopf bifurcation occurs at ν = 0 and µ < 0 which correspond to θ = 270◦. The

pitchfork bifurcation occurs at µ = 0 which correspond to θ = 0◦ and θ = 180◦.
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4.4.1 Example solutions

Close to the TB point, four types of solutions can be shown including SS, TW,

SW and MW as well as the trivial state, as mentioned in Section 2.2. In this

section, we will show examples of these solutions in time evaluation and in space

for small domain with one wavelength.

• Trivial solution (T): In a time-dependent model the trivial solution being

stable means all small trajectories in û and ût go toward zero.

• Steady state solution (SS): The SS solutions are the state that describes

the behaviour of the system when the solution remains unchanged in time

with ût = 0 (see Figure 4.2 a).

• Travelling waves (TW): In time-dependent systems the TW solutions

have a constant amplitude and a constant frequency ω in the asymptotic

limit (see Figure 4.2 b).

• Standing waves (SW): The SW solutions mean there are oscillations in

the amplitude for both û and ût as a function of time. When the solu-

tions reach the asymptotic state the oscillations occur where the maximum

amplitude does not vary further as time increases (see Figure 4.2 c).

• Modulated waves (MW): The MW solutions have also an oscillation in

amplitude for both û and ût. The asymptotic amplitude of the wave is mod-

ulated means that there is a long wavelength modulation of the amplitude

as time varies (see Figure 4.2 d).
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(a) Steady state

(b) Travelling wave

(c) Standing wave in the asymptotic state

(d) Sketch of modulated wave in the asymptotic state

Figure 4.2: Example of solutions in time-dependent system. The solutions (a,b,c)
obtained from solving the PDE (4.29) using time-stepping method where Q1 = 0.6, Q3 =
0.9, C1, C2, C4 = −1, and b = 2 allowing one wavelength with 32 grid points. The MW
solution (d) is not a real solution but it is sketch since there is no MW obtained from
solving the PDE (4.29). The left-hand and middle panels show the amplitude of û1 and
ût1 of the first Fourier mode (k = 1). The right-hand panels show the amplitude of u (in
blue) and ut (in red) in physical space with all mode of k.
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4.4.2 Stopping criterion and classification criteria

When we start our time-stepping from random initial conditions using rand func-

tion in Matlab which generates arrays of random numbers whose elements are

uniformly distributed in the interval (0, 1), we need a stopping criterion to iden-

tify when we have reached an asymptotic state. However, the normal form shows

five types of solutions: T, SS, TW, SW and MW (see Chapter 2 and Section

4.4.1). We also expect such states to exist in the PDE model. Therefore, once

an asymptotic state has been reached, we need to apply a classification criterion

to determine the type of solution. During time-stepping, starting at t = 0 with a

time step of 0.01, we advance the evolution by 200 time units. When t = 200, we

calculate the value of zpre = |max(û1)−min(û1)|. We again advance the evolution

from t = 200 to t = 400 when we again compute zcur = |max(û1) − min(û1)|.

Here û1 is the amplitude of the first Fourier mode (k = 1).

We check to see if the difference between zpre and zcur is more than the tolerance

of τ = 10−8. If the difference is more than the tolerance, then we determine that

the evolution has not yet reached an asymptotic state. Then we update the value

of zpre with zcur and again time step for another 200 time units. At the end of

the time-stepping, we again recompute zcur and repeat the above check to see if

the value of |zpre− zcur|< τ . If this condition is not satisfied, we update the value

of zpre and repeat time-stepping. On the other hand, if this condition is satisfied,

we determine that we have reached an asymptotic state and move on to try and

classify the obtained solution using conditions from Table 4.2.

We set the condition of the solutions in Table 4.2 based on the behaviour of

each solution from Figure 4.2. We implement the conditions in code to check first

the condition of the trivial state then the SS, TW, SW and if none of the above

conditions are satisfied we check if the solution is MW. However, this classification

criteria works well in obtaining the type of solution for our model (4.29) but it
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Class of Condition of Numerical Implementation
Solution Solution at asymptotic state of Condition

T û1 = 0, ût1 = 0 |û1|t=200n< τ & |ût1|t=200n< τ
SS û1 = c, ût1 = 0 |û1|t=200n> τ & |ût1|t=200n< τ

TW û1 = c, ût1 = c [max(f)−min(f)] < τ
& [max(ft)−min(ft)] < τ

SW û1 6= c, ût1 6= c, |zpre − zcur|= c [max(f)−min(f)] > τ
& [max(ft)−min(ft)] > τ

MW û1 6= c, ût1 6= c, |zpre − zcur|6= c - if none of the above are satisfied -

Table 4.2: Conditions for a variety of classes of solutions for the model (4.29)
where û1 and ût1 are the amplitude at asymptotic state of the first Fourier mode
(k = 1). The c here indicates a constant. Here f = (û1t=200(n−1) to û1t=200n) and
ft = (ût1t=200(n−1)

to ût1t=200n
), where n is a constant.

might be not a good criterion for other problems. Therefore, once the time-

stepping reaches the asymptotic state we also check that the solution we get

satisfies the condition we implemented by eye to make sure that we get the correct

type of solution.

4.4.3 Numerical results: case II− with A < 0

This case can obtained by setting Q1 = 0.5, Q3 = 0, C1 = C2 = C4 = −1, and

b = 2, in the PDE (4.29) (see Table 4.1). In this case, the normal form shows

stable SS in the region between the pitchfork bifurcation line L0 : µ = 0, ν < 0

to the half line Lm where the bifurcation changes to TW solutions at

Lm : µ
ν

= A

D
= −1.94
−1.22 = 1.59, µ > 0, ν > 0. (4.31)

The TW are stable in the region between the half line Lm to the half line H0 :

ν = 0 where µ < 0 (see Figure 3.6).

From solving the PDE (4.29) using the time-stepping method, we show the

type of solution in (ν, µ)-plane (see Figure 4.3 a) in order to compare with the
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stability diagram for the normal form [34] (see Figure 3.6 a). Also, we plot the

amplitude against θ, where θ controls the position of µ and ν in the (ν, µ)-plane

(see Figure 4.3 b) in order to compare with the bifurcation diagram with the

normal form (see Figure 3.6 b). In Figure 4.3 (b) we also compute the amplitude

for the SS and TW solutions from weakly nonlinear theory as solid and dashed

red and blue lines where

|u| =
√
−µ
A
, amplitude of SS,

|u| =
√
−ν
D
, amplitude of TW,

(4.32)

(see Section 2.2), in order to compare the amplitude from numerical estimation

with the amplitude from weakly nonlinear theory for the SS and TW solutions.

The comparison will be discussed further in Section 4.4.5.

Starting from random initial conditions close to the pitchfork bifurcation at

θ = 180◦ with fixed radius 0.01, we find that the SS solutions exist in the region

between the pitchfork bifurcation line L0 : µ = 0, ν < 0 to the half line Lm. The

solutions then change to TW after passing the half line Lm and terminate at the

Hopf bifurcation θ = 270◦ (ν = 0, µ < 0). The trivial solutions are stable in the

region where µ < 0 and ν < 0. Figure 4.3 (a) shows that the stability region for

SS (x red) and TW (+ blue) agree exactly with the stability region given by the

normal form (see Figure 3.6 a). Also, Figure 4.3 (b) shows that the amplitude

for SS and TW solutions from weakly nonlinear theory agree with the numerical

estimation for the PDE (4.29); further discussion is in Section 4.4.5.

4.4.4 Numerical results: case III− with A < 0

In this case the normal form shows stable SS, TW, SW, MW as well as the trivial

state (see Figure 4.4). The SS solutions are stable in the region between the half
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(a) (b)

Figure 4.3: The solutions obtained from solving the PDE (4.29) using time-stepping
with Q1 = 0.5, Q3 = 0, C1, C2, C4 = −1, and b = 2. (a) Plotting the solution type in
(ν, µ)-plane where the x red and + blue indicate SS and TW solutions, respectively. The
bifurcation lines Lm, SNs, SLs and LM set in the same order as in the stability diagram
for the normal form (see Figure 3.6 a). The notation is explained in Chapter 2. (b)
Plotting the amplitude of SS and TW for the PDE (4.29) vs θ. The x red and + blue
points represent the estimated amplitude for SS and TW, respectively. The solid red and
blue curves represent the amplitude computed from weakly nonlinear theory for SS and
TW solutions, respectively. The dashed red curve represents the unstable SS solutions
compute from the weakly nonlinear theory (which is

√
−µ
A where A = −1.94).

line L0 : µ = 0 and ν < 0 to the half line Lm where

Lm : µ
ν

= A

D
µ > 0, ν > 0. (4.33)

The TW solutions are stable in the region between the half line Lm to the half

line LH where

LH : µ
ν

= 3M − 5D
2M − 4D

A

D
, ν > 0, µ < 0. (4.34)

The MW solutions are stable between the half line LH and LS2 where

LS2 : µ
ν
≈ A

0.74D, ν > 0, µ < 0. (4.35)
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The stable SW solutions are stable in the region between the half line LS2 to the

half line H0 : ν = 0, µ < 0 at the Hopf bifurcation.

Setting Q1 = 0.6, Q2 = 0.9, C1 = C2 = C4 = −1, and b = 2 in the PDE

(4.29) (see Table 4.1) the model then represent case III− with A < 0 in [34].

With this choice the coefficients of the normal form are A = −3.07, D = −2.72

and M = −1.44 (see Table 4.1). In Table 4.3, we compute the stability region

depending on the coefficients of the nonlinearities in the model

Class of Stability region from Stability region from

solution the normal form the model

SS µ
ν
> Lm to L0

µ
ν
> 2.13 to µ = 0, ν < 0

TW LH < µ
ν
< Lm −6.395 < µ

ν
< 2.13

MW Ls2 <
µ
ν
< LH −6.529 < µ

ν
< −6.395

SW µ
ν
< Ls2 to H0

µ
ν
< −6.529 to ν = 0, µ < 0

Table 4.3: The stability region for different class of solutions from the normal form for
case III− with A < 0 in [34]. The table shows the stability region for the model with
the choice of nonlinearities Q1 = 0.6, Q2 = 0.9, C1 = C2 = C4 = −1, and b = 2 where
the normal form coefficients are A = −3.07, D = −2.72 and M = −1.44.

Similarly, starting from random initial conditions close to the pitchfork bifur-

cation at θ = 180◦ with fixed radius 0.01, we plot the numerical solutions in the

(ν, µ)-plane. Figure 4.5 shows that the stability regions for SS, TW and SW so-

lutions agree exactly with the stability regions from the normal form (see Figure

4.4). The region where the MW are stable is narrow in the normal form and we

have been unable to find any MW solutions in the PDE.
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(a) (b)

Figure 4.4: (a) Sketch of the stability diagram for case labelled III− with A < 0 in [34]
and (b) the corresponding bifurcation diagram. The notation is explained in Chapter 2.

Figure 4.5: The solutions obtained from solving the PDE (4.29) using time-stepping
method where Q1 = 0.6, Q3 = 0.9, C1, C2, C4 = −1, and b = 2. (a) Plotting the solution
type in (ν, µ)-plane where the x red, + blue and square green indicate to SS, TW and
SW solutions, respectively. The bifurcation lines Lm, SNs, SLs, LM , LH and Ls2 set in
the same order as in the stability diagram for the normal form (see Figure 4.4 a). The
notation is explained in Chapter 2. (b) Plotting the amplitude of SS, TW and SW for
the PDE (4.29) vs θ. The x red, + blue and square green points represent the estimated
amplitude for SS, TW and SW, respectively. The solid red and blue curves represent
the amplitude computed from weakly nonlinear theory for SS and TW solutions (4.32),
respectively. The dashed red curve represents the unstable SS solutions computed from
the weakly nonlinear theory (which is

√
−µ
A where A = −3.07).
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4.4.5 Comparing the weakly nonlinear amplitude with nu-

merical amplitude

In this section, we compare the amplitude from numerical estimation with the

amplitude from weakly nonlinear theory. From weakly nonlinear theory (see

Section 4.2), we scaled µ and ν according to

µ→ ε2µ2 ν → ε2ν2 (4.36)

and expand u in terms of small ε as

uwnl = εu1 +O(ε2), (4.37)

where

u1 = F1(t)eix + c.c, (4.38)

and F1 is time-dependent amplitude as follows

|F1|=



√
−µ2
A

for SS,

√
−ν2
D

for TW,

(4.39)

Substituting (4.38) into (4.37), we obtain the weakly nonlinear amplitude for SS

and TW solutions with mode k = 1 as follows:

uwnl =



√
−µ
A

(eix + c.c) +O(µ) for SS,

√
−ν
D

(eix + c.c) +O(ν) for TW,

(4.40)

where µ and ν are unscaled parameters. Therefore, we expect the difference

between the numerical amplitude unum with mode k = 1, (which includes terms
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ν µ ε = √µ unum uwnl The difference ratio log(ε) log(ratio-1)
|unum − uwnl|

-0.000872 0.009962 0.099810 0.070910 0.071577 0.000667 1.0094 -2.304491 -4.666250
-0.005250 0.008511 0.092256 0.065629 0.066160 0.000531 1.0081 -2.383188 -4.8158741
-0.008511 0.005250 0.072455 0.051697 0.051960 0.000263 1.0051 -2.624786 -5.281236
-0.009962 0.000872 0.029522 0.021153 0.021171 0.000018 1.00085 -3.522614 -7.052100

(a) Comparison for SS solutions.
ν µ ε =

√
ν unum uwnl The difference ratio log(ε) log(ratio-1)

|unum − uwnl|
0.00866 -0.005 0.09306 0.08411 0.08417 0.00006 1.00071 -2.37451 -7.13412
0.00574 -0.00819 0.07573 0.06845 0.06850 0.00005 1.00073 -2.58052 -7.16572
0.00174 -0.00985 0.04167 0.03768 0.03769 0.00001 1.00026 -3.17795 -8.39277

(b) Comparison for TW solutions.

Table 4.4: Comparison of amplitudes computed from PDE simulations and amplitudes
from weakly nonlinear theory, with Q1 = 0.5, Q3 = 0, C1 = C2 = C4 = −1, and b = 2
(case II− , A < 0). See also Figure 4.3.

(a) (b)

Figure 4.6: Plotting the log of ε vs log of (ratio-1) (a) for the SS solutions and (b) for
the TW solutions from Table 4.4.

of all orders) and the weakly nonlinear amplitude uwnl (which includes only terms

of order ε) is O(µ) in SS solutions and O(ν) in TW solutions. Consequently, we

expect the ratio of the two amplitudes is 1 +O(ε) = 1 +O(√µ) for SS solutions

and 1 +O(ε) = 1 +O(
√
ν) for TW solutions.

In Table 4.4, we show the amplitude from weakly nonlinear theory and the

estimated amplitude at mode k = 1 (a) for SS solutions and (b) for TW solutions
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from solving the PDE using time-stepping method and with parameter values

result in case II− with A < 0 (see Section 4.4.3). The ratio between the numerical

amplitude with mode k = 1 and the weakly nonlinear amplitude is better than

we expect: it is 1 +O(µ) rather than 1 +O(√µ) for SS solutions. The reason is

that the O(√µ) correction to this difference is proportional to G1 (in Eq. (4.8))

which for SS and TW is zero. The TW results are even so better than expected;

this may be because ε is not small enough for the asymptotic result to hold. We

represent the results in Figure 4.6. The figure shows the plotting of log(ε) against

log(ratio-1) for (a) the SS and (b) the TW solutions from Table 4.4. From the

figure, we find that the slope of the SS solutions is around 1.95 where it should

be around 1 this because the ratio between the numerical amplitude with mode

k = 1 and the weakly nonlinear amplitude is 1 +O(µ) rather than 1 +O(ε).

4.5 Conclusion

In this Chapter, we extended the model by adding more nonlinearities in order

to explore a wider range of solutions found in the normal form. The model (4.29)

with the nonlinearities u2, uuxx, u3, u2ut and u3
t and the coefficients Q1, Q3, C1, C2

and C4 can access cases II− and III− with A > 0 and M < 0 and cases II− to

IX− with A < 0 and M < 0. Because of the Lyapunov stability requirement we

are not able to access the cases with M > 0. Also, we are not able to access to

case I− with A > 0 and A < 0 (which require D
M
< 0, with D > 0 and M < 0)

and case IV− with A > 0 (which requires D
M

> 1
2 , with D < 0 and M < 0)

because the nonlinearities u2, uuxx, u
3, u2ut and u3

t allow A to be positive (with a

limited range 0 < D
M
< 1

2 , where D < 0 and M < 0) and negative (with a limited

range D
M
> 0, where D < 0 and M < 0).

We solved the PDE numerically using spectral method and the ETD method.
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We obtained three type of solutions: SS, TW and SW. We found a good agreement

between the numerical simulations and the estimated amplitudes obtained from

weakly nonlinear analysis, for both the SS and the TW solutions. In order to

make the comparison easy we plotted the stability diagram as in [34] for our PDE.

The comparison shows that our results are consistent with the results shown in

[34] including the types of solutions and the stability region at small values of

(ν, µ)-plane. The only difference was the MW; these occur in the normal form

in a narrow region between the half line LH and LS2, but we did not find stable

MW in the PDE.



Chapter 5

Localized states in the model

5.1 Introduction

In Chapter 4, we solved the model numerically in a small domain. At suitable

parameters values, the model shows extended stable states for travelling wave

(TW), standing wave (SW) and steady state (SS). The extended solutions refer

to solutions that fill the domain. The normal form has subcritical bifurcations

to TW, SW and SS, which suggests that stable large-amplitude patterns might

exist at the same parameter values as the stable zero solution, and so in a large

domain, it might be possible to find localized states. Localized states refer to the

state where the pattern is localized in one part of the domain in a background

of some other pattern or the zero solution. In an infinite domain, the branch

of spatially localized states appears via a bifurcation from trivial state at the

same point as the subcritical periodic state, often leading to homoclinic snaking

[15, 18, 20, 23]. Steady spatially localized states have been observed widely in

many investigations of the Swift–Hohenberg equation [15, 18, 20, 23, 69, 93]. In

double-diffusive convection, steady spatially localized states have been observed

111
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numerically in binary [11, 74] and thermosolutal convection [12].

In convection with two different gradients, a subcritical Hopf bifurcation can

occur at the onset of flow leading to states of large-amplitude TW or SW. With

bistability between the trivial state and periodic TW or SW, localized travelling

wave (LTW) or localized standing wave (LSW) can be found. Unlike the steady

localized patterns in the Swift–Hohenberg equation where the time derivative

vanishes, the LTW and LSW require the time dependency leading to spatially

localized cells whose shapes change with time. LTW observed in investigations

of binary convection [6, 8, 48, 83, 101, 120], where they are also called travelling

pulses in some other investigations [57–59, 112].

Our interest in this chapter is to find localized states in the model. The analysis

of the normal form obtained by [34] shows that there is a subcritical pitchfork

bifurcation for all positive and negative cases with A > 0. For A < 0, the

normal form has a subcritical Hopf bifurcation to SW for cases I+, III+, IV+,

V+,VI+,VII+, and VIII+, and a subcritical Hopf bifurcation to TW for casesII+,

IX+ and I− (see Figure 2.2 and [34]).

In this chapter, we will focus on obtaining two bifurcation scenarios in the

normal form equation, in order to obtain spatially localized steady state (LSS)

and LTW for the model. These cases are labelled IV− with A > 0 and I− with

A < 0 in [34]. Figure 5.1 shows the stability in (ν, µ)-plane (right panel) and the

corresponding bifurcation diagrams (middle and left panel), where the middle

panel shows the bifurcation above the diagonal in (ν, µ)-plane and the left panel

shows the bifurcation below the diagonal in (ν, µ)-plane (a) for case IV− with

A > 0 and (b) for case I− with A < 0 from [34]. In the next, we will discuss the

bifurcation diagrams for these two cases as follows:

• Case IV− with A > 0: This case lies in the region where the coefficients
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D and M are both negative and the fraction D
M

> 1
2 . The bifurcation

below the diagonal in (ν, µ)-plane (see Figure 5.1 a, right panel) has a

subcritical SS branch from a pitchfork bifurcation at µ = 0. Stable SW and

unstable TW bifurcate from the trivial state at a Hopf bifurcation where

ν = 0, µ < 0. The stable SW branch terminates on the subcritical SS

branch with the formation of a heteroclinic orbit at a global bifurcation

SLs connecting two saddles. The unstable TW branch terminates at the

subcritical SS at Lm. The bifurcation above the diagonal in (ν, µ)-plane

(see Figure 5.1 a, middle panel) has only a subcritical SS branch from a

pitchfork bifurcation at µ = 0. The trivial state is stable in the region

where µ < 0 and ν < 0. This case has been investigated analytically and

numerically in thermosolutal convection [33, 45, 55, 56] and is important

because it was an early example of the discovery and analysis of how a

Shil’nikov heteroclinic orbit [55, 89] can lead to chaotic dynamics, though

this is in a different parameter regime from that which we will investigate.

• Case I− with A < 0: This case lies in the region where D > 0 and M < 0.

The bifurcation below the diagonal in (ν, µ)-plane (see Figure 5.1 b, right

panel) has an unstable SS branch bifurcating from a pitchfork bifurcation

at µ = 0 with ν > 0. It also has a subcritical TW branch and unstable

SW branch bifurcating from the trivial state at a Hopf bifurcation where

ν = 0, µ < 0. The SW branch undergoes saddle-node (SN) bifurcation

at SNs2 and terminates at the SS branch at LM . The bifurcation above

the diagonal in (ν, µ)-plane (see Figure 5.1 b, middle panel) has stable

SS branch bifurcating from a pitchfork bifurcation at µ = 0 with ν > 0

which becomes unstable after passing the half lines Lm. The subcritical

TW branch bifurcates from the SS branch at Lm. The trivial state is stable

in the region where µ < 0 and ν < 0.

We have selected these two cases since we expect that there is subsequent saddle-
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(a) Case IV−, A > 0

(b) Case I−, A < 0

Figure 5.1: Sketch of the stability diagram in (ν, µ)-plane in left and the corresponding
bifurcation diagram in right from [34], where the middle panel represents the bifurcation
above the diagonal in (ν, µ)-plane and the right panel represents the bifurcation below
the diagonal in (ν, µ)-plane, (a) for case IV− with A > 0 and (b) for case I− with A < 0.
The notation is explained in Chapter 2.

node bifurcations at the subcritical branch of SS (case IV− with A > 0) and TW

(case I−, A < 0) would lead to stable large-amplitude solutions coexisting with

the stable trivial solutions, and possibly then to LSS and LTW.

In Chapter 4, we showed that the model (4.29) with the nonlinearities u2, uuxx,
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u3, u2ut and u3
t with the coefficientsQ1, Q3, C1, C2 and C4 is Lyapunov stable when

C2 and C4 are negative. With this choice of nonlinearities, the normal form is

restricted to cases II− to IX− with A < 0 and case II− and III− with A > 0,

as described in Chapter 4. The two cases IV− with A > 0 and I− with A < 0

cannot be obtained with this choice of nonlinearity. This requires us to modify

the model again by adding further nonlinearities.

In section 5.2, we show the weakly nonlinear analysis for the new nonlinearities

and the coefficients A,M and C for the normal form. We also show examples of

the parameters values that result in the two cases of interest. In section 5.3 and 5.4

we find the subcritical bifurcation of pitchfork and Hopf bifurcation, respectively,

at suitable parameters values. In each case we investigate the subcritical branch

in small domains using the time-stepping method we described in Chapter 4.

Moreover, we compare the stability with [34]. In order to obtain localized states

we increase the domain size to fit many wavelengths, taking sech envelopes with

different widths as initial conditions in the time-stepping. In addition we follow

the spatially localized steady state branch using numerical continuation with

Newton iteration in order to investigate its homoclinic snaking behaviour.

5.2 New nonlinearities and the weakly nonlin-

ear analysis

In this section we will focus on finding nonlinearities that result in case IV− with

A > 0 where D,M < 0 and the fraction D
M
> 1

2 , and case I− with A < 0 where

D > 0,M < 0 and D
M
< 0. The previous nonlinearities u2, uuxx, u

3, u2ut and u3
t

with the coefficients Q1, Q3, C1, C2 and C4 allow A to be positive (with a limited

range 0 < D
M
< 1

2) and negative (with a limited range D
M
> 0), where D and M

are always negative. In order to obtain case IV− we want D
M
> 1

2 (with D < 0 and
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M < 0) and in order to obtain case I− we want D
M
< 0 (with D > 0 and M < 0).

This can achieved be adding cubic terms to the PDE since the coefficients D and

M are determined at fourth order in ε (see Section 4.2).

In Section 3.3, we mentioned to some cubic terms that we want to consider

in this thesis: (uuxx)ut, (ux)2ut, u
2utxx, uutuxx and uuxutx. Following the weakly

nonlinear method mentioned in Section 3.4, we expand u in terms of small ε as

u = εu1 + ε2u2 + ε3u3 + ε4u4 + · · ·, and scaling the time ∂
∂t
→ ε ∂

∂t
, then the above

cubic nonlinearities with O(ε4) are (u1u1xx)u1t , (u1x)2u1t , u2
1u1txx , u1u1tu1xx and

u1u1xu1tx where u1 is

u1(x, t) = F1(t)eix + F̄1(t)e−ix. (5.1)

Note that, the weakly nonlinear analysis is the same as in Chapter 4 up to third

power of ε. Since u1xx = −u1, the eix components of the terms (u1u1xx)u1t ,

u2
1u1txx , u1u1tu1xx are the same as that from the term −u2

1u1t in the model (4.29).

Therefore, these terms play the same role in the fraction D
M

as −u2
1u1t , and do

not enlarge the range of values of D
M

. The eix component of the terms (u1x)2u1t

and u1u1xu1tx are
(
2F1F̄1

∂F1
∂t
− F 2

1
∂F̄1
∂t

)
and

(
F 2

1
∂F̄1
∂t

)
, respectively. By applying

the weakly nonlinear as before we get the normal form

∂2z

∂t2
= µz + ν

∂z

∂t
+ A|z|2z + C(∂z

∂t
z̄ + z

∂z̄

∂t
)z +D|z|2∂z

∂t
, (5.2)

where C, D and M = 2C +D are

C = −4bQ2
1 + 6bQ1Q3 − 2bQ2

3 + C2 − C5 + C6,

D = −4
9 bQ2

1 + 14
9 bQ1Q3 −

10
9 bQ

2
3 + C2 + 3C5 − C6,

M = −76
9 bQ2

1 + 122
9 bQ1Q3 −

46
9 bQ

2
3 + 3C2 + C5 + C6,

(5.3)
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and the coefficients A set at the third power of ε and given by

A = (Q1 −Q3)
(38

9 Q1 −
23
9 Q3

)
+ 3C1, (5.4)

(see Section 4.2), and Q1, Q3, C1, C2, C4, C5 and C6 are the coefficients of the

nonlinearities u2, uuxx, u
3, u2ut, u

3
t , (ux)2ut and uuxutx, respectively.

Therefore, the model we consider in this chapter is

∂2u

∂t2
=
µ− (1 + ∂2

∂x2

)2
u+

ν − b(1 + ∂2

∂x2

)2
ut +Q1u

2

+Q3uuxx + C1u
3 + C2u

2ut + C4u
3
t + C5(ux)2ut + C6uuxutx, (5.5)

where µ and ν are the control parameters, Q1, Q3, C1, C2, C4, C5 and C6 are con-

stants, and b > 1.

Without the new cubic terms the model is Lyapunov stable with C2 < 0 and

C4 < 0. The Lyapunov function is bounded below for C1 < 0 as we have men-

tioned in Chapter 3. With the new terms (ux)2ut and uuxutx, the Lyapunov

function (if it exists) becomes more complicated. We do not calculate this Lya-

punov function, but rather we choose the coefficients C5 and C6 that give the

wanted case (case IV−, A > 0 and case I−, A < 0), and rely on C1, C2 and

C4 to provide global stability. This is confirmed by numerical integration. In

Table 5.1, we show values of the PDE parameters that represent case IV− with

A > 0 and I− with A < 0. Note that, the coefficients mentioned in table are

not unique as long as they result in a suitable case. In next section, we solve the

PDE numerically and obtain localized states.
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Case Q1 Q3 C1 C2 C4 C5 C6 A M D D
M

IV- 0.9 -0.2 -0.2 -1 -1 -0.5 6 4.14 -16.47 -9.87 0.6
I- 0.8 0.5 -1 -0.1 -1 -0.1 -5 -2.37 -7.92 4.72 -0.6

Table 5.1: Table shows an example of parameters value for the model (5.5) that repre-
sent case IV− with A > 0 and I− with A < 0 in the normal form [34].

5.3 Case IV− with A > 0: localized steady

states

5.3.1 Checking the stability of steady states

In this section, we obtain the solution behaviour and stability in the case IV−

(with A > 0) by solving the model (5.5) numerically. In the numerical treatment,

we use the same method described in Section 4.4. We show the result in (ν, µ)-

plane to compare the stability region with [34] and we plot the amplitude against

θ, where θ is the angle in degrees that control the position of ν and µ in the

(ν, µ)-plane:

ν = d cos(θ) µ = d sin(θ). (5.6)

The normal form shows stable SW occur in the region between the half line

ν = 0, µ < 0, (the Hopf bifurcation) and the half line SLs where

SLs : 5Aν ≈Mµ, µ < 0.

The subcritical SS branch bifurcates from a pitchfork bifurcation at µ = 0 (see

Figure 5.1). Note that the Hopf bifurcation occurs at ν = 0 and µ < 0 which

correspond to θ = 270◦ and the pitchfork bifurcation occurs at µ = 0 which

correspond to θ = 0◦ and θ = 180◦.

We solve the PDE (5.5) using the parameters value in Table 5.1 with 32 gird
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(a) (b)

Figure 5.2: Plot the solution from solving the model (5.5) by time-stepping with pa-
rameters values Q1 = 0.9, Q3 = −0.2, C1 = −0.2, C2 = C4 = −1, C5 = −0.5, C6 = 6 and
b = 2 for radius 0.1 and allowing one wavelength with 32 gird points. (a) Shows the
solution in (ν, µ)-plane and (b) shows the amplitude of the mode k = 1 as θ is the con-
trol parameter where a Hopf bifurcation occurs at θ = 270◦ and a pitchfork bifurcation
occurs at θ = 180◦ and θ = 0◦. The red x and green square refer to extended SS and SW
solutions, respectively. The red dashed line refers to the small-amplitude unstable SS
computed from the weakly nonlinear theory (which is

√
−µ
A where A = 4.14). The half

line SLs is the line of Hopf bifurcations where SW joins the small-amplitude unstable
SS (the red dash line).

points with one wavelength in a one-dimensional domain for three different radii

d = 0.1, 0.7 and 0.9. To obtain the small and large-amplitude we do time-stepping

twice, one with small initial conditions and one with large initial conditions. From

time-stepping we plot the results in Figure 5.2 for radius 0.1 and Figure 5.3 for

radius 0.7 and 0.9 where (a) shows the solutions in (ν, µ)-plane and (b) shows the

amplitude of modes with k = 1, this represents F1 in weakly nonlinear analysis.

Starting from small initial conditions close to a pitchfork bifurcation θ = 180◦

where ν < 0, µ = 0, the trivial state stable when µ < 0 and ν < 0 until reaches to

a Hopf bifurcation. The SW branch bifurcates from the trivial state with small-

amplitude at a Hopf bifurcation θ = 270◦ where ν = 0, µ < 0 and increases as ν

increase until reaches near the line SLs which has slope µ
ν

= −1.26. The ampli-

tude then increases to large-amplitude SS after passing SLs. The large-amplitude
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(a)

(b) (c)

Figure 5.3: Plot the solution from solving the model (5.5) by time-stepping with pa-
rameters values Q1 = 0.9, Q3 = −0.2, C1 = −0.2, C2 = C4 = −1, C5 = −0.5, C6 = 6
and b = 2 for radii 0.7, 0.9 and allowing one wavelength with 32 gird points. (a) Shows
the solution in (ν, µ)-plane and (b,c) shows the amplitude of the mode k = 1 as θ is the
control parameter (b) for radius 0.7 and (c) for radius 0.9. A Hopf bifurcation occurs at
θ = 270◦ and a pitchfork bifurcation occurs at θ = 180◦ and θ = 0◦. The red x and green
square refer to extended SS and SW solutions, respectively. The red dash line refers to
(b) the small-amplitude unstable SS computed from the weakly nonlinear theory (which
is
√
−µ
A where A = 4.14 ) and (c) an illustration of unstable SS, drawn by hand. The half

line SLs is the line of Hopf bifurcations where SW joins the small-amplitude unstable
SS (the red dash line).
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SS branch bifurcates from a pitchfork bifurcation θ = 180◦ and disconnects to the

small-amplitude SS in the absence of the saddle-node bifurcation for radius 0.1

and 0.7 (see Figures 5.2 a,b and 5.3 a,b). For radius 0.9, the branch of SS close

to θ = 180◦ has large-amplitude and connects to the small-amplitude SS branch

in a saddle-node bifurcation, apparent in Figure 5.3 (c).

This case shows a bistability between two different pairs of states. Bistability

between the trivial state and large-amplitude SS occurs in the region where µ < 0

and ν < 0. Bistability between small-amplitude SW and large-amplitude SS is

in the region from ν = 0 to the half line SLs. This indicate that a LSS can

obtained with two different backgrounds: trivial states and SW, as we see in the

next section.

5.3.2 Localized states

In the last section, we have seen that the PDE has large-amplitude SS solutions.

There is bistability between the trivial state and large-amplitude SS when µ < 0,

ν < 0 and bistability between small-amplitude SW and large-amplitude SS in

the region between ν = 0, µ < 0 and the half line SLs. In this section, we

get localized states in these regions. To do this we follow the following process.

First, we increase the domain size to allow 64 wavelengths with 16 grid points

per wavelength (Lx = 64λc, λc = 2π) and do time-stepping to find an extended

SS (such as in Figure 5.4 a). Then, we use a sech envelope with different widths

to make several initial conditions and do time-stepping again to obtain localized

states (such as in Figure 5.4 b). Using this method we are able to get localized

steady states with two different backgrounds.

First, we find LSS with the trivial state as a background in the region where

the trivial state and large-amplitude SS are both stable (µ < 0 and ν < 0).
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(a) (b)

Figure 5.4: (a) Example of extended SS solutions from time-stepping for radius 0.7 and
θ = 185◦ with parameters values Q1 = 0.9, Q3 = −0.2, C1 = −0.2, C2 = C4 = −1, C5 =
−0.5, C6 = 6 and b = 2 (where domain size Lx = 64λc, λc = 2π). (b) Example of initial
condition to obtain localized states using sech envelope for (a). The blue and red curve
refer to u and ut, respectively.

Figure 5.5 (a) shows one example of LSS with trivial state background for radius

0.7 and θ = 200◦ (ν = −0.54, µ = −0.45). There are other LSS with different

widths, depending on the initial conditions, and to investigate these in detail we

do numerical continuation in the next section.

Second, we find LSS with an MW background in the region where the large-

amplitude SS and the small-amplitude SW are both stable. The bistability occurs

in the region between the Hopf bifurcation at θ = 270◦ (ν = 0, µ < 0) to the half

line SLs at θ ≈ 308.4, as mentioned in Section 5.3.1. The small-amplitude MW

background solutions move as a function of time. Initially, the small-amplitude

solutions are SW with large-amplitude SS in the middle of the domain. As time

increases the SW turn in to MW. This change occurs because the left-right sym-

metry of the SW solutions is broken by the SS solutions in the middle [51].

Figure 5.5 (b) shows one example of LSS with MW background for radius 0.7

and θ = 280◦ (ν = 0.12, µ = −0.69). Many widths of this class of solutions can

be obtained by changing the initial sech envelope width.
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(a) (b)

Figure 5.5: (a) Localized steady state with trivial solutions in the background from
time-stepping at radius 0.7 and θ = 220◦ where ν = −0.54, µ = −0.45 with parameters
values Q1 = 0.9, Q3 = −0.2, C1 = −0.2, C2 = C4 = −1, C5 = −0.5, C6 = 6 and b = 2.
(b) Localized steady state with MW solutions in the background from time-stepping at
radius 0.7 and θ = 280◦ where ν = 0.12, µ = −0.69. The domain size (Lx = 64λc,
λc = 2π). The blue and red curve refer to u and ut, respectively for all mode of k.

Unlike the LSS with the trivial state background, in this case two patterns

(large-amplitude SS and small-amplitude MW) coexist, which suggests the pres-

ence of a spatial heteroclinic orbit between the SS and MW states. We discuss

this further in Chapter 6.

5.3.3 Numerical continuation

In the following we use numerical continuation to compute the numerical solutions

of the model for both the extended SS and the LSS. The method we use based

on Newton iteration and pseudo arclength continuation (see Appendix B). Using

continuation, we are finding only steady solutions. Setting the time-derivative

term to zero, the model (5.5) is the steady Swift–Hohenberg equation:

0 =
µ− (1 + ∂2

∂x2

)2
u+Q1u

2 +Q3uuxx + C1u
3. (5.7)
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The solutions then depend on µ only but stability depends on both µ and ν.

The initial guesses for the branches of extended SS and LSS are obtained from

time-stepping. Since θ controls the values of µ and ν in the (ν, µ)-plane, we will

use θ as the bifurcation parameter with fixed radius. We show the bifurcation

diagram of all solutions as functions of θ and µ, where µ = d sin(θ), against the

norm as a measure of the solutions, where

||u||2=
(∫ Lx

0
(u(x))2dx

) 1
2

. (5.8)

We will do continuation in two different radii 0.7 and 0.9 in one-dimensional do-

main allowing 16 wavelengths with 16 grid points per wavelength (Lx = 16λc, λc =

2π).

5.3.3.1 Continuation for radius 0.9

Starting from initial guesses obtained from time-stepping in numerical continua-

tion with radius d = 0.9, we do continuation to obtain the extended SS and the

LSS solutions. Figure 5.6 (a) shows the solutions from numerical continuation

with θ as the control parameter, and (b) for µ where µ = d sin(θ). In Figure 5.6,

we represent the full branch of extended SS in black, the LSS branch with even

numbers of peaks Le in orange and the LSS branch with odd numbers of peaks

Lo in green. Along the odd branch Lo the midpoint
(
Lx

2

)
of the localized state

is always a global maximum (with an odd number of maxima), while along the

even branch Le the midpoint
(
Lx

2

)
is a global minimum (with an even number of

maxima). Figure 5.7 shows Figure 5.6 (b) in more detail with examples of LSS

with different widths.

The extended SS branch emerges subcritically from the trivial state at θ = 180◦

(the pitchfork bifurcation µ = 0) and undergoes a saddle-node bifurcation at
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(a) (b)

Figure 5.6: (a) The full branch for extended SS in black and the odd and even branch
in green and brown where θ is the control parameter and radius 0.9 with parameters
values Q1 = 0.9, Q3 = −0.2, C1 = −0.2, C2 = C4 = −1, C5 = −0.5, C6 = 6 and b = 2.
(b) Plot the bifurcation with µ is the control parameter from (a) where µ = d sin(θ).
The two snaking regions in (a) overlap in (b) but in (a), the background trivial solution
is stable for 180◦ ≤ θ ≤ 270◦ (ν < 0) while it is unstable for −90◦ ≤ θ ≤ 0◦ (ν > 0).

θ = 245.6◦ (µ = −0.81). The branch changes at the saddle-node to a large-

amplitude stable state. It reaches the maximum amplitude when θ = 90◦ (µ =

0.9) and decreases until reaches to the second saddle-node at θ = −65.6◦ (µ =

−0.81). The branch then decrease further until terminates back to a pitchfork

bifurcation θ = 0◦ (µ = 0). Because the solutions depend on µ only there

is a symmetry θ → 180◦ − θ. Similarly, we use time-stepping to obtain the

initial guess for the even Le and odd Lo branches for localized state and then

do the continuation. Both branches emerge subcritically close to the pitchfork

bifurcation with small-amplitude and undergo a series of saddle-node bifurcations

producing the homoclinic snaking. Each branch adds an oscillation on each side

as it snakes back and forth, until they reach the width of the domain where they

terminate on the SS branch, close to the saddle-node point. The snaking region

occurs between θ = 209.5◦ (µ = −0.44) and θ = 240.5◦ (µ = −0.78). The Hopf

bifurcation occurs when θ = 270◦ (where ν = 0 and µ = −0.9). Note that, for
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this choice of radius the homoclinic region occurs away from the Hopf bifurcation.

The trivial solutions are stable in the region where µ < 0 and ν < 0 and unstable

anywhere else.
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(i)

(a) (c) (e)

(b) (d) (f)

Figure 5.7: (i) The full branch for extended SS in black and the odd Lo and even
Le branches in green and brown where µ is the control parameter and radius 0.9 with
parameters values Q1 = 0.9, Q3 = −0.2, C1 = −0.2, C2 = C4 = −1, C5 = −0.5, C6 = 6
and b = 2. The SS branch bifurcate from trivial state at a pitchfork bifurcation µ = 0.
The saddle-node point (SN) is µ = −0.81. The Hopf bifurcation occurs at µ = −0.9
where ν = 0. (a, c, e) Show the solutions obtained from the odd branch Lo with different
widths and (b, d, f) show the solutions obtained from the even branch Le where the
domain size (Lx = 16λc, λc = 2π). The snaking region is the region between the red
dashed lines.
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5.3.3.2 Continuation for radius 0.7

In this section, we examine the numerical continuation for a smaller radius 0.7.

The difference is that −0.7 ≤ µ, so the saddle-node bifurcation of the SS branch

at µ = −0.81 and the left side of the snaking branch cannot be reached.

To obtain the numerical branch for LSS as well as the extended SS branch we

use the same process as for radius 0.9. We show the results in Figure 5.8, (a) for

θ against the norm and (b) for µ, where µ = d sin(θ).

Starting from large extended SS as initial guesses in continuation, we find

that the branch of extended SS has large-amplitude with maximum at θ = 90◦

(µ = 0.7) and minimum amplitude at θ = 270◦ (µ = −0.7). This branch continues

around the circle from θ = 0◦ to θ = 360◦ and does not connect to the pitchfork

bifurcation, which indicates that there is no saddle-node bifurcation.

To find the localized branch we start continuation from initial guesses with

various numbers of peaks obtained from time-stepping. The continuation shows

that the odd and even branches with at least 15 peaks are isola. They start from

the region where the trivial state stable (µ < 0 and ν < 0) and continue to the

region where the trivial state not stable after passing the Hopf bifurcation (ν = 0

and µ < 0). Each isolated branch reach the minimum amplitude at θ = 270◦

(µ = −0.7). The snaking region of isolated branch occurs between θ = 219.5◦

(µ = −0.44) and θ = 320.5◦ (µ = −0.44). The two lower branches with one

and two peaks bifurcate close the pitchfork bifurcation θ = 180◦ (µ = 0) with

small-amplitude, reach maximum at θ = 270◦ (µ = −0.7), and then terminate

with small-amplitude close to the pitchfork bifurcation θ = 360◦ (µ = 0).

From time-stepping, the LSS with the trivial state background are stable in

the region where µ < 0 and ν < 0 and become unstable after passing the Hopf

bifurcation in the region where µ < 0 and ν > 0. After the Hopf bifurcation,
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the only stable solutions are the LSS with an MW background where there is

bistability between SS and SW as we discussed in 5.3.1.

Figure 5.9 summarize the results obtained from numerical continuation for

radius 0.7 and 0.9 in (ν, µ)-plane. The black curve refers to the extended SS and

the blue curve refers to the region where LSS with the trivial state background

exist for both radii. The region between the red dashed lines indicates to the

snaking region for radius 0.9 and the isolas for radius 0.7. As we take smaller

radius the snaking region becomes narrower. This also indicates that for any

radius smaller than −0.44 there is no LSS occur since the bistability between two

stable states occurs out of the snaking region. In Figure 5.9 we also show points

where the LSS with an MW background (see Figure 5.5 b) occur as green stars,

obtained from time-stepping. The SLs half line is the line where the branch ends

on a heteroclinic bifurcation (see Figure 5.1). Beyond this line, there are no SW,

and time-stepping leads to large-amplitude SS.
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(a) (b)

(c) (d) (e)

(f) (g) (h)

Figure 5.8: The full branch for extended SS in black and the odd and even branches
in green and brown for radius 0.7 with parameters values Q1 = 0.9, Q3 = −0.2, C1 =
−0.2, C2 = C4 = −1, C5 = −0.5, C6 = 6 and b = 2. (a) Shows the solutions where θ is
a control parameter and (b) show the solutions in µ where µ = d sin(θ). The pitchfork
bifurcation occurs at θ = 180◦ and 360◦ where µ = 0. The Hopf bifurcation occurs at
θ = 270◦ where ν = 0, µ = −0.7. (a, d, e) Shows the solutions profile for odd solutions
with 1,5 and 13 peaks. (f, g, h) Shows the solutions profile for even solutions with 2,6
and 12 peaks. The domain size (Lx = 16λc, λc = 2π). The isola region is the region
between the red dashed lines.
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Figure 5.9: (ν, µ)-plane from solving the PDE using numerical continuation for radii 0.9
and 0.7 with parameters values Q1 = 0.9, Q3 = −0.2, C1 = −0.2, C2 = C4 = −1, C5 =
−0.5, C6 = 6 and b = 2. The pink and red cures refer to the pitchfork bifurcation and
Hopf bifurcation, respectively. The black curve refers to the extended SS solutions and
the blue curve refers to the snaking region for radius 0.9 (see Figure 5.7) and the isola
region for radius 0.7 (see Figure 5.8). The snaking region for radius 0.9 occurs between
µ = −0.44, ν = −0.78 and µ = −0.78, ν = −0.44. The isolated region occurs between
µ = −0.44, ν = −0.54 to µ = −0.44, ν = 0.54. The SN point occurs at µ = −0.81 for
radius 0.9. The localized solutions stable in the region where the trivial states stable
(µ < 0, and ν < 0) and unstable in the region where the trivial states become unstable
(µ < 0, and ν > 0). The green star markets refer to the LSS with an MW background
from time-stepping (see Figure 5.5 b). The LSs half line is the line where the bifurcation
changes from SW to SS in the normal form (see Figure 5.1).

5.4 Case I− with A < 0: localized travelling

waves

5.4.1 Checking the stability of travelling waves

In case I− with A < 0, the normal form shows a stable SS occurring in the region

between the pitchfork bifurcation at µ = 0 where ν < 0 to the half line Lm, where

Lm : µD = νA Aµ < 0. (5.9)
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(a) (b)

Figure 5.10: Plot the solution from solving the model (5.5) by time-stepping with
parameters values Q1 = 0.8, Q3 = 0.5, C1 = −1, C2 = −0.1, C4 = −1, C5 = −0.1, C6 =
−5 and b = 2 for radius 0.1 and allowing one wavelength with 32 gird points. (a) Shows
the solution in (ν, µ)-plane and (b) shows the amplitude of the mode k = 1, θ the control
parameter. A Hopf bifurcation occurs at θ = 270◦ and a pitchfork bifurcation occurs at
θ = 180◦ and θ = 0◦. The blue + and red x refer to extended TW and SS solutions,
respectively. The red and blue dashed lines refer to the small-amplitude unstable SS
and TW, respectively, computed from the weakly nonlinear theory (which is

√
−µ
A where

A = −2.37 for SS and
√
−ν
D where D = 4.72 for TW). The half line Lm is the line from

the normal form at which the bifurcation from TW to SS occurs, with slope −0.502 at
θ = 153.34.

The TW branch bifurcates subcritically from trivial solution at Hopf bifurcation

ν = 0 where µ < 0 (see Figure 5.1 b). Using the parameter values in Table 5.1, we

solve the model in small domain (one wavelength with 32 grid points) to obtain

the solutions using small and large-amplitude initial conditions, with parameter

radii 0.1, 0.7 and 0.9. From time-stepping we plot the results in Figure 5.10 for

radius 0.1 and Figure 5.11 for radius 0.7 and 0.9, where (a) shows the solutions in

(ν, µ)-plane and (b) shows the bifurcation of the amplitude of mode with k = 1.

The trivial state is stable for the region ν < 0 and µ < 0 for all radii 0.1, 0.7

and 0.9. The small-amplitude SS bifurcates at a pitchfork bifurcation θ = 180◦

where µ = 0, ν < 0 and loses stability at Lm, which has the slope µ
ν
≈ −0.502.

There is a large-amplitude TW solution around the whole circle in the (ν, µ)-
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(a)

(b) (c)

Figure 5.11: Plot the solution from solving the model (5.5) by time-stepping with
parameters values Q1 = 0.8, Q3 = 0.5, C1 = −1, C2 = −0.1, C4 = −1, C5 = −0.1, C6 =
−1 and b = 2 for radii 0.7, 0.9 and allowing one wavelength with 32 gird points. (a)
Shows the solution in (ν, µ)-plane and (b,c) shows the amplitude of the mode k = 1, θ
the control parameter. A Hopf bifurcation occurs at θ = 270◦ and a pitchfork bifurcation
occurs at θ = 180◦ and θ = 0◦. The blue + and red x refer to extended TW and SS
solutions, respectively. The red dashed lines refers to the small-amplitude unstable SS.
The unstable SS are computed from the weakly nonlinear theory (which is

√
−µ
A where

A = −2.37). The blue dashed line is an illustration of unstable TW, drawn by hand.
The half line Lm is the line from the normal form at which the bifurcation from TW to
SS occurs, with slope −0.502 at θ = 153.34.

plane at radius 0.1 (see Figure 5.10). For radius 0.7 and 0.9 (see Figure 5.11),

the amplitude of the TW decreases in the region where the trivial state or the
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small-amplitude SS are stable. This indicates that in this case there is bistability

between two different states: a large-amplitude TW with trivial states in the

region where µ < 0, ν < 0 and a large-amplitude TW with small-amplitude SS

in the region between the pitchfork bifurcation µ = 0, ν < 0 to the half line Lm.

Therefore, the LTW with the trivial state and LTW with SS background can be

sought and obtained, as we see in the next section.

5.4.2 Localized states

The bifurcation diagram in the last section shows that there is a bistability be-

tween two pairs of stable states: the trivial state and large-amplitude TW in the

region where µ < 0 and ν < 0, and the small-amplitude SS and large-amplitude

TW in the region between the pitchfork bifurcation at µ = 0 where ν < 0 to

the half line Lm. To obtain the localized state we increase the domain size to

allow 64 wavelengths in the domain (Lx = 64λc, λc = 2π) and do time-stepping

to find an extended TW as an initial condition in obtaining the localized state.

Then, we use sech envelop with different widths on the initial conditions and do

time-stepping again to obtain the localised state. Using this method we are able

to get LTW with two different backgrounds.

First, we find LTW with the trivial state background in the region where µ < 0

and ν < 0. Figure 5.12, shows two examples of LTW with the trivial state

backgrounds for two different parameters values (a) for radius 0.1 and θ = 200

where µ = −0.034, ν = −0.094 and (b) for radius 0.1 and θ = 250 where µ =

−0.094, ν = −0.034. In this examples, the amplitude of u and ut move from left

to right with a group velocity smaller than the phase velocity. At given parameter

values, the LTW we find all have the same width, regardless of initial conditions

(unlike LSS).
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(a) (b)

(c) (d)

Figure 5.12: Two examples of LTW with trivial state background for parameters values
Q1 = 0.8, Q3 = 0.5, C1 = −1, C2 = −0.1, C4 = −1, C5 = −0.1, C6 = −5 and b = 2. (a)
For radius 0.1 and θ = 200◦ and (b) radius 0.1 and θ = 250◦. (c,d) Show zooms of (a,b).
The blue and red curves refer to u and ut. The domain size is Lx = 64λc, λc = 2π.
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(a) (b)

(c) (d)

Figure 5.13: Example of LTW with SS background for parameters values Q1 =
0.8, Q3 = 0.5, C1 = −1, C2 = −0.1, C4 = −1, C5 = −0.1, C6 = −5 and b = 2 (a) for
radius 0.1 and θ = 170◦ (b) for radius 0.4 and θ = 160◦ where (c,d) are zooms of (a,b).
The blue and red curves refer to u and ut. The domain size is Lx = 64λc, λc = 2π.

Second, we find LTW with an SS background in the region between the pitch-

fork bifurcation at µ = 0 where ν < 0 to the half line Lm. Figure 5.13,

shows two examples of LTW with an SS background for (a) radius 0.1 and

θ = 170◦ where µ = 0.017, ν = −0.098 (b) for radius 0.4 and θ = 160◦ where

µ = 0.14, ν = −0.038. The LTW move from left to right.
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5.5 Conclusion and Discussion

In this chapter, we obtained spatially localized structures in the model PDE

(5.5). The localized solutions require coexistence between two stable states. Our

expectation that we will able to find the localized states is based on the TB

normal form [34]. The normal form shows different bifurcation scenarios based on

its coefficients. In this chapter, we focused in two bifurcations scenarios labelled

IV− with A > 0 and I− with A < 0 in [34]. We solved the model with suitable

parameter values numerically and obtained the solution behaviour for each case

separately.

In the case IV− with A > 0, the normal form shows a SS branch that bifurcates

subcritically from a pitchfork bifurcation and a branch of SW bifurcates from a

Hopf bifurcation and terminates on the subcritical SS branch. Therefore, the

bistability in this case occurs with two different pairs of states: a trivial state

with large-amplitude SS and a small-amplitude SW with large-amplitude SS. By

solving the model using the time-stepping (ETD) method, we found the small-

amplitude trivial state in the region where ν < 0, µ < 0 and small-amplitude SW

in the region where ν = 0, µ < 0 to SLs. The large-amplitude SS coexist with

trivial state and SW. The stability region from solving the model agrees with the

stability region obtained in [34] (see Figures 5.2 and 5.3). Using a sech envelope

to create initial conditions with different widths, we are able to find localized

states with various widths in two different backgrounds: LSS with the trivial

state background and LSS with an MW background in the region where the SW

exist.

In order to obtain the LSS branch with the trivial solution background we used

numerical continuation for the model (5.5) for different parameter radii 0.7 and

0.9. For radius 0.9, we found that there are two branches of localized states with

even and odd peaks bifurcating close to the primary pitchfork bifurcation and
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producing a homoclinic snaking in the region where the trivial state is stable.

Each branch adds a pair of oscillations on both sides at saddle-node bifurcations

until the solutions reaches the width of the extended state, where they terminate

at a saddle-node point. For radius 0.7, we found that the large-amplitude SS

solutions does not connect to the pitchfork bifurcation, and the left side of the

snaking branch cannot be reached, which leads to isolated branches of localized

state with odd and even peaks. The branches start in the region where the

trivial state is stable to the region where the trivial state become unstable. For

radius 0.9 the LSS also coexist with the stable trivial state and large-amplitude

SS producing a homoclinic snaking.

In the case I− with A < 0, the normal form shows a TW branch bifurcates

subcritically at the primary Hopf bifurcation, and stable SS bifurcate in the

primary pitchfork and lose stability to the branch of TW at Lm. This indicates

that there is a bistability between two different pairs of states: large-amplitude

TW with trivial and SS background. To obtain these states we solved the model

using the time-stepping. The trivial state is stable in the region where ν < 0, µ <

0 and small-amplitude SS is stable in the region between µ = 0, ν < 0 to Lm. In

this case, the stability region from solving the model also agrees with the stability

region obtained from the normal form (see Figures 5.10 and 5.11). To obtain

the localized state we used a sech envelope to generate initial conditions with

different widths and then did the time-stepping. We found localized TW with

two different backgrounds: the trivial state background and the SS background.

All LTW we found have the same width even for different initial condition width.

Doing continuation to obtain the localized TW branch is complicated since the

wave depends on space and time. This needs more effort and we aim to make

this as future work.

Overall, the model (5.5) shows different interesting types of localized states.

Some of these have already been found in other investigations: LSS [11, 12, 74] and
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LTW [6, 8, 48, 57–59, 83, 101, 112, 120] with the trivial state in the background

in the PDEs for binary and thermosolutal convection. The model shows localized

states with background that is different than trivial state: LSS with MW as a

background and LTW with SS as a background. These states have been predicted

(in a generalized way) from the normal form and to our knowledge no previous

investigation has found these states before.



Chapter 6. Conclusion: summary and discussion 140



Chapter 6

Conclusion: summary and

discussion

In this dissertation, we have developed a simple nonlinear PDE model that repli-

cates the linear behaviour of two-dimensional double-diffusive convection. The

model is based on the Swift–Hohenberg equation, which was originally derived

to describe the effects of thermal fluctuations and the evolution of roll patterns

close to the onset of Rayleigh–Bénard convection and later used as a model of

pattern formation in many physical problems. The new model can be reduced fur-

ther using weakly nonlinear theory to the Takens–Bogdanov normal form where

the pitchfork and Hopf bifurcations coincide at the Taken–Bogdanov point. The

advantage of the model lies in the relative ease of investigating the nonlinear

behaviour numerically and analytically, as compared to the full PDEs of double-

diffusive convection. To our knowledge, the model we developed in this disserta-

tion is the first Swift–Hohenberg-type model PDE that has a Takens–Bogdanov

primary bifurcation, appropriate for double-diffusive convection. Alongside the

numerical results, the model is important for helping to understand the bifurca-

tion structure and the solution behaviour close the Takens–Bogdanov point in an

141
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extended system and in particular for investigating localized solutions.

In Chapter 3, we derived the linear and the minimal nonlinear part of the

model. The derivation of the linear part comes from understanding the linear

part of double-diffusive convection. The linear part of the model has two control

parameters µ and ν, where µ controls the pitchfork bifurcation and ν controls

the Hopf bifurcation, and takes the form:

∂2u

∂t2
=
µ− (k2

cPF + ∂2

∂x2

)2
u+

ν − b(k2
cHopf + ∂2

∂x2

)2
 ∂u

∂t
, (6.1)

where the parameters kcPF and kcHopf are the wavenumbers for the pitchfork and

Hopf bifurcations. In this dissertation, we are interested in modelling systems

such as thermosolutal [33, 45, 79, 82] and binary convection [10, 52, 54, 112],

where the pitchfork and Hopf bifurcations have the same critical wavenumbers

(see Figures 1.9 and 1.10), therefore, we assumed kcPF = kcHopf = 1. For future

investigations, if kcPF 6= kcHopf then this model could be relevant to other problems

where the pitchfork and Hopf bifurcation have different critical wavenumbers, for

example magnetoconvection [4, 26, 86, 92, 115] and rotating convection [28, 109,

110, 121].

For the nonlinearities, we considered the global stability based on a Lyapunov

function. Many nonlinearities can be added to the model since the model is a

second-order partial differential equation in u and ut and fourth-order in space;

some of these nonlinearities, quadratic and cubic in u and ut and up to two spatial

derivatives, are shown in Chapter 3, Section 3.3. In Chapter 3, we aimed to make

the model as simple as possible as a starting point for later work. Together with

considering the Lyapunov stability, we chose the first nonlinearities N1(u, ut) =

Q1u
2 + C1u

3 + C2u
2ut + C4u

3
t . Then, we employed weakly nonlinear analysis to
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reduce the model to the Takens–Bogdanov normal form:

∂2z

∂t2
= µz + ν

∂z

∂t
+ A|z|2z + C(∂z

∂t
z̄ + z

∂z̄

∂t
)z +D|z|2∂z

∂t
, (6.2)

where the coefficients A,C and D depend on the parameters Q1, C1, C2, and C4

(see Section 3.4). The normal form itself was discussed by [34]. Their analysis

shows that the normal form has five principle types of solutions including T, SS,

TW, SW, and MW. The bifurcation diagrams (the (M,D)-plane) are divided into

8 different regions for A > 0 and 18 different regions for A < 0 depending on sign

M and the value of the ratio D
M

(where M = 2C +D). The bifurcation structure

and stabilities of the solutions are different in each region. We have summarized

some of the relevant results obtained by [34] in Chapter 2. Regardless of the fact

that the coefficient D in the normal form for thermosolutal and binary convection

vanishes (see Section 2.4), we want to make the model as generic as possible

to allow a wide range of weakly nonlinear behaviour, including all behaviour

exhibited by thermosolutal and binary convection.

Lyapunov stability requires C1 < 0, C2 < 0 and C4 < 0. With this restriction,

we computed A and the fraction D
M

, and compared with the analysis of the normal

form. We found that the initial choice of the nonlinearities N1 allowed only the

case labelled II− with A < 0 and 0 < D
M
< 1

2 in [34], where steady state (SS) and

travelling wave (TW) patterns are the only stable solutions (see Figures 3.6 and

4.3).

To allow the standing wave (SW) and modulated wave (MW) solutions which

have been observed in thermosolutal [37, 98] and binary convection [49, 72], we

extended the nonlinearities with more terms in Chapter 4. The second set of

nonlinearities where N2(u, ut) = Q1u
2+Q3uuxx+C1u

3+C2u
2ut+C4u

3
t . Similarly,

we applied weakly nonlinear analysis and computed A and the fraction D
M

, and

compared with the analysis of the normal form. We found that the second set
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of nonlinearities N2 allowed the model to match all negative cases with A < 0

and cases II− and III− with A > 0. In Chapter 4, we focused on case III− with

A < 0. In this case, the normal form shows stable SW and MW as well as SS and

TW (see Figure 4.4). Numerically, we obtained the SS, TW and SW solutions

but not the MW solutions, since these are stable only in a very narrow band

between the half lines LH (Hopf bifurcation of MW from TW) and Ls2 (Hopf

bifurcation of MW from SW) (see Figure 4.5).

Our aim in Chapter 5 was to find localized states. In particular, we aimed to

identify two types of localized state: localized steady state (LSS) with the triv-

ial state as a background, which was observed numerically in binary convection

[11, 74] and in thermosolutal convection [12], and localized travelling wave (LTW)

with the trivial state as a background which was observed in binary convection

[6, 8, 48, 57–59, 83, 101, 112, 120]. To find localized states, we looked for subcrit-

ical pitchfork and Hopf bifurcations, since we expected that subsequent saddle-

node bifurcations would lead to stable large-amplitude solutions coexisting with

the stable trivial solutions, and possibly then to localized solutions. However, the

weakly nonlinear theory with the N1 and N2 nonlinearities did not allow subcrit-

ical branches at the pitchfork and Hopf bifurcations. Therefore, we extended the

model further by adding more nonlinearities. The extended nonlinearities then

become N3(u, ut) = Q1u
2+Q3uuxx+C1u

3+C2u
2ut+C4u

3
t +C5(ux)2ut+C6uuxutx.

This choice allows a subcritical pitchfork (case IV− with A > 0, see Figure 5.1

a) and a subcritical Hopf bifurcation (case I− with A < 0, see Figure 5.1 b).

Therefore, the model we considered in this dissertation with all nonlinearities is

∂2u

∂t2
=
µ− (1 + ∂2

∂x2

)2
u+

ν − b(1 + ∂2

∂x2

)2
 ∂u

∂t

+Q1u
2 +Q3uuxx + C1u

3 + C2u
2ut + C4u

3
t + C5(ux)2ut + C6uuxutx.

(6.3)

where µ and ν are the control parameters and the coefficientsQ1, Q3, C1, C2, C4, C5
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and C6 are constants, constrained only by Lyapunov stability.

From solving the model numerically, we obtained different types of localized

states. In case IV− with A > 0 (which is the case most relevant to thermosolutal

convection, see Section 2.4) and from time stepping, we obtained LSS in the

region where there is bistability between the trivial state and a branch of periodic

steady states, with µ < 0 and ν < 0 (see Figures 5.2, 5.3 and 5.5 a). We

used numerical continuation of the PDE model (6.3) to compute the branches of

localized states. The continuation method we used can only find steady solutions,

so the model is effectively the steady Swift–Hohenberg equation with solutions

depending only on µ – though the stabilities depend on both µ and ν. The

solutions are associated with homoclinic connections to the trivial state, in the

same manner as the localized solutions in the Swift–Hohenberg equation [18, 20,

23]. The two localized branches with odd and even numbers of peaks add an

oscillations on each side as they snake back and forth until they reach the width

of the domain, where they terminate on the steady state branch, at the saddle-

node bifurcation (see Figures 5.6 and 5.7). In the absence of the saddle-node

bifurcation in the periodic state where the left side of the snaking branch cannot

be reached, we found isolated branches of LSS (see Figure 5.8). The localized

solutions we obtained still exist but are unstable in the region where the trivial

state becomes unstable, where µ < 0 and ν > 0.

From time-stepping, we found LSS with an MW background in the region

where the large-amplitude SS branch and the small-amplitude SW branch are

both stable (see Figures 5.2, 5.3 and 5.5 b). Compared with LSS in the Swift–

Hohenberg equation (1.22), where the localized solutions does not depend on

time, the fourth-order dynamical system in space of the standard quadratic-cubic
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Swift–Hohenberg equation can be written in matrix form as:

d

dx



u

ux

uxx

uxxx


=



ux

uxx

uxxx

(r − q4
c )u− 2q2

cuxx + bu2 − u3


. (6.4)

When r < 0, the linear stability of the fixed point in space has four zero eigen-

values two with positive and two with negative real part, which suggests the

existence of homoclinic orbits to the trivial states as x→ ±∞ (see Section 1.2).

The existence of homoclinic orbits is confirmed by the spatial analysis of such

type of systems [22, 25, 116]. In LSS with an MW background, two patterns with

large-amplitude SS coexist with small-amplitude Hopf bifurcation, which suggests

that the localized solutions are heteroclinic orbits between the SS and MW states.

Unlike the LSS with the trivial state background, the small-amplitude MW is a

time-dependent solutions, which complicates the spatial analysis of the model

(6.3). The model (6.3) is a second-order time-dependent and fourth-order in

space. Consequently, to prove the existence of heteroclinic orbits between the SS

and MW states using spatial dynamics, we need to consider the eight-dimensional

problem:

d

dx



u

ux

uxx

uxxx

ut

utx

utxx

utxxx



=



ux

uxx

uxxx

?

utx

utxx

utxxx

?



, (6.5)

where the question marks indicate uxxxx and utxxxx, which cannot be evaluated

easily from the model (6.3). In this case generalized spatial dynamic needs to be
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considered, this is still an open problem for the future.

In case I− with A < 0 and from time stepping, we found LTW with the trivial

state background in the region where the trivial state and a large-amplitude

branch of TW are stable, with µ < 0 and ν < 0 (see Figures 5.10, 5.11 and

5.12). We also found LTW with SS background in the region where the small-

amplitude SS and large-amplitude TW are stable (see Figures 5.10, 5.11 and

5.13). For the given parameter values, the LTW we found all have the same

width, regardless of initial conditions. In contrast, LSS exist with a wide range

of widths, with different numbers of peaks. We are not able to answer, why we

get uniquely selected widths of LTW. One way that may help to answer this

question comes from the analysis of Ginzburg–Landau equation [43]. In case of

the Swift–Hohenberg equation (1.22), the real Ginzburg–Landau approximation

to the Swift–Hohenberg equation for large spatial scale X = εx and T = ε2t, close

to r = 0 is

ZT = rZ − A|Z|2Z + 4ZXX , (6.6)

where r is the controls parameter and A = 3− 38
9 b

2 for N23, [20, 69] and A = −3b

for N35 [23]. This equation is used to approximate several branches of solutions

that emerge subcritically close to r = 0, including spatially periodic and localized

states. The localized solutions for the Swift–Hohenberg equation (1.22), take the

form

u(x) = 1
qc

(
2r
qc

)1/2

sech
(
x
√
−r

2qc

)
cos (qcx+ φ) +O(r), (6.7)

where qc is the wavenumber and φ is the phase of the pattern within the sech

envelope. Therefore, any localized solution close to r = 0 has a small-amplitude

and takes the width of the sech envelope to contain many wavelengths of the

underlying pattern [20, 21]. In the new model (6.3), deriving the Ginzburg–

Landau equation for the Takens–Bogdanov normal form may help to convince

that the localized travelling wave solutions have the sech envelope similar to the
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steady state solutions. In Appendix C, we show the derivation of the Ginzburg–

Landau equation from the model (6.3) which takes the form

ZTT =µZ + νZT + A|Z|2Z + C(ZT Z̄ + ZZ̄T )Z +D|Z|2ZT + 4ZXX + 4bZXXT

− 4iZXXX + iKZ2Z̄X + iR|Z|2ZX ,
(6.8)

where µ and ν are the control parameters, the coefficient A is given by (5.4), the

coefficients C and D are given by (5.3) and K and R are given by

K =20
9 Q

2
3 −

38
9 Q1Q3,

R =32
27Q

2
1 + 140

27 Q1Q3 −
136
27 Q1Q3.

(6.9)

The analysis of this equation has not been computed, and we aim to address this

in future work.

LTW with trivial state background and with uniquely selected widths have

also observed in experimental [57, 59, 60, 83] and numerical [6, 8, 103] studies

of binary convection. These studies were not carried out close to the Takens–

Bogdanov point, so our model does not directly apply here. Nonetheless, we

used time stepping in this work to find LTW solutions. Using continuation to

compute the LTW solutions would need more effort due to the time and space

dependence. The numerical continuation would then require additional unknown

variables: the group velocity and the temporal period. An approach to solving

this problem is suggested by [112, 114]. We plan to do this as future work.

Lyapunov stability allow us to access all cases within the normal form with

M < 0, but half the cases of the normal form with M > 0 are not accessible.

In Table 6.1, we give example choices of parameters Q1, Q3, C1, C2, C4, C5, and

C6 for the model (6.3) and the corresponding case in the normal form [34]. The

cases shown in blue are the cases we considered in this thesis with the main result
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found from solving the model numerically. In the last column, we give references

to the relevant convection literature.

The model we addressed in this dissertation is one-dimensional u = u(x, t),

but it can be easily extended into two dimensions u = u(x, y, t) as long as it

satisfies the Lyapunov stability mentioned in Section 3.3. In two dimensions,

there are steady hexagons as well as stripes, and many different two-dimensional

generalisations of TW and SW [88, 96]. The Takens–Bogdanov normal form in

two dimensions has not been fully analysed [90]. This is work for the future.



Chapter 6. Conclusion: summary and discussion 150
C

ase
C

oeffi
cients

ofthe
nonlinearities

Equation
M

ain
results

C
onvection

in
[34]

Q
1

Q
3

C
1

C
2

C
4

C
5

C
6

references
A
>

0
I−

0.8
-0.5

-1
-0.1

-1
-0.1

-5
(4.27)

II−
1.5

0.5
-1

-1
-1

0
0

(4.27)
III−

0.1
1.5

-1
-1

-1
0

0
(4.27)

IV
−

0.9
-0.2

-0.2
-1

-1
-0.5

6
(5.5)

SS
&

SW
therm

osolutal:
[37,98]

(Figure
5.2,5.3)

binary:
[49,72]

LSS
w

ith
T

therm
osolutal:

[12]
(Figure

5.5
a,5.7,5.8)

binary:
[11,74]

LSS
w

ith
M

W
(Figure

5.5
b)

A
<

0
I−

0.8
0.5

-1
-0.1

-1
-0.1

-5
(5.5)

SS
&

T
W

therm
osolutal:

[37,98,105]
(Figure

5.10,5.11)
binary:

[7,120]
LT

W
w

ith
T

binary:
(Figure

5.12)
[6,8,48,57–59,83,101,112,120]

LT
W

w
ith

SS
(Figure

5.13)
II−

0.5
0

-1
-1

-1
0

0
(3.40)

SS
&

T
W

therm
osolutal:

[37,98,105]
(Figure

4.3)
binary:

[7,120]
III−

0.6
0.9

-1
-1

-1
0

0
(4.27)

SS
&

T
W

&
SW

therm
osolutal:

[37,98,105]
(Figure

4.4)
binary:

[7,49,72,120]
IV
−

0.8
1.1

-1
-1

-1
0

0
(4.27)

V
−

0.85
1.2

-1
-1

-1
0

0
(4.27)

V
I−

0.9
1.21

-1
-1

-1
0

0
(4.27)

V
II−

0.9
1.25

-1
-1

-1
0

0
(4.27)

V
III−

1
1.4

-1
-1

-1
0

0
(4.27)

IX
−

1.1
1.5

-1
-1

-1
0

0
(4.27)

T
able

6.1:
Exam

ples
ofparam

eter
values

for
the

m
odel(6.3)

and
the

corresponding
case

in
the

norm
alform

[34].
T

he
instances

in
blue

indicate
the

cases
we

considered
in

this
thesis

w
ith

the
m

ain
result.

In
last

colum
n,we

give
references

to
the

relevant
convection

literature.



Appendices

A Numerical method

The model (4.29) and later (5.5) is a second order time-dependent PDE that

varies both in time and space. A well-known numerical treatment for such types

of problems has two essential aspects. Firstly, the spatial part of the PDE is

discretized to get a system of ODEs with time as the only independent variable.

The approximation for such problems can be made to high accuracy when using

spectral methods [24, 30, 46, 50]. For periodic problems with x ∈ [0, L], the basis

functions for spectral methods are Fourier functions, using the Fourier transform

to transform from the physical variable x to the Fourier variable k. With N grid

points xj = j L
N
, j = 0, · · · , N − 1, the discrete Fourier transform is

û(k) = 1
N

N−1∑
j=0

e−kxju(xj), k = −N2 + 1, · · · , N2 , (A.10)

and the inverse discrete Fourier transform

u(xj) =
N
2∑

k=−N
2 +1

eikxj û(k), j = 0, · · ·N − 1. (A.11)

We must be aware of the aliasing error which occurs when periodic functions are

represented on a finite grid, causing modes with different wavenumbers to become
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indistinguishable. When computing Fourier transforms of quadratic nonlinear

products then the interaction between two Fourier modes could generate higher

modes that are the same as the small modes. To deal with this it suffices to

measure wavenumbers for the grid in an interval of length 2π. Our basic periodic

grid will be a subset of the interval [0, 2π]. Therefore, in our numerics, we do not

do de-aliasing because the numerics well resolved by appling enough grid points.

In problems involving high-order spatial derivatives, the ODEs are usually stiff,

so the second step is to solve the ODEs (and hence the PDE) using a time-stepping

method appropriate for stiff problems. In stiff systems, the stability of the nu-

merical method can be sensitive to the choice of time step size. One time stepping

method that achieves good accuracy and excellent stability in solving stiff sys-

tems is the exponential time differencing (ETD) method. The derivation of the

ETD schemes is based on integrating the linear (stiffest) part of the differential

equation exactly followed by approximating the nonlinear terms [24, 30, 46, 50].

The first-order ETD1 scheme is

un+1 = eLhun + L−1
(
eLh − 1

)
N(un), (A.12)

where L represents the (matrix) linear part, N(un) is the nonlinear term, and h

denotes the time step size. ETD1 is used for the first time step, but for subsequent

time steps, the second-order ETD2 scheme is

un+1 = eLhun+

(
(1 + Lh) eLh − 1− 2Lh

)
h

L−2N(un)+

(
−eLh + 1 + Lh

)
h

L−2N(un−1),

(A.13)

where N(un−1) is the nonlinear term obtained from the previous step.

The ETD method is particularly convenient if the linear part of the problem

is diagonal. In our problem, the linear part is blocked diagonal in Fourier space,
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with 2× 2 blocks of the form

L =

 0 1

µ− (1− k2) ν − b (1− k2)

 . (A.14)

From testing the eigenvalues in our problem, we found that we have some eigen-

values close to zero while the others are big or far from zero. When some of the

eigenvalues L are equal or close to zero, the explicit formulas for the ETD coeffi-

cients in (A.12) and (A.13) cannot be used directly, since this leads to rounding

errors occurring due to the cancellation in the coefficients of N(un) and N(un−1)

above. This problem has been discussed by [50]. The solution is to approximate

the coefficients using contour integrals in the complex plane.

Contour integration is a method of evaluating the coefficients accurately by

replacing them by contour integrals using the Cauchy integral formula:

F (L) = 1
2πi

∫
Γ

(TI − L)−1 F (T )dT, (A.15)

where I is the identity matrix. The contour Γ is defined as

T (θ) = z0 + reiθ 0 ≤ θ ≤ 2π, (A.16)

where r is the radius and z0 is the centre. Substituting in (A.15), we get

F (L) = 1
2π

∫ 2π

0

((
z0 + reiθ

)
I − L

)−1
F
(
z0 + reiθ

) (
reiθ

)
dθ, (A.17)

where
((
z0 + reiθ

)
I − L

)−1
is the resolvent matrix. From the trapezoidal rule,

we have ∫ 2π

0
F (θ) ≈ 2π

M

M∑
i=1

F (θi), θi = 2πi
M

, i = 1, 2, ...,M. (A.18)
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Applying the trapezoidal rule in (A.17), we have

F (L) = 1
M

M∑
i=1

F
(
z0 + reiθ

) ((
z0 + reiθ

)
I − L

)−1 (
reiθ

)
dθ, (A.19)

we use M = 16. This approximation depends on choosing the centre z0 and

the radius of the circular contour to enclose all eigenvalues of the matrix L. For

eigenvalues far from zero; the explicit formulas for ETD in (A.12) and (A.13) give

better approximations than the contour integral. Therefore, in our calculation

and for each value of k in spectral space, we check the magnitude of the eigenvalues

of L in (A.14). If both eigenvalues smaller than 0.5 in magnitude, we apply the

contour integral with radius 2 and centre zero. If this not the case we use the direct

formulas for the ETD coefficients in (A.12) and (A.13) even if one eigenvalue is

smaller than 0.5. We tried other approaches (using large circles, using multiple

circles, and using Taylor expansions) but the method described above proved to

be the most satisfactory.
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B Numerical continuation

Numerical continuation is a tool that is used to trace out a curve of solutions

to the nonlinear system (5.5) using a pseudo-arclength continuation method [40]

together with Newton’s method [1, 40], which we will mention separately in the

next sections.

The problem takes the form

F (u, µ) = 0, (B.20)

where u(µ) is a branch of solutions we want to calculate depending on the param-

eter µ as the only parameter that is varied. With N grid points, the solution u is a

vector containing a series of values ui on each grid point xi where (i = 1, · · · , N).

B.1 Pseudo-arclength continuation

We apply the pseudo-arclength continuation to solve the system (B.20) since we

expect the solutions to move along the curve as the parameter µ varies (such as

in Figure 5.7). Therefore, the ideal parameterization of a curve is the arclength

s; the solutions u and the parameter µ can be treated in terms of s as follows:

F (u(s), µ(s)) = 0. (B.21)

With the pseudo-arclength constraint s the equation (B.21) has N equations with

N+1 unknown parameters. Therefore, we require an additional equations that we

should add to the system. This equation comes from the orthogonality condition,

to obtain the subsequent solutions around the curve. Suppose we have two points

on the branch s0 and s1 then the next point on the branch should be in a plane
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that is orthogonal to a straight line connecting the two previous points. From the

last two solutions (u(s0), µ(s0)) and (u(s1), µ(s1)), which obtain using Newton

solver (see below), we measure the arclength distance as follows:

du
ds

= u(s1)− u(s0)
s1 − s0

,
dµ

ds
= µ(s1)− µ(s0)

s1 − s0
. (B.22)

Then we predict the next step (u(sp), µ(sp)), which lies in a straight line from

the last two solutions as follows:

up = u(s1) + ∆sdu
ds
, µp = µ(s1) + ∆sdµ

ds
, (B.23)

where ∆s refers to the stepsize. The predicted step (u(sp), µ(sp)) then is used

as initial iterate for a Newton method to solve (B.21) and find the next solution

(u, µ) which should satisfy the orthogonality condition:

(u− up) ·
du
ds

+ (µ− µp)
dµ

ds
= 0. (B.24)

With this condition, we can solve N + 1 equations with N + 1 parameters and

the system we want to solve becomes

G(u, µ) =

 F (u, µ)

orthogonality condition (B.24)

 . (B.25)

Then we solve G(u, µ) = 0 using the Newton method to obtain the next solution

on the branch (u(s2), µ(s2)) where s2 is

s2 = s1 + 1
N

(u(s2)− u(s1)) · du
ds

+ (µ(s2)− µ(s1))dµ
ds
. (B.26)

Once we obtain the next solution, the method takes the last two solutions

(u(s1), µ(s1)) and (u(s2), µ(s2)) to predict the next solution using (B.22) and
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(B.23) with replacing s1 by s2 and s0 by s1, and so on. Following this process,

we are able to obtain all the solutions around the branch.

B.2 Newton’s method

We use Newton’s method [16] to solve the system G(X) = 0, where X = (u, µ)

starting from sufficiently accurate initial guess X0, for example obtained from

time stepping in our problem or from a prediction from previous points on the

branch. From this method, there is a set of solutions Xn given by

Xn+1 = Xn −
(
∂G

∂Xn

)−1

G(Xn), n > 0, (B.27)

that converges to the solutions of G(Xn) = 0 as n→∞, for a close enough initial

guess X0, where
(
∂G
∂Xn

)−1
is the inverse of the Jacobian. Finding the inverse of a

large matrix in (B.27) is too expensive. Therefore, instead of finding the inverse

we assume a small perturbation δXn and solve the equation

P · ∂G
∂Xn

· δXn = P ·G(Xn), (B.28)

where P is a linear preconditioner (see below). This equation is solved using

the biconjugate gradient stabilized method [106] (bicgstab in Matlab) to find

δXn. The biconjugate gradient stabilized method is an iterative method used to

solve the linear equation (B.28) for δXn by allowing to specify the tolerance Btol

and the maximum number of iterations. The bicgstab method is iterative until

satisfies the tolerance, which we chose to be

Btol = 10−15 ||Xn||
||G(Xn)|| . (B.29)
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When bicgstab does converge to the requested tolerance within the requested

iterations (which we chose to be 200), we have δXn. Then we update the state

from ( B.27) as follows:

Xn+1 = Xn − δXn, n > 0, (B.30)

This Newton method iterates until convergence when

||G(Xn)||< 10−13||Xn||. (B.31)

In our calculation, we need to implement a preconditioner that helps the bicon-

jugate gradient stabilized method to converge more quickly. Therefore, we find

the preconditioner, which is the inverse of the linear part P = L−1.
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C Derivation of the Ginzburg–Landau approxi-

mation to the model (6.3)

We introduce a small parameter ε � 1, define a large spatial scale X = εx and

scale the parameters µ, ν and the time similar to the scaling we used in the

weakly nonlinear method as follows

∂

∂t
→ ε

∂

∂T
, µ→ ε2µ2, ν → ε2ν2, (C.32)

and look for solutions of the form

u(x) = εu1(x,X) + ε2u2(x,X) + ε3u3(x,X) + ε4u4(x,X) + · · · . (C.33)

With this scaling
(
1 + ∂2

∂x2

)2
u and

(
1 + ∂2

∂x2

)2
ut in the model (6.3) become

(
1 + ∂2

∂x2

)2

u = (u+ 2uxx + uxxxx) + 4ε (uXx + uxxxX)

+ ε2 (2uXX + 6uxxXX) + 4ε3uxXXX + ε4uXXXX ,(
1 + ∂2

∂x2

)2

ut =ε (uT + 2uxxT + uxxxxT ) + 4ε2 (uxXT + uxxxXT )

+ ε3 (2uXXT + 6uxxXXT ) + 4ε4uxXXXT +O(ε5),

(C.34)

Substituting the expansion and scaling in the PDE (6.3) and matching terms

order by order in ε, we get

O(ε) : Lu1 = 0,

O(ε2) : − Lu2 − 4 (∂xX + ∂xxxX)u1 − bL
∂u1

∂T
+Q1u

2
1 +Q3u1∂xxu1 = 0,
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O(ε3) : ∂2u1

∂T 2 = µu1 − Lu3 − 4 (∂xX + ∂xxxX)u2 − (2∂XX + 6∂xxXX)u1

− bL∂u2

∂T
+ 2Q1u1u2 − 4b (∂xX + ∂xxxX) ∂u1

∂T

+Q3 (2u1∂xXu1 + u1∂xxu2 + u2∂xxu1) + C1u
3
1,

O(ε4) : ∂2u2

∂T 2 = µu2 − Lu4 − 4 (∂xX + ∂xxxX)u3 − (2∂XX + 6∂xxXX)u2

− 4∂xXXXu1 + ν
∂u1

∂T
− bL∂u3

∂T
− b (2∂XX + 6∂xxXX) ∂u1

∂T

− 4∂xXXX
∂u1

∂T
+Q1

(
u2

2 + 2u1u3
)

+Q3 (u1∂XXu1 + 2u1∂xXu2 + 2u2∂xXu1 + u1∂xxu3 + u2∂xxu2 + u3∂xxu1)

+ 3C1u
2
1
∂u1

∂T
+ C2u

2
1
∂u1

∂T
+ C3

(
∂u1

∂T

)3

+ C4 (∂xu1)2 ∂u1

∂T
+ C5u1∂xu1∂x

∂u1

∂T
,

(C.35)

where

L = − (1 + 2∂xx + ∂xxxx) . (C.36)

The equations are solved by

u1(x, t) =F1(X,T )eix + F̄1(X,T )e−ix,

u2(x, t) =G2(X,T )e2ix +G1(X,T )eix +G0(X,T ) + Ḡ1(X,T )e−ix + Ḡ2(X,T )e−2ix,

u3(x, t) =H3(X,T )e3ix +H2(X,T )e2ix +H1(X,T )eix +H0(X,T ) + H̄1(X,T )e−ix

+ H̄2(X,T )e−2ix + H̄3(X,T )e−3ix.

(C.37)

and use the same process in derivation the Takens–Bogdanov normal form (see

Section 3.4), we obtain the Ginzburg–Landau equation (6.8).
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[49] Jung, D., Matura, P. and Lücke, M. [2004], ‘Oscillatory convection in binary

mixtures: Thermodiffusion, solutal buoyancy, and advection’, The European

Physical Journal E 15(3), 293–304.

[50] Kassam, A.-K. and Trefethen, L. N. [2005], ‘Fourth-order time-stepping for

stiff PDEs’, SIAM Journal on Scientific Computing 26(4), 1214–1233.

[51] Kirk, V. and Rucklidge, A. M. [2008], ‘The effect of symmetry breaking on

the dynamics near a structurally stable heteroclinic cycle between equilibria

and a periodic orbit’, Dynamical Systems 23(1), 43–74.

[52] Knobloch, E. [1986], ‘Oscillatory convection in binary mixtures’, Physical

Review A 34(2), 1538.

[53] Knobloch, E. [2015], ‘Spatial localization in dissipative systems’, Ann. Rev.

Condens. Matter Phys. 6(1), 325–359.

[54] Knobloch, E. and Moore, D. R. [1990], ‘Minimal model of binary fluid con-

vection’, Physical Review A 42(8), 4693.

[55] Knobloch, E., Moore, D. R., Toomre, J. and Weiss, N. O. [1986], ‘Transitions

to chaos in two-dimensional double-diffusive convection’, Journal of Fluid

Mechanics 166, 409–448.

[56] Knobloch, E. and Proctor, M. [1981], ‘Nonlinear periodic convection in

double-diffusive systems’, Journal of Fluid Mechanics 108, 291–316.

[57] Kolodner, P. [1991a], ‘Collisions between pulses of traveling-wave convec-

tion’, Physical Review A 44(10), 6466.

[58] Kolodner, P. [1991b], ‘Drift, shape, and intrinsic destabilization of pulses of

traveling-wave convection’, Physical Review A 44(10), 6448.



Bibliography 167

[59] Kolodner, P. [1991c], ‘Stable and unstable pulses of traveling-wave convec-

tion’, Physical Review A 43(6), 2827.

[60] Kolodner, P. [1994], ‘Stable, unstable, and defected confined states of

traveling-wave convection’, Physical Review E 50(4), 2731.

[61] Kolodner, P., Passner, A., Surko, C. and Walden, R. [1986], ‘Onset of

oscillatory convection in a binary fluid mixture’, Physical Review letters

56(24), 2621.

[62] Kolodner, P., Surko, C. and Williams, H. [1989], ‘Dynamics of traveling

waves near the onset of convection in binary fluid mixtures’, Physica D:

Nonlinear Phenomena 37(1-3), 319–333.

[63] Koschmieder, E. L. [1993], Bénard cells and Taylor vortices, Cambridge Uni-

versity Press.

[64] Kozyreff, G. and Tlidi, M. [2007], ‘Nonvariational real Swift–Hohenberg

equation for biological, chemical, and optical systems’, Chaos: An Inter-

disciplinary Journal of Nonlinear Science 17(3), 037103.

[65] Kreyszig, E. [1978], Introductory functional analysis with applications, Vol. 1,

wiley New York.

[66] Lappa, M. [2009], Thermal convection: patterns, evolution and stability,

John Wiley & Sons.

[67] Lloyd, D. J., Sandstede, B., Avitabile, D. and Champneys, A. R. [2008],

‘Localized hexagon patterns of the planar Swift–Hohenberg equation’, SIAM

Journal on Applied Dynamical Systems 7(3), 1049–1100.

[68] Lloyd, D. and Sandstede, B. [2009], ‘Localized radial solutions of the Swift–

Hohenberg equation’, Nonlinearity 22(2), 485.



Bibliography 168

[69] M’ F, H., Métens, S., Borckmans, P. and Dewel, G. [1995], ‘Pattern selection

in the generalized Swift–Hohenberg model’, Physical Review E 51(3), 2046.

[70] Mandel, P. [2005], Theoretical problems in cavity nonlinear optics, Vol. 21,

Cambridge University Press.

[71] Manneville, P. [2006], Rayleigh–Bénard convection: thirty years of experi-

mental, theoretical, and modeling work, in ‘Dynamics of Spatio-Temporal

Cellular Structures’, Springer, pp. 41–65.
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