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Abstract

Episodic memories are composed of multiple elements, from the people we encounter, the locations we visit, and the objects we interact with. These ‘episodes’ are thought to be stored in memory as coherent event representations and are associated with holistic recollection at retrieval, such that the retrieval of one element is dependent on the retrieval of all other elements from the same event. Evidence for this ‘dependency’ has been shown to emerge from the association between the event elements themselves. Critically, dependency is seen when participants learn three overlapping pairwise associations in a ‘closed-loop’, but not when participants learn only two out of the three possible associations in an ‘open-loop’, suggesting that all pairwise associations between event-elements need to be explicitly encoded for a coherent event representation to emerge.

Here I asked whether the associative structure formed at encoding affects how event-based memories are retained over a period of forgetting and consolidation. Recently formed representations are susceptible to forgetting via interference and/or decay, but also undergo memory consolidation; becoming less susceptible to interference and/or decay. As such, retention for an event-based representation will reflect an interaction between forgetting and consolidation. This thesis presents evidence that closed-loops tend to be forgotten in an all-or-none manner, such that closed-loops are more likely to either be retained or forgotten in their entirety (Chapter 2). In contrast, open-loops are associated with a more asymmetrical pattern of forgetting as a function of memory reactivation during sleep (Chapter 3). Further, the thesis presents fMRI evidence that closed-loops continue to be retrieved in a coherent manner following a period of forgetting and consolidation (Chapter 4). These findings suggest that the associative structure formed at encoding has a lasting impact on the coherence of the underlying memory representation.
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1. General introduction

The concept of episodic memory refers to a distinct form of declarative memory for personally experienced events (Tulving, 1983). Episodic memory is proposed to be autonoetic and recollective in nature, allowing for the complete re-experience of previous life events (Tulving, 1983). Tulving (1983) proposed that episodic memory is the core function that allows us to re-immersc ourselves in our own personal past, providing the basis for our sense of self (Conway, 2005). This ability for ‘mental time travel’ (Tulving, 1983) is also thought to underlie our ability to make predictions about future events (Schacter, Addis, & Buckner, 2007).

Amnesia - the failure to acquire and retain episodic information (Tulving, 1983) – has been observed following damage to different regions of the brain, such as the frontal lobes (Tanji, Suzuki, Fujii, Higano, & Yamadori, 2003). However, amnesia is most commonly associated with damage to the medial temporal lobes (Aggleton & Brown, 1999; Cohen & Eichenbaum, 1993). Evidence for this has come from neuropsychological studies demonstrating that patients with bilateral damage to medial temporal lobe regions, such as the hippocampus, present with amnesia (Scoville & Milner, 1957; Vargha-Khadem et al., 1997; Woods, Schoene, & Kneisley, 1982). Notably, patients with selective damage to the hippocampus show marked deficits on tasks that assess performance for associative or relational memory (Hannula, Tranel, & Cohen, 2006; Holdstock, Mayes, Gong, Roberts, & Kapur, 2005; Kumaran et al., 2007; Mayes et al., 2004; Ryan, Althoff, Whitlow, & Cohen, 2000), consistent with the proposal that the role of the hippocampus in episodic memory is reflected in its capacity to bind different event elements (e.g., people, locations, and objects) into an ‘event engram’ (Damasio, 1989; Marr, 1971; McClelland, McNaughton, & O’Reilly, 1995; Teyler & DiScenna, 1986).
1.1. Medial temporal lobes and episodic memory

1.1.1. Representations in the medial temporal lobes

Regions within the medial temporal lobe, such as the perirhinal cortex and hippocampus, have been implicated in episodic memory (Squire & Zola-Morgan, 1991). However, whereas the perirhinal cortex is thought to support the representation of item information (Aggleton & Brown, 1999; Diana, Yonelinas, & Ranganath, 2007), the hippocampus has been shown to act as a convergence zone (Backus, Bosch, Ekman, Grabovetsky, & Doeller, 2016) for representing the association between different sources of information (Cohen et al., 1999; Davachi, 2006; Mayes, Montaldi, & Migo, 2007; Ranganath, 2010), such as the association between an object and the context in which it was studied (Davachi, Mitchell, & Wagner, 2003; Ranganath et al., 2004; Staresina & Davachi, 2006; Uncapher, Otten, & Rugg, 2006).

Consistent with the proposal that the perirhinal cortex supports memory for item information, previous work has demonstrated that increased BOLD activation in the perirhinal cortex for novel items at encoding (Pihlajamäki et al., 2003, 2004) predicts later item recognition (Awipi & Davachi, 2008; Staresina & Davachi, 2008). However, the perirhinal cortex has also been shown to support memory for perceptual and conceptual item features (O’Kane, Insler, & Wagner, 2005; Staresina & Davachi, 2006; Staresina, Duncan, & Davachi, 2011; Taylor, Moss, Stamatakis, & Tyler, 2006) and to aid the discrimination between items that share common features (Barense, Gaffan, & Graham, 2007). This has led to the proposal that the perirhinal cortex may not only play an important role in supporting memory for items, but also in representing the association between an item and its features (Bussey & Saksida, 2007).

Although the perirhinal cortex has been implicated in certain associative processes (Mayes et al., 2007; Watson, Wilding, & Graham, 2012), the hippocampus is thought to be distinct in its capacity to bind information across multiple domains (Cohen et al., 1999; Diana et al., 2007; Mayes et al., 2007). This is supported by evidence showing that encoding activity in the
hippocampus predicts later memory success for objects and contexts (Cansino, Maquet, Dolan, & Rugg, 2002; Ranganath et al., 2004), in addition to studies showing that hippocampal activity at retrieval correlates with memory for associations between pairs of items and items and their associated context (Cansino et al., 2002; Fenker, Schott, Richardson-Klavehn, Heinze, & Düzel, 2005; Kirwan & Stark, 2004; Preston, Shrager, Dudukovic, & Gabrieli, 2004; Weis et al., 2004).

1.1.2. Retrieval processes in the hippocampus and perirhinal cortex

A distinction has also been made between the hippocampus and perirhinal cortex and whether they support memory via recollection or familiarity (Aggleton & Brown, 1999; Diana et al., 2007; Eichenbaum, Yonelinas, & Ranganath, 2007; Mayes et al., 2007; Yonelinas, 2002). Evidence has suggested that retrieval can be supported by two distinct processes – familiarity (e.g., the assessment of an item’s familiarity) and recollection (e.g., the retrieval of an item and the context in which it was encountered) - that are proposed to be functionally independent (see Yonelinas, 2002 for review; but see Wixted & Stretch, 2004).

Different retrieval dynamics for recollection and familiarity have been distinguished by applying retrieval operating characteristic (ROC) functions to memory performance (Yonelinas, 1994). ROC functions plot the correct identification of items previously studied against the incorrect identification of items as previously studied. Yonelinas (1994) showed that familiarity follows a symmetrical, curvilinear shape starting at zero, while the addition of recollection is characterised by an asymmetrical shape with an intercept greater than zero. This has been taken to suggest that while familiarity reflects a continuous memory signal denoting instances where an item is recognised or not, recollection is best characterised as a threshold-like retrieval process, where recollection either succeeds or fails (Yonelinas, 2002).

Differences in recollection and familiarity have commonly been assessed using a remember/know paradigm (Tulving, 1985). In this paradigm participants are required to give
a judgement regarding their memory for an item; ‘remember’ if the participant, for instance, recalls both the item and its associated context; or ‘know’ if the participant only remembers encountering the item previously, but not the context in which it was learnt. As such, ‘remember’ judgements reflect the retrieval of both the item and any associative information, and ‘know’ judgements reflect memory for the item only. However, Donaldson (1996) argued that the distinction between remember/know judgements may simply reflect differences in memory strength, such that remember and know judgements are most accurately characterised as responses that fall above or below a given decision criteria.

Consistent with this, Ingram, Mickes, and Wixted (2012) showed that ‘remember’ and ‘know’ judgements can both be accompanied with high and low levels of confidence, suggesting that the strength of retrieval, as a function of recollection and/or familiarity, can differ in some continuous manner. This is inconsistent with the proposal that recollection reflects a threshold-like process where retrieval either succeeds or fails (Yonelinas, 1994), and provides support for the idea that both familiarity and recollection can be characterised by a continuous memory signal (Wixted & Stretch, 2004). However, Ingram et al. (2012) observed that even in instances where ‘remember’ judgements where made with low levels of confidence, the retrieval of a previously studied word was associated with higher levels of source memory accuracy (e.g., the colour or location of the word during encoding) than familiarity judgements made with high levels of confidence. This suggests that even when recollection is relatively ‘weak’, it still differs in some quantitative manner from familiarity. However, Kelley and Wixted (2001) argued that even when recollection succeeds, the contextual or associative information retrieved from memory will differ in some quantitative or qualitative way. This has led to the suggestion that recollection is most accurately characterised as a some-or-none process (Kelley & Wixted, 2001; Onyper, Zhang, & Howard, 2010). In this way, recollection may sometimes fail, and retrieval can only be supported by familiarity. However, even when
recollection succeeds, the retrieved information can vary both in amount and quality (Harlow & Donaldson, 2013; Harlow & Yonelinas, 2016).

The roles of the hippocampus and perirhinal cortex in recollection and familiarity are captured in a computational account of recognition memory (Norman & O’Reilly, 2003; see also Marr, 1971; McClelland et al., 1995). Computational models have long proposed that the anatomical characteristics of the hippocampus make it particularly well-suited for the encoding and retrieval of event-based representations (Marr, 1971; McClelland et al., 1995; Norman & O’Reilly, 2003; Treves & Rolls, 1994). An important property of the hippocampus is that the representations within the dentate gyrus – a subregion of the hippocampus – are sparse (McClelland et al., 1995; Norman & O’Reilly, 2003). Sparse representations in the dentate gyrus are thought to support the process of ‘pattern separation’, allowing for the production of distinct and orthogonal representations of mnemonic information in the hippocampus (Bakker, Kirwan, Miller, & Stark, 2008; Berron et al., 2016; Kirwan & Stark, 2007; Yassa & Stark, 2011). At retrieval, recurrent connections in the cornu ammonis 3 (CA3) subregion of the hippocampus are thought to allow for the complete reconstruction of the original memory (Nakazawa et al., 2002; Neunuebel & Knierim, 2014) via a ‘collateral effect’ (Marr, 1971) or ‘pattern completion’ (Gardner-Medwin, 1976; Hopfield, 1982; McClelland et al., 1995; Treves & Rolls, 1992).

Note that this computational account (Norman & O’Reilly, 2003) assumes that the process of pattern completion (i.e., the complete retrieval of an entire pattern in the presence of a partial or ambiguous input) should lead to recollection that tends to be ‘all-or-none’, but it does not exclude the possibility that the information retrieved will differ in some quantitative or qualitative way. In contrast to the hippocampus, representations in the perirhinal cortex are less distinct (Norman & O’Reilly, 2003). The overlapping nature of representations in the perirhinal cortex is thought to constrain the retrieval of specific contextual details associated with an event. As such, the perirhinal cortex is only able to signal whether an item is familiar
or not, based on the perceived item’s overlap with an existing representation (Norman & O’Reilly, 2003).

Consistent with this account, studies using the remember/know paradigm have made a distinction between recollection and familiarity in the perirhinal cortex and hippocampus, with increased hippocampal and perirhinal activity for items that are judged as remembered and known, respectively (Eldridge, Knowlton, Furmanski, Bookheimer, & Engel, 2000; Uncapher & Rugg, 2005; Wheeler & Buckner, 2004; Woodruff, Johnson, Uncapher, & Rugg, 2005). Further support for this distinction between the hippocampus and perirhinal cortex has come from neuroimaging studies showing that while activity in the hippocampus correlates with the retrieval of contextual information associated with a retrieved item, activity in the perirhinal cortex correlates with item recognition, but not the recollection of contextual information (Davachi et al., 2003; Ranganath et al., 2003). However, the proposal that the hippocampus is selectively involved in recollection (Aggleton & Brown, 1999; Yonelinas, 1994) has been challenged by evidence showing that patients with damage to the hippocampus appear to be equally impaired on tasks requiring recollection and familiarity judgements (Wais, Wixted, Hopkins, & Squire, 2006; Wixted & Stretch, 2004). This has motivated the proposal that the hippocampus may contribute to both recollection and familiarity, perhaps via a continuous rather than threshold-like process (Wais et al., 2006; but see Yonelinas, Aly, Wang, & Koen, 2010).

1.1.3. Summary

Despite uncertainty regarding how to best characterise the role of the hippocampus in recollection and familiarity (and indeed whether recollection and familiarity reflect distinct retrieval processes (see Wixted, 2007 for review)), evidence has accumulated to demonstrate that the hippocampus may support the encoding and retrieval of event-based representations in a manner that is distinct from other regions of the medial temporal lobes, such as the
perirhinal cortex (Aggleton & Brown, 1999; Cohen & Eichenbaum, 1993; Davachi, 2006; Mayes et al., 2007). The distinct role of the hippocampus is captured in computational accounts demonstrating that the hippocampus is ideally suited for representing distinct events (via pattern separation) that can be reconstructed during later retrieval via the process of pattern completion (Marr, 1971; McClelland et al., 1995; Norman & O’Reilly, 2003; Treves & Rolls, 1994).

1.2. The hippocampus and holistic retrieval

A hallmark of episodic memory is that retrieval is holistic in nature (Tulving, 1983). For example, if we met a friend in a café and they gave us a present, reminiscing about this event should lead to the retrieval of all the elements (i.e., people, locations, and objects) of the event. Although this proposal is supported by computational accounts suggesting that recollection is all-or-none (Norman & O’Reilly, 2003), until recently little evidence had accumulated to support this view (but see Jones, 1976).

1.2.1. Behavioural evidence for holistic retrieval

Meiser and Bröder (2002) presented evidence consistent with the proposal of holistic retrieval. In this study, participants learnt a series of words that were either presented at an upper or lower location on the screen. At both locations each of the words were presented in either a large or small font size. To assess memory performance, Meiser and Bröder (2002) used a measure of retrieval dependency – the statistical relationship between the retrieval successes of different elements from the same ‘event’ - to assess whether the probability of retrieving one source correctly (e.g., location) was contingent on the probability of retrieving the other source correctly (i.e., font-size). Meiser and Bröder (2002) observed evidence for dependency in the retrieval of both sources, notably in instances where participants had indicated that they
remembered the word being presented during the learning phase, relative to when they indicated merely recognising the word as being presented before (see also Meiser, Sattler, & Weißer, 2008). Meiser et al. (2008) argued that evidence for dependency implied that words and their sources were combined into coherent memory representations, consistent with Tulving’s (1983) proposal of the ‘event engram’ as the unit of episodic memory.

However, Starns & Hicks (2005) observed that although two sources (e.g., location and font-size) presented with a word appeared to show a degree of dependency, reinstating one source at retrieval did not affect memory for the other source. For instance, participants’ ability to retrieve the correct font-size was unaffected by whether the word appeared in the correct location (i.e., the location the word appeared at during learning) or not at test. Consistent with this, Starns and Hicks (2008) observed that different source features (e.g., colour and location) appeared to be directly bound to the item, but not each other. This suggests that sources associated with an item are retrieved independently of each other, and provides evidence against the proposal by Meiser et al. (2008) suggesting that an item and associated source information are bound into a single memory representation.

Horner and Burgess (2013) noted that the experiments reported by Starns and Hicks (2005, 2008) and Meiser and Bröder (2002) gave primacy to a single element, as the two sources were combined with a single item. However, in order to provide evidence for or against Tulving’s (1983) proposal, dependency should be assessed for distinct elements (e.g., people, locations, and objects) that are not subordinate to any other element (e.g., colour of the object). Horner and Burgess (2013) had participants learn a series of ‘events’ that consisted of famous people, locations, and common objects. For instance, participants were presented with an event that consisted of Barack Obama, kitchen, and hammer, and asked to imagine all the three elements interacting in a meaningful way as vividly as possible. Horner and Burgess (2013) observed that cueing participants with a single element (e.g., Barack Obama) and asking them to retrieve the remaining elements from the same event (e.g., kitchen and hammer) - with either a cued
recall or cued recognition task - led to estimates of retrieval dependency that exceeded what would be expected if each of the elements were retrieved independently of each other. Horner and Burgess (2013) argued that these effects, relative to those observed by Starns and Hicks (2005, 2008), may reflect differences in the binding of distinct event elements compared to the binding of objects and their features, with the former thought to involve the hippocampus, and the latter the perirhinal cortex (Aggleton & Brown, 1999; Davachi, 2006; Diana et al., 2007).

However, when all event elements are encoded simultaneously (as in Horner & Burgess, 2013), it is possible that trial-wise differences in attention can lead to the appearance of dependency at retrieval (e.g., Boywitt & Meiser, 2012; Meiser & Sattler, 2007). For instance, if some events are well attended to at encoding then it is possible that the elements of these events will all be remembered, while those not well attended to will be forgotten in their entirety. Consistent with this, Boywitt and Meiser (2012) observed no evidence for dependency when two sources presented with an item were encoded separately (e.g., item and location, followed by item and font-size). However, Horner and Burgess (2014) demonstrated that dependency was still observed when the individual pairwise associations (e.g., Barack Obama-kitchen, kitchen-hammer, hammer-Barack Obama) that made up an event (i.e., Barack Obama-kitchen-hammer) where separately encoded in a ‘closed-loop’ associative structure. Interestingly, no dependency was observed when only two out of the three possible pairwise associations were learnt (e.g., Barack Obama-kitchen, kitchen-hammer, but not hammer-Barack Obama) in a ‘open-loop’ associative structure (Horner & Burgess, 2014), consistent with previous work showing that two separately encoded, but overlapping pairwise associations appear to be retrieved independently of each other (Greeno, James, & DaPolito, 1971; Martin, 1971; Wichawut & Martin, 1971). In contrast to proposals suggesting that holistic retrieval is dependent on the elements being presented together at encoding (Hicks & Starns, 2015), Horner and Burgess (2014) showed that dependency can result from the associative structure of the learnt elements. As such, the individual associations can be
encoded independently, but still be retrieved holistically, dependent on the associative structure formed during encoding.

1.2.2. fMRI evidence for holistic reinstatement

There is growing evidence to suggest that neocortical regions involved in the initial acquisition of an event are reactivated during later retrieval (see Danker & Anderson, 2010 for review). Initial evidence for this came from studies observing increased retrieval-related activity in the visual cortex for words associated with pictures during learning (Vaidya, Zhao, Desmond, & Gabrieli, 2002; Wheeler, Petersen, & Buckner, 2000) and increased activity in the auditory cortex during retrievals of words associated with sounds during learning (Wheeler et al., 2000). Consistent with this, more recent studies have shown that the retrieval of distinct stimulus categories correlates with activity in ‘content-specific’ cortical regions (Polyn, Natu, Cohen, & Norman, 2005; Ranganath, Cohen, Dam, & D’Esposito, 2004; Woodruff et al., 2005).

Studies assessing memory for item and context information have shown that the strength of reinstatement for contextual information is related to participants’ subjective experience of recollection (Johnson & Rugg, 2007; Woodruff et al., 2005). Consistent with the role of the hippocampus in recollection, evidence has shown that the degree of reinstatement for word-context associations in the neocortex correlates with activity in the hippocampus during retrieval (Gordon, Rissman, Kiani, & Wagner, 2014; Staresina, Henson, Kriegeskorte, & Alink, 2012). Further, Staresina, Cooper, and Henson, (2013) demonstrated that hippocampal activity during retrieval was associated with a ‘signal flow’ from the region associated with a retrieval cue (e.g., bagel) to the region associated with a retrieval target (e.g., kitchen); suggesting that the hippocampus mediates the reinstatement of associative information represented in distinct regions of the brain.

Although evidence has accumulated to support the role of the hippocampus in the retrieval of episodic memory, studies assessing the reinstatement of event elements have tended to focus
on the retrieval of associated elements that participants are explicitly required to retrieve (but see Kuhl, Johnson, & Chun, 2013). However, a prediction that follows from the proposal that the retrieval of episodic memory is holistic (Tulving, 1983) is that all aspects of an event should be reinstated, even those elements that are incidental to the specific retrieval task (Horner, Bisby, Bush, Lin, & Burgess, 2015). In a recent study, Horner et al. (2015) had participants learn a series of ‘closed-loops’. For instance, for one closed-loop, participants learnt the associations between Barack Obama-kitchen, kitchen-hammer, and hammer-Barack Obama. During retrieval, participants were cued with one element (e.g., Barack Obama) and asked to retrieve an associated element (e.g., hammer). Horner et al. (2015) observed that when participants were required to retrieve Barack Obama and kitchen, participants also showed increased activity in regions associated with the retrieval of the remaining element, hammer, despite no explicit requirement to retrieve this element. The reinstatement of elements incidental to retrieval is consistent with the proposal that episodic memories are retrieved holistically (Tulving, 1983). Importantly, Horner et al. (2015) also observed that the degree of reinstatement for elements incidental to retrieval correlated with hippocampal activity.

1.2.3. Summary

Consistent with Tulving’s (1983) proposal that episodic memory retrieval is holistic, evidence has demonstrated that event-based representations are associated with all-or-none retrieval (Horner & Burgess, 2013, 2014). Interestingly, source features associated with an item have been shown to be retrieved independently of each other (Starns & Hicks, 2005, 2008). It is possible that this distinction is related to differences in the associative mechanism supporting the encoding and retrieval of event- and item-based memories in the hippocampus and perirhinal cortex, respectively (Aggleton & Brown, 1999; Davachi, 2006; Mayes et al., 2007). Consistent with this, neuroimaging evidence has demonstrated that the hippocampus not only supports the retrieval of associative information (Gordon et al., 2014; Staresina et al., 2013; Staresina et al., 2012), but also plays a role in the retrieval of associative information that
participants are not explicitly required to retrieve (Horner et al., 2015). This is consistent with the proposed role of the hippocampus in episodic recollection (Aggleton & Brown, 1999; Cohen & Eichenbaum, 1993), above and beyond a more general role of the hippocampus in the retrieval of associative memory (Squire & Zola-Morgan, 1991).

1.3. Systems consolidation and the role of the hippocampus in retrieval

Memory consolidation refers to a gradual process of maturation whereby a newly acquired memory is stabilised in the neocortex (Glickman, 1961; McGaugh, 1966). Memory consolidation is typically separated into synaptic and systems consolidation. While synaptic consolidation refers to post-encoding changes on a synaptic and cellular level that are assumed to draw to a close within hours of memory acquisition, systems consolidation refers to a more protracted reorganisation of long-term memory throughout the brain, that may last several days, weeks, months or years (Dudai, Karni, & Born, 2015). For the present purposes I will not discuss the mechanisms of synaptic consolidation (but see Dudai, 2004; Kandel, Dudai, & Mayford, 2014 for reviews), and instead focus on memory consolidation on the systems-level.

1.3.1. Complementary learning systems theory

Theories of systems consolidation have typically focused on the role of the hippocampus in the retrieval of episodic memory. This is in light of evidence that patients with damage to the hippocampus exhibit a temporal gradient to their memory impairment; with memory for remote events being relatively spared compared to more recent events (Schnider, Bassetti, Gutbrod, & Ozdoba, 1995; Squire, Haist, & Shimamura, 1989; but see Cipolotti et al., 2001; Sanders & Warrington, 1971). The most prominent account of system consolidation proposes that long-term retention requires two complementary learning systems; a ‘neocortical
processing system’ and a ‘hippocampal learning system’ (McClelland et al., 1995; see also Alvarez & Squire, 1994; Marr, 1971; Squire & Alvarez, 1995).

The complementary learning systems theory holds that the retrieval of an episodic memory involves the reinstatement of distributed activity patterns in the neocortex. In the presence of an event element, the neocortical processing system must be structured in such a way that a single element not only elicits activity for the element itself but also for other elements associated with the same event (McClelland et al., 1995). Activity patterns that correspond to the same event are assumed to be elicited by propagating activity in synaptic connections between cortical neurons involved in representing the individual event elements (McClelland et al., 1995). Each instance of memory retrieval (or re-exposure) is thought to gradually adjust synaptic connections between the relevant cortical neurons until an event representation reaches a relatively stable long-term state in the neocortex (McClelland et al., 1995).

However, representations in the neocortex are fairly dense, with different events exhibiting some degree of representational overlap (McClelland et al., 1995). As such, rapid synaptic adjustments can potentially lead to ‘catastrophic interference’ (McClelland et al., 1995). Adjustments to synaptic connections between cortical neurons must therefore be gradual; entailing that the adjustment of cortical connections in the neocortex is a protracted process that requires multiple instances of retrieval (or re-exposure) before a stable representation can emerge within the neocortex (but see Tse et al., 2007, 2011). However, interleaved adjustments to cortical connections allows for activity patterns in the neocortical processing system to be adequately stabilised before accommodating new information that may otherwise lead to interference (McClelland & Goddard, 1996).

The initial acquisition and retrieval of an event-based representation therefore necessitates the involvement of a second system. Consistent with previous accounts (Marr, 1971; McNaughton & Morris, 1987; O’Reilly & McClelland, 1994; Treves & Rolls, 1994), the complementary learning systems theory proposes that a hippocampal learning system underpins the initial
acquisition of an event-based representation. During retrieval, if activity patterns representing a distinct event element arise in the neocortical system, then this will give rise to pattern completion in the hippocampus, which allows for the reinstatement of any associated elements in the neocortex (McClelland et al., 1995; Marr, 1971; Treves & Rolls, 1994). Each instance of retrieval will result in small adjustments to the cortical connections in the neocortex, to a point where the entire event can be retrieved independently of the hippocampus.

1.3.2. Multiple trace\Transformation theory

The observation that memory for remote events, compared to more recent events, is relatively spared following damage to the hippocampus has been taken as evidence for a time-dependent role for the hippocampus in the retrieval of episodic memory. This is consistent with standard consolidation theories (e.g., Marr, 1971; McClelland et al., 1995; Squire & Alvarez, 1995), such as the complementary learning systems theory. However, it has been argued that there are instances where patients with damage restricted to the hippocampus do not exhibit a temporal gradient to their memory impairment (see Nadel & Moscovitch, 1997 for review), and that assessments commonly used to demonstrate the presence of a gradient may be confounded by semantic memory processing (Moscovitch, Nadel, Winocur, Gilboa, & Rosenbaum, 2006; Winocur, Moscovitch, & Bontempi, 2010), which has been shown to be insensitive to damage restricted to the hippocampus (Cermak & O’Connor, 1983). This has motivated the proposal that representations whose retrieval is dependent on the hippocampus may differ from those retrieved independently of the hippocampus (Nadel & Moscovitch, 1997; Winocur & Moscovitch, 2011).

While the sparse activity patterns utilised by the hippocampus are well-suited for encoding detailed and distinct events, the overlapping activity patterns of the neocortex are thought to be ‘biased’ towards integrating across multiple events (McClelland et al., 1995; Norman & O’Reilly, 2003). According to the multiple-trace theory (Nadel & Moscovitch, 1997), each
instance of retrieval (or re-exposure) leads to the formation of a new representation in the hippocampus. As retrieval is likely to occur across many different contexts, the existence of ‘multiple traces’ in the hippocampus are proposed to allow the neocortex to extract gist-like information that is shared across the varying contexts in which a memory was retrieved (Nadel & Moscovitch, 1997).

The transformation theory (Winocur & Moscovitch, 2011; Winocur et al., 2010) has argued that the neocortical representation that possibly emerges in place of the hippocampus reflects a gist-like or semantic version deprived of the contextual details embedded within the original hippocampal representation. According to this account, differences in memory for remote and recent events observed in patients with hippocampal damage do not necessarily reflect the remoteness of the memory, but may instead be characterised by differences in the ‘quality’ of the underlying memory representation (Winocur & Moscovitch, 2011). This proposal holds that the retrieval of gist-like representations can perhaps be achieved independently of the hippocampus, but for event-based representations that retain their ‘episodic’ quality, retrieval will continue to be dependent on the hippocampus, irrespective of the age of the memory (Winocur & Moscovitch, 2011). The transformation theory does not exclude the possibility that gist-like representations in the neocortex and more distinct ‘episodic’ representations in the hippocampus can coexist. In those instances, the role of the hippocampus in retrieval will be reflected in the specific demands at retrieval and possibly also the relative strength of the neocortical and hippocampal representations (Winocur & Moscovitch, 2011). Support for the transformation theory has come from evidence showing that hippocampal activity does not consistently differ between recent and remote events (Maguire, Henson, Mummery, & Frith, 2001; Ryan et al., 2001; but see Niki & Luo, 2002; Piefke, Weiss, Zilles, Markowitsch, & Fink, 2003), but instead tends to correlate with the quality or vividness of retrieval for both remote and recent events (Addis, Moscovitch, Crawley, & McAndrews, 2004; Gilboa, Winocur, Grady, Hevenor, & Moscovitch, 2004).
1.3.3. Systems consolidation during sleep

Although the debate as to how to conceptualise the process of systems consolidation is still ongoing (e.g., Barry & Maguire, 2019), standard theories of consolidation have tended to agree that sleep may play a role in systems consolidation (e.g., Marr, 1971; McClelland et al., 1995). Notably, it has been proposed that neural activity established during slow-wave sleep may underlie the reinstatement processes thought to be the core mechanism of systems consolidation (Born, 2010; Diekelmann & Born, 2010).

Slow-wave sleep is characterised by three distinct neuronal oscillations (i.e., slow-oscillations, spindles, and sharp-wave ripples) that are thought to provide the temporal structure for systems consolidation during sleep (Buzsáki, 1996). Slow-oscillations reflect alternating states of hyper- and depolarising neuronal activity at ~.75 Hz (Achermann & Borbély, 1997), and represent ‘travelling waves’ of activity that emerge in the neocortex (Massimini, Huber, Ferrarelli, Hill, & Tononi, 2004) and extend into the hippocampus (Nir et al., 2011). During hyperpolarising states, slow-oscillations have been related to the onset of sleep spindles (Mölle, Marshall, Gais, & Born, 2002). Spindles involve short bursts of neural activity at ~10-15 Hz (Staresina et al., 2015) that are thought to support hippocampal-neocortical ‘dialogue’ during sleep; due to their precise temporal relationship with slow oscillations and sharp-wave ripples (Siapas & Wilson, 1998; Sirota & Buzsáki, 2005). Sharp-wave ripples refer to high-frequency bursts of activity at ~80-140 Hz in the hippocampus (Axmacher, Elger, & Fell, 2008; Staba, Wilson, Bragin, & Fried, 2002) that are clustered within spindle ‘troughs’ (Staresina et al., 2015). Evidence from rodent studies has linked sharp-wave ripples to the reactivation of memory during sleep (Dupret, O’Neill, Pleydell-Bouverie, & Csicsvari, 2010; Wilson & McNaughton, 1994).

The coordinated activity between slow-oscillations, sleep spindles and sharp-wave ripples has been proposed to underlie systems consolidation during sleep (Buzsáki, 1996; Sirota,
Csicsvari, Buhl, & Buzsáki, 2003). Consistent with this, memory-related improvements have been shown to be associated with variations in slow-oscillations and spindle properties during sleep (Bergmann, Mölle, Diedrichs, Born, & Siebner, 2012; Gais, Mölle, Helms, & Born, 2002; Marshall, Helgadóttir, Mölle, & Born, 2006; Mednick et al., 2013; Schabus et al., 2004). Furthermore, neuroimaging results have shown that reactivation of recently formed memories during sleep predicts subsequent memory performance (Deuker et al., 2013; Peigneux et al., 2004), providing support for the proposal that memory reactivation during sleep may be involved in the reinstatement processes underlying systems consolidation (Born, 2010; Diekelmann & Born, 2010).

Neuroimaging studies have demonstrated that neocortical activity associated with successful memory retrieval increases following sleep (Gais et al., 2007; Takashima et al., 2009), providing support for the proposed role of sleep in memory consolidation in the neocortex (Born, 2010; Diekelmann & Born, 2010). Consistent with standard theories of consolidation (Alvarez & Squire, 1994; McClelland et al., 1995), it has also been shown that the duration of slow-wave sleep during a nap session correlates negatively with hippocampal activity during memory retrieval one day and 90 days after encoding (Takashima et al., 2006). This finding is consistent with the proposal that systems consolidation during sleep may be related to the formation of a neocortical representation that can be retrieved independently of the hippocampus (Born & Wilhelm, 2012).

Interestingly, a study by Sterpenich et al. (2009) showed that performance for memories judged as recollected 6 months after learning was associated with activity in the neocortex, but not the hippocampus, in participants’ who slept following encoding. This pattern of activity was not seen in participants who were sleep-deprived on the first night following encoding, suggesting that post-encoding sleep may play a distinct role in systems consolidation (Sterpenich et al., 2009). Consistent with this proposal, evidence suggests that sleep, relative to an equivalent period of daytime wakefulness, supports participants’ ability to
gain insight into abstract rules in a sequence learning task (Wagner, Gais, Haider, Verleger, & Born, 2004) and participants’ ability to infer the relationship between pairs of items embedded in an hierarchical structure on a relational memory task (Ellenbogen, Hu, Payne, Titone, & Walker, 2007). This has been taken as evidence to suggest that sleep may play an active role in the generalisation processes required to extract commonalities across related or overlapping events (Diekelmann & Born, 2010; Lewis & Durrant, 2011; Stickgold & Walker, 2013).

Other studies have noted that decreases in hippocampal activity following sleep appear to be restricted to the posterior hippocampus, with activity in the anterior hippocampus during memory retrieval remaining relatively stable following a one day delay that includes a night of sleep (Ritchey, Montchal, Yonelinas, & Ranganath, 2015; Takashima et al., 2009). It is possible that this difference may relate to evidence suggesting a functional distinction between the posterior and anterior axis of the hippocampus (Collin, Milivojevic, & Doeller, 2015; Poppenk & Moscovitch, 2011). It has been argued that the posterior hippocampus may play a greater role in the encoding and retrieval of contextual details, relative to the anterior hippocampus (Poppenk, Evensmoen, Moscovitch, & Nadel, 2013). Decreases in retrieval-related activity in the posterior hippocampus may therefore reflect the forgetting of contextual information (Ritchey et al., 2015). As such, it is possible that these findings are more consistent with the proposal that systems consolidation may be associated with the formation of a gist-like representation in the neocortex, that is devoid of the ‘episodic’ quality of the original, hippocampal representation (Winocur & Moscovitch, 2011).

1.3.4. Summary

Although the hippocampus has been implicated in the encoding and retrieval of episodic memory (Aggleton & Brown, 1999; Cohen & Eichenbaum, 1993), it is less clear whether the hippocampus continues to support retrieval after a period of consolidation. Standard theories of consolidation have suggested that systems consolidation is associated with the formation
of a neocortical representation that can be retrieved independently of the hippocampus (Marr, 1971; McClelland et al., 1995). However, the transformation theory has argued that the neocortical representation that potentially emerges in place of a hippocampal representation must reflect a gist-like version of the original hippocampal representation (Winocur & Moscovitch, 2011; see also Nadel & Moscovitch, 1997). Thus, retrieval independent of the hippocampus will reinstate a memory that is devoid of the contextual details associated with the original experience. Yet, the transformation account does not exclude the possibility that neocortical and hippocampal representations may coexist, and as such, retrieval will continue to be dependent on the hippocampus for representations that retain their ‘episodic’ quality.

1.4. Forgetting as a function of interference, inhibition, and decay

1.4.1. Forgetting due to interference and inhibition

Following memory acquisition, representations are prone to forgetting. Historically, the prevailing assumption of forgetting was that encoding of new information can disrupt or be disrupted by an existing memory representation (see Wixted, 2004 for review). For instance, Jenkins and Dallenbach (1924) demonstrated that retention for nonsense syllables was increased in participants who slept between encoding and retrieval, relative to those who remained awake. As participants who remained awake were expected to be exposed to more interfering material following encoding, the finding that sleep reduced forgetting was taken to suggest that new memory formation throughout the day, in participants who remained awake, retroactively interfered with the critical test information. However, Underwood (1957) later argued that much of forgetting observed in previous experiments was accounted for by the material participants learnt prior, rather than after, the critical test information, suggesting that
retention was at least as susceptible to proactive as retroactive interference (see Postman, 1971 for review).

More recently it has been argued that forgetting is not always a consequence of new or past learning per se, but can also be the result of inhibitory processes established during retrieval to overcome interference (Anderson, 2003). This proposal holds that when a situation demands the selective retrieval of a memory, inhibitory processes present at retrieval will lead to long-lasting decreases in retention for other memories that may compete or interfere with the ‘target’ memory (Anderson, 2003). This proposal is motivated by evidence presented by Anderson, Bjork, and Bjork (1994). Anderson et al. (1994) had participants learn six category exemplars of, for instance, fruits and asked participants to repeatedly retrieve three of the six exemplars in response to a cue exemplar stem (e.g., fruit: or_ for the exemplar orange). Anderson et al. (1994) observed that not only did performance for the retrieved exemplars increase on a later memory test, but memory for non-retrieved exemplars (e.g., banana) decreased relative to a baseline category of exemplars. This phenomenon is referred to as ‘retrieval-induced forgetting’ (Anderson et al., 1994). Retrieval-induced forgetting appears to emerge as an effect of interference at retrieval, with greater decreases in memory performance seen for exemplars that show a greater amount of relatedness to the target memory (Anderson et al., 1994). This effect is not only seen for exemplars within the same category, but extends to exemplars that are from different categories but nevertheless relate to a ‘target’ memory (Anderson & Spellman, 1995), suggesting that the effect of repeated retrieval can generalise to any representation that interferes with a target memory.

The idea that retrieval-induced forgetting is related to inhibitory processes at retrieval is supported by neuroimaging work. For instance, Kuhl, Dudukovic, Kahn, and Wagner (2007) had participants learn a series of overlapping word pairs (e.g., attic-dust and attic-junk). During retrieval practice, participants were repeatedly presented with a cue word and the first letter of the associated word required to be retrieved (e.g., attic-d___ for the associate dust).
Kuhl et al. (2007) observed that activity in the prefrontal cortex—a region associated with inhibitory control processes (see Miller & Cohen, 2001 for review)—decreased across the first and final retrieval practice trial. The reduction in activity in the prefrontal cortex correlated with decreases in memory for the ‘unpractised’ association (i.e., attic-junk) on a final memory test, suggesting that inhibitory demands during retrieval practice decreased as the unpractised association was forgotten (see also Wimber, Rutschmann, Greenlee, & Bäuml, 2008). Further evidence for this was presented by Wimber, Alink, Charest, Kriegeskorte, and Anderson (2015). Wimber et al. (2015) had participants learn a series of overlapping associations (e.g., sand-Marilyn Monroe, sand-hat), and then asked participants to selectively retrieve one of the associative items (e.g., Marilyn Monroe), but not the other item (e.g., hat) in response to a retrieval cue (e.g., sand). During repeated retrievals, Wimber et al. (2015) observed that cortical activity patterns became more dissimilar to activity patterns associated with the unpractised item. This was taken as evidence that retrieval practice led to the ‘suppression’ of cortical representations of the unpractised item (Wimber et al., 2015). Consistent with this, the extent of this cortical suppression effect was shown to correlate with the forgetting of a non-practised item (e.g., hat) (but see Potter, Huszar, & Huber, 2018). This suppression effect was also shown to correlate with activity in the prefrontal cortex during retrieval practice, consistent with the proposal that inhibitory processes can lead to forgetting when two or more memory representations interfere with each other at retrieval (Anderson, 2003).

1.4.2. Forgetting as a function of decay

Interference from ongoing learning is not thought to be the primary mechanism for forgetting of memory representations supported by the hippocampus (Sadeh, Ozubko, Winocur, & Moscovitch, 2014, 2016). As representations in the neocortex are overlapping in nature, information represented in the neocortex is likely to be susceptible to interference (McClelland et al., 1995; Norman & O’Reilly, 2003). However, the sparse activity patterns used by the hippocampus are thought to support pattern separation (Bakker et al., 2008; Berron et al.,
As such, memory representations in the hippocampus are less likely to interfere with each other (Yassa & Stark, 2011). Consistent with this, activity in the hippocampus during the repeated encoding of an A-C pair (e.g., watch-pipe) has been shown to support retention of a previously learnt, and overlapping A-B pair (e.g., watch-sink) (Kuhl, Shah, Dubrow, & Wagner, 2010; see also Chanales, Dudukovic, Richter, & Kuhl, 2019), suggesting that activity in the hippocampus minimises the likelihood of forgetting due to interference during encoding.

Sadeh, Ozubko, Winocur, and Moscovitch (2014) proposed that differences in the mechanisms of forgetting may be reflected in the representations and/or retrieval processes that support memory. Specifically, Sadeh et al. (2014) suggested that familiarity - a process thought to be supported by the perirhinal cortex (Diana et al., 2007; Mayes et al., 2007) – is sensitive to forgetting via interference. However, because pattern separation in the hippocampus ensures that memory representations are less likely to interfere with each other (Yassa & Stark, 2011), recollection – a process thought to be supported by the hippocampus (Diana et al., 2007; Mayes et al., 2007; Yonelinas, 2002) – is more likely to be forgotten via decay (Sadeh et al., 2014). Some support for this proposal comes from evidence showing that while memory for words judged as ‘remembered’ decreases between encoding and retrieval after a one week-delay, recognition for words judged as ‘known’ does not decrease as a function of delay (Gardiner & Java, 1991; but see Hockley & Consoli, 1999). However, Sadeh, Ozubko, Winocur, and Moscovitch (2016) provided more direct evidence for this proposal by manipulating both the effect of interference and delay on retention for words judged as either recollected or familiar.

Sadeh et al. (2016) observed that while memory for words judged as familiar decreased predominately as an effect of interference (i.e., presenting participants with additional words following encoding), memory for words judged as recollected decreased as a function of the length of the delay between encoding and retrieval, irrespective of the degree of interference (consistent with forgetting via decay).
The proposal by Sadeh et al. (2014) is motivated by previous work suggesting that the forgetting of hippocampal representations is the result of decay (Frankland, Kohler, & Josselyn, 2013; Hardt, Nader, & Nadel, 2013); possibly due to ongoing neurogenesis in the hippocampus (Frankland et al., 2013) or more active regulatory processes during sleep that ‘remove’ hippocampal representations based on their behavioural relevance or representational strength (Hardt et al., 2013). The proposal that forgetting of hippocampal representations is the result of decay has some parallels with theories of systems consolidation (e.g., McClelland et al., 1995; Squire & Alvarez, 1995) in that it assumes that decay involves the gradual deterioration of a hippocampal representation, leaving only the neocortical components of the memory behind. Prior to consolidation, the decay of a hippocampal representation can leave neocortical representations prone to interference and lead to forgetting (Frankland et al., 2013; Hardt et al., 2013). However, for neocortical representations that have been sufficiently strengthened via consolidation, the consequence of decay in the hippocampus is thought to be limited to the loss of contextual information associated with a particular event (Hardt et al., 2013); consistent with the proposal that systems consolidation may be associated with a formation of a gist-like representation in the neocortex (Winocur & Moscovitch, 2011). Thus, forgetting will reflect an interaction between two opposing processes, memory consolidation and memory decay (Frankland et al., 2013).

1.4.3. Summary

Research on forgetting has tended to focus on the effect of interference during learning (see Wixted, 2004 for review). Although it is accepted that some of forgetting will be due to interference, it has been argued that forgetting is not always due to interference during learning, but can also reflect inhibitory processes that are established to overcome interference at retrieval (Anderson, 2003). However, more recently it has been suggested that some of forgetting may also be due to memory decay (Frankland et al., 2013; Hardt et al., 2013; Sadeh et al., 2016). This proposal draws on our neuroscientific understanding of the anatomical
characteristics that distinguish medial temporal lobe regions, such as the hippocampus, from extra-hippocampal regions and the neocortex more generally. Due to the presence of pattern separation in the hippocampus, the forgetting of representations, and/or retrieval processes, supported by the hippocampus is not thought to occur via interference. Instead, it has been proposed that forgetting of a hippocampal representation may be due to the decay of the underlying memory trace itself.

1.5. Thesis overview

Research has accumulated to provide support for Tulving’s (1983) proposal that episodic memories are retrieved in a holistic manner. However, whereas Tulving (1983) emphasised the spatio-temporal context as the core feature of a distinct episodic memory, recent work has demonstrated that coherent event-based representations can be formed via the associations between the individual elements themselves; in the absence of a distinct spatial-temporal context (Horner et al., 2015; Horner & Burgess, 2014). Horner and Burgess (2014) had participants separately encode three pairwise associations (e.g., Barack Obama-kitchen, kitchen-hammer, hammer-Barack Obama) in a closed-loop, and observed that retrieval dependency was seen for all elements of this separately encoded event. This dependency was similar to that seen for events where all three elements were encoded on a single trial (Horner & Burgess, 2014), suggesting that the explicit encoding of all possible pairwise associations formed a coherent event representation similar to that formed in a single spatio-temporal context. However, no dependency was seen when only two out of the three pairwise associations (e.g., Barack Obama-kitchen, kitchen-hammer, but not hammer-Barack Obama) where encoded in an open-loop (Horner & Burgess, 2014). This suggests that the all-to-all structure formed when all possible pairwise associations are encoded in a closed-loop may be a necessary boundary condition for the emergence of a coherent event-based representation.
that can be retrieved holistically (Horner et al., 2015). Consistent with this, Horner et al. (2015) provided fMRI evidence to demonstrate that the retrieval of closed-loops was associated with neocortical reinstatement of all event elements, even those incidental to the specific retrieval task. For instance, cueing participants with *kitchen* and asking them to retrieve *hammer* was accompanied with increases in activity in neocortical regions associated with the retrieval of *Barack Obama*, despite this element not being on-screen nor being required to be retrieved. This ‘incidental’ reinstatement effect was seen for ‘events’ learnt in a closed-loop, but not those learnt in an open-loop (Horner et al., 2015).

In the experimental chapters that follow, I apply the paradigm developed in Horner and Burgess (2014). This paradigm allows for building ‘events’ that are matched in the number of elements (i.e., people, locations, and objects), but differ in their coherence at retrieval depending on the associative structure formed at encoding. Thus, we can distinguish between closed-loops that are retrieved in a holistic or coherent manner, and open-loops that are retrieved in an independent or less coherent way; and ask how these differences in the associative structure formed during encoding affect retrieval, not only immediately after encoding but also following a period of consolidation and forgetting.

1.5.1. Chapter 2

Brady, Konkle, Alvarez, and Oliva (2013) recently used retrieval dependency to assess the statistical relationship between the retrieval of two features associated with an item. Brady et al. (2013) saw evidence for dependency immediately after encoding, but dependency decreased over time. This decrease in dependency is consistent with the idea that features associated with an item are forgotten independently of each other (Brady et al., 2013).

However, whereas item-based representations are thought to be supported by the perirhinal cortex (Aggleton & Brown, 1999; Diana et al., 2007), the hippocampus has been shown to play an important role in the encoding and retrieval of event-based representations (Aggleton
It has been proposed that forgetting processes may differ between these two regions, with representations/retrieval processes supported by the perirhinal cortex being more susceptible to forgetting via interference, and representations/retrieval processes supported by the hippocampus being more likely to be forgotten via decay (Sadeh et al., 2014).

In Chapter 2, I asked whether the elements that make up an event-based representation are also forgotten independently (as in Brady et al., 2013), or whether event-based representations are instead more likely to be forgotten in an all-or-none/holistic manner. In Chapter 2, I present four experiments that assess retrieval accuracy and dependency for closed- and open-loops immediately after encoding and following a delay. I assessed whether decreases in retrieval accuracy between immediate and delayed retrieval are accompanied by decreases in dependency. This would imply that closed-loops fragment as a function of forgetting. However, if dependency remains consistent over time, then this would imply that closed-loops are instead more likely to be forgotten in an all-or-none manner. In Experiment 1, I assessed retrieval accuracy and retrieval dependency immediately after encoding and following a 12-hour delay. I also included a sleep/wake manipulation, such that half of the participants slept between encoding and retrieval, and the other half remained awake between encoding and retrieval. This is because previous work has suggested that systems consolidation during sleep may play an active role in the integration of overlapping memory representations (Diekelmann & Born, 2010; Lau, Tucker, & Fishbein, 2010), and as such I was also interested in assessing whether post-encoding sleep may be associated with increases in dependency for open-loops formed of two overlapping pairwise associations. In Experiments 2-4, I assessed retrieval accuracy and retrieval dependency immediately after encoding (Experiments 2 and 4) and following a one-week delay (Experiment 2-4) in order to increase the amount of forgetting between the two retrieval time points.
1.5.2. Chapter 3

While Chapter 2 principally focussed on the forgetting of closed-loops, in Chapter 3 I turned my attention to the forgetting and consolidation of open-loops. Previous work has shown that the encoding of two out of the three possible pairwise associations in an open-loop does not lead to dependency at retrieval (Horner & Burgess, 2014), suggesting that the associations encoded as open-loops are retrieved independently. (Horner & Burgess, 2014). However, systems consolidation during sleep has been proposed to strengthen the association between overlapping memory representations (Diekelmann & Born, 2010; Lewis & Durrant, 2011). Consistent with this proposal, a short nap following encoding has been shown to improve participants’ inference performance on non-encoded B-C pairs, following the encoding of overlapping A-B, A-C pairs (Lau, Tucker, & Fishbein, 2010) (analogous to the open-loop associative structure used here). Although dependency is not typically seen for open-loops immediately following encoding, systems consolidation during sleep may support mnemonic integration for open-loops, such that dependency is seen following sleep.

I assessed retrieval accuracy and dependency for open-loops immediately following encoding and after a period of sleep. As memory reactivation is proposed to be the core mechanism of systems consolidation (McClelland et al., 1995; Squire & Alvarez, 1995), I used a technique called targeted memory reactivation (TMR) (Rudoy, Voss, Westerberg, & Paller, 2009) to induce memory reactivation of open-loops during sleep, and assessed if retrieval accuracy and retrieval dependency differed depending on whether open-loops were subject to TMR during sleep or not (rather than sleep more generally as in Chapter 2). Although TMR during sleep has been shown to support retention for single associative memories (see Cellini & Capuozzo, 2018 for review), more recent work has demonstrated that TMR for two overlapping associations can, in some instances, lead to forgetting (Antony, Cheng, Brooks, Paller, & Norman, 2018; Oyarzún, Morís, Luque, de Diego-Balaguer, & Fuentemilla, 2017). Thus, in Chapter 3, I was also interested in assessing whether TMR of open-loops during sleep leads to
differences in retrieval accuracy for overlapping associations, possibly as a function of proactive interference at encoding.

### 1.5.3. Chapter 4

In Chapter 4, I returned to the proposal that closed-loops perhaps tend to be forgotten in an all-or-none manner. Horner et al. (2015) previously used fMRI to demonstrate that closed-loop elements are reinstated during retrieval, including those incidental to the specific retrieval task. This is consistent with the proposal that event-based memories are associated with holistic retrieval (Tulving, 1983). In Chapter 4, I used fMRI to assess whether closed-loops continue to be reinstated in a holistic manner following a period of forgetting and consolidation.

Horner et al. (2015) also demonstrated that the reinstatement of elements incidental to retrieval correlated with activity in the hippocampus for closed-loops retrieved immediately after encoding, providing support for the proposed role of the hippocampus in the holistic retrieval of episodic memory (Aggleton & Brown, 1999; Cohen & Eichenbaum, 1993; Eichenbaum et al., 2007; Mayes et al., 2007). However, theories of systems consolidation make different predictions about the role of the hippocampus following a period of consolidation. While standard theories of consolidation (e.g., McClelland et al., 1995; Squire & Alvarez, 1995) suggest that the role of the hippocampus in retrieval decreases following a period of consolidation, the transformation theory (Winocur & Moscovitch, 2011) argues that the hippocampus will continue to be involved in the retrieval of event-based representations that retain their ‘episodic’ quality, regardless of the interval between memory acquisition and retrieval. In light of these differing predictions, I also assessed whether activity in the hippocampus continues to correlate with the neocortical reinstatement of elements incidental to retrieval, regardless of whether a closed-loop is retrieved immediately after encoding or following a period of forgetting and consolidation.
2. All-or-none forgetting of closed-loops

The experiments presented in Chapter 2 have previously been published as: Joensen, B. J., Gaskell, M.G., & Horner, A. J. (2019). United we fall: All-or-none forgetting of complex episodic events. *Journal of Experimental Psychology General*. 149(2), 230-248. The text of Joensen et al. (2019) has been altered for the present chapter to ensure greater continuity between thesis chapters but is predominately the same as in the listed publication.

2.1. Abstract

Research suggests that item-based representations are forgotten in a fragmented manner. However, we do not know how more complex event-based representations are forgotten. Here I assessed whether retrieval accuracy and dependency for event-based representations decreases over a period of forgetting. Across four experiments, retrieval dependency was seen both immediately after learning and following a 12-hour and one-week delay. Further, the amount of retrieval dependency after a delay was greater than that predicted by a model of independent forgetting. This dependency was only seen for closed-loops; where all pairwise associations between locations, people and objects were encoded. When open-loops were learnt; where only two out of the three possible associations were encoded, no dependency was seen immediately after learning or after a delay. I also observed evidence for higher retention rates for closed-loops than open-loops, but only when participants learnt both closed- and open-loops, rather than when participants learnt either closed- or open-loops. These findings suggest that event-based representations are not only retrieved, but also forgotten, in an all-or-none manner.
2.2. Introduction

Early research on forgetting was dominated by a theoretical debate concerning whether forgetting occurs as a function of interference; where overlapping memory traces disrupt one another, or decay; where memory traces decay over time (see Wixted, 2004 for review). Evidence for greater forgetting of nonsense syllables when participants remained awake, relative to when participants slept, between encoding and retrieval were taken as evidence for interference accounts (Jenkins & Dallenbach, 1924), as decay was thought to lead to equal rates of forgetting across wake and sleep. As more interfering material would be encoded in the awake, relative to sleep, condition following learning, the greater rate of forgetting for participants who remained awake was taken as evidence for retroactive interference. Further evidence for the interference account was provided by Underwood (1957). However, Underwood (1957) showed that the more material learnt prior to the critical test information, the greater the subsequent forgetting. Thus, in contrast to the findings by Jenkins and Dallenbach (1924), forgetting appeared to occur predominantly as a function of proactive interference (see Postman, 1971 for review).

More recently, the idea that forgetting is principally a function of interference, and proactive interference in particular, has been questioned. For instance, Wixted (2004) proposed that forgetting is predominantly a result of retroactive interference from mental activity or new memory formation more generally, as opposed to the specific interference that occurs from learning related/overlapping materials. Further, the concept of memory decay has also been revived (Frankland et al., 2013; Hardt et al., 2013). This account holds that some of forgetting will be due to the deterioration of the biological substrates of a memory representation itself. Importantly, both proposals draw on our neuroscientific understanding of forgetting and the concept of consolidation; where new memory representations are thought to stabilise over
time, becoming less susceptible to interference and/or decay (see Dudai et al., 2015 for review).

Although, dual-process memory models have proposed different rates of forgetting dependent on the type of representations (Brainerd & Reyna, 2002; Reyna & Brainerd, 1995) or that different representations are more likely to be forgotten via decay or interference (Sadeh et al., 2014), relatively little research has focussed on whether mnemonic representations change as a function of forgetting. Brady et al. (2013) recently used forgetting rates to infer the representational structure of item-based memory representations. Brady et al. (2013) observed different forgetting rates for separate aspects of an object (i.e., colour and state), with the colour of an object being forgotten more rapidly than the state of the object (i.e., its pose or configuration of parts). These results suggest that item-based representations fragment over time, with some aspects of the memory trace being forgotten more rapidly than others. Brady et al. (2013) also assessed retrieval dependency. The presence of dependency has previously been used to infer the coherence of the underlying memory representation (Horner & Burgess, 2013, 2014). Consistent with previous research (Meiser & Bröder, 2002), Brady et al. (2013) saw evidence for dependency after initial encoding, but importantly dependency decreased over time. This decrease in dependency is consistent with a fragmentation of the memory trace as a function of forgetting.

Here, I asked whether more complex event-based representations also fragment over time. Whereas item-based memories can be supported by medial temporal lobe regions outside of the hippocampus, such as the perirhinal cortex (Aggleton & Brown, 1999; Diana et al., 2007), the hippocampus is thought to be critical for the encoding and retrieval of event-based representations (Cohen & Eichenbaum, 1993; Scoville & Milner, 1957; Squire & Zola-Morgan, 1991; Vargha-Khadem, 1997). Thus, these two types of mnemonic representations may rely on distinct regions of the medial temporal lobe (but see Song, Wixted, Hopkins, & Squire, 2011; Wais, Wixted, Hopkins, & Squire, 2006). This point is critical given the recent
proposal that forgetting processes may differ between these two regions (Sadeh et al., 2014). Research has suggested that whereas recollection – a process thought to be supported by the hippocampus (Diana et al., 2007; Mayes et al., 2007) – is more likely to be forgotten via decay processes, familiarity – a process thought to be supported by the perirhinal cortex (Diana et al., 2007; Mayes et al., 2007) – is more likely to be forgotten via interference (Sadeh et al., 2016). Given these dissociations, it is possible that event-based representations, supported by the hippocampus, do not undergo the same fragmentation process as seen in Brady et al. (2013), but are instead forgotten in a more all-or-none manner.

It has previously been shown that the encoding of overlapping pairwise associations can result in retrieval dependency (Horner & Burgess, 2014). For example, if a participant learns the associations between kitchen and hammer, kitchen and Barack Obama, and hammer and Barack Obama in a closed-loop across three separate encoding trials, retrieval dependency is seen for all constituent elements of this separately encoded ‘event’ – i.e., if a participant is cued with kitchen and successfully retrieves Barack Obama, the participant is more likely to also successfully retrieve hammer when cued with kitchen on a separate retrieval trial. This dependency is similar to that seen when all three elements are encoded on a single trial (Horner & Burgess, 2013, 2014), suggesting that encoding all three pairwise associations forms a coherent memory representation similar in nature to that formed in a single spatiotemporal context. Horner et al. (2015) also provided fMRI evidence to suggest that these elements are bound into coherent ‘event engrams’ in the hippocampus, allowing for the subsequent retrieval of all event elements. The retrieval of all event elements is consistent with the idea that recollection (as opposed to familiarity) is associated with all-or-none retrieval (Norman & O’Reilly, 2003), and provides evidence for all-or-none retrieval occurring via pattern completion (Gardner-Medwin, 1976; Hopfield, 1982; Marr, 1971; McClelland, McNaughton, & O’Reilly, 1995; Treves & Rolls, 1992; see Horner & Doeller, 2017; Hunsaker & Kesner, 2013 for review).
Here, I define ‘forgetting’ as decreases in retrieval accuracy between two retrieval time points, and remain theoretically agnostic as to whether forgetting is a result of a decreased accessibility for intact memory traces, or a loss of the underlying trace itself (Tulving & Pearlstone, 1966). Although any measure of forgetting will inevitably be derived from differences in the proportion of memories retained between two retrieval time points, here I asked, as closed-loops are forgotten (as measure by retrieval accuracy), does retrieval dependency decrease. This would imply that the underlying memory traces are fragmenting over time (see Figure 1C). However, if forgetting occurs, but dependency is consistent over time, then this would imply that coherent event-based representations are instead forgotten in an all-or-none manner (see Figure 1B), with event-based representations being more likely to either be retained or forgotten in their entirety.

Figure 1 Illustration of retrieval accuracy and dependency for three-element closed-loops immediately after encoding and after all-or-none or independent forgetting has occurred. (A) After encoding. It is assumed that some closed-loops are either not encoded or are forgotten between encoding and immediate test (represented by transparent events). Retrieval is all-or-none for remembered events. All-or-none retrieval is reflected in values of dependency significantly greater than 0 (see Methods for how dependency is assessed). (B) After all-or-none forgetting. Closed-loops are forgotten in an all-or-none manner. Despite decreases in retrieval accuracy, due to forgetting, dependency does not decrease relative to A. (C) After independent forgetting. Individual associations are remembered and/or forgotten within the same closed-loop. Dependency decreases relative to A, despite the same decrease in accuracy as in B.

I used a design similar to that developed in Horner and Burgess (2014). Across all four experiments, participants encoded a series of multi-element ‘triplets’ (Figure 2). Each triplet
consisted of three elements (famous people, locations and objects). Triplets were ‘built up’
over two/three separate, spaced, encoding trials. Each trial consisted of the presentation of one
of the three possible pairwise associations. This allows for the formation of triplets with
different structures of overlapping pairs; ‘closed-loops’; where all the pairwise associations
are encoded (e.g., kitchen-hammer, kitchen-Barack Obama, hammer-Barack Obama), or
‘open-loops’; where only two out of the three possible pairwise associations are encoded (e.g.,
kitchen-hammer, kitchen-Barack Obama, but not hammer-Barack Obama).

Figure 2 Experimental design. (A, B) Encoding. Participants saw multiple pairwise associations. They
imagined each association ‘interacting in a meaningful way as vividly as possible’ for 6s. Each
association was preceded by a 500-ms fixation and followed by a 500-ms blank screen (A) Experiments
1-2. Participants encoded two or three overlapping pairwise associations depending on whether they
were allocated to the between-subject open- vs closed-loop condition, respectively. In the open-loop
condition, participants did not encode the third and final association (e.g., hammer-Obama and wallet-
Beckham) (see E). (B) Experiments 3-4. Participants encoded open- and closed-loop pairwise
associations in an intermixed manner. Solid and dotted lines were not presented but highlight closed-
(solid lines) and open-loops (dotted lines). (C) Retrieval. Participants were presented with a single cue
and required to retrieve one of the other elements from the same event from among five foils (elements
of the same type from other events) in 6s. Each cued-recognition trial was preceded by a 500-ms fixation
and followed by a 500-ms blank screen. (D) The associative structure of closed-loops with example
encoding order for three pairwise associations (numbers 1-3). (D) The associative structure of open-
loops with example encoding order for the two pairwise associations (numbers 1-2). The third and final
association (i.e., person-object in this example) is not shown to the participants.
It has previously been shown that dependency is seen for closed-loops (and three element triplets learnt on a single encoding trial), but not for open-loops (Horner et al., 2015; Horner & Burgess, 2013, 2014). The associative structure formed for closed-loops is therefore similar in nature to the coherent memory representations formed on single encoding trials (Horner & Burgess, 2014). Given these findings, closed-loops are referred to as ‘events’, but note that they are not single spatiotemporal events as typically defined (Tulving, 1983). Dependency is not seen for open-loops, and as such the open-loop condition serves as a control condition where dependency is not expected, even when retrieval shortly follows encoding. The inclusion of the open-loop condition also allows for assessing the further possibility that overlapping associations may undergo a process of integration over time, such that open-loops might show dependency after a delay. This is in light of research showing that the ability to infer the relationship between non-encoded B-C pairs (after encoding A-B and A-C pairs) increases following a short nap (Lau et al., 2010). Thus, sleep may play a role in generalising across related, but independently encoded, information (Diekelmann & Born, 2010); as is the case for open-loops.

At retrieval, encoded associations were tested in both directions (e.g., cue kitchen, retrieve Barack Obama; cue Barack Obama, retrieve Kitchen) using cued six-alternative forced-choice. In Experiment 1, retrieval was tested immediately and following a 12-hour delay. At immediate retrieval only encoded associations from half of the triplets were tested, while at delayed retrieval encoded associations from all triplets were tested. Forgetting was presumed to have occurred after 12 hours relative to the immediate condition. Given the well-established finding that sleep decreases forgetting (see Diekelmann & Born, 2010 for review), the extent of forgetting was also manipulated by encoding in the morning or evening, such that half the participants remained awake between encoding and retrieval and half slept. The sleep manipulation also allows for assessing whether sleep may play a role in integrating pairwise associations encoded as open-loops (e.g., Lau et al., 2010).
2.3. Experiment 1

Experiment 1 assessed retrieval accuracy and dependency immediately after encoding and after a 12-hour delay. The time of encoding was manipulated, such that half of the participants encoded pairwise associations in the morning and half of the participants encoded in the evening. This meant that half of the participants slept between encoding and retrieval (i.e., sleep condition), and half remained awake between encoding and retrieval (i.e., awake condition). The inclusion of the sleep manipulation was twofold: (1) to vary the amount of forgetting whilst controlling for the interval between initial encoding and delayed retrieval, and (2) to assess whether sleep plays a role in the integration of two overlapping pairwise associations (i.e., open-loops).

Lau et al. (2010) found that when participants learnt overlapping A-B and A-C pairs, their ability to infer a relationship between B and C increased following a nap, relative to an awake condition. However, B-C inference can potentially occur via two means: (1) encoding generalisation; where prior to retrieval A-B and A-C associations are integrated into a generalised representation that potentially forms a direct association between B and C (Shohamy & Wagner, 2008; Zeithamova, Dominick, & Preston, 2012), or (2) retrieval generalisation, where the relationship between B and C is inferred ‘on-the-fly’ at the point of retrieval (Banino, Koster, Hassabis, & Kumaran, 2016; Kumaran & McClelland, 2012).

Assessing retrieval accuracy and dependency for open-loops allows for differentiating between these two proposals; under the assumption that if A-B and A-C pairs are integrated prior to retrieval, dependency will be seen. Thus, if increases in B-C inference are seen as a function of sleep, with an associated increase in dependency, then this would support encoding-based generalisation. If B-C inference increases without any increase in dependency, then this would support retrieval-based generalisation. In the latter case, sleep might increase
the associative strength of the directly encoded A-B and A-C pairs, and this might subsequently increase the probability of correct B-C inference at retrieval.

2.3.1. Methods

2.3.1.1. Participants

From previous published work (Horner et al., 2015; Horner & Burgess, 2013, 2014), with \( n = 177 \), an effect size \( d = .62 \) was calculated on the ability to detect a significant difference between the proportion of joint retrieval in the data and independent model (see ‘Modelling retrieval dependency’ section below). Using G*Power (Faul, Erdfelder, Buchner, & Lang, 2009), I conducted a power analysis with \( d = .62 \) and estimated that a sample size of \( n = 26 \) was required to detect a significant effect, if one is present, with a power of .85 and \( \alpha = .05 \).

One hundred four participants (26 participants per condition, across 4 between-subject conditions) gave written informed consent to participate in Experiment 1. Participants were recruited from the University of York student population and took part in exchange for course credit or monetary compensation. Participants took part in one of four conditions: 26 participants in the open-loop, awake condition (23 female, mean age = 19.88 years, age range = 18-28 years), 26 in the open-loop, sleep condition (19 female, mean age = 19.68, age range = 18-23 years), 26 in the closed-loop, awake condition (23 female, mean age = 20.15 years, age range = 18-25), and 26 in the closed-loop, sleep condition (20 female, mean age = 20.65, age range = 18-28 years).

All experiments were approved by the Department of Psychology Ethics Committee, University of York, UK.

2.3.1.2. Materials

The stimuli consisted of 60 locations (e.g., kitchen), 60 famous people (e.g., Barack Obama) and 60 common objects (e.g., hammer). From these, 60 random location-person-object triplets
were generated for each participant. Note that ‘triplet’ is used to refer to the three elements (location, person and object) that were assigned to the same associative structure (closed- or open-loop). Triplets were randomly assigned across the experimental conditions closed- vs open-loops. For closed-loops all three possible pairwise associations for a given triplet were encoded. For open-loops only two out of the three pairwise associations were encoded. Triplets were never presented all together at encoding or retrieval. Only specific pairwise associations were encoded and retrieved for each triplet, dependent on whether they were open- or closed-loops. Triplets were randomly assigned to the within-subject experimental conditions tested (i.e., tested at T1) vs not-tested (i.e., not tested at T1).

Note that the open-loop condition is equated to the closed-loop condition in the number of elements, but not in terms of the number of associations. It has previously been shown that a lack of dependency for open-loops is seen when three overlapping associations are encoded in an associative chain (e.g., kitchen-hammer, kitchen-Barack Obama, Barack Obama-dog), controlling for the number of associations (but not the number of elements) between open- and closed-loops (Horner & Burgess, 2014). Any differences in dependency between the two conditions in the current experiments are therefore unlikely to be driven by differences in the number of associations. Although the exposure to each pairwise association across open- and closed-loops is controlled for, two of the individual elements in the open-loop condition are only presented once, whereas all elements are presented twice in the closed-loop condition. Controlling for the exposure to each element would require repetition of pairwise associations in the open-loop condition. Here, I prefer to control for the number of exposures to each pairwise association (as this is what is being tested at retrieval), rather than the number of exposures to each individual element.

2.3.1.3. Procedure

The experiment consisted of a single encoding session and two retrieval sessions. Self-report ratings of alertness were collected before encoding and the second retrieval session using the
Stanford Sleepiness Scale (Hoddes, Zarcone, Smythe, Phillips, & Dement, 1973) (see Table 1 for mean sleepiness ratings). Ratings were not collected from four participants in the sleep, open-loop condition, and one participant in the sleep, closed-loop condition.

Table 1 Mean sleepiness ratings (and standard deviations) for retrieval sessions T1 and T2 for Experiment 1 for the sleep and awake condition. Note, the Stanford Sleepiness Scale ranges from 1 (feeling active, vital, alert, or wide awake) to 7 (no longer fighting sleep, sleep onset soon, having dream-like thoughts).

<table>
<thead>
<tr>
<th>Session</th>
<th>Condition</th>
<th>Loop</th>
<th>T1</th>
<th>T2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sleep</td>
<td>Open</td>
<td>2.23 (0.61)</td>
<td>2.23 (1.07)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Closed</td>
<td>3.00 (1.00)</td>
<td>2.64 (1.04)</td>
<td></td>
</tr>
<tr>
<td>Awake</td>
<td>Open</td>
<td>2.92 (1.23)</td>
<td>2.23 (1.14)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Closed</td>
<td>2.39 (0.80)</td>
<td>2.50 (1.36)</td>
<td></td>
</tr>
</tbody>
</table>

Session 1 (T1) took place between ~8-9 am for participants in the awake condition (open-loop: \( M = 8:31 \) am, range = 7:57-9:19 am) (closed-loop: \( M = 8:46 \) am, range = 8:04-9:31 am) and ~8-9 pm for participants in the sleep condition (open-loop: \( M = 8:52 \) pm, range = 8:05-9:34 pm; closed-loop: \( M = 8:48 \) pm, range = 7:48-9:34 pm). T1 consisted of a single encoding phase, and a retrieval phase (see details below). Participants in the awake conditions spent the remainder of the day normally and returned ~12 hours later for session 2 (T2) (open-loop: \( M = 11 \) hr, 50 min, range = 11 hr, 40 min-12 hr, 7 min; closed-loop: \( M = 11 \) hr, 49 min, range = 11 hr, 28 min-12 hr, 3 min) at ~8-9 pm. Participants in the post-encoding sleep condition returned to their own residence, slept overnight, and returned ~12 hours later (open-loop: \( M = 11 \) hr, 51 min, range = 11 hr, 23 min–12 hr, 16 min; closed-loop: \( M = 11 \) hr, 53 min, range = 11 hr, 44 min-12 hr, 13 min) at ~8-9 am. A 2x2 (Loop x Sleep) between-subjects ANOVA, with the factor Loop referring to whether participants encoded open- or closed-loops, and
Sleep referring to whether encoding was followed by sleep or wakefulness, revealed no significant difference in the duration of the interval between T1 and T2 across conditions, $F$s < 2.00, $ps > .16$.

Participants in the sleep condition completed a sleep diary prior to T1 and T2. Self-reported sleep durations were not collected from three participants in the open-loop condition and one participant in the closed-loop condition. Sleep quality ratings were not collected from three participants in the open- and closed-loop condition, respectively. There was no differences in self-reported duration, $t(46) = .22$, $p = .83$, $d = .06$, or quality, $t(44) = .54$, $p = .59$, $d = .16$, of sleep between T1 and T2 for participants in the open vs. closed-loop sleep conditions.

**Encoding (T1).** During encoding, participants were presented with specific pairwise associations for each of the 60 triplets. Participants learnt one pairwise association per trial. All pairwise associations were presented on a computer screen as words, with one item to the left and one to the right of fixation. The left/right assignment was randomly chosen on each trial. The words remained on screen for 6s. Participants were instructed to imagine, as vividly as possible, the items interacting in a meaningful way for the full 6s. Each word-pair presentation was preceded by a 500-ms fixation and followed by a 500-ms blank screen. In the open-loop condition, participants encoded, for each triplet, two (out of the three possible) pairwise associations; making a total of 120 encoding trials. For each triplet in the closed-loop condition, participants encoded all three pairwise associations; making a total of 180 encoding trials.

The encoding phase consisted of two or three blocks, for the open- and closed-loops respectively, of 60 trials with one pair from each triplet being presented during each block (participants were not made aware of this structure). A break of 20s would follow every 30 encoding trials. Within each block, the order of presentation was randomised. Each open-loop consisted of a common item (e.g., if the participants learnt location-person and then location-object, location would be the common item). 20 open-loops were pseudo-randomly assigned
to each of the three possible common items (i.e., locations, people or objects). The presentation order for open-loops across the two blocks was: (1) person-location, location-object; (2) location-object, object-person; (3) object-person, person-location. Closed-loops were pseudo-randomly rotated in the same manner. The presentation order for the closed-loops across the three encoding blocks was: (1) person-location, location-object, object-person; (2) location-object, object-person, person-location; (3) object-person, person-location, location-object.

**Retrieval (T1 and T2).** During retrieval, participants performed a six-alternative forced-choice cued-recognition task. On a given trial, the cue and six possible targets were presented simultaneously on screen. The cue was presented in the middle of the screen with six possible targets; one target and five foils from the same category (e.g. if the target word was hammer, the five foils would be other randomly selected objects from other triplets), presented in two rows of three below the cue. Participants had 6s to respond with a key press and were instructed to be as accurate as possible in the time given. The location of the correct target item was randomly selected on each retrieval trial. Missing responses ($M \pm SD = 5.21 \pm 7.01\%$) were treated as incorrect trials for the accuracy and dependency analyses. A 2x2 (Loop x Sleep) between-subjects ANOVA, where the dependent variable refers to the proportion of non-responses (collapsed across retrieval at T1 and T2), showed no significant effects, $F_s < 2.50$, $p_s > .11$.

For T1, 30 out of 60 triplets were tested. Each triplet was tested with one of the cue-target associations (e.g., cue: person, target: location) in both directions. For the open-loop condition, cue-target associations were presented across four blocks (with a single, randomly assigned, pairwise association from each triplet tested in each block), making a total of 120 trials. Only the directly encoded pairwise associations for open-loops were tested at T1 (i.e., no inference test was performed). For the closed-loop condition, the associations were presented across six blocks (i.e., three pairwise associations, tested in both directions, randomly assigned across blocks), making a total of 180 trials. A 20s break would follow every 30 trials. At T2,
participants performed the same cued-recognition task as during T1 with all the triplets tested, making a total of 240 and 360 trials for the open- and closed-loop conditions, respectively.

For the open-loop condition, participants performed an additional inference test following the main cued-recognition task at T2. For example, if a participant had encoded the pairwise associations Barack Obama-hammer and hammer-kitchen, the non-encoded association Barack Obama-kitchen would be tested in both directions (i.e., cue Obama, retrieve kitchen, cue kitchen, retrieve Obama) during the inference task. For the inference task, the non-encoded associations for each open-loop were tested, in each direction, across two blocks, making a total of 120 trials. A 20s break would follow every 30 trials. Participants were not explicitly told that these were ‘inference’ trials and carried out the task in the same manner as for directly encoded pairs.

In the main analysis comparing retrieval at T1 vs T2, only retrieval trials at T2 for triplets that were not tested at T1 are included in order to control for possible testing effects. Further analyses that directly compare retrieval accuracy and dependency at T2 for triplets tested previously vs triplets not tested previously at T1 are also reported.

2.3.1.4. Modelling retrieval dependency

Six independent 2x2 contingency tables for the observed data and independent model were created for each participant in order to assess the dependency between the retrieval of two items (e.g., person, object) when cued by a common item (e.g., location) (A_BA_C), and between the retrieval of a common item (e.g., location) when cued by the other two items (e.g., person, object) (B_AC_A). Once constructed, the proportion of joint retrieval and joint non-retrieval in the data and independent model was calculated for each contingency table separately, by summing the leading diagonal cells and dividing by the total number of triplets (i.e., the proportion of triplets where two overlapping pairwise associations within a triplet are both retrieved either correctly or incorrectly). This measure was then averaged across the six
contingency tables to provide a single measure of the proportion of joint retrieval and non-retrieval for the data and independent model separately. I refer to this measure as the ‘proportion of joint retrieval’ but note that it includes both the proportion of joint retrieval and joint non-retrieval.

**Table 2** Contingency table for the independent model for correct and incorrect retrieval, over \( N \) triplets \((i = 1 \text{ to } N)\), for elements B and C when cued by A.

<table>
<thead>
<tr>
<th>Retrieval of element C</th>
<th>Retrieval of element B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correct ((P_{AC}))</td>
<td>Correct ((P_{AB}))</td>
</tr>
<tr>
<td>(\sum_{i=1}^{N} P_{AB} P_{AC} i)</td>
<td>(\sum_{i=1}^{N} P_{AC} (1-P_{AB}))</td>
</tr>
<tr>
<td>Incorrect ((1-P_{AC}))</td>
<td>Incorrect ((1-P_{AB}))</td>
</tr>
<tr>
<td>(\sum_{i=1}^{N} P_{AB} (1-P_{AC}))</td>
<td>(\sum_{i=1}^{N} (1-P_{AB})(1-P_{AC}))</td>
</tr>
</tbody>
</table>

The independent model assumes that pairwise associations for a given triplet are retrieved independently of one another – i.e., if a participant retrieves one pairwise association from a triplet (un)successfully this does not predict the participants ability to (un)successfully retrieve another pairwise association from the same triplet. As such, the independent model serves as a lower bound that can be compared with the proportion of joint retrieval in the data. Note that the proportion of joint retrieval measure scales with accuracy, and as such only comparisons between the data and independent model (i.e., the ‘dependency’ measure reported below) are meaningful.

The 2x2 contingency tables for the data show the number of triplets that fall within the four cells (i.e., for the \(A_B A_C\) analysis, both \(A_B\) and \(A_C\) correct; \(A_B\) incorrect and \(A_C\) correct; \(A_B\) correct and \(A_C\) incorrect; and both \(A_B\) and \(A_C\) incorrect, where \(A_B = \) cue with location (A) and retrieve person (B) and similarly for \(A_C\), where C stands for object). The table for the independent model (Table 2) shows the predicted proportion of triplets that fall in the four
cells, given a participant's overall level of accuracy, if the retrieval of within-event associations is assumed to be independent.

For a given participant, the proportion of correct retrievals of, for instance, item B when cued by A is denoted by $P_{AB}$ (i.e., the mean performance for B when cued by A across all events). For the independent model, when cued by A, the probability of (1) correctly retrieving both B and C (across all triplets) is equal to $P_{AB} \cdot P_{AC}$; (2) correctly retrieving B but not C is equal to $P_{AB} (1 - P_{AC})$; (3) correctly retrieving C but not B is equal to $(1 - P_{AB}) \cdot P_{AC}$; and (4) incorrectly retrieving both B and C is equal to $(1 - P_{AB}) (1 - P_{AC})$.

### 2.3.1.5. Statistical analyses

For the main analysis of retrieval accuracy, I report a 2x2x2 (Session x Loop x Sleep) mixed ANOVA with the within-subject factor Session referring to T1 (immediate) vs T2 (12-hour delay), the between-subject factor Loop referring to whether participants encoded open- vs closed-loops, and the between-subject factor Sleep referring to whether T1 was followed by sleep vs wakefulness. The main analysis reports memory performance for triplets at T2 that were not previously tested at T1. A 2x2x2 (Tested x Loop x Sleep) mixed ANOVA is also reported for retrieval accuracy at T2, with the within-subject factor Tested referring to whether triplets had previously been tested at T1 or not.

For the main dependency analysis, I report a 2x2x2 (Session x Loop x Sleep) mixed ANOVA, where the dependent variable refers to the difference between the proportion of joint retrieval in the data and independent model (i.e., ‘dependency’). A 2x2x2 (Tested x Loop x Sleep) mixed ANOVA is also reported for retrieval dependency at T2, with the within-subject factor Tested again referring to whether triplets had previously been tested at T1 or not. I also report $t$-tests comparing the proportion of joint retrieval in the data with their respective independent models.
Alpha was set to .05 (two-tailed) for all statistical tests. For each ANOVA, a partial eta-squared effect size ($\eta_p^2$) is reported. For $t$-tests, I report a Cohen’s $d$ as the mean difference between the conditions divided by the pooled standard deviation across conditions (Lakens, 2013) as an estimate of the between-subjects effect size (regardless of whether the effect is within- or between-subjects). All statistical analyses were conducted using JASP (jasp-stats.org; JASP Team, 2018).

2.3.2. Results

2.3.2.1. Retrieval accuracy

Mean proportion correct (and standard deviations) across Session, Loop and Sleep are presented in Table 3, and mean proportion correct across Loop and Session (collapsed across Sleep) is presented in Figure 3.

A 2x2x2 (Session x Loop x Sleep) ANOVA revealed a significant effect of Session, with retrieval accuracy decreasing from T1 to T2, $F(1,100) = 352.02, p < .001, \eta_p^2 = .78$. The ANOVA also revealed a significant interaction between Session and Sleep, $F(1,100) = 59.06, p < .001, \eta_p^2 = .37$, with significantly more forgetting between T1 and T2 in the awake relative to sleep condition. No significant main effects were seen for Loop, $F(1,100) = .16, p = .69, \eta_p^2 < .01$, and Sleep, $F(1,100) = 3.88, p = .05, \eta_p^2 = .04$ (but note the borderline $p$-value for the main effect of Sleep). A further interaction between Session and Loop was also seen, $F(1,100) = 42.46, p < .001, \eta_p^2 = .30$, suggesting possible greater forgetting for open- than closed-loops. This interaction appeared to occur regardless of Sleep, given there was no interaction between Session, Loop, and Sleep, $F(1,100) = .15, p = .70, \eta_p^2 < .01$. 
Table 3 Mean proportion correct (and standard deviations) at retrieval sessions T1 and T2 for Experiment 1-4. For T2, only trials where participants retrieved cue-target associations not previously tested at T1 are included. n/a = not applicable.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Loop</th>
<th>T1</th>
<th>T2</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Experiment 1</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sleep</td>
<td>Open</td>
<td>.73 (.16)</td>
<td>.61 (.16)</td>
</tr>
<tr>
<td>-</td>
<td>Closed</td>
<td>.72 (.25)</td>
<td>.69 (.27)</td>
</tr>
<tr>
<td>Awake</td>
<td>Open</td>
<td>.73 (.14)</td>
<td>.51 (.14)</td>
</tr>
<tr>
<td>-</td>
<td>Closed</td>
<td>.68 (.21)</td>
<td>.54 (.23)</td>
</tr>
<tr>
<td><strong>Experiment 2</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n/a</td>
<td>Open</td>
<td>.71 (.17)</td>
<td>.41 (.14)</td>
</tr>
<tr>
<td>n/a</td>
<td>Closed</td>
<td>.74 (.17)</td>
<td>.46 (.20)</td>
</tr>
<tr>
<td><strong>Experiment 3</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n/a</td>
<td>Open</td>
<td>n/a</td>
<td>.35 (.15)</td>
</tr>
<tr>
<td>n/a</td>
<td>Closed</td>
<td>n/a</td>
<td>.51 (.24)</td>
</tr>
<tr>
<td><strong>Experiment 4</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n/a</td>
<td>Open</td>
<td>.69 (.18)</td>
<td>.37 (.14)</td>
</tr>
<tr>
<td>n/a</td>
<td>Closed</td>
<td>.73 (.18)</td>
<td>.50 (.19)</td>
</tr>
</tbody>
</table>

A 2x2x2 (Tested x Loop x Sleep) ANOVA revealed a main effect of Tested, $F(1,100) = 408.87, \ p < .001, \ \eta_p^2 = .80$, with greater retrieval accuracy for triplets previously tested at T1. A interaction between Tested and Sleep was also seen, $F(1,100) = 15.16, \ p < .001, \ \eta_p^2 = .13$, with a greater effect of sleep for triplets not previously tested, suggesting that prior testing decreased the effect of sleep. An interaction between Tested and Loop was also seen, $F(1,100) = 13.69, \ p < .001, \ \eta_p^2 = .12$, with a greater testing effect for open- relative to closed-loops. The ANOVA also revealed a main effect of Sleep, $F(1,100) = 6.54, \ p = .01, \ \eta_p^2 = .06$, consistent with the interaction between Session and Sleep seen in the main analysis above. No further significant effects or interactions were seen, $Fs < 2.58, \ ps >.11$. Prior testing therefore
increased performance at T2 relative to associations not previously tested at T1, and this effect was modulated by Sleep and Loop.

![Graph showing retrieval accuracy for open- and closed-loops at retrieval sessions T1 and T2 for Experiments 1-4. For T2, only trials where participants retrieved triplets not previously tested at T1 are included. Error bars represent ± 1 standard error. Exp = Experiment. *** p < .001, ** p < .01.](image)

**Figure 3** Mean proportion correct for open- and closed-loops at retrieval sessions T1 and T2 for Experiments 1-4. For T2, only trials where participants retrieved triplets not previously tested at T1 are included. Error bars represent ± 1 standard error. Exp = Experiment. *** p < .001, ** p < .01.

### 2.3.2.2. Retrieval dependency

Mean proportion of joint retrieval (and standard deviations) for the data and independent model for open- and closed-loops (collapsed across Sleep), are presented in Table 4. Figure 4 shows dependency across Session and Loop (collapsed across Sleep).

Consistent with previous research (Horner & Burgess, 2014), no evidence of dependency was seen for open-loops at T1, $t(51) = 1.63, p = .11, d = .09$, but dependency was seen for closed-loops at T1, $t(51) = 6.03, p < .001, d = .20$. Critically, closed-loops still showed dependency at T2, $t(51) = 5.31, p < .001, d = .23$, while significant anti-dependency was seen for open-loops, $t(51) = 2.48, p = .02, d = .26$ (but note that this effect does not survive correction for multiple comparisons).
Table 4 Mean proportion of joint retrieval (and standard deviations) for the data and independent model for retrieval sessions T1 and T2 for Experiment 1-4. For Experiment 1, the proportion of joint retrieval is collapsed across the sleep and awake conditions. For T2, only trials where participants retrieved cue-target associations not previously tested at T1 are included. n/a = not applicable.

| Session | T1       | T2       |
|=========|----------|----------|
|         | Loop     | Data     | Independent | Data     | Independent |
| Experiment 1 | Open    | .62 (.14) | .64 (.12) | .52 (.10) | .55 (.06) |
|           | Closed   | .71 (.17) | .68 (.18) | .69 (.15) | .66 (.17) |
| Experiment 2 | Open    | .60 (.16) | .61 (.15) | .56 (.08) | .55 (.08) |
|           | Closed   | .73 (.14) | .67 (.16) | .62 (.08) | .58 (.09) |
| Experiment 3 | Open    | n/a      | n/a       | .57 (.10) | .58 (.08) |
|           | Closed   | n/a      | n/a       | .69 (.09) | .61 (.11) |
| Experiment 4 | Open    | .57 (.16) | .59 (.12) | .56 (.10) | .56 (.08) |
|           | Closed   | .70 (.15) | .66 (.16) | .60 (.09) | .57 (.07) |

Anti-dependency in the open-loops suggests that associations interfere with each other. It is possible that anti-dependency emerges during the retention period between T1 and T2, as anti-dependency is not observed at T1. Although no significant anti-dependency was seen at T1, it is possible that the associations already interfere with each other either at immediate retrieval, or at the point of encoding, given that a lower proportion of joint retrieval in the data, relative to the independent model, is observed immediately after encoding. Consistent with this, the main analysis showed that dependency did not change significantly between T1 and T2 across the closed- and open-loop conditions. Note that this anti-dependency effect is not replicated in Experiments 2-4.
Figure 4 Dependency for open- and closed-loops at retrieval sessions T1 and T2 for Experiments 1-4. For T2, only trials where participants retrieved triplets previously not tested at T1 are included. Error bars represent ± 1 standard error. Exp = Experiment. ns = not significant. *** $p < .001$, ** $p < .01$, * $p < .05$ (uncorrected).

A 2x2x2 (Session x Loop x Sleep) ANOVA on the dependency revealed a significant main effect of Loop, $F(1,100) = 37.02$, $p < .001$, $\eta^2_p = .27$, confirming significantly greater dependency for closed- than open-loops. There was no evidence for changes in dependency across Session, $F(1,100) = .25$, $p = .62$, $\eta^2_p < .01$, nor did Session interact with Sleep, $F(1,100) = .16$, $p = .70$, $\eta^2_p < .01$, or Loop, $F(1,100) = .94$, $p = .34$, $\eta^2_p < .01$. Indeed, no other significant effects or interactions were seen, $Fs < 1.17$, $ps > .28$, beyond the main effect of Loop. A 2x2x2 (Tested x Loop x Sleep) ANOVA also revealed a significant main effect of Loop, $F(1,100) = 44.29$, $p < .001$, $\eta^2_p = .31$. No other significant effects or interactions were seen, $Fs < 1.89$, $ps > .17$. Accordingly, despite large variation in retrieval performance at T2, relative to T1, as a function of sleep (and prior testing), dependency in the closed-loop and open-loop condition remained consistent between T1 and T2.
2.3.2.3. Control analyses

*Retrieval dependency for closed-loops including only two pairwise associations.* It has previously been shown that closed-loops show significantly greater dependency than open-loops, even when the number of learnt elements or associations between closed- and open-loops is equated (Horner & Burgess, 2014; Horner et al., 2015). For consistency, I repeated the main dependency analysis for closed-loops, but included only two out of the three pairwise associations (e.g., *Barack Obama-kitchen, kitchen-hammer*, but not *Barack Obama-hammer*). As such, the number of pairwise associations included in the dependency analysis for closed-loops is equivalent to that included for open-loops reported in the main analysis. Consistent with previous published work (Horner & Burgess, 2014), despite including only two out of the three learnt associations, closed-loops show significant dependency at both T1, $t(51) = 4.78, p < .001, d = .16$ and T2, $t(51) = 4.94, p < .001, d = .21$. Similarly, a 2x2x2 (Session x Loop x Sleep) ANOVA replicated the significant effect of Loop, $F(1,100) = 31.29, p < .001, \eta^2_p = .24$, reported in the main analysis. No other significant main effects or interactions were observed, $Fs < 2.26, ps > .13$. A 2x2x2 (Tested x Loop x Sleep) ANOVA also replicated the main effect of Loop, $F(1,100) = 36.33, p < .001, \eta^2_p = .27$, in addition to revealing a significant interaction between Tested and Sleep, $F(1,100) = 4.72, p = .03, \eta^2_p = .05$, with a greater difference in dependency for previously tested vs not tested triplets in the awake, relative to the sleep condition.

*Retrieval dependency across element- and analysis-type.* In previous work, Horner and Burgess (2014) showed that the proportion of joint retrieval in the observed data does not vary significantly across element-type (i.e., people, locations, and objects), and analysis type ($A_bA_c$, where the element A refers to the common cue element-type; and $B_A C_A$, where the element A refers to the common retrieved element-type). In order to assess for differences in dependency that might be due to variations in the memorability of element-types across
triplets, I repeated the main analysis across individual element-types for the two separate analysis types (i.e., A_B_A and B_A_C).

A 2x2x3 (Session x Loop x Cue-type) ANOVA on dependency, collapsed across retrieval-type (i.e., the different element-types in the B_A_C analysis) and the sleep and awake condition, replicated the main effect of Loop, \( F(1,102) = 20.7, p < .001, \eta^2_p = .17 \). No other main effects or interactions were observed, \( Fs < 1.87, ps > .15 \). Note that cue-type refers to the different element-types (i.e., people, locations, and objects) in the A_B_A analysis.

Similarly, a 2x2x3 (Session x Loop x Retrieval-type) ANOVA on dependency, collapsed across cue-type (i.e., the different element-types in the A_B_A analysis) and the sleep and awake condition, replicated the main effect of Loop, \( F(1,102) = 36.86, p < .001, \eta^2_p = .27 \). The ANOVA did not reveal any other significant main effects or interactions, \( Fs < 2.17, ps > .11 \), although note a borderline interaction between Session and Loop, \( F(1,102) = 3.42, p < .07, \eta^2_p = .32 \). Note that retrieval-type refers to the different element-types (i.e., people, locations, and objects) in the B_A_C analysis.

2.3.2.4. Mnemonic integration during sleep

I was also interested in assessing the possible role that sleep may play in integrating overlapping information. For this analysis, I focused solely on the open-loops as these are equivalent to the A-B, A-C structures encoded in Lau et al. (2010). The main analysis found an overall effect of sleep on accuracy (that did not interact with Loop), but no effect on dependency. Here, given the specific interest in whether sleep modulates mnemonic inference, I only report analyses for the open-loop condition (as no inference is possible for closed-loops).

For open-loop retrieval accuracy, a 2x2 (Session x Sleep) ANOVA revealed a significant interaction between Session and Sleep, \( F(1,50) = 25.30, p < .001, \eta^2_p = .34 \), consistent with the main analysis showing that sleep decreases forgetting for directly encoded pairs.
Participants’ ability to infer non-encoded B-C pairs at T2 (see Table 5) was also assessed. Note that I did not assess B-C inference at T1 as this may have increased participants’ awareness of the relationship between the overlapping pairs, possibly leading to increases in dependency.

Table 5 Mean proportion correct (and standard deviations) for encoded cue-target associations at T1 and T2, and non-encoded pairs at T2 for the open-loop condition in Experiment 1. For T2, only trials where participants retrieved cue-target associations not previously tested at T1 are included.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Encoded T1</th>
<th>Encoded T2</th>
<th>Non-encoded T2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sleep</td>
<td>.73 (.16)</td>
<td>.61 (.16)</td>
<td>.53 (.22)</td>
</tr>
<tr>
<td>Awake</td>
<td>.73 (.14)</td>
<td>.51 (.14)</td>
<td>.42 (.29)</td>
</tr>
</tbody>
</table>

One participant in the sleep condition was excluded from this analysis due to a failure to respond during the inference task (missing responses > 80%). Accordingly, 51 participants (26 in the awake condition, and 25 in the sleep condition) were included in the analysis.

Table 6 Mean proportion of joint retrieval (and standard deviations) for the data and independent model for retrieval sessions T1 and T2 for the open-loop condition in Experiment 1. For T2, only trials where participants retrieved cue-target associations not previously tested at T1 are included.

<table>
<thead>
<tr>
<th>Session</th>
<th>T1</th>
<th>T2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Condition</td>
<td>Data</td>
<td>Independent</td>
</tr>
<tr>
<td>Sleep</td>
<td>.62 (.14)</td>
<td>.64 (.11)</td>
</tr>
<tr>
<td>Awake</td>
<td>.62 (.15)</td>
<td>.63 (.14)</td>
</tr>
</tbody>
</table>
Consistent with Lau et al. (2010), greater B-C inference performance was seen in the sleep, relative to awake condition, $t(49) = 2.03, p = .048, d = .57$ (though note the borderline $p$-value). Importantly, a 2x2 (Session x Sleep) ANOVA failed to show any evidence for a change in dependency for open-loops between T1 and T2, $F(1,50) = .72, p = .40, \eta^2_p = .01$ (see Table 6), nor did Session interact with Sleep, $F(1,50) = .16, p = .70, \eta^2_p < .01$. Thus, evidence for increases for inference performance was seen, but there was no evidence for an increase in dependency as a function of sleep.

2.3.3. Discussion

Experiment 1 modulated retrieval accuracy by manipulating (1) the time between encoding and retrieval, (2) whether participants slept between encoding and retrieval, and (3) whether pairwise associations were previously tested or not. Evidence for effects of all three manipulations on retrieval accuracy was seen, such that large variations in the amount of forgetting were observed across conditions. Despite this, I saw no evidence for changes in dependency for either open- or closed-loops. No dependency (or anti-dependency) was seen for open-loops, and dependency was consistently seen for closed-loops. Experiment 1 therefore provides evidence that dependency does not change over time – i.e., closed-loops retain their dependency while open-loops do not show dependency.

No evidence for mnemonic integration during sleep (as measured by retrieval dependency) was seen, suggesting that the role sleep plays in increasing inference is unlikely to be driven by encoding generalisation during sleep. It is perhaps more likely that inference is driven by ‘on-the-fly’ processes at the point of retrieval; the probability of which is increased due to less forgetting for directly encoded pairs in the sleep than awake condition. Although I saw no evidence for increases in dependency for open-loops following sleep, participants were able to make the correct inferences at a level well above chance. The task instructions were ambiguous in relation to the inference task - i.e., participants were presented with inference
trials as if they were retrieval trials. Further work is needed to clarify whether participants were making correct inferences based on false memories for non-encoded pairs, or whether they were making informed inferences. However, the lack of dependency following sleep suggests that this inference process is likely to be occurring at the point of retrieval.

2.4. Experiment 2

Despite evidence for dependency in the closed-loop condition after 12 hours in Experiment 1, it is possible that the amount of forgetting in Experiment 1 was not sufficient to produce fragmentation, and in turn decreases in dependency. In Experiments 2-4, I therefore tested participants after a week, rather than a 12-hour delay. This extended interval between T1 and T2 produced greater (numerical) amounts of forgetting relative to Experiment 1, creating a sterner test for the hypothesis that closed-loops are forgotten in an all-or-none manner.

2.4.1. Methods

Experiment 2 was identical to Experiment 1 with the following exceptions. Experiment 2 equated to a 2x2 design with the factors Session and Loop. No factor of Sleep was included, given the interval between encoding and retrieval was 1 week.

2.4.1.1. Participants

Fifty-two participants gave written informed consent to participate in Experiment 2. Participants were recruited from the University of York student population. Participants took part in exchange for course credit or monetary compensation, and were allocated to one of two conditions: 26 participants in the open-loop condition (23 female, mean age = 19.46 years, age range = 18-23) and 26 participants in the closed-loop condition (23 female, mean age = 20.00 years, age range = 18-26).
2.4.1.2. Procedure

In order to increase the amount of forgetting relative to Experiment 1, the two sessions were separated by one week. All sessions took place in the afternoon. Encoding and T1 took place between ~12-5 pm (open-loop: $M = 2:31$ pm, range = 12:00-4:46 pm; closed-loop: $M = 2:15$ pm, range = 11:58 am-4:47 pm). T2 took place 1 week later between ~12-5 pm (open-loop: $M = 2:29$ pm, range = 11:51 am-4:41 pm; closed-loop: $M = 2:08$ pm, range = 11:58 am-4:41 pm). Missing responses during retrieval ($M \pm SD = 4.42 \pm 4.88\%$) were again treated as incorrect trials. There was no difference in the proportion of missed responses (collapsed across Session) between open- and closed-loops, $t(50) = .89$, $p = .38$, $d = .25$.

2.4.2. Results

2.4.2.1. Retrieval accuracy

Mean proportion correct across conditions are shown in Table 3 and Figure 3. Retrieval accuracy was .72 at T1 and .43 at T2. This is compared to retrieval accuracy of .72 at T1 and .59 at T2 in Experiment 1. Thus, increasing the interval between T1 and T2 to one week led to numerically greater forgetting relative to a 12-hour interval. A 2x2 (Session x Loop) ANOVA revealed a main effect of Session, $F(1,50) = 318.83$, $p < .001$, $\eta^2_p = .86$, confirming a significant decrease in performance at T2 relative to T1. No further effects or interactions were seen, $Fs < 1.01$, $ps > .32$. A 2x2 (Tested x Loop) ANOVA on retrieval accuracy at T2 revealed a main effect of Tested, $F(1,50) = 187.48$, $p < .001$, $\eta^2_p = .79$, with greater accuracy for previously tested than not previously tested associations. No other significant main effects or interactions were observed, $Fs < 1.87$, $ps > .17$.

2.4.2.2. Retrieval dependency

Mean proportion of joint retrieval (and standard deviations) for the data and independent model across conditions are presented in Table 4. Figure 4 shows dependency across Session
and Loop. As in Experiment 1, no evidence for dependency was observed for open-loops at T1, \( t(25) = .67, p = .51, d = .03 \), or T2, \( t(25) = .28, p = .78, d = .03 \), but significant evidence for dependency was seen for closed-loops at both T1, \( t(25) = 5.90, p < .001, d = .42 \), and T2, \( t(25) = 5.31, p < .001, d = .51 \). A 2x2 (Session x Loop) ANOVA on dependency revealed a significant effect of Loop, \( F(1,50) = 39.96, p < .001, \eta_p^2 = .44 \), confirming that dependency was significantly greater in the closed- relative to open-loop condition. No interaction between Session and Loop was seen, \( F(1,50) = 3.34, p = .07, \eta_p^2 = .06 \) (but note the marginal \( p \)-value).

In order to interrogate this marginal interaction further, I performed a \( t \)-test between dependency at T1 and T2 separately for each loop type. Consistent with the main analyses, no evidence for a change in dependency was seen for either closed-loops, \( t(25) = 1.72, p = .10, d = .49 \), or open-loops, \( t(25) = .733, p = .47, d = .20 \), between T1 and T2. Critically, as shown above, dependency was still significant in the closed-loop condition at T2. Thus, as in Experiment 1, despite high levels of forgetting between T1 and T2, no evidence for a decrease in dependency between T1 and T2 was seen for closed-loops.

A 2x2 (Tested x Loop) ANOVA on dependency at T2 revealed a significant main effect of Loop, \( F(1,50) = 78.37, p < .001, \eta_p^2 = .61 \), in addition to a significant interaction between Tested and Loop, \( F(1,50) = 14.44, p < .001, \eta_p^2 = .22 \), with a greater difference in dependency between closed- and open-loops previously tested at T1, relative to those not tested at T1.

### 2.4.3. Discussion

Experiment 2 produced greater numerical amounts of forgetting following an interval of one week between encoding and delayed retrieval, relative to Experiment 1. Despite this increase in forgetting (as measured by retrieval accuracy), I again saw no decrease in dependency for closed-loops, nor any increase in dependency for open-loops. Experiment 1 and 2 showed that forgetting can be affected by several post-encoding factors, such as the interval between
encoding and retrieval, post-encoding sleep, and prior testing. However, across these factors, there is no evidence for decreases in dependency for closed-loops.

2.5. Experiment 3

Retrieval accuracy is typically greater for closed- than open-loops when both conditions are learnt within-subject (i.e., each participant learns both closed- and open-loops; Horner et al., 2015). In Experiment 1 and 2, there was no evidence to suggest that retrieval accuracy was higher for closed- than open-loops. In Experiment 3, I aimed to assess whether the lack of a difference in retrieval accuracy between closed- and open-loops in Experiments 1 and 2 was a function of the between-subjects design. This is theoretically important because if closed-loops are associated with higher accuracy relative to open-loops in a within-subject, but not between-subject manipulation, it might suggest a possible competitive mechanism between memory representations. In Experiment 3, participants learnt both closed- and open-loops at T1 and were tested in a single session (T2) after a week. Note that no immediate retrieval test was performed in order to ensure that the overall number of triplets per condition was consistent across Experiments 2 and 3 (30 per condition). Experiment 3 also provided a further opportunity to replicate the pattern of dependency seen for closed- and open-loops over the course of a week.

2.5.1. Methods

Experiment 3 was identical to Experiment 2 with the following exceptions.

2.5.1.1. Participants

Twenty-six participants (22 female, mean age = 19.35, age range = 18-23) gave written informed consent to participate in Experiment 3. Participants were recruited from the
University of York student population and took part in exchange for course credit or monetary compensation.

2.5.1.2. Materials

60 random location-person-objects triplets were generated for each participant. 30 triplets were randomly assigned to the within-subject open- and closed-loop conditions.

2.5.1.3. Procedure

The two sessions were separated by one week. All sessions took place in the afternoon. Encoding took place between ~12-5 pm ($M = 2:24$ pm, range = 11:57 am–4:41 pm). T2 took place one week later between ~12-5 pm ($M = 2:23$ pm, range = 11:56 am–4:39 pm).

**Encoding.** Participants were presented with specific pairwise associations for each of the 60 triplets. For 30 out of the 60 triplets, participants encoded all three possible pairwise associations; forming closed-loops. For the other 30 triplets, participants encoded two out of the three possible pairwise associations; forming open-loops. The encoding phase consisted of three blocks of 30, 60, and 60 trials, making a total of 150 encoding trials. During the first block, only pairwise associations for closed-loops were presented. This ensured that the duration between the encoding of the last pairwise association and T2 was consistent across closed- and open-loops. In blocks 2 and 3, open- and closed-loop associations were presented randomly in an intermixed manner.

**Retrieval (T2).** No immediate retrieval test followed encoding. This was done in order to maintain consistency in the number of closed- and open-loops tested at T2 in Experiments 2 and 3. At T2, all 60 triplets were tested. Cue-target associations were presented across six blocks, making a total of 300 trials. Note that none of these cue-target associations had been tested previously at T1. As at encoding, open- and closed-loops were presented randomly within each block. As open-loops were formed of only two out of the three possible pairwise
associations, the four possible cue-target associations per open-loop were randomly distributed across four out of the six blocks. Note that this necessitates that the number of trials per block can vary between participants. Missing responses ($M \pm SD = 4.00 \pm 7.04\%$) were treated as incorrect trials. There was no difference between open- and closed-loops in the proportion of missing responses, $t(25) = 1.97, p = .06, d = .16$ (though note the borderline p-value indicating possibly greater proportions of missing responses in the open- than closed-loop condition).

2.5.1.4. Statistical analyses

For retrieval accuracy, I report a paired samples $t$-test comparing performance for closed- vs open-loops. For retrieval dependency, I report a paired samples $t$-test comparing the proportion of joint retrieval for the data and independent model for closed- vs open-loops.

2.5.2. Results

2.5.2.1. Retrieval accuracy

Mean proportion correct for open- and closed-loops are shown in Table 3 and Figure 3. Retrieval accuracy at T2 was .43 (averaged across open- and closed-loops). This is comparable to .43 in Experiment 2. Accordingly, Experiment 3 produced numerically similar performance at T2 as Experiment 2. However, in contrast to Experiment 2, accuracy for closed-loops (.51) was greater than for open-loops (.35) following a one week delay, $t(25) = 6.31, p < .001, d = .84$.

2.5.2.2. Retrieval dependency

Consistent with Experiments 1-2, dependency was greater for closed- than open-loops, $t(25) = 5.35, p < .001, d = 1.33$, with closed-loops again showing a significantly greater proportion of joint retrieval in the data than in the independent model, $t(25) = 6.40, p < .001, d = .73$, and open-loops showing no evidence for dependency, $t(25) = .56, p = .58, d = .08$ (see Table 3 and Figure 4).
2.5.3. Discussion

Experiment 3 replicated the pattern of dependency seen in Experiments 1-2. Presuming a significant amount of forgetting occurred in Experiment 3, as seen in Experiments 1-2, I again observed that dependency for closed-loops is resilient to forgetting. Interestingly, a significant difference in retrieval accuracy between closed- and open-loops was seen; a pattern not seen in Experiment 2. The critical difference between Experiments 2 and 3 is that the Loop manipulation was a between-subject factor in Experiment 2, but a within-subject factor in Experiment 3.

However, Experiment 3 did not include an immediate test (in contrast to Experiment 2). It is unclear whether this difference between closed- vs open-loops in a within-subject design would also be present at T1. Therefore, in Experiment 4, the Loop manipulation was again a within-subject factor, however Experiment 4 also included an immediate, as well as delayed, retrieval phase. Note that this decreased the number of triplets per condition from 30 to 15.

2.6. Experiment 4

Experiment 4 included a retrieval test at both T1 and T2. This allowed for assessing if the difference in retrieval accuracy for closed- vs open-loops at T2 in Experiment 3 was also present at T1. It also presented an opportunity to replicate the retrieval accuracy difference at T2 seen in Experiment 3. Experiment 4 also offered an opportunity to replicate the pattern of dependency for closed-loops seen in Experiments 1-3.

2.6.1. Methods

Experiment 4 was identical to Experiment 3 with the following exceptions.
2.6.1.1. Participants

Twenty-seven participants gave written informed consent to participate in Experiment 4. Participants were recruited from the University of York student population and took part in exchange for course credit or monetary compensation. One participant was excluded due to a failure to respond at T2 (missing responses > 50%). Accordingly, 26 participants (25 female, mean age = 19.27, age range = 18-23) were included in the analyses.

2.6.1.2. Procedure

Encoding took place between ~12-5 pm ($M = 2:26$ pm, range = 12:02-4:56 pm). T2 took place one week later between ~12-5 pm ($M = 2:26$ pm, range = 11:47 am-16:48 pm). For T1, 30 out of 60 triplets were tested. Triplets were randomly assigned to the within-subject condition tested (i.e., tested at T1) vs not-tested (i.e., not tested at T1). As such, I could assess retrieval accuracy and dependency for 15 open-loops and 15 closed-loops immediately after encoding. Cue-target associations were presented across 6 blocks, making a total of 150 trials. A break of 20s followed every 25 trials. At T2, all 60 triplets were tested. Cue-target associations were presented across 6 blocks, making a total of 300 trials. A 20s break followed every 30 trials. The four possible cue-target associations per open-loop were randomly distributed across the six blocks. Missing responses ($M \pm SD = 5.73 \pm 6.54\%$) were treated as incorrect trials. There was no difference between open- and closed-loops (collapsed across Session) in the proportion of missing responses, $t(25) = 1.60$, $p = .12$, $d = .20$.

2.6.1.3. Statistical analyses

For the main analysis of retrieval accuracy, a 2x2 (Session x Loop) within-subject ANOVA is reported. I also report a 2x2 (Tested x Loop) within-subject ANOVA for retrieval accuracy at T2, where the within-subject factor Tested refers to whether the triplets had previously been tested at T1 or not. For the dependency analysis, I report a 2x2 (Session x Loop) within-subject ANOVA and a 2x2 (Tested x Loop) within-subject ANOVA, where the dependent variable
refers to the difference between the proportion of joint retrieval in the data and independent model.

2.6.2. Results

2.6.2.1. Retrieval accuracy

Mean proportion correct across conditions are shown in Table 3 and Figure 3. Retrieval accuracy was .71 at T1 and .43 at T2. This is consistent with performance seen in Experiments 2 and 3. A 2x2 (Session x Loop) ANOVA revealed a main effect of Session, $F(1,25) = 182.14$, $p < .001$, $\eta_p^2 = .88$, in addition to a significant main effect of Loop, $F(1,25) = 27.61$, $p < .001$, $\eta_p^2 = .53$, with greater accuracy for closed- relative to open-loops at both T1, $t(25) = 2.86$, $p < .01$, $d = .26$, and T2, $t(25) = 5.12$, $p < .001$, $d = .79$. A significant interaction between Session and Loop was also observed, $F(1,25) = 10.40$, $p < .01$, $\eta_p^2 = .29$, with the difference between closed- and open-loops increasing from T1 to T2. Thus, closed-loops show both higher retrieval accuracy (regardless of the retention interval) and higher levels of retention relative to open-loops.

A 2x2 (Tested x Loop) ANOVA on retrieval accuracy at T2 revealed a main effect of Tested, $F(1,25) = 142.12$, $p < .001$, $\eta_p^2 = .85$, with greater accuracy for previously tested relative to closed- and open-loops not tested previously. The ANOVA also revealed a main effect of Loop, $F(1,25) = 50.03$, $p < .001$, $\eta_p^2 = .67$, with overall greater retrieval accuracy for closed-loops than open-loops.

2.6.2.2. Retrieval dependency

Mean proportion of joint retrieval (and standard deviations) for the data and independent model across conditions are presented in Table 4. Dependency across Session and Loop is shown in Figure 4.
Consistent with Experiments 1-3, no evidence for dependency was seen for open-loops at T1, $t(25) = 1.39, p = .18, d = .16$, and T2, $t(25) = .24, p = .81, d = .03$. Significant dependency was seen for closed-loops at both T1, $t(25) = 3.29, p < .01, d = .25$, and T2, $t(25) = 3.21, p < .01, d = .38$.

A 2x2 (Session x Loop) within-subject ANOVA on dependency revealed a significant main effect of Loop, $F(1,50) = 20.20, p < .001, \eta^2_p = .45$, with significantly greater dependency for closed- than open-loops. No other significant main effect or interaction was seen, $Fs < 1.71, ps > .20$. A 2x2 (Tested x Loop) ANOVA on dependency revealed a main effect of Loop, $F(1,25) = 14.21, p < .001, \eta^2_p = .36$. No other significant effect or interaction was observed, $Fs < 2.83, ps > .96$.

### 2.6.3. Discussion

Experiment 4 replicated Experiments 1-3, showing consistent dependency for closed-loops despite high levels of forgetting. Experiment 4 showed higher retrieval accuracy for closed- than open-loops at T2, consistent with Experiment 3. This accuracy difference was present at T1 (consistent with results reported in Horner et al., 2015), however the effect was significantly greater after a week. This suggests that the structure of the overlapping associations can affect long-term retention, but seemingly only when the structures are manipulated in a within-subject design (as in Experiments 3-4, relative to Experiment 2).

### 2.7. A model of independent forgetting

Across four experiments I provide evidence for consistent levels of retrieval dependency, despite varying levels of forgetting. Evidence for dependency is consistently seen for closed-loops at both T1 and T2 and, importantly, dependency is retained despite variable levels of forgetting. If event-based representations, or closed-loops more specifically, fragment as a
function of forgetting, such that some aspects of the memory trace are forgotten more quickly than others (e.g., *Kitchen* is forgotten, but not *hammer* or *Barack Obama*), then we would expect to see a decrease in dependency over time.

To ensure that the levels of dependency seen at T2 across Experiments 1-4 were greater than expected if forgetting was independent, I used a model of independent forgetting. The independent model used in the main analyses predicts the level of dependency if the retrieval of associations from an event are independent. It takes into account each participant’s retrieval accuracy separately at each time point but does not take into account the amount of forgetting for each participant. Here, I used a model that predicted the level of dependency at T2, given a participant’s retrieval accuracy and rate of forgetting between T1 and T2. The model can therefore be thought of as a model of independent forgetting, as opposed to a model of independent retrieval. The model predicts the level of dependency expected at T2 if closed-loops are forgotten in an independent manner.

Participants’ retrieval data across all closed-loops and pairwise associations at T2 was simulated based on their performance at T1 and their overall level of forgetting (i.e., the difference in retrieval accuracy between T1 and T2). Note that the model includes a single forgetting parameter, such that the mean rate of forgetting is (on average) uniform across all closed-loops and element-types. The simulated data was based on the assumption of independent forgetting, such that the forgetting of one pairwise association for a closed-loop was not predictive of forgetting for any other pairwise association for that closed-loop. Specifically, I took performance for each T1 retrieval trial, across all cue-test pairs, which resulted in a 6xN matrix (with 6 cue-test pairs, and N events) where each trial was either correct or incorrect. I then simulated performance at T2 by converting correct trials to incorrect trials randomly until mean performance for the 6xN matrix was equated to the observed performance at T2. Importantly, each correct trial at T1 had a probability of being simulated as incorrect at T2 based on the mean level of forgetting for that participant. I then calculated the level of
retrieval dependency for this simulated data set. This gives an estimate of the level of dependency for an individual participant at T2 under the assumption of independent forgetting. If the dependency seen in the observed data is greater than the simulated data, then this provides positive evidence that the forgetting of pairwise associations for closed-loops does not occur in an independent manner. For each participant, I simulated 100 data sets, and present the mean dependency across these simulations. Because Experiment 3 did not include an immediate test, I could only assess independent forgetting in Experiments 1, 2 and 4.

2.7.1. Results

Mean proportion of joint retrieval (and standard deviations) for the data and independent model at T2 for the simulated and observed data are presented in Table 7.

<table>
<thead>
<tr>
<th></th>
<th>Simulated Data</th>
<th>Simulated Independent</th>
<th>Observed Data</th>
<th>Observed Independent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experiment 1</td>
<td>.68 (.16)</td>
<td>.65 (.17)</td>
<td>.69 (.15)</td>
<td>.66 (.17)</td>
</tr>
<tr>
<td>Experiment 2</td>
<td>.61 (.08)</td>
<td>.60 (.09)</td>
<td>.62 (.08)</td>
<td>.58 (.09)</td>
</tr>
<tr>
<td>Experiment 4</td>
<td>.58 (.08)</td>
<td>.57 (.07)</td>
<td>.60 (.09)</td>
<td>.57 (.07)</td>
</tr>
</tbody>
</table>

In order to assess whether the model predicts a decrease in dependency between T1 and T2 if forgetting is independent, I first assessed whether dependency for closed-loops in the simulated data at T2 showed a decrease relative to the observed dependency at T1. A 2x3 (Session x Experiment) mixed ANOVA (where the within-subject factor Session refers to the observed dependency at T1 vs the simulated dependency at T2 and the between-subject factor
Experiment refers to Experiment 1, 2 and 4) revealed a significant main effect of Session, $F(1,101) = 61.91, p < .001, \eta_p^2 = .38$, with dependency decreasing between T1 and T2. An interaction between Session and Experiment was also seen, $F(2,101) = 11.77, p < .001, \eta_p^2 = .19$, with a significantly greater decrease in dependency between T1 and T2 in Experiment 2, relative to Experiment 1, $t(25) = 3.52, p < .01, d = 1.09$, and Experiment 3, $t(25) = 2.18, p = .04, d = .71$ (note this effect did not survive correction for multiple comparisons). Further, a Bayesian pairwise $t$-test comparing the observed dependency at T1 with the simulated dependency at T2 across all participants from Experiments 1, 2 and 4 ($N = 104$) revealed a Bayes factor $> 1000$ in favour of the hypothesis that dependency should decrease as a function of independent forgetting (exceedance probability $> .99$; prior Cauchy distribution $r = .707$, centred at 0; $H_0 =$ no decrease in dependency between T1 and T2), providing strong evidence that dependency should decrease if closed-loops fragment as a function of forgetting.

I next assessed whether dependency was greater for closed-loops in the observed data at T2 relative to the simulated data at T2. A 2x3 (Model x Experiment) ANOVA (with the within-subject factor Model referring to the observed dependency at T2 vs the simulated dependency at T2) revealed a significant main effect of Model, $F(1,101) = 10.43, p < .01, \eta_p^2 = .09$, with greater dependency in the observed relative to the simulated data. Consistent with this, a Bayesian pairwise $t$-test comparing the observed dependency at T1 with the observed dependency at T2 across all participants from Experiments 1, 2 and 4 ($N = 104$) revealed a Bayes factor $= 5.41$ in favour of the null hypothesis that dependency does not decrease as a function of forgetting (exceedance probability $= .84$; prior Cauchy distribution $r = .707$, centred at 0; $H_0 =$ no decrease in dependency between T1 and T2), providing positive evidence that dependency does not decrease over time.
2.7.2. Discussion

The independent forgetting model estimates dependency at T2 under the assumption that cue-target associations are independently forgotten. Compared to the observed dependency, the simulated data shows that independent forgetting of individual event elements predicts a significant decrease in dependency between T1 and T2. Critically, I observed significantly greater dependency in the observed data at T2 relative to the simulated data. A Bayesian analysis also provided positive evidence that the observed dependency does not decrease as a function of forgetting for closed-loops.

2.8. General Discussion

Across four experiments I provided consistent evidence for retrieval dependency for closed-loops after a delay, despite variable levels of forgetting. Critically, comparisons with a model of independent forgetting provided evidence for levels of dependency for closed-loops that are greater than that predicted under an assumption of independent forgetting. This is consistent with the hypothesis that closed-loops tend to be forgotten in an all-or-none manner, being more likely to either be retained or forgotten in their entirety.

Experiment 1 showed that dependency for closed-loops is retained across a 12-hour interval, irrespective of whether encoding and immediate retrieval is followed by sleep or wakefulness. Consistent with previous findings (e.g., Barrett & Ekstrand, 1972; Gais, Lucas, & Born, 2006; Jenkins & Dallenbach, 1924; Lahl, Wispel, Willigens, & Pietrowsky, 2008; Plihal & Born, 1997; Tucker et al., 2006), I observed that sleep reduced forgetting, but did not change the form that forgetting takes. Experiment 1 also provided an opportunity to assess whether sleep (relative to wakefulness) supports the integration of overlapping information (Lau et al., 2010). Here I found no evidence to suggest that sleep promoted integration of open-loops, but it did
appear to improve participants’ ability to make inferences between related information (i.e., inferring that B-C elements are related after directly encoding A-B and A-C pairs).

In Experiment 2, the interval between encoding and retrieval was extended to one week. Despite numerical increases in forgetting in Experiment 2 relative to Experiment 1, I saw no evidence for changes in dependency for closed- or open-loops. Experiments 3 and 4 replicated Experiment 2, providing further evidence for dependency for closed-loops when the interval between encoding and retrieval was one week. Experiments 3 and 4 also showed that the associative structure of the underlying representation can support both immediate and long-term retention. Retrieval accuracy was higher for closed- than open-loops; a difference that increased significantly over the course of a week. Interestingly, this effect was only seen in a within-subject design where each participant learnt both closed- and open-loops (in Experiments 3 and 4), but not in a between-subject design where each participant either learnt closed- or open-loops (in Experiment 2).

Despite a long-standing interest in forgetting, little research has focussed on how memory representations change over a period of forgetting. Here I used the presence of dependency to infer the coherence of an underlying memory representation and asked how dependency changes as a function of forgetting. A similar approach was used by Brady et al. (2013) who assessed dependency for specific properties of an object (i.e., ‘exemplar’ and ‘state’). Brady et al. (2013) found that dependency decreased over time, such that the exemplar (e.g., shape of a glass) and state (e.g., contents of the glass) of an object were forgotten independently. Thus, object- or item-based representations appear to fragment over time. This result appears inconsistent with the current results where no evidence for a decrease in dependency was seen for closed-loops over time. However, the experiments presented here were specifically interested in forgetting of coherent event-based representations (i.e., closed-loops) that require the binding of three distinct elements or items (i.e., a person, location, and object). Thus, whereas Brady et al. (2013) focussed on item-based representations; specifically multiple
aspects of an individual item, the current experiments focussed on event-based representations; specifically associations between multiple distinct items/elements.

Neuropsychological and neuroimaging studies have demonstrated a functional dissociation between regions of the medial temporal lobe, with the perirhinal cortex supporting item-based representations and the hippocampus supporting event-based representations (Barense et al., 2005; Davachi et al., 2003; Diana, Yonelinas, & Ranganath, 2010; Lee et al., 2005; Ranganath et al., 2004). Although the perirhinal cortex has been implicated in certain associative processes (Mayes et al., 2007; Mayes et al., 2004) and conjunctive representations (Barense et al., 2007; Bussey & Saksida, 2007; Watson et al., 2012) of items/objects, such regions are not thought to support associations between multi-modal representations (Diana et al., 2007; Eichenbaum et al., 2007; Mayes et al., 2007). Instead, the hippocampus has been implicated in the multimodal binding that is required to form more complex event representations (Cohen et al., 1999; Damasio, 1989; Davachi, 2006; Eichenbaum et al., 2007; Horner et al., 2012). The imagery task and memoranda used here were designed to require cross-modal binding (Horner et al., 2015; Horner & Burgess, 2013, 2014) given that the hippocampus has been shown to act as a convergence zone (Backus et al., 2016); binding multi-modal information into coherent event representations (Damasio, 1989; Marr, 1971; Teyler & DiScenna, 1986). Thus, it is possible that the differences in forgetting seen between the present experiments and Brady et al. (2013) relate to a dissociation between item-based perirhinal representations and event-based hippocampal representations.

This dissociation is also apparent in the psychological literature in relation to retrieval dependency. Although Brady et al. (2013) saw dependency between the retrieval successes of exemplar and state information immediately after encoding, Brady et al. (2013) provided evidence that such dependency might be primarily driven by encoding-related factors. Horner & Burgess (2014) provided evidence against an encoding-based explanation of dependency for closed-loops, by separating out the encoding of pairwise associations for three element
events, presenting each pairwise association in separate encoding trials (as in the present experiments). No difference in dependency was seen between this ‘separated’ encoding condition relative to when all three elements were encoded on a single trial (Horner & Burgess, 2014). This suggests that, even when tested immediately after encoding, the dependency seen for item-based and event-based representations might be driven by different factors. In the case of item-based representations; encoding-related factors such as attention, and in the case of event-based representations; perhaps a retrieval-related process that allows for holistic retrieval.

Evidence from the source-memory literature also suggests that there is a degree of asymmetry in relation to how source details are bound to items, with information about colour and location being directly, but independently bound to item information, but not each other (Starns & Hicks, 2005, 2008; see Hicks & Starns, 2015 for review). This lack of coherence and symmetry for item-based representations might underlie the decreases in dependency seen over time in Brady et al. (2013). As distinct aspects of an item are stored in a relatively independent manner, they are likely to also be forgotten in a similarly independent manner. In contrast, event-based representations are more coherent and symmetrical in nature (Horner et al., 2015; Horner & Burgess, 2013) and as such the forgetting of elements from the same event is more likely to be related. Interestingly, Sekeres et al. (2016) recently showed that ‘peripheral’ details from event-based memories are forgotten more rapidly than ‘central’ details. It is possible that this difference in forgetting rates for peripheral and central details might relate to the differences in the pattern of forgetting for event- and item-based representations observed here and in Brady et al (2013); with central details of an event (e.g., Barack Obama in the kitchen with a hammer) being more likely to be forgotten in an all-or-none manner, and peripheral/item-based details (e.g., the colour vs. shape of Barack Obama’s tie) being forgotten in an independent way.
It has recently been proposed that representations that rely on the perirhinal cortex are more likely to be forgotten as a result of interference (as opposed to decay) (Sadeh et al., 2014), as neural representations for items in the perirhinal cortex are likely distributed and overlapping (Norman & O’Reilly, 2003). Thus, it is possible that encoding similar objects results in interference due to their representational overlap. However, event-based representations are thought to be encoded in the hippocampus, where a pattern separation process supported by the dentate gyrus (Bakker et al., 2008; Berron et al., 2016; Leutgeb, Leutgeb, Moser, & Moser, 2007; Neunuebel & Knierim, 2014) and more sparse representations (Barnes, McNaughton, Mizumori, Leonard, & Lin, 1990; Viskontas, Knowlton, Steinmetz, & Fried, 2006) are likely to reduce representational overlap between similar events. This decrease in representational overlap decreases the likelihood of interference (McClelland et al., 1995). Instead, forgetting for hippocampal representations is thought to be a result of decay (Hardt et al., 2013). Sadeh et al. (2016) provided behavioural evidence for this proposed dissociation, showing that whereas recollection (a process thought to be supported by hippocampal representations) decreased as a function of time between encoding and retrieval (consistent with forgetting via decay), familiarity (a process thought to be supported by perirhinal representations) decreased as a function of experimentally induced interference. Recent evidence using ‘precision’ measures for assessing object-colour memory has shown that encoding similarly coloured objects causes interference, leading to a decrease in precision (i.e., participants can still remember the colour, but with less specificity than previously) (Sun et al., 2017), supporting the notion that forgetting for item-based representations is more likely driven by interference than decay.

The lack of a decrease in dependency can be taken as support for the hypothesis that coherent (closed-loop) events tend to be forgotten in an all-or-none manner. If hippocampal representations were forgotten by a process of decay, as proposed by Sadeh et al. (2014), this would suggest that decay is relatively uniform for the separate elements of an event. Although
there is variation in the amount of decay across events, there would be less variation within an event. An alternative decay account would predict that variation is present in the rate of decay within an event, however the process of retrieval compensates for this variation. It has previously been shown that closed-loops are supported by the hippocampus (Horner et al., 2015), consistent with the proposal that event-based representations are retrieved by a process of pattern completion (see Horner & Doeller, 2017 for review). Pattern completion allows for the retrieval of a complete memory trace (i.e., pattern) in the presence of a partial or ambiguous input (Gardner-Medwin, 1976; Hopfield, 1982; Marr, 1971; McClelland et al., 1995; Treves & Rolls, 1992, 1994). Here, activation of a single event element (e.g., a location) triggers the reactivation of all other elements for that event (e.g., a person and an object). Under such an account, decay could be non-uniform within an event, but pattern completion in hippocampal subfield CA3 (Hopfield, 1982; Treves & Rolls, 1992), or more widespread recurrency within the hippocampal complex (Kumaran & McClelland, 2012), would lead to the presence of dependency as long as the associations between some elements are sufficiently strong. However, when decay is sufficient the remaining associations may no longer be able to support retrieval, entailing that the entire representation cannot be retrieved. In other words, although decay might be non-uniform within an event, pattern completion produces the appearance of uniformity at retrieval, leading to behavioural dependency. This same mechanism has been used to account for retrieval generalisation on paired-associate tasks (e.g., where participants make inference judgments about two overlapping associations; Banino et al., 2016).

While the precise mechanism that underlies the pattern of forgetting seen in the present experiments is unclear, the results (taken alongside those of Brady et al. (2013)) suggest that the forgetting of event-based representations is driven by a different mechanism than for item-based representations. It is possible that this is hippocampal-based and is supported by the known recurrent circuitry in this region that support the computational process of pattern completion. Further, this may be a result of decay, perhaps driven by neurogenesis of
hippocampal granule cells (Frankland et al., 2013), or more active regulatory changes (Hardt et al., 2013). However, the findings presented here do not necessitate that forgetting occurs due to the erasure of the memory. It is possible that aspects of some events, or entire events, can spontaneously recover and be brought to mind at some later point (Tulving & Pearlstone, 1966), or could even be recovered via optogenetic induction (Roy et al., 2016; Ryan, Roy, Pignatelli, Arons, & Tonegawa, 2015).

Sleep is thought to not only play an active role in the strengthening of memory representations, but also in the integration of overlapping information (Lewis & Durrant, 2011; Stickgold & Walker, 2013). For example, Lau et al. (2010) presented evidence for an increase in participants’ ability to infer the relationship between B-C pairs following a nap after directly encoding A-B and A-C pairs. This increase in inference ability following sleep was taken as evidence for sleep playing an active role in the integration of A-B and A-C pairs; similar to evidence for integration seen during repeated presentations of such pairs (Zeithamova et al., 2012). However, it has been suggested that B-C inference can readily be supported by retrieval-related processes, supported by the recurrent connections in the hippocampus (Kumaran & McClelland, 2012) where the relationship between B and C is generated ‘on-the-fly’ via the retrieval of A-B and then A-C. Under this account, the probability of successful inference increases via increases in the associative strength of the directly encoded A-B and A-C pairs. Here I used retrieval dependency to distinguish between these two accounts. In Experiment 1, participants learnt open-loops (A-B, A-C associative structures) and were, after sleep or wakefulness, tested on the directly encoded pairs and the B-C non-encoded pairs. Consistent with Lau et al. (2010), I found evidence that sleep increased performance on an B-C inference task (though the effect was relatively small). However, there was no evidence for increases in dependency as a function of sleep for open-loops. Similarly, no evidence for increases in dependency was seen for open-loops after a one-week delay (Experiments 2-4), that included multiple sleep-wake cycles. If sleep does play a role in mnemonic inference, this
effect is likely to be primarily driven by increases in the associative strength for directly encoded pairs that allows for inference at the point of retrieval, rather than a more active sleep-related integration process.

For both open- and closed-loops, sleep decreased forgetting relative to wakefulness across a 12-hour delay (Experiment 1). Sleep appears to decrease forgetting but does not change the form that forgetting takes. This is consistent with existing models of systems consolidation (Frankland & Bontempi, 2005; McClelland et al., 1995; Squire & Alvarez, 1995) where sleep is thought to reduce forgetting by stabilising existing connections in the neocortex, perhaps counteracting memory decay within the hippocampus (Frankland et al., 2013). However, this process appears to occur without altering the form that forgetting takes. Interestingly, I also observed that prior testing diminished the effect of sleep on memory, in line with previous findings showing that retrieval practice may mitigate the effect of sleep on retention (Bäuml, Holtermann, & Abel, 2014).

In Experiments 3 and 4 greater retrieval accuracy was seen for closed- than open-loops, with the difference in retrieval accuracy increasing over time. Thus, the associative structure formed at encoding appears to significantly modulate the amount of forgetting over the course of a week. No difference in retrieval accuracy between closed- and open-loops was seen after a week in Experiment 2. The key difference between these experiments is the between- vs within-subject experimental design. Whereas in Experiment 2 participants either learnt closed- or open-loops, in Experiments 3 and 4 participants learnt both closed- and open-loops. Importantly, overall retrieval accuracy after a week (averaged across closed- and open-loops) in Experiments 3 (.43) and 4 (.44) was similar to Experiment 2 (.43). Thus, overall forgetting rates were comparable, but learning both closed- and open-loops appeared to bias forgetting, such that open-loops were more likely to be forgotten than closed-loops.

One possible explanation for this effect is a competitive model of forgetting, where multiple memory representations compete for ‘survival’. Closed-loops are already associated with
significantly higher retrieval accuracy at immediate test. If this higher retrieval accuracy relates to greater mnemonic strength, then perhaps this allows closed-loops to ‘out-compete’ open-loops to survive. Note though that Poulton (1982) argued that within-subject designs, in contrast to between-subject designs, can bias performance (in unknown ways) due to asymmetries in encoding and/or retrieval strategies when conditions are interleaved randomly. Accordingly, the difference in retrieval accuracy between closed- and open-loops observed here could be due to the transfer of a particular strategy that is appropriate in one condition (i.e., closed-loops), but not in the other (i.e., open-loops). Further work is needed to determine the precise experimental conditions under which closed-loops are more likely to be retained.

2.9. Conclusion

Across four experiments I provided consistent evidence that retrieval dependency does not change over time, despite variation in the overall amount of forgetting. This suggests that the associative structure formed at encoding has a consistent and lasting impact on the coherence of retrieval. In relation to closed-loops, the results support the hypothesis that coherent event representations tend to be forgotten in an all-or-none manner, such that events are more likely to be either forgotten or retained in their entirety. I also saw evidence that the associative structure formed at encoding can, under specific conditions, modulate the overall amount of forgetting. When participants learnt closed- and open-loops, forgetting rates were significantly lower for closed-loops (this was not the case when participants learnt either closed- or open-loops), suggesting that both retrieval accuracy and dependency can be modulated by the associative structure formed at encoding.
3. TMR-induced forgetting of open-loops during sleep

3.1. Abstract

Research suggests that memory reactivation during sleep may strengthen the association between overlapping memories and promote mnemonic integration. However, memory reactivation during sleep has also been associated with forgetting, depending on the interval between the encoding of two overlapping associations. Here, I assessed whether retrieval accuracy and dependency for open-loops - consisting of two separately encoded but overlapping pairwise associations - changed as a function of targeted memory reactivation (TMR) during sleep. No evidence for dependency was seen for open-loops, neither immediately after encoding nor following a period of sleep that included TMR. Instead, I observed evidence that TMR decreased retention for the second encoded association of an open-loop. This effect was only seen for open-loops not tested prior to sleep. These findings suggest that memory reactivation during sleep can lead to forgetting; possibly as an effect of proactive interference at encoding, but this is dependent on whether a memory is tested prior to sleep or not.
3.2. Introduction

Memory consolidation is the process where an initially labile memory is transformed into a relatively stable, long-term form (McGaugh, 1966). Consolidation is typically separated into synaptic and systems consolidation. Synaptic consolidation refers to post-encoding changes on a synaptic and cellular level that draw to a close within hours after memory acquisition. Systems consolidation, on the other hand, refers to a more protracted reorganisation of memory representations in the neocortex. This process may occur over days, weeks, months, or even years (see Dudai et al., 2015 for review). Theories of systems consolidation (e.g., Marr, 1971; McClelland et al., 1995; Squire & Alvarez, 1995) suggest that the repeated neural reinstatement of recently formed memory representations during sleep constitutes one core mechanism of systems consolidation. This proposal is supported by evidence from rodent studies showing that patterns of neural activity associated with spatial information acquired during learning are spontaneously reactivated during sleep (Wilson & McNaughton, 1994), with the amount of reactivation predicting later memory performance (Dupret et al., 2010; van de Ven, Trouche, McNamara, Allen, & Dupret, 2016). Similarly, neuroimaging findings in humans have shown that memory reactivation of novel information during sleep predicts subsequent memory performance (Deuker et al., 2013; Peigneux et al., 2004; see also Schapiro, McDevitt, Rogers, Mednick, & Norman, 2018; Staresina, Alink, Kriegeskorte, & Henson, 2013 for evidence for reinstatement during wakeful rest).

It has been proposed that systems consolidation during sleep strengthens the association between overlapping memory representations (Diekelmann & Born, 2010; Lewis & Durrant, 2011; Stickgold & Walker, 2013). This proposal is supported by evidence showing that participants are able to gain insight into logical problems (Wagner et al., 2004), and to infer the relationships between objects embedded in a hierarchical structure following sleep (Ellenbogen et al., 2007). This has been taken as evidence that sleep may support the formation
of novel associations between overlapping, but otherwise orthogonal memory representations (Diekelmann & Born, 2010). Consistent with this, Lau et al. (2010) found that after learning overlapping A-B and A-C pairs, the ability to infer the relationship between B and C was increased for participants that slept, relative to those who remained awake between encoding and retrieval. This increase in B-C inference following sleep was interpreted as reflecting a process where A-B and A-C associations are integrated into a generalised representation during sleep (Lau et al., 2010), potentially forming a direct association between B and C (Shohamy & Wagner, 2008). However, inferring the relationship between B and C can also occur ‘on-the-fly’ via the retrieval of A-B and A-C, in the absence of a generalised representation (Banino et al., 2016; Kumaran & McClelland, 2012).

In Chapter 2, I attempted to distinguish between these two possibilities by assessing retrieval dependency for pairwise associations encoded as open-loops. Retrieval dependency has previously been used to show that the separate encoding of three overlapping associations between, for instance, kitchen-hammer, kitchen-Barack Obama, and hammer-Barack Obama in a closed-loop leads to the formation of a coherent memory representation (Horner et al., 2015; Horner & Burgess, 2014), similar to those formed during a single encoding trial (Horner & Burgess, 2014). However, no dependency is seen when only two out of the three possible pairwise associations are encoded (e.g., kitchen-hammer, kitchen-Barack Obama, but not hammer-Barack Obama) in an open-loop (Horner & Burgess, 2014) (analogous to the A-B, A-C associative structure used in Lau et al. (2010)). In Chapter 2, I assessed retrieval accuracy and dependency for open-loops immediately following encoding and following a 12-hour delay (that included either a period of sleep or wakefulness), under the assumption that if A-B and A-C associations are integrated during sleep, then dependency should be seen for open-loops following sleep. Thus, if increases in B-C inference were seen following sleep (as in Lau et al., 2010), with an associated increase in dependency, then this would provide evidence for the proposal that sleep supports inference via a generalised representation (Lau et al., 2010).
However, if increases in B-C inference were seen without increases in dependency, then this would support the proposal that the relationship between B-C can be inferred ‘on-the-fly’ at the point of retrieval (Kumaran & McClelland, 2012). I showed that sleep, relative to wakefulness, improved participants’ ability to infer the relationship between B-C pairs (consistent with Lau et al., 2010). However, no evidence for dependency was observed following sleep, suggesting that the role of sleep in increasing inference is unlikely to be driven by the formation of a generalised representation.

However, a distinction can be made between a passive role of sleep in protecting information from interference, and active systems consolidation processes associated with the neural reinstatement of mnemonic representations during sleep (see Ellenbogen, Payne, & Stickgold, 2006 for review). It is possible that memory reactivation during sleep is a necessary condition for the emergence of a generalised representation consistent with that proposed by Lau et al. (2010). This would be consistent with evidence for integration following repeated presentations of A-B and A-C pairs during wakefulness (Zeithamova et al., 2012). Further, recent work has shown that memory reactivation during both wakeful rest and sleep prioritises weakly encoded information, but with neural reactivations of weakly encoded information predicting memory improvements in participants who slept and not those who remained awake during a rest interval (Schapiro et al., 2018). Given these findings it is possible that memory reactivation during sleep may provide the optimal state for strengthening the association between the third, and final non-encoded pair for open-loops; resulting in retrieval dependency. This would be consistent with the proposal that systems consolidation during sleep supports a process of mnemonic integration for separately encoded A-B and A-C associations (Lau et al., 2010), potentially forming a direct association for the non-encoded B-C pair (Shohamy & Wagner, 2008).

Recently, studies have begun to use a technique called targeted memory reactivation (TMR) to assess the role of memory reactivation during sleep (see Oudiette & Paller, 2013 for review).
An early demonstration of this technique was reported by Rasch, Büchel, Gais, and Born (2007) who showed that participants’ retention for multiple object-location pairs, associated with an odour, was increased when participants were re-exposed to the odour, relative to participants who were exposed to an odourless stimulus, during sleep. This initial demonstration provided evidence that the reapplication of an odour during sleep could act as a ‘context’ cue for the reactivation of memories associated with the odour (Rasch et al., 2007). More recently, studies have begun to leverage the use of auditory stimuli to target specific memory representations during sleep. For instance, Rudoy et al., (2009) had participants learn a series of object-location pairs with each object being presented alongside a characteristic sound (e.g., object: dog - sound: ‘bark’). Rudoy et al., (2009) showed that retention for object-location pairs associated with sounds presented during sleep was improved, relative to pairs associated with sounds not presented during sleep. Following these initial findings, evidence for a positive effect of TMR during sleep on retention has accumulated (see Cellini & Capuozzo, 2018 for review).

However, previous work has tended to focus on the effect of TMR during sleep on the retention of single associative memories (but see Antony, Cheng, Brooks, Paller, & Norman, 2018; Oyarzún, Morís, Luque, de Diego-Balaguer, & Fuentemilla, 2017; Payne, Stickgold, Swanberg, & Kensinger, 2008). As systems consolidation during sleep is thought to be selective (Oudiette, Antony, Creery, & Paller, 2013; Rauchs et al., 2011; Saletin, Goldstein, & Walker, 2011), prioritising the consolidation of some memories over others (Cairney, Lindsay, Sobczak, Paller, & Gaskell, 2016; Drosopoulou, Schulze, Fischer, & Born, 2007; Fischer & Born, 2009; Schapiro et al., 2018; Schmidt et al., 2006; Wilhelm et al., 2011), it is less clear how TMR during sleep may affect memory for two or more overlapping associations.

Oyarzún et al. (2017) recently demonstrated that TMR of overlapping memories during sleep can lead to forgetting. In this study, the encoding of overlapping A-B (i.e., an object presented
at a spatial location on a spatial grid) and A-C (i.e., the same object presented at a different location on a spatial grid) pairs was manipulated such that the encoding of A-C followed either immediately after encoding the A-B pair, or after a 3-hour delay. Oyarzún et al. (2017) reasoned that if memory strength decays as a function of time, then increasing the interval between the encoding of two overlapping associations should increase the likelihood of retroactive interference. As such, C, relative to B, should be more strongly associated with A when the encoding of A-C followed a 3-hour delay. This was not assumed to be the case when A-B and A-C pairs were encoded immediately after each other (Oyarzún et al., 2017). Oyarzún et al. (2017) showed that re-exposing participants to an auditory stimulus (associated with the encoding of A-C) during sleep, decreased retention for the A-B pair when encoding was separated by a 3-hour delay. This suggests that memory reactivation during sleep can lead to forgetting. Interestingly, when the overlapping associations were encoded immediately after each other, TMR supported retention for the A-B pair. However, this study did not assess memory performance for the A-C association. This point is critical given evidence that repeated retrievals of a ‘target’ memory during wakefulness can improve retention for the ‘target’, but also induce long-lasting decreases in performance for a ‘competing’ memory representation (Anderson et al., 1994); a phenomenon referred to as retrieval-induced forgetting (see Anderson, 2003 for review).

Anderson et al. (1994) showed that if participants learnt six category exemplars for fruits, repeated retrievals of three of the six exemplars in response to an exemplar stem (e.g., fruit: or_ for the exemplar orange) decreased memory performance for exemplars (e.g., banana) not retrieved prior to a critical memory test. More recently, Wimber et al. (2015) used fMRI to demonstrate that the repeated retrieval of an A-B pair led to the ‘suppression’ of cortical representations associated with a competing A-C pair. Wimber et al. (2015) also showed that the level of neural suppression induced by repeated retrievals predicted forgetting for A-C (but see Potter et al., 2018). If repeated retrievals during wakefulness can lead to forgetting for
'competing’ memory representations (Anderson et al., 1994; Wimber et al., 2015), then it is possible that benefits in retention for an A-B association, as reported by Oyarzún et al. (2017), may also be associated with decreases in retention for the overlapping A-C association. This would be consistent with recent work showing that TMR can lead to increases or decreases in retention for two overlapping associations depending on which association was paired with high or low future reward (Antony et al., 2018).

Here, I used a similar design to that developed in Horner and Burgess (2014) (see Figure 5). At encoding, participants learned a series of triplets, each consisting of three elements (famous people, locations, and common objects). Triplets were ‘built up’ over two separate encoding trials with each trial consisting of one of the three possible pairwise associations for each triplet. In contrast to Chapter 2, here encoding only allowed for forming open-loops; where only two out of the three possible pairwise associations are encoded. As the encoding of overlapping material is susceptible to proactive interference (see Postman, 1971 for review), it is possible that the first and second encoded associations for each open-loop differ in their mnemonic strength (similar to that seen in Oyarzún et al., 2017). During encoding, each of the pairwise associations belonging to the same open-loop were associated with a characteristic auditory stimulus that was presented alongside the word-pairs. For instance, if the participant was presented with the associations Barack Obama- hammer and kitchen- hammer, the object word (i.e., ‘hammer’) would be presented acoustically alongside both word-pair presentations.

At both immediate and delayed retrieval, the learnt associations were tested in both directions (e.g., cue: hammer, target: Barack Obama; cue: Barack Obama, target: hammer) using six-alternative forced choice among elements of the same category from different open-loops. At immediate retrieval, pairwise associations belonging to 30 out of the 60 open-loops were tested in order to control for possible effects of prior testing. Associations from all 60 open-loops were tested at delayed retrieval.
During sleep, between immediate and delayed retrieval, I presented auditory stimuli associated with specific open-loops to participants in order to induce memory reactivation of the learnt associations. Following the findings presented in Chapter 2, I first assessed whether TMR during sleep (rather than sleep more generally as in Chapter 2) increased retention for open-loops. If memory reactivation during sleep plays an active role in strengthening the association between overlapping mnemonic representations (Diekelmann & Born, 2010; Lewis & Durrant, 2011), TMR during sleep should not only improve retention, but also lead to increases in dependency for open-loops. This would be consistent with the proposal that systems consolidation during sleep supports the formation of a generalised representation between two overlapping, but separately encoded associations (Lau et al., 2010). However, in light of evidence that TMR during sleep can in some instances lead to forgetting (Antony et al., 2018; Oyarzún et al., 2017; Simon, Gómez, & Nadel, 2018), I also assessed whether TMR during sleep may affect retention for open-loop associations differently; possibly as an effect of proactive interference at encoding, such that TMR supports memory for the first encoded association but decreases retention for the second encoded association of an open-loop.

3.3. Methods

3.3.1. Participants

As previous work has primarily reported positive effects of TMR on retention, an effect size $d = .40$ for detecting an increase in retention following TMR was calculated from previous published work assessing memory for single associations immediately following sleep (Ashton, Cairney, & Gaskell, 2018; Cairney, Guttesen, El Marj, & Staresina, 2018; Cairney et al., 2016; Creery, Oudiette, Antony, & Paller, 2015; Göldi, van Poppel, Rasch, & Schreiner, 2019; Oudiette et al., 2013; Rudoy et al., 2009; Schreiner & Rasch, 2015; Van Dongen et al., 2012), with $n = 214$. Cohen’s $d$ was calculated from reported $t$-statistics divided by the square
root of the within-subject sample size (Lenth, 2006). Using G* Power (Faul et al., 2009), with $d = .40$, I estimated that a sample size of $n = 37$ was required to detect a significant positive effect of TMR, if one is present, at a power of .65 and $\alpha = .05$.

A total of thirty-nine participants took part in the experiment. Participants were recruited from the University of York student population and took part in exchange for course credit or monetary compensation. Written informed consent was obtained from all participants. Participants were informed that they would be taking part in a memory study but were not made aware that TMR would be taking place during the sleep period. After completing the experiment, participants were asked if they had been aware of the auditory stimulation during the sleep period. Ten participants were excluded for the following reasons: awareness of TMR during sleep ($n = 2$), less than two full rounds of TMR administered during sleep ($n = 7$), and performance not exceeding chance ($< \sim 16.7\%$) during the first test session ($n = 1$). Therefore, the analyses reported here were carried out on 29 participants (17 male, $M \pm SD$ age = 20.97 ± 4.02).

The reduction in the sample size included in the main analyses led to a decrease in power from .65 to .55 with which a positive effect of TMR, if one is present, can be detected with $\alpha = .05$ and $d = .40$. Note though that 8 out of the 10 studies included in the estimation of the effect size have assessed the effect of TMR across a nap session lasting ~90 mins, rather than overnight sleep (as in the current experiment). This will impact the total duration of sleep and full rounds of TMR that can be administered. This may lead to an underestimation of the power with which a positive effect of TMR can be detected in the current experiment. Note also that the average sample size of the studies used for estimating the effect size was 21 (range = 12-30) as compared to 29 in the current experiment.

The experiment was approved by the Research Ethics Committee of the Department of Psychology, University of York.
3.3.2. Materials

The stimuli consisted of 60 locations (e.g., kitchen), 60 famous people (e.g., Barack Obama) and 60 common objects (e.g., hammer). From these, 60 randomised location-person-object open-loops were generated for each participant. The auditory stimuli consisted of 60 spoken object words. The spoken object words corresponded to the 60 common objects used in the main stimuli. Spoken object words, rather than object sounds, corresponding to the main object stimuli were used to ensure congruency between the two stimulus sets. All object sounds ($M \pm SD$ duration = 656.17 ± 153.34-ms) were recorded in a female voice and adjusted for perceived loudness using Adobe Audition (Version 3.0).

3.3.3. Procedure

The experiment consisted of a single encoding session, a single sleep session, two retrieval sessions and a single inference session. Session 1 took place at ~9:30 pm ($M = 9:36$ pm, range = 8:13-10:18 pm). Session 1 consisted of a single encoding phase and an immediate retrieval phase (T1) (see details below). Session 2 took place at ~7:30 am ($M = 7:27$ am, range = 7:04-7:54 am) immediately following sleep. Session 2 consisted of one retrieval (T2) and one inference phase (see details below). The Pittsburgh Sleep Quality Index (Buysse, Reynolds, Monk, Berman, & Kupfer, 1989) was administered prior to the encoding phase. This was done in order to assess for any difficulties in sleep up to a month prior to the participant taking part in the experiment. Sleep quality ratings indicated that participants had no current history of sleep difficulties ($M \pm SD = 4.55 \pm 1.80 SD$). Self-report ratings of sleepiness were also collected prior to encoding ($M \pm SD = 3.07 \pm 1.18$) and second test phase ($M \pm SD = 2.50 \pm 0.92$) using the Stanford Sleepiness Scale (Hoddes et al., 1973). Ratings of sleepiness were not collected from one participant. There was no significant difference in self-reported ratings of sleepiness before ($M \pm SD = 3.07 \pm 1.18$) and after sleep ($M \pm SD = 2.50 \pm 0.92$), $t(27) = 1.95$, $p = .06, d = .37$ (but note the marginal $p$-value).
**Encoding.** During encoding, participants were presented with specific pairwise associations for each of the 60 open-loops. Participants learnt one pairwise association per trial. All pairwise associations were presented on a computer screen as words, with one item to the left and one to the right of fixation. The left/right assignment was randomly chosen on each trial. The words remained on screen for 6s. Participants were instructed to imagine, as vividly as possible, the items interacting in a meaningful way for the full 6s. Each word-pair presentation was preceded by a 500-ms fixation and followed by a 500-ms blank screen.

**Figure 5** Experimental design. (A) Encoding. Participants saw multiple pairwise associations. They imagined each association ‘interacting in a meaningful way as vividly as possible’ for 6s. Each association was preceded by a 500-ms fixation and followed by a 500-ms blank screen. Solid and dotted lines were not presented but highlight pairwise associations belonging to separate open-loops. An event-specific auditory stimulus was presented alongside each pairwise association 1s after trial onset and 1s prior to the trial offset. (B) Retrieval. Participants were presented with a single cue and required to retrieve one of the other elements from the same open-loop from among five foils (elements of the same type from other open-loops) in 6s. Each cued-recognition trial was preceded by a 500-ms fixation and followed by a 500-ms blank screen. (C) Inference. Participants were presented with a single cue and required to infer which one of the elements was from the same open-loop from among five foils from different open-loops.

The encoding phase consisted of two blocks of 60 trials with one pairwise association from each open-loop presented during each block, making a total of 120 encoding trials. A break of 20s would follow every 30 encoding trials. Within each block, the order of presentation was randomised. Each open-loop consisted of a common object (e.g., participants learnt object-
person, and then object-location). The encoding order for the open-loops across the two blocks was either (1) object-person, object-location or (2) object-location, object-person. The encoding order was pseudo-randomised for each participant, such that for each participant the encoding-order for 30 of the open-loops was object-person, object-location, and for the other 30 open-loops the encoding-order was object-location, object-person. On each encoding trial, the spoken object word was presented twice acoustically. For instance, if the participant was presented with the association *Barack Obama-hammer*, the spoken object word (i.e., ‘hammer’) would be presented alongside the word-pair presentation 1s after trial onset and 1s before the trial offset.

**Immediate retrieval (T1).** During retrieval, participants performed a six-alternative forced-choice cued-recognition task. On a given trial, the cue and six possible targets were presented simultaneously on screen. The cue was presented in the middle of the screen with the six possible targets; one target and five foils from the same category (e.g., if the target was *hammer*, the five foils would be other randomly selected objects from other open-loops), presented in two rows of three below the cue. The position of the target was randomly selected on each trial. Participants had 6s to respond with a key press. Each retrieval trial was preceded by a 500-ms fixation and followed by a 500-ms blank screen. For T1, 30 out of the 60 open-loops were tested. Each open-loop was tested with one of the cue-target associations (e.g., cue: object, target: location) in both directions (e.g., cue: object, target: location; cue: location, target: object). The cue-target associations were randomly presented across four blocks (with a single pairwise association from each open-loop tested in each block), making a total of 120 trials. The presentation order was randomised for each block. A 20s break would follow every 30 trials. Missing responses (*M ± SD = 6.35 ± 5.40%*) were treated as incorrect trials.

**TMR set up.** The 30 open-loops tested at T1 were rank-ordered by retrieval accuracy (i.e., mean performance per open-loop) in a descending order. Of the rank-ordered open-loops, 15 open-loops were assigned in an interleaved manner (from most to least accurate) to the TMR.
condition, and the remaining 15 were assigned to the non-TMR condition. Of the 30 open-loops not tested at T1, 15 open-loops were randomly allocated to the TMR condition, and the remaining 15 open-loops were allocated to the non-TMR condition. Accordingly, (1) 15 open-loops tested at T1 were assigned to the TMR condition, (2) 15 open-loops not tested at T1 were assigned to the TMR condition, (3) 15 open-loops tested at T1 were assigned to the non-TMR condition, and (4) 15 open-loops not tested at T1 were assigned to the non-TMR condition. The spoken object words belonging to open-loops assigned to the TMR condition were presented to participants during the TMR phase. An additional set of 6 control object words, that participants had not encountered at encoding, were intermixed with the main auditory stimuli.

**Sleep period.** The sleep period began at ~11 pm and lasted ~8 hours ($M \pm SD = 7$ hrs, 55 mins ± 21 mins). Participants were left to sleep in a laboratory bedroom while their brain activity was monitored with polysomnography. During sleep, the auditory stimuli were presented via a speaker - mounted ~1.5 m above the bed - that was connected to an amplifier in a separate control room. Given the purported role of slow-wave sleep in systems consolidation (Born, 2010; Diekelmann & Born, 2010), TMR was initiated when participants were in non-rapid eye movement (NREM), sleep stage N3. The auditory cues were presented in a randomised order at a sound intensity of ~40dB (as measured with a sound-level meter placed at the same position where participants laid their heads on the pillow). In order to avoid any auditory feedback that may occur when sound cues are presented too rapidly in succession of each other (Schreiner, Lehmann, & Rasch, 2015), each sound presentation was separated by a 5s (with $M \pm SD = 0 \pm 300$-ms random jitter) interval following the sound offset. TMR continued for as long as participants were in sleep stage N3 between sleep onset and ~4 am ($M \pm SD$ number of full rounds of TMR = 7.34 ± 5.20). TMR was immediately paused if participants showed signs of arousal or awakening, or moved into sleep stages N1 or N2, or rapid eye movement (REM) sleep.
An Embla N7000 PSG system, with RemLogic (Version 3.4) software, was used to monitor sleep. EEG scalp electrodes were attached according to the international 10-20 system at 8 locations: frontal (F3, F4), central (C3, C4), parietal (P3, P4), and occipital (O1, O2), and each referenced to electrodes on the contralateral mastoid (A1 or A2). Left and right electrooculography electrodes were also attached, as were electromyography electrodes at the mentalis and submentalis bilaterally. A ground electrode was attached to the forehead. Impedance for all electrodes was set to $< 5 \, \text{k}\Omega$ prior to the sleep period. Online signals were unfiltered and digitally sampled at 200 Hz. All electrode sites were cleaned with NuPrep exfoliating agent before gold plated electrodes were attached using EC2 electrode cream. Offline sleep scoring was carried out in accordance with the criteria of the American Academy of Sleep Medicine (Iber & Iber, 2007) by two independent scorers. One participant’s sleep data was not scored due to a recording error during the sleep period. Mean durations (and standard deviations) in minutes of sleep and percentage duration of sleep stages N1, N2, N3 and REM from both scorers are presented in Table 8.

<table>
<thead>
<tr>
<th>Total sleep (mins)</th>
<th>REM (%)</th>
<th>N1 (%)</th>
<th>N2 (%)</th>
<th>N3 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scorer 1</td>
<td>413.08 (39.36)</td>
<td>17.68 (4.26)</td>
<td>9.48 (5.18)</td>
<td>49.41 (6.99)</td>
</tr>
<tr>
<td>Scorer 2</td>
<td>414.50 (39.44)</td>
<td>23.35 (5.01)</td>
<td>8.05 (6.74)</td>
<td>43.04 (9.60)</td>
</tr>
</tbody>
</table>

**Delayed retrieval (T2).** During T2, participants performed the same cued-recognition task as during T1 but with all 60 open-loops now tested, making a total of 240 trials. The presentation order was randomised for each of the four retrieval blocks. A 20s break followed every 30 trials. Missing responses ($M \pm SD = 4.97 \pm 4.93\%$) were treated as incorrect trials. Immediately following T2, participants performed an additional inference task. For example, if a participant had encoded the associations *Barack Obama-hammer* and *hammer-kitchen*, the
non-encoded association between *Barack Obama* and *kitchen* would be tested during the inference task. For the inference task, the non-encoded associations for each open-loop were tested in each direction across two blocks, making a total of 120 trials. Participants had 6s to respond with a key press. Missing responses ($M \pm SD = 6.32 \pm 7.29\%$) were treated as incorrect trials. Note that in contrast to Chapter 2, participants were explicitly instructed that they were being tested on the non-encoded associations.

### 3.3.4. Statistical analyses

For the analysis of retrieval accuracy, a 2x2 (Session x TMR) ANOVA is reported, with the within-subject factor *Session* referring to performance at T1 vs T2 and TMR referring to open-loops in the TMR vs non-TMR conditions. For T2, only open-loops not previously tested at T1 are included in the ANOVA. A further a 2x2 (Tested x TMR) ANOVA for retrieval accuracy at T2 is also reported, with the within-subject factor *Tested* referring to whether open-loops had previously been tested at T1 or not. For the dependency analysis (see Chapter 2 for a description of how retrieval dependency is modelled), a 2x2 (Session x TMR) ANOVA and a 2x2 (Tested x TMR) are reported. Here the dependent variable refers to the difference in the proportion of joint retrieval in the data and independent model.

For inference performance, I report a 2x2 (Tested x TMR) ANOVA with the factor *Tested* now referring to whether the non-encoded pairs were associated with open-loops previously tested or not tested at T1. Lastly, I report a 2x2x2 (Session x TMR x Encoding-order) ANOVA and 2x2x2 (Tested x TMR x Encoding-order) ANOVA to assess for differences in retrieval accuracy across open-loop associations as an effect of encoding-order (i.e., first vs second encoded associations).

Alpha was set to .05 (two-tailed) for all statistical tests. For each ANOVA, I report a partial eta-squared effect size ($\eta_p^2$). For *t*-tests, a Cohen’s $d$ is reported as the mean difference between conditions divided by the pooled standard deviation across conditions (Lakens, 2013). All
statistical analyses were conducted using JASP (jasp-stats.org; JASP Team, 2018). For each t-test, a Bayes factor in favour of the alternative hypothesis is also reported. Bayes factors were computed with a Cauchy prior centred at 0 and a distribution parameter \( r = .707 \). 

Note that because open-loops tested at T1 were assigned to the TMR and non-TMR conditions by rank-ordering performance in a descending order, retrieval accuracy at T1 for open-loops in the TMR vs non-TMR conditions differed. In order to equate retrieval accuracy at T1 for open-loops in the TMR vs non-TMR conditions, (1) the lowest performing open-loop in the non-TMR condition and (2) the open-loop closest to mean performance at T1 in the TMR condition for each participant were removed from the analyses. Accordingly, for all analyses, the number of open-loops per condition was (1) 14 open-loops tested at T1 in the TMR condition, (2) 14 open-loops tested at T1 in the non-TMR condition, (3) 15 open-loops not tested at T1 in the TMR condition, and (4) 15 open-loops not tested at T1 in the non-TMR condition.

### 3.4. Results

#### 3.4.1. Retrieval accuracy

Mean proportion correct (and standard deviations) at T1 and T2 (for directly encoded and non-encoded associations) for the TMR and non-TMR conditions are presented in Table 9.

To assess the effect of TMR on retention for open-loops, I performed a 2x2 (Session x TMR) ANOVA on retrieval accuracy at T1 and T2 (for open-loops not tested at T1). The ANOVA revealed a significant effect of Session, \( F(1,28) = 26.79, p < .001, \eta_p^2 = .49 \), with overall greater retrieval accuracy at T1 relative to T2. The ANOVA revealed no evidence for a significant effect of TMR, \( F(1,28) = 1.15, p = .29, \eta_p^2 = .04 \), nor interaction between Session and TMR, \( F(1,28) = 1.47, p = 24, \eta_p^2 = .05 \). Thus, in contrast to evidence for a positive effect of TMR on
retention for single associations (see Cellini & Capuozzo, 2018 for review), I saw no evidence for TMR leading to greater retention for overlapping associations encoded as open-loops.

**Table 9** Mean proportion correct (and standard deviations) at T1 (before sleep) and T2 (following sleep) for directly encoded pairs (tested and not tested at T1) and non-encoded pairs (associated with open-loops tested and not tested at T1) for the TMR and non-TMR conditions.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Tested at T1</th>
<th>Not tested at T1</th>
<th>T1</th>
<th>Tested at T1</th>
<th>Not tested at T1</th>
<th>T1</th>
</tr>
</thead>
<tbody>
<tr>
<td>TMR</td>
<td>.62 (.19)</td>
<td>.54 (.20)</td>
<td>.64 (.23)</td>
<td>.45 (.25)</td>
<td>.51 (.28)</td>
<td></td>
</tr>
<tr>
<td>Non-TMR</td>
<td>.62 (.19)</td>
<td>.55 (.20)</td>
<td>.65 (.24)</td>
<td>.46 (.26)</td>
<td>.52 (.28)</td>
<td></td>
</tr>
</tbody>
</table>

A 2x2 ANOVA (Tested x TMR) for retrieval accuracy at T2 (for open-loops tested and not tested previously at T1) revealed a main effect of Tested, *F*(1,28) = 47.12, *p* < .001, *ηp*² = .63, with greater retrieval accuracy for open-loops previously tested at T1. No other significant effects were seen, *Fs* < 3.21, *ps* > .08.

### 3.4.2. Retrieval dependency

Mean proportion of joint retrieval (and standard deviations) for the data and independent model at T1 and T2 for the TMR and non-TMR conditions are presented in Table 10.

Direct comparisons between the proportion of joint retrieval in the data and independent model revealed no evidence for dependency in any of the experimental conditions, *ts* < 1.60, *ps* > .13. However, for retrieval at T1, open-loops in the non-TMR condition showed evidence for anti-dependency, *t*(28) = 2.30, *p* < .01, *d* = .29, *BF10* = 14.14. Furthermore, for retrieval at T2
(for open-loops not tested previously at T1), there was borderline evidence for anti-dependency for open-loops in the TMR condition, $t(28) = 2.05, p = .05, d = 26, BF_{10} = 1.21$.

**Table 10** Mean proportion of joint retrieval (and standard deviations) for the data and independent model at T1 (before sleep) and T2 (for open-loops tested and not tested previously at T1) (following sleep) for the TMR and non-TMR condition.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Tested at T1</th>
<th>Not tested at T1</th>
<th>Tested at T1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Data</td>
<td>Independent</td>
<td>Data</td>
</tr>
<tr>
<td>TMR</td>
<td>.56 (.14)</td>
<td>.58 (.12)</td>
<td>.53 (.14)</td>
</tr>
<tr>
<td>Non-TMR</td>
<td>.52 (.15)</td>
<td>.56 (.13)</td>
<td>.57 (.13)</td>
</tr>
</tbody>
</table>

A 2x2 (Session x TMR) ANOVA on dependency (data – independent model) revealed no significant effects of Session, $F(1,28) = 1.77, p = .19, \eta^2_p = .06$, nor TMR, $F(1,28) = .26, p = .61, \eta^2_p < .01$, nor a significant interaction between Session and TMR, $F(1,28) = 2.9, p = .10, \eta^2_p = .09$. Similarly, a 2x2 ANOVA (Tested x TMR) on dependency at T2 (for open-loops tested and not-tested previously at T1) revealed no significant main effects or interactions, $F$s < 2.09, $ps > .15$.

### 3.4.3. Inference accuracy

A 2x2 (Tested x TMR) ANOVA on inference performance revealed a significant main effect of Tested, $F(1,28) = 8.79, p < .01, \eta^2_p = .24$, with greater inference for non-encoded pairs associated with open-loops previously tested at T1. No other significant effects were seen, $F$s < .74, $ps > .39$.

As I saw no evidence for TMR increasing inference, in addition to observing no evidence for increases in dependency as a function of TMR (or sleep more generally), the findings presented
here suggest that increases in inference following sleep, as reported in Lau et al. (2010), are
unlikely to be driven by mnemonic integration during sleep. The evidence presented here (and
in Chapter 2) is perhaps more consistent with the proposal that successful inference is likely
driven by ‘on-the-fly’ processes at the point of retrieval (Kumaran & McClelland, 2012), the
probability of which, in this case, is increased due to greater retention for directly encoded
associations previously tested at T1.

3.4.4. Retrieval accuracy for first and second encoded associations

So far, I have seen no evidence to suggest that TMR, relative to a non-TMR condition, leads
to differences in retention for open-loops. However, in light of previous work showing that
TMR during sleep may not benefit memory for overlapping associations equally (Antony et
al., 2018; Oyarzún et al., 2017), I performed a 2x2x2 (Session x TMR x Encoding-order)
ANOVA for retrieval accuracy at T1 and T2 (for open-loops not tested at T1) in order to assess
whether the effect of TMR on retention may differ for open-loop associations depending on
their encoding order. In other words, does TMR support or decrease retention depending on
whether a given association was the first or second encoded association (e.g., Barack-Obama-
hammer, then kitchen-hammer) of an open-loop?

Mean proportion correct (and standard deviations) for first and second encoded associations
at T1 and T2 for the TMR and non-TMR conditions are presented in Table 11. Mean
proportion correct at T1 and T2 (for associations not previously tested at T1) across TMR and
encoding-order are presented in Figure 6.

The ANOVA revealed a significant effect of Encoding-order (first vs second encoded
association), $F(1,28) = 35.57, p < .001, \eta^2_p = .56$, with overall greater memory performance
for the first, relative to the second encoded pair. Better memory performance for the first
encoded, relative to the second encoded pair was seen at both T1, $t(28) = 5.92, p < .001, d =
.75, BF_{10} > 1000$, and T2, $t(28) = 4.95, p < .001, d = 65, BF_{10} > 100$. This is consistent with
previous work showing that the encoding of overlapping material is susceptible to proactive
interference (see Postman, 1971 for review), such that the encoding (and/or retrieval) of the
second association may be impaired by the presence of the first encoded association.

**Table 11** Mean proportion correct (and standard deviations) for first and second encoded associations at T1 (before sleep) and T2 (after sleep) for the TMR and non-TMR condition.

<table>
<thead>
<tr>
<th>Condition</th>
<th>T1 First</th>
<th>T1 Second</th>
<th>T2 (Not tested at T1) First</th>
<th>T2 (Not tested at T1) Second</th>
<th>T2 (Tested at T1) First</th>
<th>T2 (Tested at T1) Second</th>
</tr>
</thead>
<tbody>
<tr>
<td>TMR</td>
<td>.70 (.21)</td>
<td>.54 (.21)</td>
<td>.64 (.21)</td>
<td>.44 (.23)</td>
<td>.69 (.24)</td>
<td>.58 (.25)</td>
</tr>
<tr>
<td>Non-TMR</td>
<td>.69 (.21)</td>
<td>.55 (.22)</td>
<td>.59 (.23)</td>
<td>.52 (.21)</td>
<td>.71 (.25)</td>
<td>.59 (.26)</td>
</tr>
</tbody>
</table>

The ANOVA also revealed a significant interaction between TMR and Encoding-order, \( F(1,28) = 7.22, p = .01, \eta^2_p = .21 \). This interaction was further qualified by a three-way interaction between Session, TMR, and Encoding-order, \( F(1,28) = 4.79, p = .04, \eta^2_p = .15 \). No other significant effects were seen, \( F_s < 1.48, ps > .23 \). Further interrogation of the three-way interaction between Session, TMR, and Encoding-order revealed a significant interaction between TMR and Encoding-order at T2, \( F(1,28) = 10.90, p < .01, \eta^2_p = .28 \), with better retrieval accuracy for the first encoded pair, \( t(28) = 2.13, p = .04, d = .24, BF_{10} = 1.39 \) (note though that this effect did not survive correction for multiple comparisons) and reduced retrieval accuracy for the second encoded pair, \( t(28) = 3.53, p < .01, d = .37, BF_{10} = 24.08 \), in the TMR vs non-TMR condition. No interaction between TMR and Encoding-order was seen at T1, \( F(1,28) = .16, p = .70, \eta^2_p = .01 \). Thus, repeated memory reactivation during sleep supported retention for the first encoded associations and decreased retention for the second encoded associations. Note though that the former effect did not survive correction for multiple comparisons (and the Bayes factor only provided weak evidence in favour of this effect).
Figure 6 Mean proportion correct at T1 (before sleep) and T2 (following sleep) for the first and second encoded associations in the TMR and non-TMR condition. For T2, only trials where participants retrieved open-loops not previously tested at T1 are included. Error bars represent ± 1 standard error. *ns = not significant. **p < .01, *p < .05 (uncorrected).

To assess whether the effect of TMR differed for open-loops tested and not-tested at T1, the analysis above was repeated using a 2x2x2 ANOVA (Tested x TMR x encoding-order) but focussing exclusively on retrieval at T2 for pairs previously tested and not-tested at T1. This analysis revealed a significant main effect of Tested, \(F(1,28) = 47.11, p < .001, \eta_p^2 = .63\), with overall greater accuracy for open-loops tested previously at T1. The ANOVA again revealed a significant effect of Encoding-order, \(F(1,28) = 27.11, p < .001, \eta_p^2 = .49\), with greater retrieval accuracy for the first, relative to second encoded associations. Further, the ANOVA revealed a significant three-way interaction between Tested, TMR, and Encoding-order, \(F(1,28) = 6.11, p = .02, \eta_p^2 = .18\). No other significant effects were observed, \(Fs < 3.21, ps > .08\). However, in contrast to associations not tested previously at T1 (see results above), no significant interaction between TMR and Encoding-order was seen at T2 for associations
previously tested at T1, $F(1, 28) = .03, p = .87, \eta_p^2 < .01$. Thus, prior testing at T1 appeared to reduce the influence of TMR during sleep, relative to associations not tested prior to sleep.

3.5. General discussion

In Chapter 2, I provided evidence that sleep, relative to wakefulness, increases inference for non-encoded, but overlapping associations. This is consistent with evidence for increases in inference following sleep (Lau et al., 2010). However, in contrast to the proposal that inference is driven by the formation of a generalised representation during sleep (Lau et al., 2010), the evidence presented in Chapter 2 suggested that inference is perhaps more likely to be supported by ‘on-the-fly’ processes at retrieval (Banino et al., 2016), as no evidence for mnemonic integration (as measured by retrieval dependency) was seen follow sleep. Here I used TMR to assess the role of memory reactivation during sleep, rather than sleep more generally (as in Chapter 2), in supporting inference and integration.

In contrast to the proposal that memory reactivation during sleep strengthens the association between overlapping information (Diekelmann & Born, 2010), I found no evidence to suggest that TMR during sleep promotes integration of open-loops (as measured by dependency), nor does it appear to improve participants’ ability to make inferences between related information (i.e., inferring that B-C are related after encoding A-B and A-C pairs). Instead, I provided evidence that TMR decreases memory performance for the second encoded association, and supported memory for the first encoded association of an open-loop (but this latter effect did not survive correction for multiple comparisons, and the Bayes factor only provide weak evidence in favour of this effect). Interestingly, the effect of TMR was only seen for pairwise associations that had not been tested prior to sleep.

Despite the long-standing proposal that sleep reduces forgetting (Jenkins & Dallenbach, 1924), recent work has shown that memory reactivation during sleep can lead to forgetting of
overlapping (or competing) memories, depending on the interval between encoding (Oyarzún et al., 2017) or their expected future reward (Antony et al., 2018). In line with this, the evidence presented here showed that memory reactivation during sleep can lead to forgetting of overlapping associations depending on their encoding order, even when the interval between the encoding of two pairwise associations is relatively short as compared to that used in Oyarzún et al. (2017).

At immediate test, retrieval accuracy for the first encoded associations was greater than that for the second encoded associations. If higher retrieval accuracy relates to greater associative strength, then it is possible that the first and second encoded associations differ in their mnemonic strength, presumably as an effect of proactive interference at encoding (see Postman, 1971 for review). Interestingly, previous work has suggested that sleep reduces proactive interference (Abel & Bäuml, 2014). There is also evidence to suggest that memory consolidation during sleep is sensitive to differences at encoding (Schmidt et al., 2006), and may prioritise the consolidation of weakly encoded information (Cairney et al., 2016; Drosopoulos et al., 2007; Schapiro et al., 2018). However, I provided evidence that retention for the second (or weakly) encoded associations decreased at a greater rate in the TMR, relative to the non-TMR condition. Although the precise mechanisms that underlie this pattern of forgetting is unclear, it is possible that re-exposing participants to specific auditory stimuli during sleep is more likely to lead to the reactivation of the first encoded association (given that greater memory performance is seen for this association prior to sleep) and results in the forgetting of the second encoded association of an open-loop. This would be consistent with evidence showing that the repeated retrieval of a ‘target’ memory during wakefulness can lead to retrieval-induced forgetting of a ‘competing’ memory representation (Anderson et al., 1994; Wimber et al., 2015).

Although evidence for better retention for the first encoded pairs was seen in the TMR, relative to non-TMR condition, this effect did not survive correction for multiple comparisons. It is
possible that any retention benefits may become more apparent over time as the effects of TMR do not always arise immediately following sleep (Cairney et al., 2018). However, retrieval-induced forgetting is thought to be due to the weakening of a competing memory, rather than the strengthening of the target memory (Anderson, Bjork, & Bjork, 2000). If TMR is more likely to lead to the reactivation of the first (or strongly) encoded association, then it is possible that the findings observed here may reflect a similar retrieval-induced forgetting effect that leads to decreases in retention for the second (or weakly) encoded association of an open-loop.

Retrieval-induced forgetting is associated with activity in the prefrontal cortex (Kuhl et al., 2007; Kuhl, Kahn, Dudukovic, & Wagner, 2008; Wimber et al., 2015, 2008), suggesting that retrieval-induced forgetting may be induced by a top-down, inhibitory mechanism (Anderson, 2003). Consistent with Oyarzún et al. (2017), the evidence presented here suggests that forgetting of a memory representation following repeated memory reactivation can occur during sleep, presumably in the absence of any conscious executive control. According to computational accounts (Norman, Newman, Detre, & Polyn, 2006; Norman, Newman, & Detre, 2007), retrieval-induced forgetting is due to differences in activation at retrieval, such that forgetting occurs when levels of activation differ between a ‘target’ and ‘competitor’ memory. This computational account of retrieval-induced forgetting may possibly explain the findings presented here, under the assumption that TMR is more likely to lead to greater levels of activation for the first, relative to second encoded association. Further work is needed to assess this possibility. However, if the findings reported here are due to differences in the level of activation for overlapping associations during TMR, then it is possible that the effect of TMR may differ when the mnemonic strength of associations from the same ‘event’ are relatively similar, as appears to be the case when overlapping pairwise associations are encoded in a closed-loop (Horner & Burgess, 2013, 2014).
It has been proposed that systems consolidation during sleep is supported by a set of hierarchically nested oscillations (Buzsáki, 1996). Slow-oscillations (~1Hz) originating in the neocortex are thought to provide the temporal frame for memory reactivation during sleep (Sirota & Buzsáki, 2005). Slow-oscillations extend into the thalamus (Massimini et al., 2004) where they are proposed to trigger the onset of sleep spindles (~12-15Hz) (Mölle et al., 2002). Importantly, increased densities of slow oscillations (Marshall et al., 2006) and sleep spindles (Bergmann et al., 2012; Mednick et al., 2013) have been shown to support memory consolidation during sleep. It is possible that the findings presented here are characterised by differences in the pattern of slow-oscillations and/or sleep spindles following auditory stimulation during sleep.

Oyarzún et al. (2017) showed that increased oscillatory activity in the beta band (15-30Hz) following TMR presentation was associated with forgetting. Consistent with this, increases in beta activity have been shown to predict retrieval-induced forgetting in wakefulness (Waldhauser, Johansson, & Hanslmayr, 2012). In contrast, theta activity has been associated with successful memory retrieval in wake (Düzel, Neufang, & Heinze, 2005) and to predict memory retention for associations between native words and their foreign translations following TMR (Schreiner, Göldi, & Rasch, 2015; Schreiner & Rasch, 2015). However, theta power has also been associated with retrieval-induced forgetting for overlapping memories in wakefulness. (Hanslmayr, Staudigl, Aslan, & Bäuml, 2010). As such, it is possible that differences in theta and beta activity following the offset of auditory stimulation during TMR may predict whether weakly and/or strongly encoded associations are retained or forgotten. Further work is needed to assess whether distinct oscillatory responses during TMR are associated with differences in retention for overlapping memory representations following sleep.

Interestingly, an effect of TMR on retention was not observed for open-loops tested prior to sleep. Retrieval practice has been shown to have robust effects on long-term retention (see
Roediger & Butler, 2011 for review). One proposal (Kornell, Bjork, & Garcia, 2011) holds that prior testing increases the strength of a memory representation, such that the memory may stay above a retrieval threshold after both a short and prolonged retention interval. It is possible that testing prior to sleep increases the mnemonic strength of open-loops, such that even weakly encoded associations of an open-loop become resistant to the effect of TMR during sleep. This would be consistent with evidence showing that sleep promotes the retention of memories subject to restudy, but not those retrieved prior to sleep (Bäuml, Holtermann, & Abel, 2014), suggesting that memory representations retrieved prior to sleep may be retained at a sufficiently high level to mitigate the role of sleep in memory consolidation. Curiously, most of the previous work assessing the effect of TMR during sleep on long-term memory has tended to focus on the retention of information tested prior to sleep. It is possible that the effects reported in previous work are obscured by the effect of prior testing.

3.6. Conclusion

I provided evidence that memory reactivation during sleep (as a function of TMR) does not support memory for overlapping associations equally. TMR during sleep was shown to lead to decreases in retention for the second (or weakly) encoded association of an open-loop; possibly as an effect of proactive interference at encoding, but this was dependent on whether an association was tested prior to sleep or not. These findings are consistent with previous work showing that TMR can, in some instances, lead to forgetting (Antony et al., 2018; Oyarzun et al., 2017).
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4. Holistic reinstatement of closed-loops following a period of forgetting and consolidation

4.1. Abstract

Research has shown that episodic memory retrieval is associated with the holistic, neocortical reinstatement of all event elements; a process supported by the hippocampus. However, it is not clear whether event-based representations continue to be retrieved in a holistic manner, nor whether the hippocampus continues to support holistic retrieval following a period of forgetting and consolidation. Here, I used fMRI to assess whether the retrieval of closed-loops is associated with the reinstatement of all event elements, even those incidental to the retrieval task, following a 24-hour delay. I provided evidence that closed-loops continue to be reinstated holistically in the neocortex following a period of forgetting and consolidation. However, while the strength of reinstatement for incidental closed-loop elements retrieved immediately after encoding correlated with activity in the hippocampus, the degree of reinstatement for elements incidental to retrieval did not correlate significantly with activity in the hippocampus for closed-loops retrieved 24-hours after encoding. These findings provide evidence that event-based representations continue to be retrieved in a holistic manner but suggest that the role of the hippocampus in holistic retrieval may decrease over a period of forgetting and consolidation.
4.2. Introduction

The process of retrieving an episodic memory has long been thought to involve the holistic retrieval of all aspects of a past event (Tulving, 1983). Despite this long-standing proposal, only recently has evidence emerged to demonstrate that event-based representations are reinstated in their entirety during retrieval (Horner et al., 2015). Although evidence for neocortical reinstatement of associative information has been shown previously (Johnson & Rugg, 2007; Polyn et al., 2005; Wheeler et al., 2000; Woodruff et al., 2005), Horner et al. (2015) showed that after learning the associations between, for instance, *kitchen-hammer*, *kitchen-Barack Obama*, and *Barack Obama-hammer*, cuing participants with *kitchen* and asking them to retrieve *Barack Obama* also led to increased activity in neocortical regions associated with the remaining ‘non-target’ element *hammer*, despite no explicit requirements to retrieve this element. The holistic reinstatement of all event elements in the neocortex - irrespective of whether the element is require to be retrieved or not - is consistent with Tulving's (1983) proposal that episodic memory is associated with holistic retrieval, and provides evidence for the idea that recollection is associated with all-or-none retrieval (Norman & O’Reilly, 2003).

Critically, Horner et al. (2015) showed that the strength of reinstatement for ‘non-target’ elements incidental to retrieval was correlated with activity in the hippocampus, providing evidence for all-or-none retrieval occurring via the computational process of pattern completion (see also Grande et al., 2019). This is consistent with the proposed role of pattern completion in models of the hippocampus as an associative memory network (Gardner-Medwin, 1976; Hopfield, 1982; McClelland et al., 1995; Treves & Rolls, 1992). However, standard theories of consolidation (e.g., McClelland et al., 1995; Squire & Alvarez, 1995) have proposed that event-based representations can be retrieved independently of the hippocampus after a period of consolidation. This proposal is motivated by observations that although
patients with hippocampal damage present with amnesia (Scoville & Milner, 1957; Vargha-Khadem, 1997), they often show a temporal gradient to their impairment, with remote events being relatively spared compared to more recent events (Schnider, Bassetti, Gutbrod, & Ozdoba, 1995; but see Sanders & Warrington, 1971). Consistent with standard theories of consolidation (e.g., McClelland et al., 1995; Squire & Alvarez, 1995), hippocampal activity associated with successful retrieval has been shown to decrease over a one-day interval (Takashima et al., 2006). Given this finding, it is possible that the correlation between activity in the hippocampus and the strength of the neocortical reinstatement effect observed in Horner et al. (2015) may decrease as a function of time. Consistent with this, connectivity between the hippocampus and neocortical regions associated with successful retrievals of object-location pairs has been shown to decrease over a 24-hour interval (Takashima et al., 2009).

In Horner et al. (2015), neocortical activity associated with the reinstatement of all event elements, even those incidental to retrieval, was only seen for ‘events’ where all possible pairwise associations had been learnt in a closed-loop associative structure. This is consistent with previous behavioural findings showing that while the separate encoding of three overlapping pairwise associations in a closed-loop results in retrieval dependency for all elements of an event, dependency is not seen when only two out of the three possible associations (e.g., kitchen and hammer, kitchen and Barack Obama, but not Barack Obama and hammer) are encoded in an open-loop (Horner & Burgess, 2014). Thus, it is only in the closed-loop condition where the pairwise associations appear to be bound into a coherent event representation (Horner et al., 2015; Horner & Burgess, 2014). Consistent with this, dependency for closed-loops is similar to that seen for three-element events formed on a single encoding trial (Horner & Burgess, 2014), suggesting that the closed-loop associative structure is critical for the formation of a coherent event-based representation in the absence of a distinct spatial-temporal context; as typically attributed to episodic memory (Tulving, 1983).
In Chapter 2, I used the presence of dependency to infer the coherence of an underlying event-based representation and showed that dependency is retained after a period of forgetting. If participants learn the associations between *Barack Obama, kitchen, and hammer* in a closed-loop (as in Horner et al., 2015; Horner & Burgess, 2014), the elements that make up this event do not appear to be forgotten independently, but instead tend to be forgotten in an all-or-none manner. This pattern of forgetting is consistent with behavioural evidence showing that recollection – a process thought to be supported by the hippocampus (Diana et al., 2010; Mayes et al., 2007) - decreases as a function of decay, rather than interference, between encoding and retrieval (Sadeh et al., 2016), and provides evidence that the rate of decay is relatively uniform within an ‘event’.

Here I asked, as event-based representations are forgotten, do we see decreases in neocortical activity associated with the reinstatement of elements incidental to retrieval. If event-based representations, or closed-loops more specifically, retain their coherence over a period of forgetting (as shown in Chapter 2) then evidence for neocortical reinstatement for elements incidental to retrieval should be seen not only immediately after encoding but also following a delay. For instance, if a participant learns the associations between *Barack Obama, kitchen, and hammer* and this closed-loop retains its coherence following a period of forgetting and consolidation, cueing the participant with *kitchen* should lead to the reinstatement of both *Barack Obama* and *hammer*, regardless of which of the elements are required to be retrieved.

Note that the argument here is that forgetting within an event should be sufficiently uniform for event-based representations to retain their coherence at retrieval. It is entirely possible that event-based representations change in some continuous manner over a period of forgetting. However, if the rate of forgetting within an event is sufficiently uniform for all elements within the same event to fall either above or below a given retrieval threshold (e.g., Norman & O’Reilly, 2003; Yonelinas, 1994) then closed-loops should continue to be retrieved in a holistic manner following a period of forgetting.
I also asked whether the correlation between activity in the hippocampus and the reinstatement of elements incidental to retrieval (as observed in Horner et al. (2015)) differs depending on whether closed-loops are retrieved immediately after encoding or after a 24-hour delay (if closed-loops indeed continue to be reinstated holistically). This is because although some evidence has shown that the role of the hippocampus in retrieval decreases over time (Niki & Luo, 2002; Piefke et al., 2003), a growing number of studies have supported a persistent role for the hippocampus in the recall of rich contextual ‘events’, irrespective of the age of the memory (Addis et al., 2004; Bonnici et al., 2012; Gilboa et al., 2004; Maguire et al., 2001; Ryan et al., 2001). This is consistent with the proposal that while event-based representations can gradually become represented in the neocortex in a gist-like manner, the retrieval of event-based representations, at least in their rich contextual form, will continue to be dependent on the hippocampus, regardless of the interval between encoding and retrieval (Nadel & Moscovitch, 1997; Winocur & Moscovitch, 2011).

I used a similar design to that developed in Horner and Burgess (2014) (see Figure 7). Across two encoding sessions, separated by ~24 hours, participants learnt a series of multi-element triplets; each consisting of three elements (famous people, locations and common objects). Triplets were ‘built up’ over two/three separate encoding trials with each trial consisting of the presentation of one of three possible pairwise associations for a triplet. This allowed for the formation of triplets with different associative structures: ‘closed-loops’ where all the pairwise associations are encoded, or ‘open-loops’ where only two out of the three possible pairwise associations are encoded. Although closed- and open-loops differ in the number of pairwise associations, previous findings have shown that the presence or absence of holistic retrieval during cued-recognition depends on whether pairwise associations form part of a closed- or open-loop, even when closed- and open-loops are matched in terms of pairwise associations, but not in the number of elements (Horner et al., 2015; Horner & Burgess, 2014). However, the critical question here is whether holistic reinstatement is seen for closed-loops retrieved
immediately after encoding and following a 24-hour delay. As such, open-loops serve as a baseline condition to assess the presence or absence of holistic retrieval for closed-loops retrieved immediately after encoding and following a period of forgetting and consolidation.

At retrieval, the learnt associations were tested in both directions (e.g., cue: kitchen, target: Barack Obama; cue: Barack Obama, target: kitchen) using six-alternative forced choice among elements of the same category from different closed- and open-loops. FMRI was used to assess neocortical activity for closed- and open-loops retrieved immediately after encoding and following a 24-hour delay. As in Horner et al. (2015), the analyses focused on identifying differences in retrieval activity between closed- and open-loops for elements required to be retrieved (i.e., cues and targets) and those incidental to retrieval (i.e., non-targets). As activity in the hippocampus has been shown to correlate with the degree of incidental reinstatement when closed-loops are retrieved immediately after encoding (Horner et al., 2015), I also assessed whether activity in the hippocampus correlated with the neocortical reinstatement of elements incidental to retrieval for closed-loops immediately after encoding and following a 24-hour delay. In short, the experiment asked (1) whether closed-loops are associated with the reinstatement of event elements incidental to retrieval after a period of forgetting and consolidation, and (2) whether the hippocampus correlates with the degree of incidental reinstatement for closed-loops retrieved following a period of forgetting and consolidation.

4.3. Methods

4.3.1. Participants

An effect size $d = .67$ for detecting a significant non-target reinstatement effect was calculated from previous work (Horner et al., 2015), with $n = 26$. Cohen’s $d$ was calculated from the reported $t$-statistic divided by the square root of the within-subject sample size (Lenth, 2006).
However, as forgetting is expected to occur when retrieval follows a delay, retrieval accuracy at delay is expected to be lower than in Horner et al. (2015). Pilot data, with \( n = 12 \), revealed \(-14\%\) decrease in retrieval accuracy for closed- and open-loops retrieved following a 24-hour delay, relative to performance (.64) seen in Horner et al. (2015), leading to an adjusted effect size \( d = .62 \). Using G*Power (Faul et al., 2009) and an effect size \( d = .62 \), I estimated that a sample size of \( n = 30 \) was required to detect a significant non-target reinstatement effect, if one is present, at a power of .90 and \( \alpha = .05 \).

Thirty-three, right-handed participants were recruited from the University of York student population. All participants gave written informed consent and took part in exchange for course credit or monetary compensation. Participants had either normal to corrected-to-normal vision and reported no history of neurological or psychiatric illness. Data from three participants could not be included in the final sample due to an excess of motion related artefacts in the imaging data (\( n = 1 \)) and memory accuracy not greater than chance (\(< -16.7\%\)) (\( n = 2 \)). Accordingly, the analyses included 30 participants (23 female) with a mean age of 22.23 years \( \pm 4.49 \) SD.

The experiment was approved by the York Neuroimaging Centre (YNiC) ethics committee, University of York, UK.

4.3.2. Materials

The stimuli consisted of 72 locations (e.g., Kitchen), 72 famous people (e.g., Barack Obama), and 72 common objects (e.g., hammer). From these, 72 random location-person-object triplets were generated for each participant. The term ‘triplet’ is used to refer to the three elements (location, person, object) that were assigned to the same associative structure (closed- or open-loop). 36 triplets were randomly assigned to the within-subject experimental conditions closed- vs open-loop. From these, 18 open- and closed-loops were randomly assigned to the experimental conditions delay vs no-delay. Thus, 18 triplets were randomly assigned to each
of the four within-subject experimental conditions: (1) open-loop, delay; (2) closed-loop, delay; (3) open-loop, no-delay; and (4) closed-loop, no-delay.

For closed-loops, all three possible pairwise associations for each triplet were encoded. For open-loops, only two out of the three possible pairwise associations were encoded. Triplets were never presented together at encoding or retrieval; only specific pairwise associations were encoded and retrieved for each triplet, depending on whether they were open- or closed-loops. Note that open-loops are equated to the closed-loops in the number of elements, but not in the number of associations. It has previously been shown (Horner et al., 2015; Horner & Burgess, 2014) that dependency is not seen for open-loops when three overlapping associations are encoded in an associative chain (e.g., kitchen-<i>hammer</i>, kitchen-<i>Barack Obama</i>, <i>Barack Obama</i>-dog), controlling for the number of associations (but not the number of elements). Any differences in retrieval between the two conditions in the current experiment are therefore unlikely to be driven by differences in the number of associations.

### 4.3.3. Procedure

The experiment consisted of two encoding sessions and a single retrieval session. Both encoding sessions took place outside the scanner and were separated by ~24 hours (<i>M</i> = 23 hr, 36 min), including overnight sleep. The retrieval session took place inside the scanner immediately after the second encoding session.

**Encoding.** During encoding, participants were presented with specific pairwise associations for each of the 72 triplets. Participants learnt one pairwise association per encoding trial. All pairwise associations were presented on a computer screen as words, with one item to the left and one item to the right of fixation. The left/right assignment was randomly chosen on each trial. The words remained on screen for 6s. Participants were instructed to imagine, as vividly as possible, the items interacting in a meaningful way for the full 6s. Each word-pair presentation was preceded by a 500-ms fixation and followed by a 500-ms blank screen. For
36 out of the 72 triplets, participants encoded all three possible pairwise associations; forming closed-loops. For the remaining 36 triplets, participants encoded two out of three possible pairwise associations; forming open-loops. 18 closed- and 18 open-loops were randomly assigned to one of the two encoding sessions, making a total of 90 encoding trials per encoding session.

**Figure 7** Experimental design. (A) Encoding. Participants saw multiple pairwise associations. They imagined each association ‘interacting in a meaningful way as vividly as possible’ for 6s. Each association was preceded by a 500-ms fixation and followed by a 500-ms blank screen. Participants encoded open- and closed-loop pairwise associations in an intermixed manner. In the open-loop condition, participants did not encode the third and final association (e.g., wallet-Beckham) (see D). Solid and dotted lines were not presented but highlight closed- (solid lines) and open-loops (dotted lines). (B) Retrieval. Participants were presented with a single cue and required to retrieve one of the other elements from the same triplet from among five foils (elements of the same type from other triplets) in 6s. Each cued-recognition trial was preceded by a 1s fixation and followed by a 1s blank screen. (C) The associative structures of closed-loops with example encoding order for three pairwise associations (numbers 1-3). (D) The associative structure of open-loops with example encoding order for the two pairwise associations (numbers 1-2). The third and final association (i.e., person-object in this example) is not shown to the participants.

Each encoding session consisted of three blocks of 18, 36, and 36 trials, respectively, with one pair from each triplet being presented during each block (participants were not made aware of this structure). During the first encoding block, only pairwise associations for closed-loops were presented. This ensured that the duration between encoding the last pairwise associations and retrieval was consistent for closed- and open-loops from each encoding session. In blocks two and three, the open- and closed-loop associations were randomly presented in an
intemixed manner. The presentation order was randomised for each block. A break of 10s would follow every 18 encoding trials.

Each open-loop consisted of a common element (e.g., if participants learnt location-person, and location-object, then location would be the common element). For each encoding session, six out of the total 18 open-loops were pseudo-randomly assigned to one of the three possible common elements (i.e., locations, people, or objects). The presentation order for open-loops across encoding blocks two and three was: (1) person-location, location-object; (2) location-object, object-person; (3) object-person, person-location. For each encoding session, closed-loops were pseudo-randomly rotated in the same manner. The presentation order for closed-loops across the three encoding blocks was: (1) person-location, location-object, object-person; (2) location-object, object-person, person-location; (3) object-person, person-location, location-object.

**Retrieval.** During retrieval, participants performed a six-alternative forced-choice cued-recognition task. On each trial, a cue and six possible targets were presented simultaneously on screen. The cue was presented in the middle of the screen with six possible targets; one target and five foils from the same category (e.g., if the target was *hammer*, the five foils would be other randomly selected objects from the other triplets, regardless of closed- vs open-loop or delay vs no-delay status), presented in two rows of three below the cue. Participants had a maximum of 6s to respond with a button response, that corresponded to the targets position on screen, and were instructed to be as accurate as possible in the time given. The position of the correct target was randomly selected on each retrieval trial. The cue and six targets were presented until a response was made (up to a maximum of 6s). Missing responses (i.e., responses that fell outside the 6s response window) \( (M = 2.52\% \pm 2.26 \text{ SD}) \) were treated as incorrect trials.

Each closed- and open-loop was tested with one of the cue-target associations (e.g., cue: person, target: location) in both directions across two retrieval blocks (total retrieval trials =
The presentation order was optimised to measure univariate BOLD activity in each of the four within-subject experimental conditions (i.e., open- vs closed-loop, delay vs no-delay) (optimisation algorithm available at https://osf.io/eh78w/). To avoid adaptation effects, cue-target associations from the same closed- or open-loop were never presented on successive trials and each block contained 18 null trials that each lasted 6s. In each block, cue-target associations belonging to nine closed- and nine open-loops encoded during the first encoding session, and nine closed- and nine open-loops encoded immediately before retrieval were tested, making a total of 180 retrieval trials, in addition to 18 null trials, per block. Each trial was preceded by a 1s fixation and followed by a 1s blank screen.

4.3.4. Behavioural analyses

A 2x2 (Loop x Delay) ANOVA was used for the behavioural analysis of retrieval accuracy and dependency (see Chapter 2 for description of how retrieval dependency is modelled), with the within-subject factor Loop referring to whether the triplets form closed- or open-loops, and Delay referring to whether closed- or open-loops were encoded immediately or 24 hours prior to retrieval. Note that for the dependency analysis, the dependent variable refers to the difference in the proportion of joint retrieval in the data and independent model (i.e., dependency). For the analysis of retrieval dependency, I also report t-tests comparing the proportion of joint retrieval in the data against the independent model.

Alpha was set to .05 (two-tailed) for all statistical tests. For each ANOVA, a $\eta^2_p$ effect size is reported, and for t-tests I report a Cohen’s $d$ effect size reflecting the mean difference between conditions divided by the pooled standard error (Lakens, 2013). All analyses (including fMRI; see below) were conducted using MATLAB (R2019a).

4.3.5. fMRI acquisition

All functional and structural volumes were acquired on a 3-Tesla Siemens MAGNETOM Prisma scanner equipped with a 64-channel phase array head coil. T2*-weighted slices were
acquired with echo-planar imaging (EPI). 48 axial slices (~0° tilt to the AC-PC line) per volume were acquired in an interleaved order with the following parameters: acquisition matrix = 64 x 64, repetition time = 1200-ms, echo time = 26-ms, flip angle = 75°, slice thickness = 3-mm, in-plane resolution = 3 x 3-mm, multi-band acceleration factor = 2. To allow for T1 equilibrium, the first three EPI volumes were acquired prior to the task and then discarded. As the retrieval phase varied in length across participants given each cued-recognition trial was self-paced (up to a maximum of 6s), the number of acquired volumes differed across participants. Note that the two retrieval blocks corresponded to two separate functional scanning runs. The mean number of volumes acquired during retrieval was 788.07 (range 614-955) and 760.70 (range 615-941) for the first and second retrieval block, respectively. A field map was acquired to allow for the correction of geometric distortions due to field inhomogeneities. For the purposes of co-registration and image normalisation, a whole-brain T1-weighted structural scan was acquired with a 1-mm³ resolution using a magnetisation-prepared rapid gradient echo (MPRAGE) pulse sequence.

4.3.6. fMRI analyses

Preprocessing. Image pre-processing was performed in SPM12 (https://www.fil.ion.ucl.ac.uk/spm/). EPI images were corrected for field inhomogeneity based on geometric distortions, and spatially realigned to the first image in the time series. EPI images were spatially normalised to MNI space with transformation parameters derived from warping each participant’s structural image to a T1-weighted average template image (using the DARTEL toolbox; Ashburner, 2007). EPI images were spatially smoothed with an isotropic 8-mm FWHM Gaussian kernel prior to analysis.

General analysis. At the first level, BOLD activity was modelled by a boxcar function from cue/target onset to the time a response was made (up to a maximum of 6s). The predicted BOLD response was then convolved with a canonical hemodynamic response function to produce regressors of interest. In addition to the main regressors of interest, all first-level
models included 13 regressors representing the movement parameter, and their derivatives, estimated during realignment, and a volume exclusion regressor. The volume exclusion regressor was defined as any volumes where the movement derivatives exceeded 1.5-mm translation (i.e., 0.5 x slice thickness) or 1° rotation. Parameter estimates for each regressor of interest were included in the second level analyses to identify consistent effects across participants. Unless otherwise stated, all second level models explicitly modelled subject effects. All effects reported outside the hippocampus are $p < .05$ FWE whole-brain corrected.

**Neocortical reinstatement.** The first level model included 24 regressors that related to all cue-target pairs (i.e., people-locations, people-objects, locations-people, locations-objects, objects-people, and objects-locations) for each of the four experimental conditions (open vs closed and delay vs no-delay). At the second level, regions that showed greater BOLD response to cueing/retrieving each element-type (i.e., cue/target), relative to when an element-type was not cued or required to be retrieved (i.e., non-target), collapsed across the four experimental conditions, were identified. This revealed three separate regions of interest across the three element-types. For each region of interest – defined as a 9-mm radius sphere centred on the peak coordinate - BOLD responses for each individual across all 24 regressors were extracted. The BOLD response when the element associated with a given region was either the cue, target, and non-target across the four experimental conditions was then calculated. As such, estimates of the BOLD response across 12 conditions (i.e., cue, target and non-target x closed- and open-loop x delay and no-delay) were obtained for each of the three regions of interest.

**Non-target reinstatement and correlated activity.** The first level model included four regressors corresponding to trials from each of the four experimental conditions (i.e., open-loop, delay; closed-loop, delay; open-loop, no-delay; and closed-loop, no-delay). At the second level, two separate models were created, one for the delay and one for the no-delay condition. Each model included a single regressor corresponding to the contrast between closed- and open-loops (i.e., open-loop vs closed-loops for the respective delay or no-delay
condition), and a further covariate that corresponded to the difference in non-target activity between the closed- and open-loop condition (for the respective delay or no-delay condition). The covariate was calculated by taking the mean difference between the closed- and open-loop conditions for the non-target element across the three regions of interest. This was done separately for the delay and no-delay conditions. Given the a priori hypothesis regarding the hippocampus, statistical effects in the bilateral hippocampus are $p < .05$ FWE SVC within a bilateral hippocampus mask. The bilateral hippocampus mask for SVC was created using the WFU PickAtlas toolbox (Maldjian, Laurienti, Kraft, & Burdette, 2003) with the hippocampus defined from the Automated Anatomical Labelling atlas (Tzourio-Mazoyer et al., 2002). Given that this analysis focused on identifying differences across participants, no subject effects were included.

### 4.4. Results

#### 4.4.1. Behaviour

**Retrieval accuracy.** Mean proportion correct (and standard deviations) across the four experimental conditions are presented in Table 12.

A 2x2 (Loop x Delay) ANOVA revealed significant effects of Loop, $F(1,29) = 21.91, p < .001$, $\eta_p^2 = .43$, and Delay, $F(1,29) = 18.22, p < .001$, $\eta_p^2 = .39$, with greater overall accuracy for closed, relative to open-loops, and for closed- and open-loops retrieved immediately after encoding, relative to those retrieved following a 24-hour delay. Consistent with findings reported in Chapter 2, the ANOVA also revealed a significant interaction between Loop and Delay, $F(1,29) = 6.48, p = .02$, $\eta_p^2 = .18$, with a greater difference in retrieval accuracy between closed- and open-loops at delay, relative to no-delay.
Table 12  Mean proportion correct (and standard deviations) and mean proportion of joint retrieval (and standard deviations) for the data and independent model at no delay (i.e., encoded immediately prior to retrieval) and delay (i.e., encoded 24 hours prior to retrieval) for closed- and open-loops.

<table>
<thead>
<tr>
<th>Delay</th>
<th>Loop</th>
<th>Proportion correct</th>
<th>Proportion of joint retrieval</th>
</tr>
</thead>
<tbody>
<tr>
<td>No delay</td>
<td>Open-loop</td>
<td>.61 (.21)</td>
<td>.62 (.14)</td>
</tr>
<tr>
<td></td>
<td>Closed-loop</td>
<td>.67 (.24)</td>
<td>.70 (.15)</td>
</tr>
<tr>
<td>Delay</td>
<td>Open-loop</td>
<td>.52 (.21)</td>
<td>.59 (.14)</td>
</tr>
<tr>
<td></td>
<td>Closed-loop</td>
<td>.62 (.25)</td>
<td>.69 (.13)</td>
</tr>
</tbody>
</table>

Retrieval Dependency. The mean proportion of joint retrieval (and standard deviations) for the data and independent model for closed- and open-loops at delay and no-delay are presented in Table 12. Figure 8 shows mean dependency (i.e., data – independent model) across delay vs no-delay and closed- vs open-loop.

Evidence for dependency was seen for closed-loops at both delay, \( t(29) = 5.30, p < .001, d = .38 \), and no-delay, \( t(29) = 3.22, p = < .01 , d = 21 \). No evidence for dependency was seen for open-loops at either delay, \( t(29) = 1.51, p = .14, d = .10 \), or no-delay, \( t(29) = 1.86, p = .07, d = .19 \) (but note the marginal \( p \)-value for open-loops at no-delay). A 2x2 (Loop x Delay) ANOVA revealed no significant effects of Loop nor Delay, \( F_s < 2.98, ps > .09 \), nor a significant interaction between Loop and Delay, \( F(1,29) = 35.2, p = .07, \eta^2_p = 0.11 \) (but note the marginal \( p \)-value). This interaction, albeit non-significant, appeared to be driven by a lack of a difference in dependency between closed- and open-loops at no-delay, \( t(29) = .27, p = .79, d = .07 \). Significantly greater dependency for closed, relative to open-loops, was seen at delay, \( t(29) = 3.06, p < .01, d = .75 \). It is possible that participants have inferred the associative nature of the overlapping pairs following the first encoding session (i.e., delay), leading to
increases in dependency for open-loops encoded during the second encoding session (i.e., no-delay). However, it is important to note that dependency is seen for closed-loops at both delay and no-delay.

![Figure 8 Dependency for open- and closed-loops at no-delay (i.e., encoded immediately prior to retrieval) and delay (i.e., encoded 24 hours prior to retrieval). Error bars represent ± 1 standard error. ns = not significant. *** p < .001, ** p < .01.](image)

**Retrieval dependency across element- and analysis-types.** In order to assess whether differences in retrieval dependency between closed- and open-loops varied across element-types (i.e., people, locations, and objects) or analysis-type (i.e., common cue or target), I here report a 2x2x3 (Loop x Element-type x Analysis-type) ANOVA for dependency separately for the delay and no-delay conditions. Consistent with the analysis reported above, the ANOVA revealed no significant main effects or interactions at no-delay, $F$s < 1.75, $p$s > .19. At delay, the ANOVA revealed a significant main effect of Loop, $F(1,29) = 9.38, p < .01, \eta^2_p = .24$, consistent with the main effect of Loop seen in the dependency analysis (collapsed across element- and analysis-type) at delay reported above. No other significant main effects or interactions were seen, $F$s < 3.07, $p$s > .09. Accordingly, I see no evidence for differences in retrieval dependency between closed-loops and open-loops as a function of the particular
element-type (i.e., people, locations, or objects) or analysis-type (i.e., whether a particular element was a common cue or target)

4.4.2. fMRI

**Reinstatement.** To look for differences in reinstatement as an effect of Loop or Delay, I first identified regions where BOLD activity differed between the retrieval of different element-types (i.e., people, locations, and objects), collapsed across the closed- vs open-loop and delay vs no-delay conditions. For example, in order to identify regions associated with the retrieval of people, retrieval trials where a person was either a cue or target were compared against trials where a person was neither the cue nor target.

The largest difference in BOLD activity for people was seen in the precuneus, for locations in the left parahippocampal gyrus, and for objects in the left middle temporal gyrus (see Table 13). Thus, as in Horner et al. (2015), people, locations, and objects produced different levels of activation in specific neocortical regions, suggesting that different element-types are reinstated in distinct neocortical regions. BOLD responses from these regions were then extracted and assessed in terms of how they differed depending on whether the element associated with that region was either a cue, target, or non-target (e.g., a trial where an object was the cue and a location was the target would constitute a non-target trial for people). If closed-loops are reinstated holistically (regardless of delay), then the region associated with the non-target (i.e., the precuneus in the above example) should show greater activity for closed-operative relative to open-loops (as non-target reinstatement is not expected to occur for open-loops).

A 3x3x2 (Element-status x Region x Delay) ANOVA (with the dependent variable referring to differences in BOLD activity for closed- vs open-loops computed from the extracted BOLD responses) revealed a significant interaction between Element-status (i.e., cue vs target vs non-target) and delay (i.e., no-delay vs delay), $F(1,58) = 3.74$, $p = .03$, $\eta^2_p = .11$. 
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Table 13 Clusters and peaks showing element-specific whole brain activity for people, locations, and objects (\(p < .05\) FWE; cluster size > 30). L = Left hemisphere; R = Right hemisphere.

<table>
<thead>
<tr>
<th>Region</th>
<th>Voxels</th>
<th>X</th>
<th>Y</th>
<th>Z</th>
<th>Z score</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>People</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Precuneus cortex</td>
<td>496</td>
<td>3</td>
<td>-54</td>
<td>27</td>
<td>&gt; 8</td>
</tr>
<tr>
<td>L Lingual gyrus</td>
<td>1546</td>
<td>-12</td>
<td>-90</td>
<td>-3</td>
<td>&gt; 8</td>
</tr>
<tr>
<td>Frontal medial cortex</td>
<td>273</td>
<td>-3</td>
<td>51</td>
<td>-9</td>
<td>&gt; 8</td>
</tr>
<tr>
<td>L Middle temporal gyrus</td>
<td>184</td>
<td>-63</td>
<td>-6</td>
<td>-15</td>
<td>&gt; 8</td>
</tr>
<tr>
<td>Superior frontal gyrus</td>
<td>214</td>
<td>-6</td>
<td>57</td>
<td>30</td>
<td>&gt; 8</td>
</tr>
<tr>
<td>R Middle temporal gyrus</td>
<td>73</td>
<td>63</td>
<td>-3</td>
<td>-21</td>
<td>7.45</td>
</tr>
<tr>
<td><strong>Locations</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L Parahippocampal gyrus</td>
<td>153</td>
<td>-27</td>
<td>-36</td>
<td>-15</td>
<td>&gt; 8</td>
</tr>
<tr>
<td>L Precuneus cortex</td>
<td>107</td>
<td>-12</td>
<td>-54</td>
<td>12</td>
<td>&gt; 8</td>
</tr>
<tr>
<td>R Precuneus cortex</td>
<td>99</td>
<td>15</td>
<td>-48</td>
<td>9</td>
<td>&gt; 8</td>
</tr>
<tr>
<td>L Lateral occipital cortex</td>
<td>223</td>
<td>-39</td>
<td>-81</td>
<td>33</td>
<td>&gt; 8</td>
</tr>
<tr>
<td>R Parahippocampal gyrus</td>
<td>66</td>
<td>27</td>
<td>-30</td>
<td>-18</td>
<td>7.50</td>
</tr>
<tr>
<td><strong>Objects</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L Middle temporal gyrus</td>
<td>303</td>
<td>-54</td>
<td>-57</td>
<td>-3</td>
<td>7.33</td>
</tr>
<tr>
<td>L Frontal pole</td>
<td>114</td>
<td>-48</td>
<td>42</td>
<td>15</td>
<td>6.57</td>
</tr>
<tr>
<td>L Supramarginal gyrus</td>
<td>77</td>
<td>-60</td>
<td>-33</td>
<td>45</td>
<td>5.74</td>
</tr>
<tr>
<td>L Inferior frontal gyrus</td>
<td>35</td>
<td>-42</td>
<td>6</td>
<td>21</td>
<td>5.55</td>
</tr>
</tbody>
</table>
Further analysis revealed a significant effect of Element-status at delay, $F(2,58) = 3.39, p = .04, \eta^2_p = .11$. I saw no evidence for an effect of Element-status at no-delay, $F(2,58) = 1.37, p = .26, \eta^2_p = .05$. To interrogate this effect further, I compared BOLD activity in the closed- vs open-loop conditions separately for the delay and no-delay conditions. In both the delay and no-delay conditions, I assessed whether BOLD activity differed between closed and open-loops separately for cue, target, and non-target trials. At delay, closed-loops, relative to open-loops, showed greater activity during non-target trials, $t(29) = 3.58, p < .01, d = .32$, but not for cue, $t(29) = 1.23, p = .23, d = .11$, nor target trials, $t(29) = 1.21, p = .24, d = .09$. Activity for closed-loops did not differ significantly from open-loops for neither cue, target nor non-target trials at no-delay, $t(< 1.51, ps > .14$ (see Figure 9B).

**Figure 9** (A) Cortical regions showing activation differences for people, locations, and objects. (B) Mean difference (collapsed across precuneous, left parahippocampal cortex, and left middle temporal gyrus for people, locations, and objects, respectively) in BOLD activity for closed vs open-loops for cue, target and non-target trials at no-delay and delay. Error bars represent ± 1 standard error. *ns* = not significant. **p < .01.

Horner et al., (2015) previously observed a non-target reinstatement effect for closed-loops retrieved immediately after encoding, and as such the failure to replicate this effect was not
expected. However, the absence of a difference between closed- and open-loops at no-delay is perhaps consistent with the lack of a significant behavioural difference in dependency between closed- and open-loops at no-delay. Given that marginal evidence for dependency was seen for open-loops at no-delay, it is possible that this open-loop condition is obscuring a possible non-target reinstatement effect in the closed-loop condition. To account for this possibility, I compared BOLD activity for cue, target, and non-target trials for closed-loops at no-delay with BOLD activity for cue, target, and non-target trials for open-loops at delay. This is because no evidence for dependency was seen for open-loops retrieved after a delay, and as such they may act as a more appropriate baseline for assessing the presence of non-target reinstatement at no-delay (relative to open-loops at no-delay).

The comparison between closed-loops at no-delay vs open-loops at delay revealed that BOLD activity was significantly greater for closed-loops, relative to open-loops, for the non-target trials, $t(29) = 3.82, p < .001, d = .44$. No significant difference in BOLD activity was seen for target trials, $t(29) = 1.03, p = .31, d = .11$, but a difference was seen for cue trials, $t(29) = 2.33$, $p = .03, d = .22$ (see Figure 11A). This effect for cue trials did not survive correction for multiple comparisons. Thus, when using a baseline where no marginal evidence for dependency is seen for open-loops (i.e., open-loops at delay), I see evidence for non-target reinstatement for closed-loops in both the delay and no-delay condition. A comparison between this baseline estimate (i.e., closed-loops at no-delay vs open-loops at delay) and the difference between closed- and open-loops seen at delay (i.e., closed-loops at delay vs open-loops at delay), showed that BOLD activity associated with the reinstatement for non-target trials at delay did not differ significantly from that at no-delay, $t(29) = 1.11, p = .28, d = 21$.

The 3x3x2 (Element-status x Region x Delay) ANOVA also revealed a significant main effect of Region, $F(2,58) = 5.35, p < .01, \eta_p^2 = .16$. The factor Region refers to the three regions showing the largest BOLD response to each of the element-types (i.e., people, locations, and objects). These regions (i.e., precuneus, parahippocampal gyrus, and middle temporal gyrus)
span superficial and deep cortical areas, and as such it is perhaps not surprising that the difference in BOLD activity between closed- and open-loops might differ across the three regions. In particular, regions within the medial temporal lobes, such as the parahippocampal gyrus, are sensitive to signal distortion and signal loss due to field inhomogeneities (Olman, Davachi, & Inati, 2009; Weiskopf, Hutton, Josephs, & Deichmann, 2006). Note that power calculations for the current sample size were estimated from Horner et al. (2015) where the difference in BOLD activity for closed and open-loops is collapsed across three regions of interest. It is possible that a larger sample size is needed to adequately assess differences in BOLD activity across the three regions used here (in particular regions sensitive to signal loss and distortion, such as the parahippocampal gyrus), as compared to when activity is collapsed across all three regions.

The ANOVA also revealed a significant three-way interaction between Element-status, Region, and Delay, $F(4,116) = 2.79, p = .03, \eta^2_p = .09$. To interrogate this three-way interaction further, I performed a 2x2 (Element-status x Region) ANOVA separately for the delay and no-delay condition. At delay, the ANOVA revealed a significant main effect of Region, $F(2,58) = 3.93, p = .03, \eta^2_p = .12$, with differences in BOLD activity for closed- and open-loops (collapsed across cue, target, and non-target trials) being significantly greater in regions associated with the reinstatement of people (i.e., precuneus), relative to locations (i.e., parahippocampal gyrus), $t(29) = 3.09, p < .01, d = .59$, and objects (i.e., medial temporal gyrus) relative to locations, $t(29) = 2.44, p = .02, d = .51$. Consistent with the main analysis, the 2x2 (Element-status x Region) ANOVA at delay revealed a significant effect of Element-status, $F(2,58) = 3.39, p = .04, \eta^2_p = .11$. Critically, this effect of Element-status did not significantly interact with Region, $F(4,116) = 1.34, p = .34, \eta^2_p = .04$.

At no-delay, the ANOVA also revealed a significant effect of Region $F(2,58) = 4.10, p = .02, \eta^2_p = .12$, with a greater difference in BOLD activity for closed- and open-loops (collapsed across cue, target, and non-target trials) in the region associated with the reinstatement of
objects compared to locations, $t(29) = 2.36, p = .03, d = .48$. A borderline effect was also seen between BOLD activity associated with the reinstatement of objects, relative to people, $t(29) = 2.01, p = .05, d = .32$. No other significant effects or interactions were seen, $F$s < 1.86, $p$s > .12.

**Non-target reinstatement and correlated activity.** The above analysis provided evidence that closed-loops retain their coherence over a 24-hour delay. Specifically, the analysis showed that non-target elements are reinstated during retrieval for closed-loops and that the level of reinstatement seen after a 24-hour delay does not differ from closed-loops retrieved immediately after encoding (when comparing closed-loops at no-delay vs open-loops at delay).

In previous work, Horner et al. (2015) showed that the strength of reinstatement during non-target trials correlated with hippocampal activity. To assess whether the role of the hippocampus may differ for closed-loops retrieved immediately after encoding and following a 24-hour delay, I looked for differences in activity, across participants, during retrievals for closed- and open-loop trials that correlated with differences between closed- and open-loops in cortical activity during non-target trials, separately for delay and no-delay condition.

Interestingly, while multiple regions that have previously been associated with recollection (see Kim, 2010; Rugg & Vilberg, 2013; Spaniol et al., 2009 for review) correlated with the difference in non-target reinstatement between closed- and open-loops at no-delay on a whole brain level, only the posterior left middle frontal gyrus (MFG) correlated with the non-target reinstatement effect at delay on a whole brain level (see Table 14).
Table 14 Clusters and peaks showing whole-brain regions correlating with differences in cortical activity for non-target trials between closed- and open-loops at delay and no-delay ($p < .05$ FWE, cluster size > 5). L = Left hemisphere; R = Right hemisphere.

<table>
<thead>
<tr>
<th>Region</th>
<th>Voxels</th>
<th>X</th>
<th>Y</th>
<th>Z</th>
<th>Z score</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Delay</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L Middle frontal gyrus</td>
<td>6</td>
<td>-39</td>
<td>-3</td>
<td>63</td>
<td>5.22</td>
</tr>
<tr>
<td><strong>No-delay</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Paracingulate gyrus</td>
<td>159</td>
<td>9</td>
<td>45</td>
<td>9</td>
<td>5.96</td>
</tr>
<tr>
<td>R Cerebellum</td>
<td>27</td>
<td>27</td>
<td>-42</td>
<td>-42</td>
<td>5.50</td>
</tr>
<tr>
<td>R Angular gyrus</td>
<td>24</td>
<td>48</td>
<td>-57</td>
<td>15</td>
<td>5.34</td>
</tr>
<tr>
<td>L Lateral occipital cortex</td>
<td>79</td>
<td>-57</td>
<td>-69</td>
<td>-9</td>
<td>5.31</td>
</tr>
<tr>
<td>Cingulate gyrus</td>
<td>57</td>
<td>0</td>
<td>-39</td>
<td>42</td>
<td>5.27</td>
</tr>
<tr>
<td>R Lateral occipital cortex</td>
<td>16</td>
<td>45</td>
<td>-75</td>
<td>-15</td>
<td>5.14</td>
</tr>
<tr>
<td>L Paracingular gyrus</td>
<td>15</td>
<td>-15</td>
<td>42</td>
<td>-3</td>
<td>5.12</td>
</tr>
<tr>
<td>R Cerebellum</td>
<td>10</td>
<td>45</td>
<td>-57</td>
<td>-30</td>
<td>5.12</td>
</tr>
<tr>
<td>R Middle temporal gyrus</td>
<td>18</td>
<td>54</td>
<td>-9</td>
<td>-15</td>
<td>5.12</td>
</tr>
<tr>
<td>R Precuneus cortex</td>
<td>38</td>
<td>15</td>
<td>-51</td>
<td>12</td>
<td>5.05</td>
</tr>
<tr>
<td>Cerebellum</td>
<td>9</td>
<td>-9</td>
<td>-66</td>
<td>-36</td>
<td>5.02</td>
</tr>
<tr>
<td>L Middle temporal gyrus</td>
<td>13</td>
<td>-60</td>
<td>-36</td>
<td>-6</td>
<td>4.95</td>
</tr>
<tr>
<td>R Lingual gyrus</td>
<td>6</td>
<td>15</td>
<td>-48</td>
<td>0</td>
<td>4.92</td>
</tr>
<tr>
<td>R Superior temporal gyrus</td>
<td>8</td>
<td>54</td>
<td>-33</td>
<td>6</td>
<td>4.91</td>
</tr>
<tr>
<td>R Supramarginal gyrus</td>
<td>11</td>
<td>48</td>
<td>-42</td>
<td>12</td>
<td>4.87</td>
</tr>
<tr>
<td>Cingular gyrus</td>
<td>7</td>
<td>0</td>
<td>-6</td>
<td>45</td>
<td>4.82</td>
</tr>
</tbody>
</table>
Within the bilateral hippocampal mask, I saw that differences in BOLD activity for non-target trials correlated with hippocampal activity (consistent with Horner et al., 2015) at no-delay (see Table 15). However, no correlated activity in the hippocampus was seen at delay, suggesting that the role of the hippocampus in non-target reinstatement may differ for closed-loops retrieved immediately after encoding and those retrieved 24-hours after encoding.

Table 15 Clusters and peaks showing regions within the bilateral hippocampal mask correlating with differences in cortical activity for non-target trials between closed- and open-loops at no-delay ($p < .05$ FWE SVC, cluster defining threshold $p < .001$ uncorrected). L = Left hemisphere; R = Right hemisphere.

<table>
<thead>
<tr>
<th>Region</th>
<th>Voxels</th>
<th>X</th>
<th>Y</th>
<th>Z</th>
<th>Z score</th>
</tr>
</thead>
<tbody>
<tr>
<td>No-delay</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L Fusiform gyrus</td>
<td>4</td>
<td>-36</td>
<td>-18</td>
<td>-21</td>
<td>4.29</td>
</tr>
<tr>
<td>L Hippocampus</td>
<td>24</td>
<td>-12</td>
<td>-39</td>
<td>3</td>
<td>4.10</td>
</tr>
<tr>
<td>L Hippocampus</td>
<td>5</td>
<td>-33</td>
<td>-12</td>
<td>-12</td>
<td>3.92</td>
</tr>
<tr>
<td>R Parahippocampal gyrus</td>
<td>6</td>
<td>24</td>
<td>-39</td>
<td>-3</td>
<td>3.56</td>
</tr>
<tr>
<td>R Hippocampus</td>
<td>1</td>
<td>18</td>
<td>-36</td>
<td>0</td>
<td>3.53</td>
</tr>
</tbody>
</table>

To assess this possibility further, I identified regions in the hippocampus that showed greater BOLD activity to closed-, relative to open-loops (across all retrieval trials) at delay and no-delay. This analysis revealed a significant effect in the left hippocampus (peak: -21, -36, 6) for the delay condition. Note that the same left hippocampal effect (peak: -21, -36, 6) was seen for the no-delay condition, but only at a lenient uncorrected threshold ($p < .05$). This is perhaps not unexpected given the absence of a difference in BOLD activity between closed- and open-
loops retrieved immediately after encoding, however the purpose of this analysis was only to identify voxels in the hippocampus, in a relatively non-biased manner (in contrast to the hippocampal regions identified in the above analysis (see Table 15)), to then correlate with non-target reinstatement in the neocortex.

**Figure 10** Correlation between the difference in hippocampal activity during the retrieval of closed- vs open-loops (hippocampal ROI defined as a 9-mm radius sphere centred on the peak coordinate from the closed- vs open-loop contrast; peak: -21, -36, 6) and the mean difference (collapsed across precuneus, left parahippocampal cortex, and left middle temporal gyrus for people, locations, and objects, respectively) in BOLD activity during non-target retrieval for closed vs open-loops.

Consistent with the analysis reported above, I saw that activity from the closed- vs open-loop contrast in the hippocampus (i.e., mean activity per participants) correlated with participants’ non-target reinstatement at no-delay, \( r = .47, p < .01 \). No significant correlation between hippocampal activity and non-target reinstatement was seen at delay, \( r = .17, p = .36 \) (see Figure 10). Importantly, a significant correlation was also seen between hippocampal activity and non-target reinstatement when contrasting closed-loops at no-delay with open-loops at delay, \( r = .63, p < .001 \) (see Figure 11B) suggesting that the correlation seen at no-delay is not an artefact of the particular open-loop baseline used (i.e., open-loops at delay vs open-loops at no-delay).
Figure 11 (A) Mean difference (collapsed across precuneous, left parahippocampal gyrus, and left middle temporal gyrus for people, locations, and objects, respectively) in BOLD activity for closed-loops at no delay vs open-loops at delay for cue, target and non-target trials. Error bars represent ± 1 standard error. * p < .05 (uncorrected), *** p < .001. (B) Correlation between the difference in hippocampal activity during the retrieval of closed-loops at no-delay vs open-loops at delay (hippocampal ROI defined as a 9-mm radius sphere centred on the peak coordinate from the closed- vs open-loop contrast; peak: -21, -36, 6) and the mean difference (collapsed across precuneous, left parahippocampal cortex, and left middle temporal gyrus for people, locations, and objects, respectively) in BOLD activity during non-target retrieval for closed-loops at no-delay vs open-loops at delay.

A comparison between the correlation observed at delay and no-delay revealed that the correlation between the closed- vs open-loop contrast in the hippocampus and participants’ non-target reinstatement effect in the neocortex did not differ significantly between the delay and no-delay conditions, Z = 1.24, p = .21. Note though that the comparison of the correlation between hippocampal activity and non-target reinstatement at delay and the correlation seen when contrasting closed-loops at no-delay with open-loops at delay revealed a significant difference between the two correlations, Z = 2.09, p = .04, but this correlation did not survive correction for multiple comparisons.

4.5. General discussion

In Chapter 2, I provided behavioural evidence that closed-loops are associated with retrieval dependency after a period of forgetting. Here, I provide fMRI evidence in support of this and show that closed-loops continue to be retrieved holistically following a 24-hour interval
between encoding and retrieval. Retrieval dependency was seen for closed-loops retrieved immediately after encoding and, critically, following a 24-hour delay. Consistent with this behavioural evidence, neocortical reinstatement of elements incidental to retrieval was observed for closed-loops retrieved 24 hours after encoding. For example, when cued with a location (e.g., kitchen) and asked to retrieve an object (e.g., hammer), activity was seen in cortical regions ‘representing’ the associated person (e.g., Barack Obama). The level of non-target reinstatement seen at delay was equivalent to that seen for closed-loops retrieved immediately after encoding (when comparing closed-loops at no-delay vs open-loops at delay), providing support for the behavioural evidence presented in Chapter 2 suggesting that closed-loops retain their coherence following a period of forgetting.

Reinstatement of non-target elements is thought to be a consequence of pattern completion in the hippocampus (Horner & Doeller, 2017). Consistent with this, Horner et al. (2015) previously showed that differences in neocortical reinstatement of non-target elements between closed- and open-loops correlated with differences in activity in the hippocampus. Furthermore, recent evidence has shown that the correlation between non-target reinstatement and the hippocampus involves the CA3 subregion of the hippocampus (Grande et al., 2019), consistent with the proposed role of CA3 in pattern completion (Neunuebel & Knierim, 2014). Here, I observed that differences between closed- and open-loops in the reinstatement for non-target elements retrieved immediately after encoding correlated with differences in activity between closed- and open-loops in the hippocampus; providing further support for the role of the hippocampus in the holistic retrieval of event-based representations (Cohen & Eichenbaum, 1993; Eichenbaum, Yonelinas, & Ranganath, 2007; Mayes et al., 2007). The involvement of the hippocampus in neocortical reinstatement for closed-loops – in the absence of a significant difference when comparing non-target trials for closed- and open-loops at no-delay (rather than closed-loops at no-delay and open-loops at delay) – suggests that the overlapping associative structure formed during the encoding of closed-loops differs from the
associations formed during the encoding of open-loops, even when marginal behavioural evidence for dependency is seen for open-loops.

It is possible that mnemonic generalisation (Shohamy & Wagner, 2008), or reactivation during encoding (Zeithamova et al., 2012) of two overlapping associations, encoded as open-loops, can lead to increases in dependency. For example, when a participant encodes the associations *kitchen-Barack Obama*, and *Barack Obama-hammer*, the reinstatement of *Barack Obama* during the encoding of *Barack Obama* and *hammer* may strengthened the association between *kitchen* and *hammer*, leading to dependency in the absence of explicitly encoding all the possible associations. It is also possible that changes in encoding strategies, when the associative structure of the overlapping pairs becomes apparent to the participants, can lead to dependency for open-loops. It has been argued that the use of within-subjects designs can lead to transfers of encoding strategies that are optimal for one condition, but not another, when conditions are interleaved randomly (as in the current experiment) (Poulton, 1982). Participants have perhaps inferred the associative nature of the overlapping pairs following the first encoding session (i.e., delay) and used a different encoding strategy for the second encoding session (i.e., no-delay) leading to changes in dependency for both open- and closed-loops.

However, consistent with Horner et al. (2015), the correlation between differences in non-target reinstatement and hippocampal activity between closed- and open-loops observed here, even when BOLD activity at retrieval does not differ significantly between closed- and open-loops (when comparing non-target trials for closed- and open-loops at no-delay), suggests that the explicit encoding of all possible associations in a closed-loop associative structure may be a necessary boundary condition for the occurrence of pattern completion (Horner et al., 2015). For instance, Horner et al. (2015) showed that activity in the hippocampus, specifically during the encoding of the third, and final pair (e.g., *kitchen-hammer*) predicted performance for the other two associations (e.g., *kitchen-Barack Obama* and *Barack Obama-hammer*) in the
closed-loop condition, but not for open-loops consisting of an associative chain of three pairwise associations (e.g., kitchen-hammer, kitchen-Barack Obama, Barack Obama-dog). This is consistent with evidence suggesting that activity in the hippocampus immediately following the offset of a naturalistic ‘event’ may reflect the integration of event elements into a coherent event representation (Ben-Yakov & Dudai, 2011).

No significant correlation between hippocampal activity and the neocortical reinstatement of non-target elements was observed for closed-loops retrieved following a 24-hour delay. Note though that the correlation between hippocampal activity and neocortical reinstatement of elements incidental to retrieval did not differ significantly for closed-loops retrieved immediately after encoding and following a 24-hour delay. Interestingly, the absence of a significant correlation was seen despite evidence for non-target reinstatement occurring at delay. This observation is consistent with previous findings showing that the role of the hippocampus in retrieval of episodic memories decreases following a period of consolidation (Niki & Luo, 2002; Piefke et al., 2003; Watanabe et al., 2012). The sparse activity patterns and high neural density of the hippocampus are thought to provide the ideal mechanism for the initial acquisition and retrieval of an event-based representation (McClelland et al., 1995; McNaughton & Morris, 1987; Norman & O’Reilly, 2003; Treves & Rolls, 1994). However, over a period of consolidation, gradual adjustments to synaptic connections between cortical neurons representing elements from the same event are thought to allow for the formation of a neocortical representation that can be retrieved independently of the hippocampus (McClelland et al., 1995). Consistent with this, previous work has shown that connectivity between neocortical regions representing two associated elements increases over a 24-hour interval that includes a night of sleep (Takashima et al., 2009)

McClelland et al. (1995) (but see Kumaran, Hassabis, & McClelland, 2016) have argued that this consolidation process is relatively protracted with differences in hippocampal activity between recent and remote memories only emerging after days, weeks, or months. However,
evidence from a rodent study has shown that the consolidation of an initially hippocampal-dependent memory representation can occur rapidly when memory formation is supported by pre-existing knowledge (Tse et al., 2007). Tse et al. (2007) showed that rats were able to learn two flavour-place associations following a single exposure when the novel associations were supported by flavour-place associations learnt previously in the same spatial context. Importantly, these associations persisted in memory even when the hippocampus was surgically removed two days after learning, suggesting that recently formed memory representations can rapidly become independent of the hippocampus if they are supported by pre-existing knowledge. This is consistent with evidence showing that patients with amnesia can more readily learn the associations between household items and their prices if the prices in question are congruent with the patients pre-existing knowledge of an items ‘market value’ (Kan, Alexander, & Verfaellie, 2009).

The paradigm used here requires participants to encode triplets consisting of famous people, locations, and common objects. Thus, it is possible that participants can draw on their pre-existing knowledge of the elements during encoding. As such, the retrieval of closed- and open-loops may not only require the reinstatement of the specific elements associated with a particular ‘event’, but also participants’ conceptual knowledge recruited during the encoding of the pairwise associations (Renoult, Irish, Moscovitch, & Rugg, 2019). It is possible that participants’ pre-existing knowledge about the elements and/or the congruency of the pairwise associations may accelerate the rate of consolidation (e.g., Tse et al., 2011). Although the elements used in the current experiment were well-known examples of famous people, locations, and common objects, the people-location-object triplets were randomly created for each participant. Further work is needed to assess whether differences in the conceptual congruency of individual triplets may lead to differences at immediate and delayed retrieval on both a behavioural and neural level.
The findings presented here provided evidence to support standard consolidation theories (e.g., McClelland et al., 1995; Squire & Alvarez, 1995). However, it is less clear what the absence of a significant correlation between hippocampal activity and neocortical reinstatement might imply for the retrieval of the underlying memory representation. At encoding, participants are explicitly instructed to try and imagine the associations interacting in a vivid and meaningful way in order to encourage deeper and more elaborative encoding (Paivio, 1969). It is possible that the absence of a significant correlation between hippocampal activity and the neocortical reinstatement of non-target elements at delay might reflect a ‘loss’ of the elaborative context established at encoding (e.g., Addis et al., 2004; Geib, Stanley, Wing, Laurienti, & Cabeza, 2017; Gilboa et al., 2004). This is in light of the proposal that the involvement of the hippocampus is necessary for reinstating event-based representations in their original and rich contextual form (Winocur & Moscovitch, 2011). As such, the elements that make up a closed-loop can still be reinstated in their entirety following a delay - without the involvement of the hippocampus - but the contextual details of the ‘event’ might be forgotten. This proposal would be consistent with evidence showing that peripheral details of an event are forgotten more rapidly than central, gist-like details (Sekeres et al., 2016), and evidence showing that memory for contextual details surrounding an event tends to be impaired following hippocampal damage (St-Laurent, Moscovitch, Levine, & McAndrews, 2009; Steinvorth, Levine, & Corkin, 2005). This proposal would, nevertheless, be premature given the evidence presented here. Further work is needed to reveal whether the reinstatement of elements belonging to closed-loops retrieved immediately after encoding and following a 24-hour delay differ in some qualitative manner. It is also important to note that the correlation between hippocampal activity and neocortical activity associated with the reinstatement of non-target elements did not differ significantly between closed-loops retrieved immediately after encoding and following a 24-hour delay. Thus, the extent to which strong claims can be made about the absence of a significant correlation between hippocampal activity and neocortical reinstatement following a delay is limited.
On a whole brain level, regions within the default mode network (Buckner, Andrews-Hanna, & Schacter, 2008) correlated with the reinstatement of non-target elements retrieved immediately after encoding. In light of the proposed role of the default mode network in ‘scene construction’ (see Hassabis & Maguire, 2007 for review) and self-generated thought (Mason et al., 2007), it is possible that the correlation between the regions observed here and non-target reinstatement may reflect an internalised process at retrieval that reconstructs the ‘event’ formed at encoding, independently of the explicit demands of the cued-recognition task used here. This would be consistent with the proposal that the default mode network may support recollection via a process that is ‘constructive’ in nature (Addis, 2018). Note though that some regions that showed correlated activity with differences in non-target reinstatement for closed- and open-loops overlap with regions showing BOLD activation differences for the different element-types (i.e., people, locations, and objects), and as such it is difficult to disentangle the effects of the retrieval of the elements themselves and any internalised mental activity at retrieval.

Only the left MFG correlated with differences in non-target reinstatement for closed- and open-loops retrieved 24-hours after encoding. The left MFG has previously been associated with retrieval effort (Buckner, Koutstaal, Schacter, Wagner, & Rosen, 1998) and retrieval monitoring processes (Achim & Lepage, 2005; Dobbins, Foley, Schacter, & Wagner, 2002). However, the coordinates reported here refer to a more posterior portion of the MFG that overlaps with the precentral gyrus. It is therefore not clear whether the activation observed here could be considered functionally equivalent to that reported in previous work. Further work is needed to assess the exact contributions of regions identified on the whole brain level to the reinstatement of elements incidental to retrieval, both immediately after encoding and following a delay.
4.6. Conclusion

I provided evidence for holistic reinstatement for closed-loops retrieved following a period of forgetting and consolidation. This is consistent with behavioural findings reported in Chapter 2, suggesting that event-based representations retain their coherence following a period of forgetting. However, despite the proposed role of the hippocampus in episodic memory retrieval (Aggleton & Brown, 1999; Eichenbaum et al., 2007; Mayes et al., 2007), I observed no (significant) evidence that the ‘incidental’ reinstatement of closed-loops elements was supported by the hippocampus following a period of forgetting and consolidation. This finding provides some support for the proposal that the role of the hippocampus in recollection may decrease following a period of consolidation (McClelland et al., 1995; Squire & Alvarez, 1995).
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5. General discussion

5.1. Summary of findings

In this thesis, I aimed to assess how event-based memories changed over a period of consolidation and forgetting. I used a paradigm developed in Horner and Burgess (2014) that allows for forming ‘events’ that are matched in the number of elements but differ in their coherence at retrieval, depending on the associative structure formed at encoding (i.e., closed-vs open-loops). The experiments presented in this thesis showed that the associative structure formed at encoding has a lasting impact on the coherence at retrieval.

5.1.1. Chapter 2

In Chapter 2, I used retrieval accuracy and dependency to assess how event-based representations change over a period of forgetting. I reasoned that if forgetting (as reflected in decreases in retrieval accuracy) is associated with decreases in dependency, then this would imply that closed-loops fragment as a function of forgetting. However, if forgetting is occurring, but dependency remains consistent over time, then this would suggest that closed-loops tend to be forgotten in an all-or-none manner, such that closed-loops are more likely to be either retained or forgotten in their entirety.

In Experiment 1, I assessed retrieval accuracy and retrieval dependency immediately following encoding and a 12-hour delay. Despite evidence for forgetting, I saw no evidence for changes in dependency over a 12-hour interval. In Experiment 2, I increased the length of the interval between immediate and delayed retrieval to one week. Although I saw numerical increases in forgetting in Experiment 2, relative to Experiment 1, I observed no evidence for significant decreases in dependency as a function of forgetting.
In Experiments 1-2, participants encoded either closed- or open-loops. Although it has previously been shown that closed-loops are associated with greater retrieval accuracy than open-loops (Horner et al., 2015), I saw little evidence for differences in retention for closed- and open-loops. In Experiment 3 and 4, I assessed whether retrieval accuracy differed between closed- and open-loops when participants learnt both closed- and open-loops (i.e., a within-subject design, compared to the between-subject design used in Experiments 1-2). Experiments 3-4 also offered an opportunity to further assess whether retrieval dependency decreased following a period of forgetting. In Experiment 3, I provided evidence that closed-loops were remembered better than open-loops following a one-week delay. In Experiment 4, I saw that closed-loops were also associated with greater retrieval accuracy immediately after encoding but forgetting rates for closed-loops were also significantly lower than for open-loops over a week-long delay. Further, consistent with Experiment 1-2, I saw no evidence for changes in dependency for closed-loops (or open-loops) as a function of forgetting.

In Chapter 2, I provided consistent evidence that dependency for closed-loops does not change as a function of forgetting, even in instances where forgetting was high. This suggests that the individual elements or associations that make up a closed-loop are forgotten at relatively similar rates, at least so far as the rate of forgetting is sufficiently uniform for closed-loops to retain their coherence after a period of forgetting. Further, I observed that the associative structure formed at encoding led to differences in retention, such that closed-loops were better retained than open-loops; but only when participants learnt both closed- and open-loops in a within-subject design.

5.1.2. Chapter 3

In Chapter 2, I also assessed whether sleep supports mnemonic integration for overlapping associations, under the assumption that if two overlapping associations (encoded in the open-loop condition) are integrated during sleep, then dependency should be seen. In Chapter 2, I
observed that sleep improved inference for non-encoded pairs but did not increase dependency for the directly encoded associations. This suggests that the role of sleep in supporting inference is unlikely to be driven by the integration of two overlapping associations into a generalised representation, as proposed by Lau et al. (2010). Sleep is perhaps more likely to support inference via a dynamic, ‘on-the-fly’ process at retrieval (Kumaran & McClelland, 2012); the probability of which is increased due to decreases in forgetting for directly encoded associations following sleep, relative to wakefulness.

In Chapter 3, I used a technique called targeted memory reactivation (TMR) (Rudoy et al., 2009) to induce memory reactivation of open-loops during sleep. This was done in order to assess whether systems consolidation as a function of memory reactivation during sleep, rather than sleep more generally (as in Chapter 2) supports mnemonic integration for open-loops. If memory reactivation during sleep supports a process where two overlapping associations are integrated into a generalised representation (Lau et al., 2010), then retrieval dependency should be seen following sleep, but only for open-loops associated with sound cues that participants were re-exposed to during sleep. Despite previous evidence for increased inference following sleep (Lau et al., 2010) and proposals suggesting that sleep strengthens associations between overlapping memories (Diekelmann & Born, 2010), I saw no evidence for increases in inference as a function of TMR, nor was TMR associated with increases in dependency. Instead, I provided evidence that TMR during sleep led to decreases in retention for the second (or weakly) encoded association of an open-loop. I also observed evidence for improved retention for the first (or strongly) encoded association following TMR, but this effect did not survive correction for multiple comparisons.

Consistent with previous work (Oyarzun et al., 2017; Antony et al., 2018), Chapter 3 provided evidence for forgetting following TMR, possibly as an effect of proactive interference during encoding. It is possible that variations in encoding strength led to differences in the level of activation for the first and second encoded associations during TMR. Further work is needed
to assess this possibility, but given this assumption, the findings presented in Chapter 3 are consistent with retrieval-induced forgetting effects seen during wakefulness (Anderson et al., 1994; Wimber et al., 2015), where repeated retrievals of a ‘target’ memory can lead to decreases in retention for a ‘competing’ memory representation (see Anderson, 2003 for review).

5.1.3. Chapter 4

In Chapter 4, I used fMRI to examine whether closed-loops are retrieved holistically following a period of forgetting and consolidation. Previous work has shown that closed-loops are associated with the reinstatement of all event elements, including those incidental to the specific retrieval task, when retrieval follows immediately after encoding (Horner et al., 2015). Following the findings in Chapter 2 suggesting that closed-loops are associated with dependency following a period of forgetting, I assessed whether closed-loops retrieved following a 24-hour delay continue to be associated with the neocortical reinstatement of elements incidental to retrieval.

In previous work, Horner et al. (2015) showed that the strength of this ‘incidental’ reinstatement effect was correlated with activity in the hippocampus, for closed-loops retrieved immediately after encoding. However, theories of systems consolidation (e.g., McClelland et al., 1995; Nadel & Moscovitch, 1997; Squire & Alvarez, 1995; Winocur & Moscovitch, 2011) make different predictions about the role of the hippocampus in retrieval following a period of consolidation. Therefore, I also examined whether the reinstatement of elements incidental to retrieval correlated with activity in the hippocampus for closed-loops retrieved immediately after encoding (as in Horner et al., 2015) and following a 24-hour delay.

I provided evidence that the retrieval of closed-loops following a period of forgetting and consolidation was associated with neocortical activity corresponding to event elements incidental to the specific retrieval task. However, while activity in the hippocampus for closed-
loops retrieved immediately after encoding correlated with the reinstatement of closed-loop elements incidental to retrieval, I did not find evidence for a significant correlation between this ‘incidental’ reinstatement effect and hippocampal activity for closed-loops retrieved following a 24-hour delay.

Consistent with behavioural evidence from Chapter 2, the findings presented in Chapter 4 suggested that closed-loops continue to be retrieved in a holistic (and coherent) manner after a period of forgetting and consolidation. The findings also provided some support for the proposal that the role of the hippocampus in retrieval may decrease over a period of consolidation (McClelland et al., 1995; Squire & Alvarez, 1995), but note that the correlations immediately after encoding and following a delay did not differ significantly from each other, and as such the extent to which strong claims can be made about the absence of a significant correlation following a delay is limited.

5.2. All-or-none forgetting

In Chapter 2 I demonstrated that closed-loops are consistently associated with dependency, irrespective of whether retrieval follows immediately after encoding or after a 12-hour or one-week delay. This was taken as evidence that closed-loops tend to be forgotten in an all-or-none manner, such that closed-loops are more likely to be either retained or forgotten in their entirety.

However, any measure of forgetting will inevitably be derived from differences in the proportion of ‘events’ retained between two retrieval time points. Thus, the proposal that forgetting is all-or-none necessitates making an assumption about the coherence of closed-loops that are forgotten. Closed-loops that fragment as a function of forgetting (where some pairwise associations are retained, and others are forgotten within the same closed-loop) would increase the proportion of ‘events’ that fall along the off-diagonal cells in the contingency
tables used to calculate the proportion of joint retrieval for the data and independent model. This would consequently produce levels of dependency that are less than that seen for closed-loops retrieved immediately after encoding. To quantify this assumption, I compared the level of dependency seen for closed-loops retrieved after a period of forgetting with a model of independent forgetting and showed that the observed dependency is greater than that predicted under an assumption of independent forgetting. While this does not exclude the possibility that some closed-loops might fragment over a period of forgetting, it suggests that closed-loops are more likely to be forgotten in an all-or-none manner.

Note though that the method for calculating dependency necessitates that dependency is estimated across, rather than within events. I refer to the ‘raw’ measure of dependency as the proportion of joint retrieval but note that this measure also includes the proportion of joint non-retrieval. As the raw measure of dependency is calculated separately for each of the three common cue (e.g., cue with Obama, retrieve kitchen or hammer) and common target (e.g., cue with kitchen or hammer, retrieve Obama) combinations, there could, for example, be instances where a closed-loop is associated with joint retrievals for certain common cue or target combinations, but joint non-retrievals for other combinations. Because dependency is averaged across all closed-loops separately for each contingency table, a closed-loop that is associated with a proportion of joint retrievals for some cue-target combinations and joint non-retrieval for other cue-target combinations will contribute equally to dependency as a closed-loop where cue-target combinations are all retrieved correctly or incorrectly. As such, a closed-loop can be retrieved in a relatively asymmetrical way, but still contribute to dependency in a symmetrical manner.

Although this pattern of retrieval is theoretically possible, the retrieval of individual associations has long been thought to be symmetrical, such that the likelihood of retrieving, for example, kitchen when cued by Barack Obama is related to the likelihood of retrieving Barack Obama when cued by kitchen (Asch & Ebenholtz, 1962). As such, it is unlikely that a
particular closed-loop association will contribute to a leading diagonal cell (e.g., both correct) in one instance, but to the other leading diagonal cell in another instance (e.g., both incorrect). Further, the dependency measure used here is derived from previous work showing that retrieval dependency is consistently able to differentiate between the retrieval for closed- and open-loops (Horner et al., 2015; Horner & Burgess, 2013, 2014). Thus, it is difficult to envision why this potential confound should systematically produce evidence for dependency for closed-, but not open-loops.

**5.2.1. All-or-none vs independent forgetting**

A similar approach to the one presented in Chapter 2 was taken by Brady et al. (2013) who assessed dependency for different features (i.e., exemplar and state) of an object. However, in contrast to evidence for retained dependency for closed-loops, Brady et al. (2013) found that dependency decreased over time. This suggests that features associated with an object are forgotten in an independent manner (but see Balaban et al., 2019). However, evidence from the source-memory literature has suggested that there is a degree of asymmetry in relation to how source details (e.g., colour and location) are bound to items, with information about colour and location being bound to the item, but not each other (Starns & Hicks, 2008). This may underlie the decreases in dependency seen in Brady et al. (2013). As features of an item are represented in a relatively independent manner, they are perhaps also likely be to forgotten in a similarly independent way (but see Balaban et al., 2019). In contrast, elements of a closed-loop are proposed to be bound into a coherent event representation (Horner et al., 2015; Horner & Burgess, 2014) and as such the forgetting of elements and/or associations from a closed-loop are perhaps more likely to be related.

It is possible that differences in the pattern of forgetting observed here and in Brady et al. (2013) reflect some underlying differences between item- and event-based representations. Whereas item-based representations are thought to be supported by the perirhinal cortex
(Aggleton & Brown, 1999; Diana et al., 2007), the hippocampus has consistently been implicated in the binding processes required to form a multi-element event representation (Cohen et al., 1999; Davachi, 2006; Mayes et al., 2007; Ranganath, 2010) Critically, while neural representations in the perirhinal cortex are thought to be distributed and overlapping, the high neural density and sparse representations in the hippocampus (Barnes et al., 1990; Viskontas et al., 2006) are likely to reduce any representational overlap (Marr, 1971; McClelland et al., 1995; Norman & O’Reilly, 2003). This has led to the proposal that retrieval processes thought to be supported by the hippocampus (i.e., recollection) are less susceptible to forgetting via interference, relative to those thought to be supported by the perirhinal cortex (i.e., familiarity) (Sadeh et al., 2014). Instead, forgetting for hippocampal representations has been proposed to be a result of decay (Frankland et al., 2013; Hardt et al., 2013). The findings presented in Chapter 2 appear most consistent with this proposal and provided evidence to suggest that the rate of decay within an event is relatively uniform.

An interesting possibility for future work would be to assess whether the pattern of forgetting observed here for closed-loops may differ between the elements and features associated with the individual elements. Given the findings presented in Chapter 2, and those reported by Brady et al. (2013), it is possible that while the association between the elements themselves may be forgotten in an all-or-none manner, features associated with the elements may be forgotten independently of each other.

5.2.2. Continuous forgetting

I have made a distinction between all-or-none and independent forgetting. However, this does not exclude the possibility that closed-loops undergo a continuous form of forgetting. If the forgetting of event-based representations occurs via decay (Frankland et al., 2013; Hardt et al., 2013; Sadeh et al., 2014), then this would suggest that the forgetting of closed-loops is a gradual, continuous process that takes place over time. Yet, it is possible that the behavioural
consequence of decay is relatively binary, in so far that the rate of decay for closed-loops will either be more or less than that required to ensure its ‘accessibility’ after a period of forgetting.

I have suggested that the pattern of forgetting for closed-loops reflects a process of decay that is relatively uniform for separate elements of an event. Although there may be variations in the amount of decay within an event, differences in decay should be greater across, relative to within events. Closed-loops perhaps undergo a continuous form of forgetting, but as long as the rate of decay within an event is sufficiently uniform for event elements to remain either above or fall below a given retrieval threshold (e.g., Norman & O’Reilly, 2003; Yonelinas, 1994), the behavioural consequence of decay should reflect a pattern of forgetting that is all-or-none.

However, recent work has suggested that recollection can be characterised by two, possibly separable memory components; one that characterises the ‘accessibility’ of the memory, and another that characterises the ‘precision’ of the memory (Harlow & Donaldson, 2013; Harlow & Yonelinas, 2016). Support for the proposal that the accessibility and precision of recollection are dissociable (Harlow & Yonelinas, 2016) has come from work showing that the success and precision of recollection are differentially affected by retrieval practice, with retrieval practice enhancing the accessibility, but not the precision, of later retrieval (Sutterer & Awh, 2016). However, a more recent study provided evidence to show that memory precision also benefits from retrieval practice (Schuetze, Eglington, & Kang, 2019). The accessibility and precision of recollection have also been shown to be dissociable on a neural level, with activity in the hippocampus associated with instances where recollection succeeds, and activity in the angular gyrus scaling with retrieval precision (Richter, Cooper, Bays, & Simons, 2016). Note though that a recent study showed that the precision of recollection was impaired in patients with hippocampal damage (Nilakantan, Bridge, Van Haerents, & Voss, 2018), suggesting that the hippocampus also contributes to the precision of memory retrieval.
Interestingly, Cooper and Ritchey (2019) recently demonstrated that the likelihood of successfully retrieving, for instance, the association between a spatial context and a colour of an object showed evidence for dependency. However, the precision with which the context and colour were retrieved showed no evidence for retrieval dependency. This suggests that although the elements that make up an ‘event’ may be retrieved in an all-or-none manner, the precision with which each of the individual elements are retrieved will differ in some independent way, even when retrieval follows shortly after encoding. As such, it is possible that closed-loops that retain their accessibility may differ in some continuous and qualitative manner before and after a period of forgetting.

5.2.3. Summary

In Chapter 2, I provided evidence to show that closed-loops are likely to be forgotten in an all-or-none manner. However, this does not exclude the possibility that the elements or associations themselves undergo some continuous form of forgetting over time. Theoretical accounts have proposed that different types of mnemonic information are forgotten at different rates (Reyna & Brainerd, 1995; Winocur & Moscovitch, 2011), and I have argued that the pattern of forgetting observed in Chapter 2 possibly reflects a rate of decay that is sufficiently uniform for closed-loops to either retain their accessibility or not. However, for closed-loops that ‘survive’ forgetting, the elements or associations that make up a closed-loop may differ in a continuous and independent manner before and after a period of forgetting.

5.3. Forgetting during sleep

In Chapter 2, I argued that the forgetting of closed-loops is consistent with a process of memory decay, where the rate of forgetting is relatively uniform within an event. However, in Chapter 3, I demonstrated that the forgetting of open-loops may, at least in some instances, be
much less symmetrical. Specifically, I provided evidence that memory reactivation during sleep, as a function of TMR, led to forgetting for the second encoded association of an open-loop, possibly as a function of proactive interference at encoding. This pattern of forgetting is similar to retrieval-induced forgetting effects seen during wakefulness (see Anderson, 2003 for review), under the assumption that TMR is more likely to be associated with higher levels of reactivation for the first (given that memory performance was greater for this association prior to sleep), relative to the second encoded association of an open-loop.

5.3.1. Retrieval-induced forgetting during sleep

Retrieval-induced forgetting during wakefulness has been attributed to inhibitory processes established at retrieval that ‘suppress’ a competing memory, which may otherwise interfere with the retrieval of a ‘target’ memory (Kuhl et al., 2007; Wimber et al., 2015). However, I observed that a similar effect can emerge following repeated memory reactivation during sleep, presumably in the absence of any conscious executive control. This is consistent with findings previously reported by Oyarzún et al. (2017). However, given the emphasis on the role of inhibitory mechanisms in retrieval-induced forgetting (Anderson, 2003), it is less clear how such an effect may emerge during sleep; where inhibitory control during memory reactivation is thought to be present to a significantly lesser extent, relative to memory retrieval during wake (Hasselmo, 1999).

The findings presented in Chapter 3 appear most consistent with the proposal that differences in co-activation for two overlapping (or competing) memories can lead to retrieval-induced forgetting (Norman et al., 2007). Note that here I am assuming that differences in encoding strength between two overlapping open-loop associations increased the likelihood of the first encoded association being reinstated more strongly, relative to the second encoded association, as a function of TMR. Further work employing multivariate pattern analysis (MVPA) to EEG could address this possibility (e.g., Bramão & Johansson, 2018).
Computational accounts assume that forgetting occurs when the level of activation differs between two overlapping associations, such that one is reinstated strongly and the other only moderately (Newman & Norman, 2010; Norman et al., 2006, 2007). This is consistent with evidence showing that moderate, but not high or low, levels of activation of a ‘to-be-suppressed’ item in a think/no-think paradigm can lead to forgetting (Detre, Natarajan, Gershman, & Norman, 2013; see also Newman & Norman, 2010). Retrieval-induced forgetting is not thought to occur when two competing memories are both reinstated at relatively high levels, nor when the level of activation for a ‘competitor’ is particularly low. In case of the former, it is possible that the concurrent and strong reinstatement of overlapping memories may underlie the mnemonic integration processes associated with systems consolidation during sleep (Lewis & Durrant, 2011; Stickgold & Walker, 2013; Diekelmann & Born, 2010). Note also that in the latter case, memories associated with low levels of reactivation are presumed to be sensitive to other forgetting mechanisms, such as memory decay (Langille, 2019; Frankland et al., 2013).

Although memory reactivation during sleep is generally thought to support systems consolidation (Marr, 1971; McClelland et al., 1995), this computational account (Norman et al., 2006, 2007) would imply that memory reactivation can lead to forgetting when two or more overlapping memories differ in their associative strength. Thus, when two or more memories ‘compete’ with each other, greater amounts of forgetting will be seen for memories reactivated during sleep, relative to those that are not. An interesting avenue for future research would be to assess the effect of TMR during sleep on the retention of closed-loops. As the retrieval of closed-loops is thought to be more symmetrical, relative to open-loops (Horner et al., 2015; Horner & Burgess, 2014), memory reactivation during sleep should be less likely to lead to retrieval-induced forgetting within a specific closed-loop, as closed-loop elements should be more likely to be reinstated at a similar level of activity. This would imply that
memory reactivation of closed-loops during sleep should be relatively holistic and would potentially benefit retention for all associations of a closed-loop.

However, it is likely that different closed-loops all compete for ‘survival’. It is possible that closed-loops are associated with differences in mnemonic strength, such that some closed-loops may be more likely to be reactivated during sleep, relative to others, in the absence of TMR. Memories that are less likely to be reactivated during sleep are thought to be more sensitive to memory decay in the hippocampus (Langille, 2019; Frankland et al., 2013) as decreases in the frequency of reactivation will minimise the likelihood of a memory representation being consolidated in the neocortex (McClelland et al., 1995). As such, differences in the frequency of reactivation during sleep may lead to a pattern of forgetting for closed-loops that tends to be all-or-none; under the assumption that the reactivation of closed-loops during sleep is indeed associated with the concurrent reactivation of all closed-loop elements. Further work is needed to assess this possibility.

5.3.2. Regulatory mechanisms during sleep

The findings presented in Chapter 3 are consistent with computational accounts suggesting that retrieval-induced forgetting can be observed in the absence of any conscious inhibitory control (Norman et al., 2006, 2007). However, further analysis is needed to assess whether oscillatory activity induced by memory reactivation may be related to the effects observed in Chapter 3.

Norman et al., (2006, 2007) argued that activity in the theta band may provide the neural substrate for the selective weakening of competing memories. Consistent with this, Hanslmayr et al. (2010) used a word-stem completion task and observed increased theta power during retrieval practice in a ‘competitive’ (e.g., Fruit: App__ for the exemplar Apple), relative to a ‘non-competitive’ condition. (e.g., Fru__: Apple), that subsequently predicted forgetting for non-practice exemplars (e.g., Banana). Interestingly, Staudigl, Hanslmayr, and Bäuml (2010)
observed that the selective retrieval of a ‘target’ memory was associated with decreases in theta power from the first to the second (and final) retrieval practice trials. This is in line with evidence presented by Kuhl et al. (2007) who demonstrated that BOLD activity in the prefrontal cortex decreased between the first and final retrieval practice trials of an A-B association. Given the role of the prefrontal cortex in inhibitory control, the findings reported by Kuhl et al., (2007) were taken to suggest that decreases in prefrontal activity reflected reductions in interference as a ‘competing’ A-C association was forgotten.

Hanslmayr et al., (2010) also presented evidence for increases in the beta band during retrieval practice, but this increases in beta power did not predict retrieval-induced forgetting. However, Waldhauser et al. (2012) demonstrated that oscillatory activity in the beta band may also be associated with retrieval-induced forgetting. In this study, participants learned a series of shape-colour pairs, where the shape was presented at the centre of fixation and the colour to either the right or left of fixation. During learning, participants would be presented with the shape cue twice, but with the colour presented in the opposite side of fixation each time. Waldhauser et al. (2012) manipulated the amount of interference, such that a ‘new’ colour associate would either be presented in a different (i.e., non-interference condition) or the same colour (i.e., interference condition) during the second presentation of the shape cue. During retrieval practice, participants would be presented with the shape cue and a blank box at either the right or left of fixation. The blank box served as a cue to indicate which colour associate the participants were required to retrieve. Waldhauser et al. (2012) observed increases in beta activity in the cortical hemisphere associated with the opposite visual field as the retrieval cue, but only when the ‘new’ colour associate had been presented in the same colour as the initial shape-colour association. This was taken to suggest that increases in beta activity were associated with the ‘suppression’ of sensory representations of competing shape-colour associations. Importantly, increases in beta power correlated with forgetting in a subsequent retrieval test. This finding is consistent with evidence reported by Wimber et al. (2015), who
used fMRI to demonstrate that retrieval practice of an A-B association led to the ‘suppression’ of cortical activity patterns associated with a competing A-C association.

Further analysis of the experiment presented in Chapter 3 will assess the possibility that oscillatory activity in the theta and beta band following memory reactivation correlates with the TMR-induced forgetting effect observed in Chapter 3.

5.3.3. Summary

In Chapter 3, I provided evidence that TMR during sleep can lead to a pattern of forgetting that is (potentially) similar to retrieval-induced forgetting effects seen during wakefulness (see Anderson, 2003 for review). While open-loops appear to be associated with a relatively asymmetrical pattern of forgetting, it is possible that the effect of TMR during sleep for more coherent closed-loops could be associated with a holistic form of forgetting, such that closed-loops that are reinstated during sleep are more likely to be retained in their entirety. In contrast, closed-loops that are not subject to memory reactivation during sleep may be forgotten in a holistic manner, as the absence of memory reactivation will minimise the likelihood of a closed-loop being consolidated in the neocortex, and in turn leave it more susceptible to memory decay in the hippocampus. These proposals can be examined in future experiments assessing the effect of TMR for closed-loops.

5.4. Retrieval following a period of forgetting and consolidation

In Chapter 4, I demonstrated that the retrieval of closed-loops, following a period of forgetting and consolidation, is associated with neocortical activity for all event-elements, including those incidental to the specific retrieval task. However, in contrast to closed-loops retrieved
immediately after encoding, the reinstatement of elements incidental to retrieval did not significantly correlate with activity in the hippocampus for closed-loops retrieved after a period of forgetting and consolidation.

5.4.1. Delay-dependent role of the hippocampus

The observation that closed-loops continue to be reinstated holistically - despite there being no evidence for a significant correlation between neocortical reinstatement and activity in the hippocampus - is consistent with the proposal that the forgetting of an initially hippocampal-dependent memory may reflect an interaction between memory decay in the hippocampus and memory consolidation in the neocortex (Frankland et al., 2013; Hardt et al., 2013). Thus, if a neocortical representation of a closed-loop is sufficiently strengthened during systems consolidation, then this closed-loop can perhaps still be retrieved in its entirety; even in instances where a hippocampal representation is subject to decay. As such, systems consolidation, possibly during sleep, may counteract the effects of decay in the hippocampus, allowing for holistic retrieval in the absence of the hippocampus.

Standard consolidation theories (Marr, 1971; McClelland et al., 1995; Squire & Alvarez, 1995) have proposed that memories can become independent of the hippocampus following a period of consolidation. Although some neuroimaging studies have provided support for this proposal (e.g., Niki & Luo, 2002; Piefke et al., 2003; Takashima et al., 2006), it has been argued that these findings are confounded by the fact that recent, relative to remote memories tend to be associated with greater ‘richness’ and/or ‘vividness’ at retrieval (Nadel & Moscovitch, 1997). As such, differences in hippocampal activity for remote and recent memories have been argued to reflect the richness or vividness of retrieval, rather than the age of the memory (Winocur & Moscovitch, 2011). Consistent with this proposal, evidence has demonstrated that hippocampal activity does not consistently differ between the retrieval of recent and remote memories (Addis et al., 2004; Bonnici et al., 2012; Maguire et al., 2001; Ryan et al., 2001),
but can instead reflect differences in the vividness of retrieval, irrespective of the remoteness of the memory (Gilboa et al., 2004; Viskontas, Carr, Engel, & Knowlton, 2009). This is consistent with the proposal that memories retrieved independently of the hippocampus may reflect a more gist-like version of the original hippocampal representation (Winocur & Moscovitch, 2011; see also Nadel & Moscovitch, 1997).

In the paradigm used in Chapter 4, participants were explicitly instructed to imagine each of the pairwise associations interacting in some vivid and meaningful way at encoding. I have noted that it is possible that the absence of a significant correlation between the hippocampal activity and the cortical reinstatement of elements incidental to retrieval may reflect a ‘loss’ of the elaborative context established at encoding. Participants may still be able to retrieve closed-loops in a coherent and holistic fashion after a period of consolidation and forgetting, but may perhaps be relying more heavily on gist-like representations in the neocortex. Further work is needed to assess this possibility. However, it has been argued that individuals typically rely on such gist-like representations during retrieval (Brainerd & Reyna, 2002), and it is possible that the likelihood of this increases following a period of forgetting and consolidation.

Although the experiment presented in Chapter 4 does not afford an opportunity to examine this possibility, this would be an intriguing prediction to assess in future work. Future work could incorporate MVPA to assess whether activity patterns reinstated at retrieval become more dissimilar from those seen at encoding, as the interval between encoding and retrieval is increased. Interestingly, Ritchey, Wing, LaBar, and Cabeza (2013) showed that hippocampal activity at retrieval predicted the relationship between memory performance and representational similarity between activity patterns at encoding and immediate retrieval. Future work could assess whether the role of the hippocampus at retrieval decreases as a function of reductions in representational similarity, rather than the interval between encoding and retrieval per se.
5.4.2. Conceptual congruence and retention

I have suggested that the forgetting of closed-loops tends to be all-or-none in nature, such that closed-loops are more likely to either be retained or forgotten in their entirety. However, it is not entirely clear why some closed-loops should be more likely to be retained while others are forgotten.

The extent to which new learning is consistent with prior knowledge has been shown to support retention (see Van Kesteren, Ruiter, Fernández, & Henson, 2012 for review) and is thought to accelerate the rate of memory consolidation (Kumaran et al., 2016). It is possible that differences in memory for closed-loops are, at least in part, reflected in their congruence with participants’ pre-existing knowledge or the conceptual congruence between the elements themselves. It has long been assumed that congruence increases the ‘depth’ of encoding, which in turn increases retention (Craik & Tulving, 1975). Consistent with this, Staresina, Gray, & Davachi (2009) showed that congruent word-colour pairs (e.g., balloon-red), relative to incongruent pairs (e.g., elephant-red) were remembered better on a subsequent memory test.

In the experiments presented here, participants were encouraged to imagine the elements interacting as vividly as possible. Although each of the person-location-triplets were created randomly for each participant, some combinations of elements may have been more conceptually congruent than others. It is possible that differences in congruence may decrease or increase participants’ ability to semantically elaborate on the interaction between the elements. This may have led to differences in memory for closed-loops. Thus, the pattern of forgetting observed for closed-loops may reflect an interaction between the associative structure formed at encoding and the congruence between the elements that make up a closed-loop. Further work is needed to assess this possibility.

However, congruence with pre-existing knowledge has also been associated with false memory (Spalding, Jones, Duff, Tranel, & Warren, 2015). This is an important point to
highlight with reference to the findings in Chapter 4. The ‘non-target’ reinstatement effect, observed in Chapter 4, reflects increases in activity in regions associated with the same category as a non-target element, rather than the reinstatement of the event-specific non-target element. Although the reinstatement effect should be more likely to reflect the retrieval of the associative non-target element (as this is what was learnt at encoding), the likelihood of erroneously reinstating an element from a different event from the same category as the non-target element could be increased if a retrieval cue is strongly congruent with an element from a different event, or if one of the retrieval foils has a strong pre-existing association with an element from the same category as the non-target element. Thus, it is possible that the non-target reinstatement effect observed in Chapter 4 reflects the reinstatement of any element from the same category as the non-target element, rather than the successful reinstatement of the event-specific non-target element.

5.4.3. Summary

In Chapter 4, I provided neuroimaging evidence to show that closed-loops continue to be retrieved in a coherent, and holistic manner following a period of forgetting and consolidation. However, I did not observe evidence for a significant correlation between reinstatement of elements incidental to retrieval and hippocampal activity for closed-loops retrieved following a 24-hour delay. Although this provides some support for standard theories of systems consolidation (McClelland et al., 1995; Squire & Alvarez, 1995), here I have suggested that the absence of a significant correlation at delay may also be related to the ‘vividness’ or ‘richness’ of retrieval. However, this proposal is premature given the evidence presented in Chapter 4, and as such further work is needed to assess this possibility. Further work is also needed to reveal what underlying mechanisms may determine which closed-loops are retained after a period of forgetting. I have raised the possibility that differences in retention may reflect an interaction between the associative structure formed at encoding and the conceptual congruence of the closed-loop itself.
5.5. Conclusion

This thesis provided evidence that the associative structure formed at encoding has a lasting impact on the coherence at retrieval. In relation to closed-loops, the evidence presented here suggests that closed-loops tend to be forgotten in an all-or-none manner, such that closed-loops are more likely to either be retained or forgotten in their entirety. This finding appears most consistent with the proposal that hippocampal representations are forgotten via a process of decay (Frankland et al., 2013; Hardt et al., 2013), and provides evidence to suggest that the rate of decay within a closed-loop is relatively uniform. In contrast, open-loops were shown to be associated with a more asymmetrical pattern of forgetting, similar to retrieval-induced forgetting effects seen during wakefulness (see Anderson, 2003 for review); such that the second encoded associations were forgotten more rapidly as a function of TMR, relative to a non-TMR condition. It is possible that closed-loops show a different pattern of forgetting as a function of TMR, as closed-loops appear to be retrieved in a more coherent manner, relative to open-loops (Horner et al., 2015; Horner & Burgess, 2014). Further work is needed to assess this possibility.

However, consistent with the proposal that closed-loops are forgotten in an all-or-none manner, this thesis presented fMRI evidence that closed-loops retain their coherence at retrieval following a period of forgetting and consolidation. However, the evidence presented here also suggested that the role of the hippocampus in the holistic retrieval of closed-loops may decrease over a period of forgetting and consolidation. This is consistent with standard theories of consolidation suggesting that the role of the hippocampus in retrieval decreases with consolidation (McClelland et al., 1995; Squire & Alvarez, 1995). However, different theories of systems consolidation suggest that event-based representations retrieved independently of the hippocampus differ from those retrieved via the hippocampus (Nadel & Moscovitch, 1997; Winocur & Moscovitch, 2011). It is possible that although closed-loops
continue to be retrieved in a coherent manner over time, closed-loops retrieved immediately
after encoding and following a period of forgetting and consolidation may differ in some
qualitative manner. Further work is needed to assess this possibility.
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